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This work is a theoretical and experimental study of two particular cases of nonlinear wave interaction in a plasma column. The frequencies of the waves are of the order of magnitude of the electron plasma frequency. Ion motions are neglected.

In the first part of the thesis, the nonlinear coupling of slow waves on a plasma column is studied by means of cold plasma theory. The quasistatic approximation is used to simplify the analysis. Waves in a metal tube filled with plasma, and on a uniform plasma column surrounded by an infinite dielectric, are considered in the limit of an infinite magnetic field parallel to the axis of the column. The case of a plasma column surrounded by an infinite dielectric in the absence of a magnetic field is also examined. The linear properties of slow waves are reviewed, and solutions are obtained for use in the nonlinear theory.

The simplest case of nonlinear wave interaction is the coupling of three waves whose frequencies and propagation constants satisfy synchronism conditions on frequency and wavenumber. The coupled mode equations describing the interaction are obtained by means of a Lagrangian description of a bounded cold plasma. When one of the waves is much stronger than the other two, the coupled mode equations can be solved easily. Two possible cases are considered: when the large amplitude wave has the highest frequency, parametric amplification occurs, and the other two waves grow exponentially; otherwise, the two small amplitude waves exchange their energies. The effect of wave damping is considered, and is introduced into the theory as a phenomenological loss factor. Some experimental results on mode conversion in the presence of loss are presented, and are discussed in relation to the theory.

The second part of the thesis is devoted to nonlinear scattering from a plasma column in an electromagnetic field having its magnetic
field parallel to the axis of the column. In the linear regime, the plasma column exhibits series of multipole resonances. A warm plasma analysis using a scalar electron pressure and a nonuniform electron density profile is presented. The quasistatic approximation is used in the column and, for simplicity, a parabolic static electron density profile is chosen. The theory is then extended to the nonlinear regime and the nonlinear scattered power is obtained. The excitation of two linear dipole resonances produces a nonlinear quadrupolar radiation pattern with minima in the direction of the incident wave and at right angle to it. In general, there is no nonlinear power radiated in the forward and backward directions. Numerical results for the nonlinear scattering coefficient are obtained in the special case of second harmonic generation at a linear dipole resonance.

Some observations of nonlinear scattering are presented, and the effect of the Earth's magnetic field and of discharge symmetry on the radiation pattern are discussed. The influence of collisional loss on the nonlinear scattering amplitude is also considered.
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<td>magnetic field amplitude of incident wave $\lambda$ .... 87</td>
<td></td>
</tr>
<tr>
<td>$H^{(1)}_{\ell}(r)$</td>
<td>Hankel function of the first kind and order $\ell$ .... 73</td>
<td></td>
</tr>
<tr>
<td>$H^{(2)}_{\ell}(r)$</td>
<td>Hankel function of the second kind and order $\ell$ .... 73</td>
<td></td>
</tr>
<tr>
<td>$H_{zS}(r)$</td>
<td>linear scattered magnetic field .... 80</td>
<td></td>
</tr>
<tr>
<td>$H_{zJ}(r)$</td>
<td>nonlinear magnetic field .... 87</td>
<td></td>
</tr>
<tr>
<td>$h_{z\ell}(r)$</td>
<td>r-varying part of $H_{z\ell}(r)$ .... 73</td>
<td></td>
</tr>
<tr>
<td>$h_{zJ}(r)$</td>
<td>r-varying part of the $\ell$-th order term of $H_{zJ}(r)$ .... 87</td>
<td></td>
</tr>
<tr>
<td>$h_{\ell j}(r)$</td>
<td>function defined in Eq. (5.22) .... 76</td>
<td></td>
</tr>
<tr>
<td>$h_{3\ell j}(r)$</td>
<td>function defined in Eq. (5.74) .... 92</td>
<td></td>
</tr>
<tr>
<td>$I_n(r)$</td>
<td>modified Bessel function of the first kind .... 2</td>
<td></td>
</tr>
<tr>
<td>$I_{3\ell j}(r)$</td>
<td>expression defined in Eq. (2.43) .... 24</td>
<td></td>
</tr>
<tr>
<td>Symbol</td>
<td>Expression/Definition</td>
<td>Page where defined on first use</td>
</tr>
<tr>
<td>------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>$I_{\ell j}$</td>
<td>expression defined in Eq. (5.80)</td>
<td>94</td>
</tr>
<tr>
<td>$J$</td>
<td>current density</td>
<td>15</td>
</tr>
<tr>
<td>$J_n(r)$</td>
<td>Bessel function of order $n$</td>
<td>3</td>
</tr>
<tr>
<td>$J_{s\bar{z}}$</td>
<td>surface current density</td>
<td>135</td>
</tr>
<tr>
<td>$J_{s\bar{z}l}$</td>
<td>$\ell$-th component of $J_{s\bar{z}}$</td>
<td>135</td>
</tr>
<tr>
<td>$j$</td>
<td>$(-1)^{1/2}$</td>
<td>2</td>
</tr>
<tr>
<td>$K_n(r)$</td>
<td>modified Bessel function of the second kind and order $n$</td>
<td>16</td>
</tr>
<tr>
<td>$k$</td>
<td>propagation constant</td>
<td>2</td>
</tr>
<tr>
<td>$k_g$</td>
<td>propagation constant in glass</td>
<td>73</td>
</tr>
<tr>
<td>$k_p$</td>
<td>plasma wavenumber defined in Eq. (5.29)</td>
<td>77</td>
</tr>
<tr>
<td>$k_p$</td>
<td>propagation constant in cold plasma</td>
<td>132</td>
</tr>
<tr>
<td>$L$</td>
<td>characteristic dimension of the discharge</td>
<td>10</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>Lagrangian density</td>
<td>18</td>
</tr>
<tr>
<td>$\mathcal{L}_j$</td>
<td>$j$-th order component of $\mathcal{L}$</td>
<td>19</td>
</tr>
<tr>
<td>$L_{nl\ell}$</td>
<td>constant defined in Eq. (5.42)</td>
<td>80</td>
</tr>
<tr>
<td>$\ell$</td>
<td>radial wavenumber</td>
<td>3</td>
</tr>
<tr>
<td>$\ell$</td>
<td>azimuthal wavenumber</td>
<td>73</td>
</tr>
<tr>
<td>$M_{\ell}$</td>
<td>amplitude factor of $H_{2\ell}(r)$</td>
<td>73</td>
</tr>
<tr>
<td>$m_e$</td>
<td>electronic mass</td>
<td>8</td>
</tr>
<tr>
<td>$N$</td>
<td>electron density</td>
<td>8</td>
</tr>
<tr>
<td>$N_0$</td>
<td>DC electron density</td>
<td>15</td>
</tr>
<tr>
<td>$N_\lambda(r)$</td>
<td>$r$-varying part of the $\ell$-th component of the electron density associated with Wave $\lambda$.</td>
<td>89</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Page where defined on first use</td>
</tr>
<tr>
<td>----------</td>
<td>--------------------------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>$n$</td>
<td>azimuthal wavenumber</td>
<td>2</td>
</tr>
<tr>
<td>$n(r)$</td>
<td>RF electron density</td>
<td>15</td>
</tr>
<tr>
<td>$n_\ell$</td>
<td>azimuthal wavenumber for Wave $\ell$</td>
<td>22</td>
</tr>
<tr>
<td>$n_\lambda(r)$</td>
<td>RF electron density associated with Wave $\lambda$</td>
<td>88</td>
</tr>
<tr>
<td>$P$</td>
<td>power density</td>
<td>56</td>
</tr>
<tr>
<td>$P_i$</td>
<td>power density of incident wave</td>
<td>80</td>
</tr>
<tr>
<td>$P_\ell$</td>
<td>constant used in Eq. (5.19)</td>
<td>75</td>
</tr>
<tr>
<td>$P_N$</td>
<td>normalized power coefficient</td>
<td>56</td>
</tr>
<tr>
<td>$P_s$</td>
<td>linear scattered power density</td>
<td>80</td>
</tr>
<tr>
<td>$P_j(\xi)$</td>
<td>functions defined in Eqs. (C.3)-(C.7)</td>
<td>129</td>
</tr>
<tr>
<td>$p$</td>
<td>electron pressure</td>
<td>8</td>
</tr>
<tr>
<td>$p_\ell$</td>
<td>constant defined in Eq. (5.51)</td>
<td>81</td>
</tr>
<tr>
<td>$p_{\lambda\pm}$</td>
<td>constants used in Eq. (2.74)</td>
<td>37</td>
</tr>
<tr>
<td>$Q$</td>
<td>quality factor</td>
<td>82</td>
</tr>
<tr>
<td>$Q_i$</td>
<td>constant defined in Eq. (C.14)</td>
<td>131</td>
</tr>
<tr>
<td>$q_\ell$</td>
<td>constant defined in Eq. (5.52)</td>
<td>81</td>
</tr>
<tr>
<td>$R_\ell$</td>
<td>constant defined in Eq. (5.41)</td>
<td>79</td>
</tr>
<tr>
<td>$r$</td>
<td>radial coordinate</td>
<td>2</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>position vector</td>
<td>18</td>
</tr>
<tr>
<td>$S_\ell$</td>
<td>linear scattering amplitude</td>
<td>73</td>
</tr>
<tr>
<td>$s$</td>
<td>leading power of solution $\psi_\ell(\xi)$</td>
<td>130</td>
</tr>
<tr>
<td>$T$</td>
<td>electron temperature</td>
<td>10</td>
</tr>
</tbody>
</table>
## LIST OF SYMBOLS (Cont.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Page where defined on first use</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_{\ell}(r))</td>
<td>function defined in Eq. (5.68)</td>
<td>91</td>
</tr>
<tr>
<td>(U_{mn}(r))</td>
<td>function defined in Eq. (5.68)</td>
<td>91</td>
</tr>
<tr>
<td>(V)</td>
<td>output of receiver</td>
<td>49</td>
</tr>
<tr>
<td>(V_{\ell})</td>
<td>constant defined in Eq. (5.42)</td>
<td>80</td>
</tr>
<tr>
<td>(V'_{\ell})</td>
<td>constant defined in Eq. (5.42)</td>
<td>80</td>
</tr>
<tr>
<td>(V_{r\lambda}(r))</td>
<td>r-varying part of the (\ell)-th component of the radial velocity associated with Wave (\lambda)</td>
<td>89</td>
</tr>
<tr>
<td>(V_{\Theta\lambda}(r))</td>
<td>r-varying part of the (\ell)-th component of the azimuthal velocity associated with Wave (\lambda)</td>
<td>89</td>
</tr>
<tr>
<td>(v)</td>
<td>electron velocity</td>
<td>8</td>
</tr>
<tr>
<td>(v_g)</td>
<td>group velocity</td>
<td>2</td>
</tr>
<tr>
<td>(v_p)</td>
<td>phase velocity</td>
<td>2</td>
</tr>
<tr>
<td>(v_z)</td>
<td>(z) component of (v)</td>
<td>15</td>
</tr>
<tr>
<td>(v_{\lambda}(r))</td>
<td>velocity associated with Wave (\lambda)</td>
<td>88</td>
</tr>
<tr>
<td>(W_{\lambda})</td>
<td>amplitude of the (\ell)-th order term for the reflected wave at (\omega_{\lambda}) in the glass</td>
<td>88</td>
</tr>
<tr>
<td>(X_{\lambda})</td>
<td>amplitude of the (\ell)-th order term for the outgoing wave at (\omega_{\lambda}) in the glass</td>
<td>88</td>
</tr>
<tr>
<td>(x_j)</td>
<td>(j)-th component of position vector (r)</td>
<td>19</td>
</tr>
<tr>
<td>(V_{\lambda})</td>
<td>nonlinear scattering amplitude</td>
<td>88</td>
</tr>
<tr>
<td>(Z_{\lambda}(r))</td>
<td>function used in Eq. (5.67)</td>
<td>91</td>
</tr>
<tr>
<td>(z)</td>
<td>axial coordinate</td>
<td>2</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Page where defined on first use</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------------------------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>an arbitrary variable</td>
<td>19</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>geometric parameter in parabolic profile</td>
<td>75</td>
</tr>
<tr>
<td>$\alpha(z)$</td>
<td>phase of wave</td>
<td>49</td>
</tr>
<tr>
<td>$\alpha_{n\ell}$</td>
<td>$\ell$-th zero of $J_n(\beta r)$</td>
<td>16</td>
</tr>
<tr>
<td>$\alpha_r$</td>
<td>phase of reference signal</td>
<td>49</td>
</tr>
<tr>
<td>$\alpha_\lambda$</td>
<td>attenuation constant of Wave $\lambda$</td>
<td>36</td>
</tr>
<tr>
<td>$\beta$</td>
<td>effective wavenumber</td>
<td>4</td>
</tr>
<tr>
<td>$\beta_\lambda$</td>
<td>effective wavenumber for Wave $\lambda$</td>
<td>23</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>gain in dB/unit length</td>
<td>29</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>collision factor</td>
<td>74</td>
</tr>
<tr>
<td>$\Gamma_N$</td>
<td>normalized gain factor</td>
<td>29</td>
</tr>
<tr>
<td>$\Gamma_\lambda$</td>
<td>collision factor for Wave $\lambda$</td>
<td>88</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>compression constant for electrons</td>
<td>74</td>
</tr>
<tr>
<td>$\Delta k$</td>
<td>departure from synchronism</td>
<td>36</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>permittivity</td>
<td>18</td>
</tr>
<tr>
<td>$\epsilon_{\text{eff}}$</td>
<td>effective permittivity</td>
<td>81</td>
</tr>
<tr>
<td>$\epsilon_{\text{g}}$</td>
<td>relative permittivity</td>
<td>2</td>
</tr>
<tr>
<td>$\epsilon_{p}$</td>
<td>equivalent permittivity tensor of a cold plasma in an infinite magnetic field</td>
<td>123</td>
</tr>
<tr>
<td>$\epsilon_{p}$</td>
<td>equivalent permittivity of a cold plasma without magnetic field</td>
<td>134</td>
</tr>
<tr>
<td>$\epsilon_0$</td>
<td>permittivity of free space</td>
<td>15</td>
</tr>
<tr>
<td>$\epsilon_{\parallel}$</td>
<td>component of $\epsilon_{p}$ parallel to $B_0$</td>
<td>123</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Page where defined on first use</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>$\varepsilon_1$</td>
<td>component of $E_p$ perpendicular to $B_0$</td>
<td>123</td>
</tr>
<tr>
<td>$\xi_D$</td>
<td>ratio $a/\lambda_D$</td>
<td>129</td>
</tr>
<tr>
<td>$\theta$</td>
<td>angular coordinate</td>
<td>2</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Boltzmann constant</td>
<td>73</td>
</tr>
<tr>
<td>$\lambda_D$</td>
<td>electronic Debye length</td>
<td>10</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>permeability of free space</td>
<td>80</td>
</tr>
<tr>
<td>$\nu$</td>
<td>effective momentum transfer collision frequency</td>
<td>71</td>
</tr>
<tr>
<td>$\xi$</td>
<td>normalized radius</td>
<td>129</td>
</tr>
<tr>
<td>$\xi$</td>
<td>generalized displacement coordinate</td>
<td>18</td>
</tr>
<tr>
<td>$\xi_\lambda$</td>
<td>real displacement coordinate associated with Wave $\lambda$</td>
<td>20</td>
</tr>
<tr>
<td>$\xi_\lambda$</td>
<td>complex displacement coordinate associated with Wave $\lambda$</td>
<td>20</td>
</tr>
<tr>
<td>$\hat{\xi}_\lambda(r,z,t)$</td>
<td>slowly varying part of $\xi_\lambda$</td>
<td>20</td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>surface charge density</td>
<td>135</td>
</tr>
<tr>
<td>$\sigma_\lambda$</td>
<td>constant associated with coupled mode equation for Wave $\lambda$</td>
<td>21</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>scalar potential</td>
<td>2</td>
</tr>
<tr>
<td>$\varphi(z)$</td>
<td>axial potential profile</td>
<td>15</td>
</tr>
<tr>
<td>$\hat{\varphi}(r)$</td>
<td>radial potential profile</td>
<td>15</td>
</tr>
<tr>
<td>$\varphi_\ell(r)$</td>
<td>$\ell$-th order term in the expansion of $\varphi$ into cylindrical waves</td>
<td>74</td>
</tr>
<tr>
<td>Symbol</td>
<td>Page where defined on first use</td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>---------------------------------</td>
<td></td>
</tr>
<tr>
<td>( \varphi_n(r) )</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>( \varphi_R )</td>
<td>49</td>
<td></td>
</tr>
<tr>
<td>( \varphi_0(r) )</td>
<td>73</td>
<td></td>
</tr>
<tr>
<td>( \varphi_\lambda(r,z,t) )</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>( \omega_\lambda )</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>( \chi )</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>( \psi )</td>
<td>127</td>
<td></td>
</tr>
<tr>
<td>( \psi_\lambda(z,t) )</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>( \psi_{\lambda 0} )</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>( \psi_{\lambda j}(r) )</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td>( \psi_{\lambda 0 j}(r) )</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>( \psi_{\lambda 0 j}(r) )</td>
<td>89</td>
<td></td>
</tr>
<tr>
<td>( \omega )</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>( \omega_c )</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>( \omega_R )</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>( \omega_0 )</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>( \langle \omega_0^2 \rangle )</td>
<td>82</td>
<td></td>
</tr>
</tbody>
</table>
### LIST OF SYMBOLS (Cont.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Page where defined on first use</th>
</tr>
</thead>
<tbody>
<tr>
<td>i, j</td>
<td>components of a vector</td>
<td>19</td>
</tr>
<tr>
<td>λ</td>
<td>quantity corresponding to Wave λ</td>
<td>20</td>
</tr>
<tr>
<td>α, β, γ</td>
<td>quantity corresponding to Wave α, β, γ</td>
<td>20</td>
</tr>
<tr>
<td>s, i or p</td>
<td>quantity of the signal, idler or pump wave</td>
<td>26</td>
</tr>
<tr>
<td>ℓ</td>
<td>component varying as exp jℓθ</td>
<td>73</td>
</tr>
</tbody>
</table>
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Chapter I

INTRODUCTION

In the past few years, the nonlinear properties of plasmas have been the subject of a rapidly increasing number of studies. The success of the linear plasma theory in predicting the observed small-signal properties of plasma waves has encouraged its extension to the nonlinear coupling of waves among themselves or with resonant particles.\(^1\) Extensive use has been made of the coupled-mode theories familiar in microwave electronics\(^2\) and in nonlinear optics.\(^3\) So far, there have been few experimental results on nonlinear properties of plasma waves compared to the large number of theoretical studies on the subject. This does not necessarily mean that nonlinear effects are difficult to produce experimentally in plasmas, but it is often difficult to drive some particular modes into the nonlinear regime without perturbing the plasma appreciably or exciting other modes than the ones desired. Another difficulty is caused by factors like loss and fluctuations which can modify profoundly the nonlinear behavior of the system, as we shall see in Chapter III.

In what follows, we shall present theoretical and experimental studies of some nonlinear properties of electron plasma waves on a plasma column. In the linear regime these modes have been studied in two different ways: as longitudinal electron plasma waves propagating along the axis of a plasma column, and as resonances of a plasma column irradiated by an electromagnetic wave. These resonances are actually the long-wavelength cutoffs of electron plasma waves propagating along the axis.\(^4\) Since the two aspects of the problem have been studied more or less independently, we shall review them separately.

1.1 Electron Plasma Waves in Bounded Plasmas

1.1.1 Linear Regime

The linear properties of electron plasma waves in bounded systems have been studied for over thirty years. In 1939, Ramo\(^5\) and Hahn\(^6\) showed that a circular waveguide containing an electron beam could guide waves propagating with a phase velocity smaller than the velocity
of light at frequencies below the cutoff frequency of the empty waveguide. These modes were called "space charge" or "slow" waves. They were also found in stationary plasmas placed in an infinite or zero magnetic field. Exploiting the fact that slow waves have a phase velocity, \( v_p \), smaller than the velocity of light, Trivelpiece and Gould found an approximate solution for slow waves propagating on a cold plasma column in an arbitrary magnetic field by assuming that the speed of light is infinite. This assumption, called the "quasistatic approximation", implies that the electric field of the waves is essentially static, and hence derivable from a scalar potential: \( \mathbf{E} = -\nabla \phi \). The quasistatic theory for slow waves on a plasma column in infinite and zero magnetic fields will be reviewed in detail in Chapter II and IV, respectively. In order to facilitate the review of the work done on slow waves, we will state here without proof some results of the theory for slow waves on a plasma column in the presence of an arbitrary static magnetic field \( B_0 \).

The slow wave solutions form an infinite set of cylindrical waves of the form \( \varphi_n(r) \exp j(\omega t - k_z z - n \theta) \), where the space variables refer to a cylindrical coordinate system having its \( z \) axis along the axis of the plasma column, and where \( \omega \) is the angular frequency of the waves, \( k \) is their propagation constant, and \( n \), an integer between \(-\infty\) and \(+\infty\), is their azimuthal wavenumber. The exact form of \( \varphi_n(r) \) depends on the axial magnetic field and on the radial inhomogeneity. In the absence of a magnetic field, \( \varphi_n(r) = I_n(kr) \), where \( I_n(kr) \) is the modified Bessel function of the first kind. In this case, the waves can propagate only if the plasma column is immediately surrounded by a dielectric region. The dispersion characteristics for slow waves propagating on a plasma column of radius \( a \) surrounded by an infinite dielectric are shown in Fig. 1.1 for \( n = 0, 1 \) and 2. The angular frequency, \( \omega \), is normalized to the resonant plasma frequency, \( \omega_R = \omega_0 / (1 + \epsilon_g)^{1/2} \), where \( \epsilon_g \) is the relative permittivity of the surrounding dielectric, and \( \omega_0 \) is the electron plasma frequency. All the modes have a resonance \( (k \rightarrow \infty) \), and the azimuthally varying modes have a cutoff \( (k = 0) \), at \( \omega = \omega_R \). These cutoffs yield the multipolar "resonances" which will be studied in Chapters V and VI.
Fig. 1.1 Slow wave dispersion characteristics for $\omega_c = 0$: column of radius $a$ surrounded by a vacuum.

Fig. 1.2 Slow wave dispersion characteristics for $\omega_c = 1.2 \omega_0$: column of radius $a$ surrounded by metal.
As seen from Fig. 1.1, the phase velocity, $v_p$, and the group velocity, $v_g$, of the waves can be in the same or in opposite directions. In the former case, the wave is called "forward", and in the latter case "backward". When a magnetic field is present, $\varphi_n(r)indot{=}J_n(\beta r)$, where $J_n(\beta r)$ is the Bessel function of the first kind and $\beta$ is an effective wavenumber proportional to $k$, and depending also on $\omega_0$, $\omega$, and on the cyclotron frequency $\omega_c$. For each $n$, there can be an infinite number of radial modes labelled with the radial wavenumber $\ell \geq 1$, where $\ell$ is an integer. These modes differ from each other by the radial potential variations in the column. The dispersion characteristics for the $(n,\ell)$ combinations $(0,1), (0,2), (1,1)$ and $(1,2)$ are presented in Fig. 1.2 for slow waves propagating in a circular waveguide filled with a uniform plasma, and for a ratio $\omega_c/\omega_0 = 1.2$. Two passbands can exist in this case. When $\omega < \omega_0$, a forward wave can propagate and, for $\omega_c \leq \omega \leq (\omega_0^2 + \omega_c^2)^{1/2}$, a backward wave is predicted. In the simple geometry considered here, the frequencies $\omega_0$ and $\omega_c$ can be interchanged without changing the dispersion characteristics.

After 1960, a large number of papers were published on theoretical slow wave characteristics. Some of these solved special cases of slow wave propagation without using the quasistatic approximation. It was found that the full electromagnetic treatment did not improve very much the results of the quasistatic theory when $v_p << c$. This is not the case, however, for the $n \neq 0$ modes in the absence of a magnetic field, and nonquasistatic, $n = 1$ slow waves were observed in the laboratory. The $n = 1$ dispersion characteristics measurements obtained by Carlisle did not extend to the nonquasistatic part of the dispersion characteristics, but they showed very well the backward character of the $n = 1$ mode in the absence of a magnetic field.

Three aspects of the experiments reported in the early sixties did not correspond to the theoretical predictions: the difficulty in obtaining measurements of waves in the upper passband in the presence of a magnetic field; the discrepancy between the attenuation predicted from electron-neutral collisions and the damping measured experimentally, and the absence of measurements of the higher order modes in the presence of a
magnetic field. These difficulties pointed to the inadequacies of the cold, uniform plasma model used up to that point. The first effect was shown to come from radial inhomogeneity.\textsuperscript{13,14} When spatial nonuniformity is introduced in the cold plasma theory, the electric field becomes infinite at the point in space where the wave frequency is equal to the local plasma frequency.\textsuperscript{15} The singularity is removed when finite electron temperature or finite collision frequencies are taken into account. It was shown\textsuperscript{16} that collisional damping in the resonance region could account for the strong wave damping observed in measurements of the dispersion characteristics of the upper passband in the presence of a magnetic field.\textsuperscript{8,16} The second effect can be explained by Landau damping in the sheath, when there is no magnetic field.\textsuperscript{17} In the presence of a magnetic field, Landau damping in the body of the column was shown to account for the observed attenuation of the $n = 0$, $l = 1$ mode in the lower passband.\textsuperscript{18} It should be noted that there is no enhanced collisional damping due to the radial density gradient in this case.\textsuperscript{14} The fact that the higher order modes have never been observed, as far as the author knows, in experiments limited to the linear regime has not been resolved clearly. It has been said that the lowest order mode would be preferentially excited because the Landau damping of the slow waves in a magnetic field is inversely proportional to the phase velocity of the waves.\textsuperscript{18} This question will be discussed further in Chapter III in relation to our experiments.

The importance of including electron temperature effects in slow wave theories was emphasized by some of the theories of Tonks-Dattner resonances which will be reviewed in Section 1.2. This work showed that some additional resonances observed experimentally, but not predicted by the cold plasma theory, could be accounted for by introducing electron thermal motions. These resonances are the cutoffs of slow propagating modes.\textsuperscript{4} This set of waves has been investigated theoretically by means of pressure theory in order to find the slow waves associated with the Tonks-Dattner resonances of a warm uniform plasma column in the absence of a static magnetic field.\textsuperscript{19} The corresponding problem in a nonuniform plasma has been solved in slab\textsuperscript{20} and cylindrical geometries.\textsuperscript{4,21} Some of these slow modes were observed experimentally.\textsuperscript{4,21} Finally, various
slow wave problems have been solved using the Vlasov equation; since we shall be concerned mainly with slow waves in a cold plasma, we shall not consider them further.

1.1.2 Nonlinear regime

The study of nonlinear effects in plasmas has been undertaken in many different ways. A very general and elegant approach has been to define a Lagrangian or Hamiltonian density for the system under study, and then to use the techniques of classical mechanics with suitable adaptations to derive the nonlinear properties of plasmas. These methods can be used to treat the coupling of any number of waves. Various versions of the coupled mode analysis have also been used to study the nonlinear coupling of waves in plasmas. We shall restrict ourselves to three-wave interactions. In order to obtain appreciable coupling between the waves, the following relations must be satisfied at least approximately

\[ \omega_1 + \omega_2 = \omega_3, \quad k_1 + k_2 = k_3, \]  

where \( \omega_i \) and \( k_i \) are the frequency and propagation constant of Wave \( i \). When \( \omega_3 \) is the largest frequency, \( k_3 \) is the largest wavenumber, and Wave 3 has a much larger amplitude than Waves 1 and 2, parametric amplification is obtained. Wave 3 is called the pump and Waves 1 and 2 are called signal and idler. Both the signal and the idler can grow exponentially in a lossless system.

In 1960, Kino used a normal mode expansion to derive a theory for parametric amplification in plasmas and electron beams. Although this theory described the coupling of slow waves on an electron beam or a plasma column in either an infinite or zero magnetic field in terms of the electric field, numerical results were not obtained. Paik pointed out later that the nonlinear surface current had been neglected in Kino's theory, but his own analysis only accounted for axial surface currents in the small-ka limit. The theory presented in Chapter IV is derived from a Lagrangian formulation which includes all the current components. A slow wave parametric amplifier was built using the \( n = 0 \) mode on a
plasma column without a magnetic field. As can be seen from Fig. 1.1, this mode is non-dispersive only for small frequencies. In practice, the synchronism conditions, given by Eq. (1.1), could be satisfied only approximately. This led to marginal growth rates.

Pérulli and his co-workers obtained a plasma column in a strong magnetic field \((\omega_0 \ll \omega_c)\) by letting the plasma produced in a Penning source diffuse through a small hole into a 64 cm long metal vacuum chamber of square cross-section. They took advantage of the numerous branches of the dispersion relation for slow waves on a column in a magnetic field, and observed the decay of a strong excited wave into pairs of waves which, together with the excited wave, satisfied the synchronism conditions approximately. The three interacting waves were on two or three branches of the dispersion characteristics. They also obtained parametric amplification by exciting a pump and a signal, and observing the growth of the signal and the idler. The growth rates measured experimentally differed by about 30% from those calculated from theory. Their theoretical model, however, was a metal waveguide completely filled with plasma, whereas the plasma column used in their experiment was a nonuniform column of about 0.8-1.0 cm in radius located in the center of their 14 cm square metal vacuum chamber. The same theoretical model was considered by Spithas and Manheimer, with the same result.

Some experiments on coupling of electromagnetic waves with slow waves and ion-acoustic waves were reported recently. The electromagnetic waves were excited in a cavity surrounding part of the plasma column of a Q-machine, and the slow waves were excited and detected outside the cavity. Interactions of two electromagnetic waves and one slow wave; one electromagnetic and two slow waves, and two electromagnetic waves and one ion-acoustic wave, were observed.

1.2 Resonances of a Plasma Column

1.2.1 Linear Regime

In 1931, Tonks predicted that a uniform cylindrical plasma placed in a dipolar RF field should exhibit a resonance when the angular frequency of the RF signal is equal to \(\omega_0 / 2^{1/2}\). He observed this
dipole resonance, and also some extra resonances not explained by the theory. Herlofson also predicted the existence of the dipole resonance in an analysis of resonant scattering from meteor trails.\textsuperscript{35} Dattner made an extensive study of the resonances in laboratory plasmas, and found that the number of extra resonances observed depended on the plasma column dimensions, the plasma parameters, and the incident frequency.\textsuperscript{36} Since a comprehensive survey of the work done on the resonances of a plasma column up to 1968 has been published in a book by Vandenplas,\textsuperscript{37} we need only present a brief review of the main developments in this field.

The extra resonances, now called "Tonks-Dattner resonances", were first thought to result from the radial inhomogeneity of the plasma columns used in experiments.\textsuperscript{38,39} However, these theories, developed for a cold nonuniform plasma column, did not predict the Tonks-Dattner resonances and presented some serious theoretical problems when the RF signal has a frequency equal to the local plasma frequency at some point in the column; at this point the equivalent permittivity vanishes, leading to infinite electric fields.\textsuperscript{15}

The inclusion of the electron temperature was the next improvement to the theoretical model. Instead of integrating the system of equations composed of the Vlasov equation, and of Maxwell's equations, Gould used the quasistatic approximation, $E = -\nabla \varphi$, and velocity moments of the Vlasov equation to calculate the resonant frequencies of a uniform plasma column.\textsuperscript{40} He kept only the first two moments, i.e. the continuity equation,

$$\nabla \cdot (N \vec{v}) + \frac{\partial N}{\partial t} = 0,$$  \hfill (1.1)

and the equation of motion,

$$m \frac{\vec{v}}{e} = -N e \vec{\varphi} - \nabla p,$$  \hfill (1.2)

where $e$ and $m_e$ are the electronic charge and mass; $N$, $\vec{v}$ and $p$ are respectively the electron density, velocity and pressure. The electron pressure was assumed to obey an adiabatic law with respect to
small perturbations. A series of resonances at frequencies higher than $\omega_0$ were obtained in addition to the dipole resonance at $\omega_0/2^{1/2}$. The Tonks-Dattner resonances were then interpreted as standing waves formed by electron pressure waves reflected back and forth across the plasma column.

Unfortunately, the spacing between the resonant frequencies predicted by this theory did not agree with the experimental results. It was suggested that the nonuniformity of the plasma could explain the spacing of the observed resonances; electron waves could then be trapped between the wall and their cutoff point in the plasma, and the phase shift of the wave would vary along its path according to the local wavenumber. A series of attempts to include the effect of the radial electron density profile (see Ref. 37, p. 131) finally led to a theory by Parker, Nickel and Gould which agreed very well with the experimental results. The electron density profile used in this theory was computed from the Tonks-Langmuir theory of the positive column.

While the theory developed by Parker and his co-workers was very successful in predicting the resonance frequencies of a plasma column, it also had some serious shortcomings. First, it did not include damping effects. Second, because the solution was obtained by means of the numerical integration of a differential equation, it did not provide too much insight into what was happening. Third, the limit of low temperatures could not be obtained because of numerical difficulties.

The absence of a damping mechanism caused the amplitude of the resonances to be infinite. Electron-neutral collisions were introduced in a study of the warm plasma capacitor, but they could not account for the observed damping of the dipole resonance. Radiation effects had been shown previously to account for the major part of the damping of the dipole resonance in the cold plasma limit. A study using the first two moments of the Vlasov equation, and Maxwell's equations without the quasistatic approximation, has been completed recently for a plasma column with a parabolic electron density profile, and shows that the radiation damping is indeed important in determining the amplitude of the dipole resonance. The Tonks-Dattner resonances are affected to a
much smaller degree by radiation effects. The effect of Landau damping on the resonances has been demonstrated by integration of the Vlasov equation along particle orbits.\textsuperscript{49,50} The apparent limit in the series of resonances observed experimentally\textsuperscript{36} was shown to be caused by the Landau damping of the wave as it penetrates into the region of almost uniform electron density close to the axis of the column.

Instead of relying only on numerical integration, as was done in Refs.\textsuperscript{49} and \textsuperscript{50}, Baldwin\textsuperscript{51} found an approximate solution to the Tonks-Dattner resonance problem by obtaining solutions valid at different radii and coupling them at the point where $\omega = \omega_0(r)$. This analysis shows that electron plasma waves are excited at the resonance radius, and propagate towards the plasma wall. Close to the wall, the wave is Landau damped by resonant electrons which then stream towards the sheath, where they are reflected. On their way back to the center of the column, they re-excite a plasma wave which travels inwards. This theory provided mechanisms confirming the physical picture of Tonks-Dattner resonances as the result of electron plasma waves trapped between the wall and the resonance radius. The low-temperature limit of the theory was tested experimentally in an afterglow plasma, and satisfactory agreement was obtained, considering the assumptions made in the theory, and the experimental difficulties involved.\textsuperscript{52}

Dorman obtained a low temperature expansion of the Vlasov equation in one dimension and compared it to the corresponding version of pressure theory.\textsuperscript{53} He found a very good agreement between the resonance frequencies predicted by the two theories at low temperature. Finally, Miura and Barston developed a singular asymptotic analysis in the small parameter $\lambda_D/L$, where $\lambda_D$ is the electronic Debye length, and $L$ is a characteristic dimension of the discharge.\textsuperscript{54} The analysis was applied to one-dimensional versions of the pressure theory, and of Dorman's theory, and good agreement was found between the singular expansion and the various theories. Because of the expansion parameter, the small temperature limit was accessible. This contrasts with pressure theory, where the limit $T \to 0$ cannot be obtained numerically due to the singularity at $T = 0$ in the equations.
1.2.2 Nonlinear Regime

Nonlinear effects induced by an increase in the power of the incident wave have been examined in various power limits. At power levels below approximately 0.1W, harmonic generation and wave mixing have been observed by Stern. One interesting feature of these experiments, performed with a plasma column in a waveguide, was the absence of measurable second harmonic signal at frequencies other than the linear resonance frequencies. In the case of wave mixing, both incident waves had to excite a resonance at the same discharge current in order for the mixed signal to be measurable. A cold plasma analysis was used by Messiaen and Vandenplas to obtain the nonlinear scattered power from a uniform plasma cylinder irradiated by two incident plane waves. This theory included the effect of a glass tube around the plasma and the interaction of the different terms in the expansion of each incident wave into an infinite set of cylindrical waves. The calculations of nonlinear scattering amplitudes presented, however, included only the effect of the dipole term. Some experimental results of forward scattering at the second harmonic of a strong incident wave were presented, and agreement with theory within an order of magnitude was claimed.

Some observations of possible nonlinear scattering from meteor trails suggested the inclusion of the nonlinear resonances of a plasma column in a program of space-related plasma studies in progress at Stanford. A nonlinear theory using the quasistatic approximation showed that a uniform plasma column excited by a strong dipolar signal should produce a second harmonic signal having a quadrupolar radiation pattern with the maximum power radiated at $\pi/4$, $3\pi/4$, $5\pi/4$ and $7\pi/4$ with respect to the direction of the incident wave. This fact was recognized and observed by Yen and McDermott, but the second harmonic signals produced in their experiments did not occur at the linear resonance frequencies, as they did in Stern's experiment. No explanation was given for this discrepancy. It should be noted that both Stern and Vandenplas observed forward scattering in their experiments. Some preliminary nonlinear scattering experiments at Stanford yielded a dipolar instead of a quadrupolar radiation pattern. When the transverse component of
the Earth's magnetic field was cancelled, however, the radiation pattern became predominantly quadrupolar, as far as could be determined from the measurement over 90° reported in Ref. 60.

The quasistatic, uniform cold plasma model used at first\textsuperscript{56} was extended in two ways. First, the effect of radial inhomogeneity was included in the quasistatic limit.\textsuperscript{61} Since a cold plasma was considered, it was necessary to restrict the computations to frequencies higher than the plasma frequency at the center of the column, in order to avoid the singular behavior of the potential at the point where the incident frequency is equal to the plasma frequency. A warm plasma analysis removes this singularity and will be developed in Chapter V. Second, the full set of Maxwell's equations was solved\textsuperscript{62} for scattering from a cold uniform plasma column irradiated by a plane wave in order to include radiation effects more properly in the theory. Contrary to what was thought previously,\textsuperscript{56} it was shown that it was necessary to include all the terms up to the quadrupole term in the cylindrical wave expansion of the incident plane wave in order to obtain all the lowest order terms for the second harmonic radiation, even in the long-wavelength limit (ka \ll 1).

1.3 Outline of this Work

This thesis consists of two parts. The first problem to be studied is the nonlinear coupling of slow waves on a plasma column. Chapter II is devoted to the case of a plasma column in an infinite magnetic field. After a brief review of linear theory, the coupled mode equations for three-wave coupling are derived using the Lagrangian description of a cold plasma. These equations are then solved for the special cases of parametric amplification and mode conversion. The effects of wave damping and of a departure from synchronism due to the dispersion of the interacting waves are considered. Chapter III presents experimental results of mode conversion in the presence of loss. In Chapter IV, nonlinear coupling of slow waves in the absence of a magnetic field is examined and the coupled mode equations are derived using the Lagrangian density of a cold plasma.
In the second part of the thesis, nonlinear scattering from a plasma column is considered. In Chapter V, a warm plasma model is used to obtain the nonlinear scattering from a nonuniform plasma column illuminated by a large amplitude plane wave. Numerical results for the nonlinear scattering amplitude are presented for selected values of electron temperature and frequency. Chapter VI is devoted to some experimental results of nonlinear scattering. The effects of the Earth's magnetic field, and of the rotational asymmetry of the column on the radiation pattern at the second harmonic of the incident wave, are examined.
Chapter II

SLOW WAVES ON A PLASMA COLUMN: INFINITE MAGNETIC FIELD

This chapter is devoted to the study of nonlinear coupling of slow waves on a cold plasma column in the presence of an infinite static magnetic field. The ions are assumed to have infinite mass. The static magnetic field is aligned parallel to the axis of the plasma column. Two geometries are considered: a column of radius a surrounded either by metal or dielectric. The second geometry is more appropriate to the experiments which will be considered in Chapter III, but the first one results in simpler calculations, and has been used in previous work.\(^\text{31,32}\)

The linear solution for slow waves on a plasma column is obtained in Section 2.1 using the quasistatic approximation, \(\mathbf{E} = -\nabla \phi\). This linear solution is then used in the driving terms of the nonlinear coupled mode equations for three-wave interaction which are derived in Section 2.2.1. The Lagrangian formalism\(^\text{23-25,27}\) is a very elegant method of obtaining the coupled mode equations. We use such a formulation developed by Galloway and Crawford.\(^\text{25}\) The coupled mode equations are solved for parametric amplification in Section 2.2.3, and the bandwidth of the interaction is studied in Section 2.2.4. Mode conversion is considered in Section 2.2.5. In both cases, the effects of loss and departure from synchronism are included.

2.1 Linear Regime

A cold electron plasma is described by the following equations: the equation of motion,

\[
m \frac{dv}{dt} = e \left( \mathbf{E} + \mathbf{v} \times \mathbf{B} \right),
\]

the continuity equation,

\[
\frac{\partial N}{\partial t} + \nabla \cdot (N \mathbf{v}) = 0,
\]

and Maxwell's equations,
\[ \nabla \times \mathbf{H} = J + e_0 \frac{d \mathbf{E}}{dt}, \quad \nabla \cdot \mathbf{E} = \frac{Ne}{e_0}, \quad \nabla \cdot \mathbf{B} = 0, \quad \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \quad (2.3) \]

The quasistatic approximation, \( \mathbf{E} = -\nabla \phi \), can be used in Eqs. (2.1)-(2.3) which, to first order in perturbations, reduce to

\[ \frac{m}{e} \frac{\partial v}{\partial t} = -e \frac{\partial \phi}{\partial z}, \quad (2.4) \]

\[ \frac{\partial N_0}{\partial t} + e_0 \frac{\partial v}{\partial z} = 0, \quad \nabla^2 \phi = -\frac{ne}{e_0}, \quad (2.5) \]

\[ (\nabla \times \mathbf{H})_z = N_0 e v_z - e_0 \frac{\partial}{\partial t} (\nabla \phi)_z, \quad (2.6) \]

where \( N_0 \) and \( n \) are, respectively, the DC and RF perturbation electron densities, and \( v_z \) is the only nonzero component of the velocity in the presence of an infinite magnetic field in the \( z \)-direction. It can be seen from Eq. (2.6) that \( \mathbf{H} \neq 0 \) in the quasistatic approximation, in which the velocity of light is considered to be infinite.

An infinitely long plasma column of radius \( a \), with its axis in the direction of the static magnetic field, can sustain cylindrical waves having a potential of the form

\[ \phi(r, t) = \hat{\phi}(r) \exp \left( i(\omega t - k z - n \theta) \right), \quad (2.7) \]

where \( k \) is the propagation constant of the wave; \( n \) is its azimuthal wavenumber, and \( \hat{\phi}(r) \) is its radial potential profile. The coordinates \( r, \theta \) and \( z \) refer to a cylindrical coordinate system with its \( z \)-axis along the axis of the plasma column. Equations (2.4)-(2.7) can be combined and the resulting equation for \( \hat{\phi}(r) \) is

\[ \frac{1}{r} \frac{d}{dr} \left( r \frac{d \hat{\phi}}{dr} \right) + \left( \beta^2 - \frac{n^2}{r^2} \right) \hat{\phi} = 0, \quad \beta^2 = k^2 \left( \frac{\omega^2}{\omega_c^2} - 1 \right), \quad 0 \leq r \leq a. \quad (2.8) \]

The solution of this equation is

\[ \hat{\phi}(r) = \psi \, J_n(\beta r), \quad 0 \leq r \leq a, \quad (2.9) \]
where \( J_n(\beta r) \) is the Bessel function of order \( n \).

Plasma column surrounded by metal: In this case, the boundary condition is \( \hat{\phi}(a) = 0 \), which yields the following dispersion relation for the waves,

\[
\beta^2 a^2 = k^2 a^2 \left( \frac{\omega^2}{\omega_0^2} - 1 \right) = \alpha_{nl}^2 ,
\]

where \( \alpha_{nl} \) is the \( l \)th nonzero root of \( J_n(\beta r) = 0 \). For each azimuthal wave-number \( n \), there exists an infinite number of branches of the dispersion relation (2.10) labelled by their radial wavenumber \( \ell \). The dispersion characteristics for the branches with \( (n,\ell) \) given by \((0,1), (0,2), (1,1)\) and \((1,2)\) are shown in Fig. 2.1. All the branches of the dispersion relation (2.10) have a resonance \( (k \to \infty) \) when \( \omega \to \omega_0 \).

Plasma column surrounded by an infinite dielectric: In this case, the potential can extend outside the plasma, and Laplace's equation must hold for \( r \geq a \)

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \hat{\phi}}{\partial r} \right) - \left( k^2 + \frac{n^2}{r^2} \right) \hat{\phi} = 0 , \quad a \leq r . \tag{2.11}
\]

The solution of this equation is

\[
\hat{\phi}(r) = \hat{\psi} K_n(\ell kr) , \quad a \leq r , \tag{2.12}
\]

where \( K_n(\ell kr) \) is the modified Bessel function of order \( n \).

The dispersion relation is obtained by requiring continuity of the potential, and of the radial electric displacement, at \( r = a \):

\[
\beta \frac{J_n'(\beta a)}{J_n(\beta a)} - \varepsilon \frac{k}{\varepsilon_k} \frac{K_n'(\ell ka)}{K_n(\ell ka)} = 0 . \tag{2.13}
\]

The constant \( \hat{\psi} \) in Eq. (2.12) can be expressed as a function of \( \psi \), the amplitude factor of the potential inside the plasma.
Fig. 2.1 Slow-wave dispersion characteristics for $\omega \to \infty$:
(a) column surrounded by metal; (b) column surrounded by vacuum.
The dispersion relation of Eq. (2.13) has an infinite number of branches for each \( n \), all of which have a resonance at \( \omega = \omega_0 \), as in the case of a plasma-filled metal tube. The dispersion characteristics for four of the lower-order branches of Eq. (2.13) are shown in Fig. 2.1 for \( \epsilon = 1 \). In this case, the radial wavenumber \( \ell \) is attached to the \( \ell \)th root of Eq. (2.13) for a given \( n \).

2.2 Nonlinear Regime

2.2.1 Derivation of the Coupled Mode Equations

The coupled mode equations for nonlinear coupling of three slow waves can be derived directly by expanding Eqs. (2.1)-(2.3) up to second order in the perturbations. An alternate method of obtaining the coupled mode equations uses an adaptation of the Lagrangian formulation of classical mechanics to wave propagation in a continuous medium. It has been shown that, for a system which can be described by a Lagrangian density \( \mathcal{L} \), the coupled mode equations can be obtained from an expansion of \( \mathcal{L} \) in powers of small perturbations of the generalized coordinates around their equilibrium positions. This can usually be accomplished with simpler algebra than in the direct method. We will apply the formulation of the Lagrangian method developed in Ref. 25 to the slow wave problem.

In the quasistatic approximation, the Lagrangian density for a cold electron plasma in an infinite magnetic field is

\[
\mathcal{L}(\xi, \varphi, x, t) = N_0(r) \left[ \frac{1}{2} \varepsilon \dot{\xi}^2 + \varepsilon \varphi (x + \xi) \right] + \frac{\epsilon}{2} [\nabla \varphi]^2 ,
\]

where the displacement, \( \xi \), and the potential, \( \varphi \), are the generalized coordinates of the problem, \( \dot{\xi} \) is the total time derivative of \( \xi \), \( N_0(r) \) is the unperturbed electron density, and \( \varepsilon = \varepsilon_0 \) for the plasma and \( \varepsilon = \varepsilon_0 \) for the surrounding dielectric regions. In the case of a bounded plasma, \( \mathcal{L} \) reduces to the Lagrangian density for an electrostatic field in the regions where \( N_0(r) \) vanishes. From \( \mathcal{L} \), we can define a
Hamiltonian density, which can be written exclusively as a function of the generalized coordinates and their time derivatives, \(^{25}\)

\[
\mathcal{H}(\xi, \varphi, \xi, t) = \sum_{i} \frac{\partial \xi}{\partial \xi_i} \dot{\xi}_i + \frac{\partial \varphi}{\partial \varphi} \varphi - \mathcal{L}.
\]  

(2.16)

The evolution of \( \mathcal{H} \) is given by the following generalized energy conservation equation \(^{25}\)

\[
\frac{d\mathcal{H}}{dt} + \sum_{j} \frac{d\mathcal{J}_j}{dx_j} = - \frac{\partial \xi}{\partial t},
\]

\[ (2.17) \]

where \( \mathcal{J} \) is the generalized energy-flux vector. Its \( j \)th spatial component is

\[
\mathcal{J}_j = \sum_{i} \frac{\partial \xi}{\partial \xi_i} \dot{\xi}_i + \frac{\partial \varphi}{\partial x_j} \varphi.
\]

(2.18)

In these equations, \( d/dt \) is the total time derivative; \( \partial/\partial t \) is the partial time derivative; \( \partial/\partial \alpha \) is the partial derivative with respect to quantity \( \alpha \), and \( \partial/\partial x_j \) is the partial derivative with respect to component \( x_j \) of the space vector \( x \). If \( \mathcal{L} \) does not depend on time explicitly, the Hamiltonian density is also the energy density.

In order to apply the equations of Lagrangian mechanics to wave coupling, \( \mathcal{L} \) is expanded around the equilibrium positions of the generalized coordinates \( \xi \) and \( \varphi \), and the terms are collected according to the order of the products of \( \xi \), \( \varphi \) and their derivatives. This yields an expansion of the form

\[
\mathcal{L} = \mathcal{L}_0 + \mathcal{L}_1 + \mathcal{L}_2 + \mathcal{L}_3 + \ldots
\]

\[ (2.19) \]

It has been shown that the terms \( \mathcal{L}_0 \) and \( \mathcal{L}_1 \) do not contribute to the wave motion because they only contain the equilibrium solutions, \(^{25}\) while \( \mathcal{L}_2 \) and \( \mathcal{L}_n \) generate the linear wave properties and the n-wave coupling, respectively. The three wave coupling that we shall study requires the
terms $$\mathcal{L}_2$$ and $$\mathcal{L}_3$$ in the expansion of $$\mathcal{L}$$. For a cold electron plasma in an infinite magnetic field, they are

$$\mathcal{L}_2 = N_0(r) \left[ \frac{m_e}{2} \xi^2 + e \xi \frac{\partial \phi}{\partial z} \right] + \frac{e}{2} \left[ \left( \frac{\partial \phi}{\partial r} \right)^2 + \left( \frac{1}{r} \frac{\partial \phi}{\partial \theta} \right)^2 + \left( \frac{\partial \phi}{\partial z} \right)^2 \right], \quad (2.20)$$

$$\mathcal{L}_3 = \frac{1}{2} N_0(r) e \xi^2 \frac{\partial^2 \phi}{\partial z^2}, \quad (2.21)$$

where $$\xi$$ is the displacement in the $$z$$ direction.

The three interacting waves are characterized by their frequencies $$\omega_\alpha$$, $$\omega_\beta$$, and $$\omega_\gamma$$, their propagation constants $$k_\alpha$$, $$k_\beta$$, and $$k_\gamma$$, and by their generalized coordinates, which are written as

$$\xi_\lambda = \frac{\xi_\lambda + \xi_\lambda^*}{2}, \quad \phi_\lambda = \frac{\phi_\lambda + \phi_\lambda^*}{2}, \quad \lambda = \alpha, \beta, \gamma, \quad (2.22)$$

where

$$\phi_\lambda = \phi_\lambda(r,z,t) \exp j(\omega t - kz - n\theta), \quad (2.23)$$

$$\xi_\lambda = \xi_\lambda(r,z,t) \exp j(\omega t - kz - n\theta). \quad (2.24)$$

The only difference between Eq. (2.23) and Eq. (2.7) is the introduction of a space and time dependence in the amplitude factor of the potential. In order that the theory developed in Ref. 25 be valid, the amplitude variation in time and space must be small over a period and a wavelength of the wave. Equations (2.22)-(2.24) can be substituted in Eq. (2.20) and (2.21), and $$\mathcal{L}_2$$ and $$\mathcal{L}_3$$ can be averaged over a period and a wavelength of the wave. If the following synchronism conditions are satisfied at least approximately,

$$\omega_\alpha = \omega_\beta + \omega_\gamma, \quad k_\alpha = k_\beta + k_\gamma, \quad n_\alpha = n_\beta + n_\gamma, \quad (2.25)$$

$$\mathcal{L}_3$$ will be nonzero. In this case, it can be shown that the second-order generalized energy density for Wave $$\lambda$$ is given by 25.
The energy density for Wave $\lambda$ can be calculated from the Lagrangian density using Eqs. (2.23) and (2.24) for the generalized coordinates. The result is
The coupling energy density is given by

\[
\epsilon_c = \frac{\mu}{8} \int \int N_0 (r) \left[ \frac{e^{2}}{e^{2} + \epsilon} \epsilon_{\alpha} \epsilon_{\beta} \frac{\partial \varphi_{\alpha}}{\partial z} + e_{\lambda} \epsilon_{\lambda} \frac{\partial \varphi_{\lambda}}{\partial z} \right] d^2 r + (c.c.),
\]

(2.32)

where \((c.c.)\) denotes the complex conjugate of the first term in Eq. (2.32). The quantities introduced in Eqs. (2.23) and (2.24) can be substituted in Eqs. (2.31) and (2.32), which become, after the angular integration is performed,

\[
\epsilon_\lambda = \frac{\pi}{2} \int_0^\infty N_0 (r) \left[ m \epsilon_{\epsilon} \epsilon_{\lambda} - j k \epsilon_{\lambda} \right] d^2 r ,
\]

(2.33)

\[
\epsilon_c = - \frac{j e \gamma}{4} \int_0^\infty N_0 (r) \left[ k^2 \epsilon_{\gamma} \epsilon_{\alpha} \epsilon_{\beta} \epsilon_{\lambda} + k^2 \epsilon_{\gamma} \epsilon_{\alpha} \epsilon_{\beta} \epsilon_{\lambda} \right] d^2 r + (c.c.).
\]

(2.34)

The linear solutions must now be substituted in Eqs. (2.33) and (2.34), with \(\epsilon_{\gamma} \) obtained by integrating Eq. (2.4) twice with respect to time. The energy densities become
\[ e_\lambda = \frac{\pi}{2} \int_0^\infty \left\{ \varepsilon_0 \omega_0^2(r) \frac{k_\lambda^2}{\omega_\lambda^2} \hat{\phi}_\lambda \hat{\phi}^*_\lambda - \varepsilon \left[ \frac{\partial^2 \phi}{\partial r^2} + \frac{\partial^2 \phi}{\partial \lambda^2} + \left( \frac{n_\lambda^2}{r^2} + k_\lambda^2 \right) \phi \phi^* \right] \right\} r \, dr , \] (2.35)

\[ e_c = \frac{1}{4} \varepsilon_0 \varepsilon_0 \alpha \beta \gamma \int_0^\infty \omega_0^2(r) \hat{\phi}^*_\alpha \hat{\phi}^*_{\beta \gamma} r \, dr + (c.c.) , \] (2.36)

where

\[ C_{\alpha \beta \gamma} = \frac{\alpha k}{\kappa} \frac{\beta k}{\omega} \frac{\gamma k}{\omega} \] (2.37)

**Plasma column surrounded by metal:** The radial potential profile for Wave \( \lambda \) is given by Eq. (2.9). The wave energy density becomes

\[ e_\lambda = \pi \varepsilon_0 \left\{ \frac{\omega_0^2 k_\lambda^2}{\omega_\lambda^2} \int_0^a J_{n\lambda}(\beta_\lambda r) r \, dr \right\} \] (2.38)

Integrating by parts gives

\[ \int_0^a \left( \frac{\partial J_{n\lambda}}{\partial r} \right) r \, dr = r J_{n\lambda}(\beta_\lambda r) \left. \frac{\partial J_{n\lambda}}{\partial r} \right|_0^a - \int_0^a J_{n\lambda}(\beta_\lambda r) \frac{\partial}{\partial r} \left( r \frac{\partial J_{n\lambda}}{\partial r} \right) \, dr . \] (2.39)

The first term on the RHS vanishes at both limits, and the second term combines with the last term of Eq. (2.38) to give Bessel's equation. We are left with

\[ e_\lambda = \pi \varepsilon_0 \omega_0^2 \frac{k_\lambda^2}{\omega_\lambda^2} A_\lambda \hat{\psi}_\lambda \hat{\psi}^*_\lambda , \] (2.40)
where

$$A_\lambda = \int_0^a J_{n\lambda}^2(\beta_\lambda r) r \, dr = \frac{a^2 J_n^2(\beta_\lambda)}{2}. \quad (2.41)$$

The coupling energy is

$$e_c = \frac{j \epsilon_0 \omega^2}{4} \frac{e}{m} I_{\alpha\beta\gamma} \left[ \psi^* \psi \beta \gamma - \psi \beta \gamma^* \right], \quad (2.42)$$

where

$$I_{\alpha\beta\gamma} = C_{\alpha\beta\gamma} \int_0^a J_{n\alpha}(\beta r) J_{n\beta}(\beta r) J_{n\gamma}(\beta r) r \, dr. \quad (2.43)$$

**Plasma column surrounded by dielectric:** The linear solutions are

$$\hat{\phi}_\lambda(r) = \begin{cases} \psi_\lambda J_{n\lambda}(\beta_\lambda r), & r \leq a, \\ \frac{J_{n\lambda}(\beta_\lambda a)}{K_{n\lambda}(k_\lambda a)} K_{n\lambda}(k_\lambda r), & r \geq a, \end{cases} \quad (2.44)$$

$$\hat{\hat{\psi}}_\lambda(r) = \begin{cases} j \frac{e}{m} \frac{k_\lambda}{\alpha_\lambda^2} \hat{\phi}_\lambda(r), & r \leq a, \\ 0, & r \geq a. \end{cases} \quad (2.45)$$

The energy densities will now be calculated. The integrals have to be separated into two parts: from 0 to a, and from a to \(\infty\). The wave energy density is
\[ e_\lambda = \pi \varepsilon_0 \left\{ k_{\lambda}^2 \frac{\omega_0^2}{\omega^2} \int_0^a J_{n\lambda}^2(\beta_\lambda r) - \frac{1}{2} \int_0^a \left[ \left( \frac{\partial J_{n\lambda}}{\partial r} \right)^2 + \left( \frac{n_\lambda^2}{r^2} - \beta_\lambda^2 \right) J_{n\lambda}^2(\beta_\lambda r) \right] r \, dr \right\} \]

\[ - \frac{\varepsilon}{2} \frac{k_{n\lambda}^2}{k_{n\lambda}(k_\lambda a)} \int_a^\infty \left\{ \frac{2 k_{n\lambda}^2}{\partial r} + \left( \frac{n_\lambda^2}{r^2} + k_\lambda^2 \right) \right\} r \, dr \} \psi_\lambda^* \psi_\lambda \cdot \quad (2.46) \]

An integration by parts of the terms \((\partial J_{n\lambda}/\partial r)^2\) and \((\partial k_{n\lambda}/\partial r)^2\) gives a Bessel equation and a modified Bessel equation, in the integral, but the integrated terms are non-zero in this case. We have

\[ e_\lambda = \pi \varepsilon_0 \left[ k_{\lambda}^2 \frac{\omega_0^2}{\omega^2} \int_0^a J_{n\lambda}^2(\beta_\lambda r) \, r \, dr - \frac{a}{2} J_{n\lambda}(\beta_\lambda a) \frac{\partial J_{n\lambda}}{\partial r} \bigg|_{r=a} \right] \]

\[ + \frac{\varepsilon}{2} \frac{a J_{n\lambda}(\beta_\lambda a)}{k_{n\lambda}(k_\lambda a)} \frac{\partial k_{n\lambda}}{\partial r} \bigg|_{r=a} \psi_\lambda^* \psi_\lambda \cdot \quad (2.47) \]

The last two terms of Eq. (2.47) form the linear dispersion relation of the problem. The wave energy reduces to Eq. (2.40) with

\[ A_\lambda = \int_0^a J_{n\lambda}^2(\beta_\lambda r) \, dr = \frac{1}{2\beta_\lambda^2} \left[ k_{n\lambda}^2 \left( \frac{k_{n\lambda}^2}{k_\lambda^2} \right) + \beta_\lambda^2 \frac{a^2}{n_\lambda^2} \right] J_{n\lambda}^2(\beta_\lambda a) \cdot \quad (2.48) \]

The coupling energy, \( e_c \), is still given by Eq. (2.42).

The energy conservation equation for Wave \( \lambda \) can now be written for both of the cases considered as

\[ \frac{\sigma_\lambda}{\omega_\lambda} \psi_\lambda^* \left( \frac{\partial}{\partial t} + v \frac{\partial}{\partial z} \right) \psi_\lambda + (c.c.) = -\frac{e_\lambda}{4m_e} \frac{I_{\lambda\gamma}}{A_\lambda} \psi_\lambda^* \psi_\gamma^* + (c.c.) \]

\[ \lambda = \alpha, \beta, \gamma \cdot \quad (2.49) \]
The coupled mode equations can be obtained from Eq. (2.49) by matching each term in the LHS with the term of the RHS corresponding to the same exponential behavior. For example, the coupled mode equation for Wave $\alpha$ is

$$
\left( \frac{\partial}{\partial t} + v g_{\alpha} \frac{\partial}{\partial z} \right) \psi_{\alpha} = - \frac{ie}{4\pi} \frac{\omega_{\lambda}^3}{k_{\alpha}^2 \lambda} \frac{I_{\alpha\beta\gamma}}{A_{\alpha}} \psi_{\beta} \psi_{\gamma} .
$$

(2.50)

2.2.2 Solution of the Coupled Mode Equations

The coupled mode equations can be solved analytically when either $\partial \psi_{\alpha} / \partial z$ or $\partial \psi_{\alpha} / \partial t = 0$. Solutions are obtained in terms of elliptic integrals,\(^1\),\(^2\) and indicate that the three waves exchange some or all of their energy periodically, depending on their initial relative amplitudes. The problem is simplified considerably when one of the waves has a much larger amplitude than the other waves. Since the RHS of the coupled mode equation for this pump only contains a product of two relatively small quantities, namely the amplitudes of the other waves, the amplitude of the pump can be considered to be constant.

When the pump has a higher frequency than the other two waves, the coupled mode equations are

$$
\frac{\partial \psi_{s}}{\partial t} + v g_{s} \frac{\partial \psi_{s}}{\partial z} = - jF_{s} \psi_{p} \psi_{i} ,
$$

(2.51)

$$
\frac{\partial \psi_{i}}{\partial t} + v g_{i} \frac{\partial \psi_{i}}{\partial z} = - jF_{i} \psi_{p} \psi_{s} ,
$$

(2.52)

$$
F_{\lambda} = \frac{e}{4\pi} \frac{\omega_{\lambda}^3}{k_{\lambda}^2} \frac{I_{\alpha\beta\gamma}}{A_{\lambda}} , \quad \lambda = s, i ,
$$

(2.53)

where the subscripts $p$, $s$ and $i$ refer to the pump, signal and idler, respectively. It is necessary to perform a stability analysis in order to determine if the nonlinear coupling leads to a stable or unstable situation, and if unstable, to an absolute or convective instability. It is useful to write the amplitude variations as
\[ \psi_s = \psi_{s0} \exp \left\{ j \left[ \left( \frac{\omega}{r} + j \frac{\omega}{j} \right) t - \left( k_r + j k_j \right) \right] \right\} z , \quad (2.54) \]

\[ \psi_i = \psi_{i0} \exp \left\{ j \left[ -\frac{\omega}{r} + j \frac{\omega}{j} \right] t - \left( -k_r + j k_j \right) z \right\} , \quad (2.55) \]

where \( \psi_{s0} \) is a constant amplitude factor. The signs in front of \( \omega_r \) and \( k_r \) are chosen in such a way as to preserve synchronism. The following dispersion relation can be obtained from Eqs. (2.51)-(2.55):

\[ \left( k - \frac{\omega}{v_{gs}} \right) \left( k - \frac{\omega}{v_{gi}} \right) = -\chi^2 , \quad (2.56) \]

where \( \omega = \omega_r + j \omega_j \), \( k = k_r + j k_j \), \( \chi^2 = \frac{F_s F_i}{v_{gs} v_{gi}} |\psi|^2 \). \quad (2.57)

According to Briggs and Cassedy, there is convective instability, i.e. wave growth in space, when all the waves have their group velocities in the same direction. The solutions of Eqs. (2.51) and (2.52) are

\[ \psi_\lambda = a_\lambda \exp(\chi z) + b_\lambda \exp(-\chi z) , \quad \lambda = s,i , \quad (2.58) \]

where \( a_\lambda \) and \( b_\lambda \) are constants determined by the initial conditions.

A typical application of this type of coupling is the parametric amplifier which makes use of the interaction between a pump, a signal to be amplified, and an idler created in the interaction. If the signal has an amplitude \( \psi_{s0} \) and the idler has zero amplitude at \( z = 0 \), their respective amplitudes \( \psi_s \) and \( \psi_i \) as a function of distance are given by

\[ \psi_s = \psi_{s0} \cosh \chi z \quad , \quad \psi_i = \psi_{s0}^* \sinh \chi z \quad . \quad (2.59) \]

When the pump is one of the lower frequency waves, the coupled mode equations for the other two waves are
In this case, the amplitude variations must be written as

\[ \psi_\lambda = \psi_{\lambda 0} \exp(j(\omega t - kz)), \quad \lambda = s,i. \]  

The dispersion relation,

\[ \left( k - \frac{\omega}{v_{gs}} \right) \left( k - \frac{\omega}{v_{gi}} \right) = \chi^2, \]

leads to a stable situation for \( \nu_g > 0 \). Since time averaging can be performed in an experiment, we need only consider variations in space. The solutions of Eqs. (2.60) and (2.61) are, in this case,

\[ \psi_\lambda = a_\lambda \exp(j\chi z) + b_\lambda \exp(-j\chi z), \quad \lambda = s,i. \]  

If only the pump and the signal are present at \( z = 0 \), we obtain

\[ \psi_s = \psi_{s0} \cos\chi z, \quad \psi_i = \psi_{s0} \sin\chi z, \]  

showing that the signal and the idler exchange their energy periodically.

2.2.3 Parametric Amplification

Since the coupled mode equations were obtained by assuming that the synchronism conditions were satisfied exactly, it is necessary to determine for what values of the frequencies and wavenumbers synchronism can be achieved in any particular case. Examination of the dispersion curves of Fig. 2.1 shows that, except for a small region near the origin, the synchronism conditions cannot be satisfied using only one branch of the dispersion relation. This is always the case when the slope of the dispersion characteristics varies monotonically. It is possible, however, to use more than one branch to obtain synchronism.
over a wide range of parameters. Some combinations of the four branches of the dispersion relations shown in Fig. 2.1 are displayed in Fig. 2.2 for a metal tube filled with a uniform plasma, and Fig. 2.3 for a uniform plasma column surrounded by a vacuum (\(\varepsilon_g = 1\)). The parameter ranges over which synchronism is possible are indicated by the heavy line portion of the characteristics. A typical interaction is shown in each case by means of a parallelogram formed by joining the origin and the points on the characteristics representing the interacting waves. The combinations shown in Figs. 2.2 and 2.3 do not exhaust all of the possibilities since there is an infinite number of curves to choose from in order to obtain synchronism. They represent some of the most likely candidates for obtaining an interaction, however, because they involve the lowest order modes, which should be the easiest to excite experimentally.

The growth rate, or gain, of the waves is given by

\[
\chi = \left[ \frac{F_S F_i}{v_{gs} v_{gi}} \right]^{1/2} |\psi_p| \text{ neper/unit length.} \quad (2.66)
\]

It is convenient to define \(\Gamma\), the gain in dB per unit length,

\[
\Gamma = 8.69\chi = \frac{n |\psi_p|}{N_0 a^3}, \quad (2.67)
\]

where

\[
\Gamma_N = 8.69 N_0 a^3 \left[ \frac{F_S F_i}{v_{gs} v_{gi}} \right]^{1/2}. \quad (2.68)
\]

We shall refer to \(\Gamma_N\) as the normalized gain factor, because it can be expressed as a function of the normalized variables \((\omega_\lambda/\omega_0)\) and \((k_\lambda a)\). Hence, it is the same for any plasma column subject to a specific set of boundary conditions. Computations of \(\Gamma_N\) for the cases of nonlinear interaction shown in Figs. 2.2 and 2.3 are presented in Fig. 2.4, for a plasma-filled metal tube, and in Fig. 2.5, for a plasma column surrounded by an infinite dielectric. Curves of the frequencies and wavenumber at
Fig. 2.2 Synchronism conditions and dispersion characteristics for $\omega_c \to \infty$: column surrounded by metal.
Fig. 2.3 Synchronism conditions and dispersion characteristics for \( \omega \to \infty \): column surrounded by dielectric.
Fig. 2.4 Synchronism conditions and normalized gain factor for $\omega_c \to \infty$: column surrounded by metal.

(a) $n_p = 0, \ell_p = 1; n_s = 0, \ell_s = 2; n_1 = 0, \ell_1 = 1$;
(b) $n_p = 1, \ell_p = 1; n_s = 0, \ell_s = 2; n_1 = 1, \ell_1 = 1$. 
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Fig. 2.4 (Cont.)

(c) $n = 1$, $l_p = 1$; $n_s = 1$, $l_s = 2$; $n_i = 0$, $l_i = 1$;

(d) $n_p = 0$, $l_p = 1$; $n_s = 1$, $l_s = 1$; $n_i = 1$, $l_i = -1$. 
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Fig. 2.5 Synchronism conditions and normalized gain factor for $\omega_c \to \infty$: column surrounded by vacuum.

(a) $n_p = 0, \ell_p = 1; n_s = 0, \ell_s = 2; n_1 = 0, \ell_1 = 1$;

(b) $n_p = 1, \ell_p = 1; n_s = 0, \ell_s = 2; n_1 = 1, \ell_1 = 1$;
Fig. 2.5 (Cont.)

(c) \(n_p = 1, \ell_p = 1; n_s = 1, \ell_s = 2; n_i = 0, \ell_i = 1\);

(d) \(n_p = 0, \ell_p = 1; n_s = 1, \ell_s = 1; n_i = 1, \ell_i = -1\).
synchronism are presented in the same figures. For a plasma column of radius $a = 0.4 \, \text{cm}$ and electron density $N_0 = 10^8 / \text{cm}^3$, the gain $\Gamma$ is

$$\Gamma = 1.6 \times 10^{-8} \Gamma_N |\psi_p| \, \text{dB/m} \quad (2.69)$$

when $\Gamma_N$ is expressed in MKS units. If a value of $10^5$ is taken for $\Gamma_N$, a gain of a fraction of a dB/cm can be achieved with a pump potential of the order of a few volts. A survey of the results shown in Fig. 2.4 and 2.5 indicates that the chosen value of $\Gamma_N$ is conservative.

One must bear in mind that the present theory does not take into account the effect of losses, which become important when the group velocity of the waves is small. It can be seen from Figs. 2.4 and 2.5 that at least one of the waves has a frequency close to the plasma frequency when the gain factor is large. The dispersion curves of Fig. 2.1 show that the group velocity decreases with frequency.

2.2.4 Bandwidth of the Interaction

An important characteristic of parametric interaction is its bandwidth. If an experiment is to be performed, it is important that the interaction have a bandwidth wide enough not to be affected significantly by small departures from synchronism. For example, if two waves with frequencies $\omega_p$ and $\omega_s$ are excited, a third wave is produced with $\omega_i = \omega_p + \omega_s$. The wavenumbers $k_p$, $k_i$, and $k_s$ can be obtained from the linear dispersion relations (2.10) or (2.11). In general, the wavenumbers do not satisfy a synchronism condition, but we can write

$$\Delta k = k_p - k_s - k_i \quad (2.70)$$

The coupled mode equations can be written as

$$\frac{\partial \psi_s}{\partial z} + \alpha_s \psi_s = - j \frac{F_s}{v_{gs}} \psi_p^* \exp j\Delta k z , \quad (2.71)$$

$$\frac{\partial \psi_i}{\partial z} + \alpha_i \psi_i = - j \frac{F_i}{v_{gi}} \psi_s^* \exp j\Delta k z , \quad (2.72)$$
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where $\alpha_s$ and $\alpha_i$ are linear phenomenological loss factors. The equation for $\psi_s$ is

$$\frac{\partial^2 \psi_s}{\partial z^2} + (\alpha_s + \alpha_i - j\Delta k) \frac{\partial \psi_s}{\partial z} - \left(\gamma^2 - \alpha_s(\alpha_i - j\Delta k)\right) \psi_s = 0 \quad (2.73)$$

The solution for $\psi_s$ is

$$\psi_s = a_s \exp p_{s+} z + b_s \exp p_{s-} z \quad (2.74)$$

$$p_{s\pm} = -\frac{1}{2} (\alpha_s + \alpha_i - j\Delta k) \pm \left[\frac{1}{4} (\alpha_s - \alpha_i)^2 + \frac{1}{2} (\alpha_s - \alpha_i) \Delta k + \chi^2 - \frac{\Delta k^2}{4}\right]^{1/2} \quad (2.75)$$

We may obtain $\psi_i$ from Eqs. (2.73)-(2.75) by interchanging $s$ and $i$.

In a lossless system, $p_{s\pm}$ reduce to

$$p_{s\pm} = j \frac{\Delta k}{2} \pm \left[\chi^2 - \frac{\Delta k^2}{4}\right]^{1/2} \quad (2.76)$$

Usually, a parametric amplifier uses a fixed frequency pump, and the bandwidth of the nonlinear coupling determines the range of frequencies over which the signal can be amplified. Exponential growth of the signal occurs when $p_{s+}$ has a positive real part. In the case of a lossless system, the gain is

$$\Gamma = 8.69 \text{ Re} \left[\chi^2 - \frac{\Delta k^2}{4}\right]^{1/2} \text{ dB/m} \quad (2.77)$$

In Fig. 2.6, we show curves of the gain $\Gamma$ at a fixed pump frequency as a function of the signal frequency for some of the mode combinations considered in Fig. 2.3. The combination of the $(1,1), (1,2)$ and $(0,1)$ branches of the dispersion relation is not shown in Fig. 2.6 because it leads to a bandwidth of the order of $0.01 \omega/\omega_0$, which is too small to be of practical interest. The effect of loss on the gain is shown as a broken curve in Fig. 2.6, for $\omega_p/\omega_0 = 0.65$, in the case of the
Fig. 2.6 Gain as a function of signal frequency at fixed pump frequency for \( \omega_c \to \infty \): \( a=0.4 \) cm, \( N_0=10^8/\text{cm}^3 \), \( \psi_p=1 \) V.

(a) \( n_p=0, t_p=1; n_s=0, t_s=2; n_i=0, t_i=1 \);

(b) \( n_p=1, t_p=1; n_s=0, t_s=2; n_i=1, t_i=1 \);

(c) \( n_p=0, t_p=1; n_s=1, t_s=1; n_i=1, t_i=-1 \).
(0,1), (0,2), (0,1) interaction. A loss rate $\alpha = 0.3$ dB/cm has been chosen arbitrarily for either the signal or the idler. There is a decrease in the maximum gain and a small increase in the bandwidth.

2.2.5 Mode Conversion

Since the group velocity of slow waves on a plasma column decreases with increasing frequency, the highest frequency wave present in the nonlinear interaction is damped more rapidly than the other waves and may prove to be unsuitable to be used as a pump. This has been our own experience, as reported in Chapter III. Consequently, one of the lower frequency waves, which can be excited at a high enough level, is chosen as the pump, and is assumed to be undamped. The signal, at the highest frequency, and the idler are attenuated in the linear regime. The coupled mode equations can be written in the following way, including the effect of a departure from synchronism, $\Delta k$, defined by Eq. (2.70),

$$\frac{\partial \psi_s}{\partial z} + \alpha_s \psi_s = -\frac{jF}{v_{gs}} \psi \psi_p \exp(j\Delta k z) , \quad (2.78)$$

$$\frac{\partial \psi_i}{\partial z} + \alpha_i \psi_i = -\frac{jF}{v_{gi}} \psi^* \psi_p \exp(-j\Delta k z) . \quad (2.79)$$

The equation for $\psi_s$ is

$$\frac{\partial^2 \psi_s}{\partial z^2} + (\alpha_s + \alpha_i - j\Delta k) \frac{\partial \psi_s}{\partial z} + \left[ \chi^2 + \alpha_s(\alpha_i - j\Delta k) \right] \psi_s = 0 , \quad (2.80)$$

and has the solution

$$\psi_s = a_s \exp p_{s+} z + b_s \exp p_{s-} z , \quad (2.81)$$

with

$$p_{s+} = -\frac{1}{2} (\alpha_s + \alpha_i - j\Delta k) \pm \frac{1}{2} \left[ (\alpha_s - \alpha_i + j\Delta k)^2 - 4\chi^2 \right]^{1/2} . \quad (2.82)$$
The equations for \( \psi_i \) can be obtained by interchanging \( s \) and \( i \), and replacing \( \Delta k \) by \( -\Delta k \), in Eqs. (2.80)-(2.82). The boundary conditions \( \psi_s(0) = \psi_{s0} \) and \( \psi_i = 0 \) allow the constants to be evaluated as

\[
\begin{align*}
a_s &= \left[ \frac{p_s + \alpha_s}{p_s - p_{s+}} \right] \psi_{s0}, \\
b_s &= -\left[ \frac{p_{s+} + \alpha_s}{p_s - p_{s+}} \right] \psi_{s0}, \\
a_i &= -j \frac{F_i}{\nu_{gi}} \frac{\psi_{s0}}{p_{i-} - p_{i+}}, \\
b_i &= -a_i.
\end{align*}
\]

(2.83)

The behavior of the solutions obtained in this section is rather difficult to predict, in view of the large number of parameters present in the solution, and we do not intend to survey all of the various possibilities. We simply show in Fig. 2.7 a set of curves for \( \psi_s \) and \( \psi_i \) corresponding to an experimental situation to be discussed further in Chapter III. The main features of these curves are typical of our experimental results obtained with a heavily damped signal. The position of the maximum in the idler power depends mainly on \( \Delta k \).
Fig. 2.7 Axial power variation for mode conversion for $\omega \to \infty$: column surrounded by vacuum. $\omega / \omega_p = 0.517$, $\psi_p = 9.5V$, $n = 0$, $l = 1$;
$\omega_s / \omega_p = 0.794$, $\alpha_p = -0.13/cm$, $n_s = 0$, $l = 1$; $\omega_1 / \omega_0 = 0.277$, $\alpha_1 = 0.01/cm$,
$n_1 = 0$, $l_1 = 2$. 
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Chapter III

NONLINEAR INTERACTIONS OF SLOW WAVES ON A PLASMA COLUMN IN A STRONG MAGNETIC FIELD: EXPERIMENTS

The aim of the experiments described in this chapter was to investigate nonlinear interactions of slow waves on a plasma column in a strong magnetic field under conditions approaching those treated theoretically in Chapter II. Some demonstrations of parametric amplification under such conditions have been reported by Perulli and his co-workers. Their experiments were performed in a low density \( N_0 \approx 5 \times 10^8 / \text{cm}^3 \) xenon discharge of radius \( a \approx 0.8 \text{ cm} \) in a strong magnetic field \( (B_0 = 2.25 \text{ kG}) \). Landau damping introduced a threshold for the onset of the amplification, as predicted by the theory. In our experiments, wave damping prevented the observation of parametric amplification, but mode conversion was obtained.

3.1 Experimental Set-up

Some preliminary experiments aimed at studying the linear properties of slow waves were performed on the positive column of a hot cathode helium discharge placed in a magnetic field of 300 G, at electron densities of the order of \( 5 \times 10^9 / \text{cm}^3 \). The \( n = 0, \ell = 1 \) branch of the dispersion relation was obtained with the double ring couplers shown in Fig. 3.1. No other branch of the dispersion relation could be obtained, however, even with the dipolar couplers shown in Fig. 3.1. As mentioned in Chapter I, to our knowledge, nobody has succeeded in measuring, in the linear regime, the higher order branches of the dispersion relation for slow waves in the presence of a magnetic field.

A different set-up was used for the rest of the experiments. The reasons for the change were the following. First, computations of the gain, \( \Gamma \), given by Eq. (2.67), showed the necessity of using a discharge with electron densities of a few times \( 10^8 / \text{cm}^3 \) in order to obtain measurable amplification. Second, it was necessary to use as strong a magnetic field as possible in order to approximate the theory with an infinite magnetic field. The positive column used in the preliminary experiments became unstable for magnetic fields larger than 300 G.
Third, a discharge with low background gas pressure was desirable, in order to lower collisional losses, and to avoid supplementary ionization by the RF signals used in the experiments. The system which was chosen to satisfy these requirements is shown schematically in Fig. 3.2.

3.1.1 Magnetic Field System

The magnetic field, produced by 14 coils positioned as shown in Fig. 3.2, was uniform to better than 1% over a length of about 55 cm between the third and twelfth coils. Fields of up to 5.0 kG could be obtained with this system but most of the experiments were performed with a magnetic field of 1.4 kG, which produced optimum results.

3.1.2 Plasma Source

The plasma source, shown in Fig. 3.3, was an argon reflex discharge placed at one end of the discharge tube. The plasma created in the source diffused into the central part of the tube through a hole 0.95 cm in diameter. Typically, the source was operated with 600 V on the central electrode. The discharge current was 100 mA at a pressure of \( 2 \times 10^{-4} \) Torr.
Fig. 3.2 Experimental set-up.
3.1.3 Plasma Column

The radial electron density profile of the plasma column produced by diffusion out of the source along the magnetic field lines was measured at Probe 2 using a spherical Langmuir probe 0.104 cm in diameter. A sketch of this probe is shown in Fig. 3.4. The interpretation of Langmuir probe measurements in a low density plasma, or in the presence of a strong magnetic field, is always difficult. In the former case, it has been shown that the simple theories of Langmuir are not valid when $\lambda_D$ is comparable to the probe radius. In the presence of a strong magnetic field, the Larmor radius of the electrons is usually much smaller than the probe dimensions and the electron collection region of the probe characteristics is not usable to obtain electron density. The ion collection regime has been studied, in the absence of a magnetic field, by Allen, Boyd and Reynolds in the case of cold ions. Laframboise has computed the ion collection current for a Maxwellian ion distribution and presented his results, as well as those of Allen
et al., in a form readily usable to interpret experimental results. In the presence of a magnetic field, the ion collection part of the probe characteristics should be usable as long as the ion Larmor radius is much larger than the probe radius. Some electron density measurements in a Q-machine, reported by Chen, Etievant and Mosher, showed very good agreement with Laframboise's theory down to $10^8$/cm$^3$ at 1.5 kG. In contrast to a Q-machine, in which the ions and the electrons are roughly at the same temperature, the ion temperature should be much smaller than the electron temperature in our discharge. Consequently, the Allen, Boyd and Reynolds theory was used to interpret our probe measurements.

The measured radial electron density profile is shown in Fig. 3.5. The axial density profile was measured by using the traveling probe shown in Fig. 3.6. Since this probe was designed primarily as an RF coaxial probe, no attempt was made to measure the electron density from the probe characteristics. Instead, the ion saturation current collected by the probe when biased at -50 V with respect to the exit electrode of the plasma source was measured as a function of distance parallel to the axis of the column. The ion saturation current was found to decrease linearly as a function of distance away from the source and was down by about 40% at the end of the probe travel, between the tenth and the eleventh coils.
Fig. 3.5 Radial electron density profile.

Fig. 3.6 Travelling RF probe.

3.1.4 RF System

A block diagram of the RF system is shown in Fig. 3.7. The waves were excited by means of coaxial probes. These probes, shown in Fig. 3.8, reflected between 85 and 92% of the input power, depending on the frequency. The presence of the plasma did not affect the reflection coefficient of the probes. The traveling probe shown in Fig. 3.6 was used to measure the wave potential as a function of distance in the axial direction.

The receiver could be used either as a square-law detector, or as an interferometer. In the latter case, the signal from the traveling probe was added to a much stronger reference signal through a hybrid junction. The reference signal came from a sample of the signal fed into the exciting probe, for measurements involving one wave, or by mixing a sample of each signal, for nonlinear interaction experiments. The output of the receiver, $V$, was then proportional to
Fig. 3.7 RF system.

Fig. 3.8 Coaxial RF probe.
\[
V = C \left( \phi_r^2 + \varphi(z) + 2\phi_r \varphi(z) \cos[\alpha_r - \alpha(z)] \right) \\
\sim C \left( \phi_r^2 + 2\phi_r \varphi(z) \cos[\alpha_r - \alpha(z)] \right), \quad \varphi_r \gg \varphi(z), \quad (3.1)
\]

where \( \phi_r \) and \( \alpha_r \) are the amplitude and phase of the reference signal, and \( \varphi(z) \) and \( \alpha(z) \) are the amplitude and phase of the signal from the traveling probe. In the nonlinear interaction experiments, each fixed probe was isolated from the mixer producing the reference signal by a bandpass filter, to prevent the mixed signal from reaching the plasma. The receiver permitted the detection of signals down to -95 dBm. A thermo-electric power meter was used to perform the absolute power measurements.

### 3.2 Experiments on Small Signal Theory

The dispersion characteristics of the \( n = 0, \ell = 1 \) branch of the dispersion relation were obtained from interference curves produced as described in Section 3.1.4. The waveforms obtained at frequencies of 100 MHz or less showed a complicated structure which could be due to the excitation of more than one mode. An example of the interference measurements is shown in Fig. 3.9. These waveforms were Fourier analyzed on the computer. Unfortunately, the shortness of the column, the attenuation of some of the modes involved, and the wavelength variations due to the axial electron density gradient, caused the results to be inconclusive; the secondary peaks generated by a Fourier analysis over a finite distance could not usually be separated clearly from those produced by the higher order modes. Figure 3.10 shows the Fourier analysis of the waveform of Fig. 3.9. The first maximum in Fig. 3.10 was interpreted as an \( n = 0, \ell = 1 \) wave, and the remaining peaks were rejected as spurious. It was possible to measure approximately the wavelength of a second mode in Fig. 3.9, since the region from \( z = 20 \) to \( z = 35 \) cm contained some short wavelength oscillations. This could also be done on interference curves obtained at some other frequencies. At frequencies higher than 150 MHz, the damping of the wave was measured from curves of the axial power variation for the \( n = 0, \ell = 1 \) mode.
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Fig. 3.9 Axial potential profile.

Fig. 3.10 Fourier analysis of curve of Fig. 3.9.
The experimental points obtained for the \( n = 0, \ell = 1 \) mode were fitted to the corresponding branch of the dispersion relation for slow waves on a plasma column surrounded by vacuum. The plasma frequency and the column radius giving the best fit were 290 MHz and 0.65 cm. These values were then used to plot all the experimental dispersion results as a function of the dimensionless variables \( k a \) and \( \omega / \omega_0 \). Figure 3.11 shows theoretical dispersion curves and all the experimental points, including those obtained in the nonlinear regime, as described in Section 3.3. The plasma frequency at the center of the column, as determined from the probe measurements, was 270 MHz. Many factors can explain the discrepancy between the plasma frequency calculated from the measured electron density, and that obtained from the fit of the dispersion characteristics. The short wavelengths, and the heavy loss present at the higher frequencies (220-240 MHz), introduced errors of at least 10\% in the wavenumbers obtained from the slow wave propagation measurements. The electron density calculated from the slow wave measurements should be the average density of the radially inhomogeneous column, although in the present case the discrepancy is in the wrong direction to be accounted for by inhomogeneity. It was difficult to assess the uncertainty in the probe measurements due to the magnetic field, and to the perturbation introduced by the stem of the spherical probe.

At this point, it is appropriate to discuss the adequacy of the cold uniform plasma model used in the theory, since the experimental results presented in this section were obtained on a warm nonuniform plasma column. While there is no doubt that a warm nonuniform plasma model would be superior, it was seen in the review of previous work presented in Chapter I that the cold plasma theory predicted many of the features of the experimental results of slow wave propagation. In particular, the electron density measurements obtained by Trivelpiece showed very good agreement between slow wave propagation and cavity perturbation measurements. The main feature of our experimental results not accounted for by the cold plasma column was the wave damping. The collisional damping was about 100 times too small to account
Fig. 3.11 Fit of the experimental dispersion measurements to the theoretical dispersion characteristics.
for the observed loss. While this was not checked with a suitable theory, it was suspected that the wave damping was due to Landau damping. We have assumed that the cold plasma model can be considered acceptable for our purposes, provided the fitted discharge parameters are used in the theory.

3.3 Experiments on Nonlinear Interactions

At the onset of the present research on nonlinear interactions of slow waves, two types of experiments were envisioned. In the first, a single strong excited wave would decay into a spectrum of lower frequency waves growing out of the noise. The curves of Fig. 2.3 show the ranges of frequency over which some of the possible decay interactions can occur. In the second type of experiment, two excited waves, a pump and a signal, would interact nonlinearly and create an idler. Parametric amplification or mode conversion would be obtained, depending on the relative frequencies of the pump and the signal. While it is not essential to measure all the interacting modes in the linear regime for nonlinear interactions to occur, the properties of the waves observed in the linear regime can suggest whether some or all of the possible nonlinear coupling experiments can be realized. As can be seen from the results of Section 3.2, there was no strong evidence that modes other than $n = 0, \ell = 1$ could be excited at appreciable levels. This seemed to indicate that any excited wave would probably belong to the $n = 0, \ell = 1$ branch of the dispersion relation. Linear damping, which was found to be very severe at the higher frequencies, proved to be very important in determining the course actually taken by our nonlinear slow wave experiments.

The decay of a strong excited wave could not be observed in our set-up. This was due to the fact that the wave could not be excited at a high enough level in the plasma, due to the weak coupling between the probe and the plasma, and the damping of the waves in the plasma. For the same reason, parametric amplification could not be observed: the highest frequency wave could not be excited strongly enough to act as a pump.
Fig. 3.12 Axial power profile in mode conversion.
(a) 150 MHz; (b) 230 MHz; (c) 80 MHz.
Even with the foregoing difficulties, observations of mode conversion remained as a possible nonlinear interaction experiment. A typical set of curves obtained in such an experiment are shown in Fig. 3.12. In this particular experiment, a 150 MHz and a 230 MHz signal were fed respectively to Probes 1 and 2, either separately or together. The curves in Fig. 3.12 show the axial power variation received by the traveling probe at various frequencies. Probe 1 was positioned at -11 cm and Probe 2, at +2 cm with respect to the starting position of the traveling probe. The almost identical curves of Fig. 3.12(a) demonstrate that the axial power variation observed at 150 MHz was the same whether the 230 MHz wave was excited or not. The axial power variation at 230 MHz, with and without the wave at 150 MHz, was also measured. The resulting curves, repeated twice in each case to evaluate the reproducibility of the measurements, are displayed in Fig. 3.12(b). The presence of the 150 MHz wave increased the damping rate of the 230 MHz wave. A third curve, given in Fig. 3.12(c), was recorded at 80 MHz, with both the 150 and 230 MHz waves excited simultaneously. It can be seen from Figs. 3.12(b) and (c) that the region where the 80 MHz wave was measured coincided with the region where the damping of the 230 MHz wave was increased, suggesting mode conversion between the signal and the idler. The wavenumber of the idler was obtained from the interferometric record shown in Fig. 3.13.

![Graph](image)

**FIG. 3.13.** Interferometer measurement for the conditions of Fig. 3.12(c).
The experimental curves of Fig. 3.12 show qualitative agreement with those of Fig. 2.7 obtained from the theory of Section 2.2.5. The experimental values of the frequencies, of the signal damping rate, and of the electron density were used in the calculation. The wave potential was estimated in the following way. It is shown in Appendix A that the power carried by a slow wave on a plasma column in an infinite magnetic field surrounded by vacuum can be expressed as

\[ P = a N_0 \frac{1}{2} P_N |\psi|^2, \]  

(3.2)

where \( P_N \) is a normalized power coefficient independent of the column parameters given by

\[ P_N = \frac{\pi e}{2} (\frac{\varepsilon_0}{\varepsilon_m})^{1/2} \frac{\omega_0}{\omega} \frac{J_n^2(\beta a)}{J_n(\beta a)}. \]  

(3.3)

A curve of \( P_N \) as a function of \( \omega/\omega_0 \) is presented in Fig. 3.14 for the \( n = 0, \ell = 1 \) branch of the dispersion relation. Taking into account the reflection coefficient of the probe, the power transmitted through the exciting probe was measured as 17.5 mW. Assuming that the power was divided into slow waves propagating in both directions, the value of \( \psi \) obtained from Eq. (3.2) was 9.5 V.

The main difference between the theoretical curves of Fig. 2.7 and the experimental curves of Fig. 3.12, is the position of the maximum in the axial power variation for the idler. One of the reasons for the discrepancy stems from the difference between the theoretical and the experimental values of the idler wavenumber. Since the pump and the signal are on the branch of the dispersion relation which has been fitted to the theoretical dispersion curve for \( \ell = 0, n = 1 \), the theoretical and experimental values of their wavenumbers are the same, and the departure from synchronism \( (a \Delta k) \), which is 0.245 in the theory and -0.104 in the experiment, comes from the idler. Another possible cause of error comes from the difficulty in defining the point \( z = 0 \) for the start of the interaction, because of disturbances of the plasma itself due to the excitation of the signal. These perturbations could
Fig. 3.14 Normalized power coefficient.

Fig. 3.15 Axial power profile for 220 MHz wave propagating alone.
be seen in the experimental curves as irregular spatial oscillations in the axial power curves, close to the exciting probe, as illustrated in Fig. 3.15. Finally, the pump power was not exactly constant, as required by the theory. Since the damping rate of the pump, as seen in Fig. 3.12(a), was smaller than the rate of change of the signal and the idler, it could be neglected in this particular experiment.

The measurements that we have just described were typical of all of the energy exchange measurements that we obtained. A summary of four series of measurements performed at a fixed signal frequency is presented in Fig. 3.16, which shows the dispersion characteristics measured for the pump, the signal and the idler. The lower two frequencies involved in a given interaction are indicated by the same number on the curves. It can be seen that the synchronism conditions are not even approximately satisfied in most of the cases. The points forming the experimental dispersion characteristic of the idler are also shown in Fig. 3.11 where they fall between the curves for the \( n = 0, \ell = 2 \) branches of the theoretical dispersion relation. It should be noted that these experimental points were plotted on the dimensionless graph of Fig. 3.11 using the values of \( a \) and \( \omega_0 \) obtained from the best fit for the linear measurements.

The influence of \( \Delta k \) on the solutions, which was considered one of the main reasons for the discrepancy between the theory and the experiments, was determined by recording the position of the maximum in the idler curve as a function of \( \Delta k \). This is shown in Fig. 3.17. The distance of the maximum, \( z_m \), was measured from Probe 2, on which the signal was injected. A similar curve, given in Fig. 3.18, was obtained from Eq. (2.81) so as to show that the same trends could be predicted theoretically. The potential \( \psi_p \) was taken as 9.5 V, and the idler damping was chosen arbitrarily as 0.03 neper/cm, since the position of the maximum was found to depend weakly on this parameter.

The main difference between the theoretical and the experimental curves of Fig. 3.17 and 3.18 is the absence of experimental results when \( \Delta k > 0 \). The dispersion characteristics of Fig. 3.16 indicate that \( \Delta k > 0 \) would be obtained for pump frequencies higher than
Fig. 3. Measurements of nonlinear coupling.
Fig. 3.17 Position of maximum in idler power curve: experiment.

Fig. 3.18 Position of maximum in idler power curve: theory.
$\omega/\omega_0 > 0.55)$. The wave damping, already 0.5 dB/cm at 160 MHz, and increasing rapidly at higher frequencies, was probably the cause for the absence of measurements at frequencies higher than 160 MHz.
Chapter IV
SLOW WAVES ON A PLASMA COLUMN: NO MAGNETIC FIELD

Some of the linear properties of slow waves propagating on a plasma column in the absence of a static magnetic field were mentioned without proof in Chapter I. In Section 4.1, the linear properties of slow waves on a uniform plasma column surrounded by an infinite dielectric are reviewed in detail. Slow wave propagation can also be obtained on a plasma column surrounded by a combination of dielectric regions, possibly bounded by a metal tube, but they are not considered here. As will be seen later, there cannot be any slow wave propagation in a metal tube completely filled with plasma in the absence of a static magnetic field. The nonlinear interaction of slow waves is studied in Section 4.2. The coupled mode equations are derived from a Lagrangian density, as in Section 2.2.1, and are solved for the case of parametric amplification.

4.1 Linear Regime

The relevant basic equations are obtained from Eq. (2.1)-(2.3), by using the quasistatic approximation and setting the DC magnetic field equal to zero. To first order in small perturbations, we obtain the equation of motion,

\[ m_e \frac{\partial \mathbf{v}}{\partial t} = - e \mathbf{\nabla} \phi \]  \hspace{1cm} (4.1)

the continuity equation,

\[ \frac{\partial n}{\partial t} + N_0 \nabla \cdot \mathbf{v} = 0 \]  \hspace{1cm} (4.2)

and Maxwell's equations,

\[ \nabla \times \mathbf{H} = N_0 e \mathbf{v} - \varepsilon_0 \frac{\partial}{\partial t} (\nabla \phi) \]  \hspace{1cm} (4.3)

\[ \nabla^2 \phi = - \frac{ne}{\varepsilon_0} \]  \hspace{1cm} (4.3)

For cylindrical waves of the form

\[ \phi(r,t) = \hat{\phi}(r) \exp \left\{ j(\omega t - kz - n\theta) \right\} \]  \hspace{1cm} (4.4)
Equations (4.1)-(4.3) can be combined to yield

\[
\left( 1 - \frac{\omega^2}{\omega^2_0} \right) \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \hat{\phi}}{\partial r} \right) - \left( \frac{n^2}{r^2} + k^2 \right) \hat{\phi} \right] = 0 , \quad r \leq a. \quad (4.5)
\]

The radial potential profile in the plasma column is given by

\[
\hat{\varphi}(r) = \psi I_n(kr) , \quad r \leq a , \quad (4.6)
\]

where \( I_n(kr) \) is a modified Bessel function of the first kind. Since
\( \hat{\varphi}(r) \) is monotonically increasing, it is impossible to match the boundary condition at a metal surface at \( r = a \) except for \( \psi = 0 \).

This precludes slow wave propagation in a metal tube completely filled with plasma when there is no DC magnetic field. The potential \( \varphi \) satisfies Laplace's equation both outside and inside the plasma column.

Outside, the potential profile is

\[
\hat{\varphi}(r) = \hat{\psi} K_n(kr) , \quad r \geq a . \quad (4.7)
\]

The dispersion relation is obtained by requiring that the potential and the radial displacement be continuous at the boundary. These conditions yield

\[
\hat{\psi} = \psi I'_n(ka) / I_n(ka) , \quad \left( 1 - \frac{\omega^2}{\omega^2_0} \right) \frac{I'_n(ka)}{I_n(ka)} - \epsilon g \frac{K'_n(ka)}{K_n(ka)} = 0 . \quad (4.8)
\]

In contrast to the infinite magnetic field case, there is only one root of the dispersion relation for each \( n \). The dispersion characteristics for the \( n = 0, 1 \) and \( 2 \) modes are shown in Fig. 1.1. For large \( ka \),
the dispersion relation becomes

\[
ka \left[ \frac{\omega^2}{\omega^2_0} - 1 + \epsilon g \right] = 0 , \quad (4.9)
\]

and all the branches of the dispersion relation have a resonance \( (k - \infty) \).
with \( \omega = \omega_0 \sqrt{1 + \varepsilon_g} \). The small-\( k_a \) limit of the dispersion relation is given by

\[
1 - \frac{\omega^2}{\omega_0^2} = \begin{cases} 
- \frac{2 \varepsilon_g}{(k_a)^2 |\ln k_a|} , & n = 0 , \\
- \varepsilon_g , & n \neq 0 .
\end{cases} \tag{4.10}
\]

The group velocities \((d\omega/dk)\) for \( k_a \approx 0 \) are

\[
[v_g]_k \approx 0 \approx \begin{cases} 
\frac{|\ln k_a|^{1/2}}{\varepsilon_g} , & n = 0 , \\
0 , & n \neq 0 .
\end{cases} \tag{4.11}
\]

This equation indicates that, for \( n = 0 \), the group velocity is very large near the origin.

4.2 Nonlinear Regime

4.2.1 Derivation of the Coupled Mode Equations

The coupled mode equations are obtained in the same way as for slow waves in the presence of an infinite magnetic field. The notation from Chapter II will be used. In the present case, the second and third order parts of the Lagrangian densities are

\[
\mathscr{L}_2 = N_0(x) \left[ \frac{m e}{2} \ \hat{\xi} \cdot \hat{\xi} + e \ (\hat{\xi} \cdot \nabla \phi) \right] + \frac{e}{2} (\nabla \phi)^2 , \tag{4.12}
\]

\[
\mathscr{L}_3 = \frac{1}{2} e \ N_0(x) \ \hat{\xi} \cdot \left[ (\hat{\xi} \cdot \nabla) \nabla \right] , \tag{4.13}
\]

where the vectorial expression contained in \( \mathscr{L}_3 \) is to be evaluated in cartesian coordinates, and then transformed into cylindrical coordinates. This is necessary because there is no vector operator \( \nabla \) in cylindrical coordinates, whereas Equation (3.13) was obtained from the Taylor series expansion of \( \mathscr{L} \) in cartesian coordinates by using

\[
\nabla = \frac{\partial}{\partial x} \hat{i} + \frac{\partial}{\partial y} \hat{j} + \frac{\partial}{\partial z} \hat{k} . \tag{4.14}
\]
Introducing the generalized coordinates as

$$\xi = \frac{\xi + \xi^*}{2}, \quad \varphi = \frac{\varphi + \varphi^*}{2}, \quad (4.15)$$

the wave energy density, $e_\lambda$, is derived from $\xi_2$ according to Eq. (2.30). The result is

$$e_\lambda = \frac{1}{4} \int \int \left\{ N_0(r) \left[ m \left( \frac{\ddot{\xi}}{\xi} - \varepsilon(\ddot{\xi}, \ddot{\varphi}^*) + \frac{\ddot{\xi}^*}{\xi^*} \right) \right] - e(\nabla_\lambda \cdot \nabla_\lambda \varphi^*) \right\} d^2r, \quad (4.16)$$

$$\lambda = \alpha, \beta, \gamma.$$

The equation of motion, Eq. (4.1), can be integrated twice with respect to time to obtain the displacement, $\xi_\lambda$, in the plasma as

$$\xi_\lambda = \frac{e}{m \omega^2} \varphi_\lambda^*, \quad \lambda = \alpha, \beta, \gamma. \quad (4.17)$$

The wave energy can now be written as

$$e_\lambda = \frac{\varepsilon_0}{4} \left( 3 \frac{\omega^2}{\omega_\lambda^2} - 1 \right) \int \int_{P} [\nabla_\lambda \cdot \nabla_\lambda \varphi^*] d^2r - \frac{\varepsilon}{4} \int \int_{D} [\nabla_\lambda \cdot \nabla_\lambda \varphi^*] d^2r, \lambda = \alpha, \beta, \gamma, \quad (4.18)$$

where the first integral is taken over the cross-section of the plasma in a plane perpendicular to the axis of the column, and the second integral is in the same plane, but outside the plasma column. The integrations in Eq. (4.18) are performed using the linear expressions for $\varphi_\lambda$ given by Eq. (4.6) for the plasma, and by Eq. (4.7) for the dielectric, and give the wave energy density as

$$e_\lambda = \frac{\pi \varepsilon_0}{2} \frac{\omega^2}{\omega_\lambda^2} k_\lambda a I_{n\lambda}(k_\lambda, a) I_{n^\prime \lambda}(k_\lambda, a) \psi_\lambda \psi^* \lambda^* \psi^* \lambda^*, \quad \lambda = \alpha, \beta, \gamma. \quad (4.19)$$

It is interesting to note that the wave energy density is expressed as a surface term. In the cases studied in Chapter II, the wave energy
density given by Eq. (2.40) contained an integral over the cross-section of the plasma column. This stems from the fact that, for an infinite magnetic field, an RF charge density occurs in the volume of the plasma; if there is no magnetic field, the RF charge density is restricted to the surface of the column, since \( \varphi_\lambda \) satisfies Laplace’s equation in the plasma.

The coupling energy is given by

\[
\epsilon_c = \frac{j\epsilon_0}{8} \iiint_V \left\{ \hat{\xi}_\alpha \cdot [\nabla \times (\nabla \varphi)] + \hat{\xi}_\beta \cdot [\nabla \times (\nabla \varphi)] + \hat{\xi}_\gamma \cdot [\nabla \times (\nabla \varphi)] \right\} d^3r
\]

+ (c.c.). \hspace{1cm} (4.20)

Using the expression for \( \xi_\lambda \) given by Eq. (4.17), this equation becomes

\[
\epsilon_c = \frac{j\omega e^2}{8m_e} \epsilon_0 \iiint_V \left\{ \frac{\nabla \varphi_\beta}{\omega^2} \cdot \left[ (\nabla \varphi_\alpha \times \nabla \varphi_\beta) \right] + \frac{\nabla \varphi_\alpha}{\omega^2} \cdot \left[ (\nabla \varphi_\beta \times \nabla \varphi_\gamma) \right] \right\} d^3r + (c.c.). \hspace{1cm} (4.21)

It is shown in Appendix B that the coupling energy density can be written as

\[
\epsilon_c = \frac{j\omega e^2 \epsilon_0}{4\pi \omega_\alpha} \left\{ \pi a \left[ \frac{1}{\omega_\beta} \frac{\partial \varphi_\beta}{\partial r} (\nabla \varphi_\alpha \cdot \nabla \varphi_\gamma) \right] + \frac{1}{\omega_\alpha} \frac{\partial \varphi_\alpha}{\partial r} (\nabla \varphi_\beta \cdot \nabla \varphi_\gamma) \right\}_{r=a}
\]

\[
+ \pi \Delta k \int_0^a \left\{ \frac{k_\beta}{\omega_\beta} \frac{\varphi_\beta}{\omega_\beta} (\nabla \varphi_\alpha \cdot \nabla \varphi_\gamma) \right\} r \, dr
\]

\[
+ \frac{1}{\omega_\beta \omega_\gamma} \iiint_V \left\{ \nabla \varphi_\beta \cdot [\nabla \varphi_\gamma \times \nabla \varphi_\alpha] \right\} d^3r \right\} + (c.c.), \hspace{1cm} (4.22)
\]
It can be seen from the dispersion characteristics presented in Fig. 1.1 that the only way to satisfy the synchronism conditions, at least approximately, is by coupling three \( n = 0 \) waves with frequencies small enough to make use of the almost linear portion of the dispersion characteristic near the origin. In this case, the coupling energy density becomes, after substituting Eq. (4.6) in Eq. (4.22),

\[
e_c = \frac{j\pi e_0^2}{4m_e} C_{\alpha \beta \gamma},
\]

where

\[
\Delta k = k_\alpha - k_\beta - k_\gamma.
\]

The modified Bessel functions on the RHS of Eq. (4.25) can be expanded in the small \( k_\lambda \) limit, and the result is
The energy conservation equations are given by

\[ \sigma_{\lambda} = \frac{\partial}{\partial t} + v_{\lambda} \frac{\partial}{\partial z} \psi_{\lambda} \psi_{\lambda}^* = -\frac{j e}{2 m e} \omega^2 \frac{c_{\alpha \beta \gamma}}{c_{\lambda}} \psi_{\alpha} \psi_{\beta} \psi_{\gamma} + (c.c.) , \]  

where

\[ G_{\lambda} = k_{\lambda} a I_0(k_{\lambda} a) I_0'(k_{\lambda} a) \approx \frac{k_{\lambda} a^2}{2} \left( 1 + \frac{k_{\lambda} a^2}{4} \right) . \]

4.2.2 Parametric Amplification

It can be seen from Eq. (4.10) that the synchronism conditions cannot be satisfied exactly, even for small \( k a \). It is consequently important to include \( \Delta k \) in the calculation of the gain, which is given by Eq. (2.77) as

\[ \Gamma = 8.69 \text{Re} \left[ \chi^2 - \frac{\Delta k^2}{4} \right]^{1/2} \text{dB/m} . \]

In the present case,

\[ \chi^2 = \frac{F_s}{F_i} \frac{F_s}{v_{gs}} \frac{F_i}{v_{gi}} |\psi|^2 , \]
where

\[ F_\lambda = \frac{e}{2m} \frac{\omega^2}{\lambda} \frac{\varepsilon \phi_\lambda}{G_\lambda}. \]  \tag{4.31}

Figure 4.1 presents numerical values of \( \Gamma \) for a special case. Since \( \chi \) is inversely proportional to \( v_{gs} \) and \( v_{gi} \), the smaller the pump frequency, the smaller the gain. This explains the increase of \( \Gamma \) with the pump frequency, even though \( \Delta k \) is increasing at the same time, due to the curvature of the dispersion characteristics. In practice, the gain would be reduced by damping, which increases with frequency.
Fig. 4.1 Gain as a function of signal frequency at fixed pump frequency for $\omega = 0$: column surrounded by vacuum.

$a = 0.4 \text{ cm}; N_0 = 10^8 \text{ /cm}^3$. 
Chapter V
NONLINEAR SCATTERING FROM A PLASMA COLUMN

In this chapter, we shall use hydrodynamic plasma theory to study the resonances of a plasma column irradiated by a plane wave. In this model, the first two velocity moments of the Vlasov equation are kept, i.e. the continuity equation,

\[ \nabla \cdot (N \mathbf{v}) + \frac{\partial N}{\partial t} = 0, \tag{5.1} \]

and the equation of motion,

\[ \frac{m}{e} N \frac{d\mathbf{v}}{dt} = N \mathbf{e} - \mathbf{v} \mathbf{p} - \frac{m}{e} \nabla N \mathbf{v}, \tag{5.2} \]

where \( \mathbf{v} \) is the effective momentum transfer collision frequency.

Maxwell's equations, given in Eq. (2.3), are used to close the set of equations. Since the radius of the plasma column used in our experiments is much smaller than a free space wavelength, the quasistatic approximation can be used. The higher order multipoles in the expansion of the plane wave will be retained in the analysis; previous work has shown that some of the higher order terms contribute significantly to nonlinear scattering from a cold uniform plasma column, even in the small-\( \kappa a \) limit. It is also important to include in the theory a nonuniform static electron density profile, in order to obtain linear resonance frequencies which agree well with the experimental results.

In Section 5.1.1, Eqs. (2.3), (5.1) and (5.2) are linearized in the quasistatic approximation, and a differential equation for the potential inside the plasma column is obtained for a parabolic electron density profile. The special case of a uniform plasma column, for which an analytical solution can be obtained, is considered in Section 5.1.2. Usually, the solution for the potential inside the plasma column is matched to solutions of Laplace's equation outside. This approach neglects radiation effects, and yields infinite fields at resonance unless loss is introduced into the theory. Instead, we shall obtain the magnetic field, \( \mathbf{H} \), inside the plasma column by use of the Maxwell equation
and match it to the solutions of the wave equation for \( \vec{H} \) outside the column. The power scattered by the column is obtained in Section 5.1.3, and numerical results are presented in Section 5.1.4.

Having obtained the linear solution of the problem, we consider the nonlinear mixing of two incident waves. Equations (2.3), (5.1) and (5.2) are expanded up to second order, to obtain the equations of the nonlinear problem. The nonlinear fields in the plasma column are obtained in Section 5.2.1, and are matched to the fields outside in Section 5.2.2. Numerical results for harmonic generation are presented in Section 5.2.3.

5.1 Linear Theory

We consider an infinitely long plasma column contained in a glass tube of relative permittivity \( \epsilon_g \). The geometry of the problem is illustrated in Fig. 5.1. The incoming wave sets up \( \vec{E} \) and \( \vec{H} \) fields in the glass tube and plasma column, and some power is scattered. The \( r \)-dependence of the \( \vec{H} \) fields in the three regions formed by the plasma, the glass tube, and free space can be written as

\[
\nabla \times \vec{H} = \vec{J} + \epsilon_0 \frac{\partial \vec{E}}{\partial t},
\]

FIG. 5.1. Incoming wave, and plasma column surrounded by glass wall.
\[ H_z(r) = \sum_{\ell=-\infty}^{+\infty} H_{z\ell}(r) = H_0 \sum_{\ell=-\infty}^{+\infty} M_{\ell} \mathcal{H}_{z\ell}(r) \exp j\ell \theta, \quad r \leq a, \quad (5.4) \]

\[ H_z(r) = H_0 \sum_{\ell=-\infty}^{+\infty} \left[ B_{\ell} H_{1\ell}(kr) + C_{\ell} H_{2\ell}(kr) \right] \exp j\ell \theta, \quad a \leq r \leq b, \quad (5.5) \]

\[ H_z(r) = H_0 \sum_{\ell=-\infty}^{+\infty} \left[ S_{\ell} H_{1\ell}(kr) + J_{\ell} J_{1\ell}(kr) \right] \exp j\ell \theta, \quad b \leq r, \quad (5.6) \]

where

\[ k = \frac{\varepsilon^{1/2} k}{g}, \quad (5.7) \]

\( H_0 \) is the amplitude of the magnetic field of the incident wave, and \( H_{1\ell} \) and \( H_{2\ell} \) are the Hankel functions of the first and second kind; assuming time variation as \( \exp j\omega t \), they represent the \( r \)-dependence of ingoing and outgoing waves in a cylindrically symmetric source-free medium.

### 5.2.1 Potential Inside a Nonuniform Plasma Column

If the quasistatic approximation, \( \mathcal{E} = -\nabla \varphi \), is used in Eqs. (2.3), (5.1) and (5.2), we have

\[ \nabla \cdot (N \mathcal{E}) + \frac{\partial N}{\partial t} = 0, \quad \frac{\partial N}{\partial t} = - N \frac{\varepsilon}{e} \frac{\partial \varphi}{\partial t} - \nabla \varphi - m e \nabla N \frac{\partial \varphi}{\partial t}, \quad (5.8) \]

\[ \nabla \times H = J - \varepsilon_0 \frac{\partial \varphi}{\partial t}, \quad \nabla^2 \varphi = - \frac{N}{\varepsilon_0}, \quad (5.9) \]

The static electron density profile will be expressed as \( N_0 f(r) \), where \( N_0 \) is the electron density on the axis of the column. The static charge gradient is accompanied by a static potential profile, \( \varphi_0(r) \), given by Boltzmann's law,

\[ \varphi_0 = - \frac{k T}{e} \frac{\mathcal{E}}{f}. \quad (5.10) \]
An adiabatic pressure law is used for the first order pressure term to truncate the series of moment equations. The pressure becomes

\[ p(r,t) = [N_0 f(r) + \gamma n(r,t)]kT, \quad (5.11) \]

where \( k \) is the Boltzmann constant, \( T \) is the electron temperature and \( \gamma \) is the compression constant for the electron gas. For one-dimensional adiabatic compression, \( \gamma = 3 \). For time variations as \( \exp j\omega t \), Eq. (5.8) becomes, to first order,

\[ N_0 \nabla \cdot (f \nu) = -j\omega n, \quad (5.12) \]

\[ j\omega e N_0 f \nu = -en_0 f \phi + kT \frac{\nabla f}{f} n - \gamma kT \nabla n, \quad (5.13) \]

where

\[ \Gamma = 1 - j\nu/\omega. \quad (5.14) \]

The equation for the potential is obtained by taking the divergence of Eq. (5.13), and then using Eq. (5.12) and Poisson's equation to eliminate \( n \) and \( \nu \). The result is

\[ \nabla^2 \varphi - \frac{1}{\gamma} \nabla \cdot \left( \nabla^2 \varphi \frac{\nabla f}{f} \right) + \frac{1}{\gamma^2 D} \left[ \frac{\Gamma \omega^2}{\omega_0^2} - f \right] \nabla^2 \varphi - \nabla \varphi = 0. \quad (5.15) \]

The solution of Eq. (5.15) is of the form

\[ \varphi(r) = \sum_{l=-\infty}^{+\infty} \varphi_l(r) = \sum_{l=-\infty}^{+\infty} \psi_l(r) \exp j\ell \theta, \quad 0 \leq r \leq a. \quad (5.16) \]

Substituting Eq. (5.16) in Eq. (5.15) yields
This fourth order differential equation has a regular singularity at \( r = 0 \). It is also singular when \( f = 0 \). In this work, a parabolic electron density profile will be used as an approximation of the profile of a positive column

\[
f(r) = 1 - \alpha(r/a)^2, \quad 0 \leq r \leq a. \quad (5.18)
\]

It is usually recognized that \( \alpha = 0.6 \) gives a good approximation of the actual profile when \( a/\lambda_D \rightarrow \infty \). Since the zero of \( f \) occurs outside the range of integration, it does not have any effect on the solution.

A solution of Eq. (5.17) by the method of Frobenius is presented in Appendix C, and two linearly independent solutions are found which are regular at \( r = 0 \). The other two solutions are shown to be singular at \( r = 0 \). The two series solutions that are regular at \( r = 0 \), \( \psi_{\ell 1}(r) \) and \( \psi_{\ell 2}(r) \), are used to start the numerical integration of Eq. (5.17), and the potential, \( \psi_{\ell} \), can be written formally as

\[
\psi_{\ell}(r) = H_0 \left[ M_\ell \psi_{\ell 1}(r) + P_\ell \psi_{\ell 2}(r) \right], \quad 0 \leq r \leq a. \quad (5.19)
\]

The solution given by Eq. (5.19) contains two constants. One of these can be eliminated by requiring that the radial electron velocity vanish at \( r = a \) since the plasma column is enclosed in a glass tube.
In an experimental plasma, a sheath at the plasma-glass boundary insures that this boundary condition is satisfied. The velocity can be obtained from Eq. (5.13), and becomes, after using Poisson's equation,

\[ \chi = \frac{je}{m_1 \omega} \left[ \nabla \phi + \lambda_D^2 \frac{\nabla \varphi}{f^2} \nabla^2 \varphi - \gamma \frac{\lambda_D^2}{f} \nabla (\nabla^2 \varphi) \right] . \quad (5.20) \]

After substituting Eqs. (5.16) and (5.19) in Eq. (5.20), the radial velocity can be set equal to zero. We obtain finally

\[ \psi_\ell (r) = M_\ell H_0 \left[ \frac{h_{\ell 1}(a)}{h_{\ell 2}(a)} \psi_{\ell 1}(r) - \psi_{\ell 2}(r) \right] , \quad (5.21) \]

where

\[ h_{\ell j}(r) = - \gamma \psi_\ell^{\prime \prime} + \left[ \frac{f'}{f} - \frac{r}{r} \right] \psi_\ell'' + \left[ \frac{\lambda_D^2}{r} + \frac{f'}{f} + (\ell^2 + 1) \frac{r}{r} \right] \psi_\ell' - \ell^2 \left[ \frac{f'}{fr^2} + \frac{2\gamma}{r^2} \right] \psi_\ell . \quad (5.22) \]

We now write expressions for the variables \( \chi \) and \( \eta \) which will be needed later,

\[ \chi_\ell = \frac{je \lambda_D^2 H_0}{m_1 \omega r} M_\ell \left\{ \left[ h_{\ell 1}(r) - \frac{h_{\ell 1}(a)}{h_{\ell 2}(a)} h_{\ell 2}(r) \right] \hat{1} + \frac{j \ell}{r} \left[ g_{\ell 1}(r) - \frac{h_{\ell 1}(a)}{h_{\ell 2}(a)} g_{\ell 2}(r) \right] \hat{j} \right\} \times \exp \pm j \ell \theta , \quad (5.23) \]

where

\[ g_{\ell j}(r) = - \gamma \left( \psi_\ell^{\prime \prime} + \frac{\psi_\ell'}{r} \right) + \left( \frac{f}{\lambda_D^2} + \frac{\gamma \ell^2}{r^2} \right) \psi_\ell , \quad (5.24) \]

and

\[ n_\ell = - \frac{e_0}{e} \nabla^2 \varphi_\ell = - \frac{e_0}{e} \left\{ \psi_\ell^{\prime \prime} + \frac{\psi_\ell'}{r} - \frac{\ell^2}{r^2} \right\} \exp \pm j \ell \theta . \quad (5.25) \]

Finally, we must obtain the field \( H_{z \ell}(r) \) from the potential \( \varphi_\ell \),
in order to match the solution in the plasma to the solution outside.

To first order, the radial component of Eq. (5.3) is

$$\frac{1}{r} \frac{\partial H_{z\ell}}{\partial \theta} = N_0 e \nu_0 r - j\omega_0 \frac{\partial \phi_{z\ell}}{\partial r} . \quad (5.26)$$

Since all the quantities on the RHS of Eq. (5.26) vary as $\exp j\theta$, we obtain

$$H_{z\ell}(r) = H_0 H_{z\ell}(r) \exp j\theta = \frac{r}{j\ell} \left( N_0 e \nu_0 r - j\omega_0 \frac{\partial \phi_{z\ell}}{\partial r} \right), \quad |\ell| > 0 . \quad (5.27)$$

The restriction put on $\ell$ comes from the fact that $H_{z0}$ would be infinite according to Eq. (5.27). This means that the $\ell = 0$ solution cannot be obtained from the quasistatic approximation. It has been shown for a cold uniform plasma column that the terms with $\ell = 0$ do not contribute to the nonlinear scattering in the limit of a small column radius. It is plausible to expect that the same thing happens in case of a warm plasma. To evaluate the $\ell = 0$ terms, it would be necessary to take the small radius limit of the solution obtained from the full electromagnetic treatment, which we have decided not to use because of its complexity.

### 5.1.2 Potential Inside a Uniform Plasma Column

In this case, an analytical solution for the potential can be obtained. Equation (5.15) becomes

$$\nabla^2 \left( \nu^2 + k_p^2 \right) \varphi = 0 , \quad (5.28)$$

where

$$k_p^2 = \frac{1}{\gamma^2} \left( \frac{\omega_p^2}{\omega_0^2} - 1 \right) . \quad (5.29)$$

The solutions of the two equations

$$\nabla^2 \varphi = 0 , \quad \left( \nu^2 + k_p^2 \right) \varphi = 0 , \quad (5.30)$$
are also the solutions of Eq. (5.28). The potential given by Eq. (5.16) can be used in Eq. (5.30), and the following equations are obtained

\[ \psi''_\ell + \frac{\psi'_\ell}{r} - \ell^2 \frac{\psi_\ell}{r^2} = 0, \quad \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \psi_\ell}{\partial r} \right) + \left( k_p^2 - \frac{\ell^2}{r^2} \right) \psi_\ell = 0. \tag{5.31} \]

Each of these two equations has two linearly independent solutions, one of which is singular at \( r = 0 \). Keeping only the regular solutions, \( \psi_\ell (r) \) is

\[ \psi_\ell (r) = H_0 \left[ M_\ell J_\ell (k_p r) + P_\ell r^\ell \right], \quad |\ell| \geq 1. \tag{5.32} \]

Requiring that the radial velocity vanish at \( r = a \) yields

\[ \psi_\ell (r) = M_\ell H_0 \left[ J_\ell (k_p r) - \frac{r a^2}{\omega_0^2} k_p a J'_\ell (k_p a) \frac{r}{a} \right], \tag{5.33} \]

The velocity associated with the \( \ell \) mode is

\[ \mathbf{v}_\ell (r) = - \frac{M_\ell H_0 k_p}{j m \omega_0} \left\{ \left[ J'_\ell (k_p r) - J'_\ell (k_p a) \frac{r}{a} \right] \left| \frac{r}{a} \right|^{-1} \right\} \frac{\mathbf{a}}{a} \] 

\[ + j k_p \left[ J_\ell (k_p r) - J_\ell (k_p a) \frac{r}{a} \right] \left| \frac{r}{a} \right|^{-1} \exp j \ell \theta, \tag{5.34} \]

and the electron density is

\[ n_\ell = M_\ell H_0 \frac{e}{\varepsilon} k_p^2 J_\ell (k_p r) \exp (j \ell \theta). \tag{5.35} \]

### 5.1.3 Scattered Power

The first step in calculating the scattered power is the matching of the tangential electric field, and of the radial displacement, at the interfaces. This determines the constants \( M_\ell, B_\ell, C_\ell \) and \( S_\ell \) in Eqs. (5.4)-(5.6). The boundary conditions on the electric
field, rather than the magnetic field, are used for convenience. The
displacement in the plasma, including the polarization, can be obtained
by writing Poisson's equation

\[ \nabla \cdot \varepsilon_0 \mathbf{E} = ne, \quad (5.36) \]

and using the continuity equation, Eq. (5.12), to yield

\[ \nabla \cdot \varepsilon_0 \mathbf{E} = j \frac{N_0 e}{\omega} \nabla \cdot (\mathbf{fv}). \quad (5.37) \]

The displacement can then be written as

\[ \mathbf{D} = \varepsilon_0 \mathbf{E} - j \frac{N_0 e}{\omega} \mathbf{fv}. \quad (5.38) \]

Since the radial velocity is assumed to vanish at \( r = a \), the radial
displacement at the boundary is simply

\[ D_r(a) = \varepsilon_0 E_r(a) = -\varepsilon_0 \psi'(a). \quad (5.39) \]

We obtain, as a function of the potential \( \psi_i(a) \),

\[ N_i = \frac{2 \varepsilon_0 \mathbf{E}_i \mathbf{J}_i \cdot \mathbf{L}_i}{\pi \varepsilon_0 k a^2 
\text{Re} \{ (a) \}}, \quad B_i = \frac{2 \varepsilon_0}{\pi k b R_i} \mathbf{J}_i \cdot \mathbf{L}_i, \quad (5.40) \]

\[ C_i = -\frac{2 \varepsilon_0 \mathbf{E}_i \mathbf{J}_i \cdot \mathbf{L}_i}{\pi k b R_i}, \quad S_i = -\frac{1}{R_i} \left[ \varepsilon_0 \mathbf{J}_i \cdot \mathbf{L}_i \right] \left[ \mathbf{E}_i \mathbf{J}_i \cdot \mathbf{L}_i \right], \]

where

\[ R_i = \varepsilon_0 \mathbf{J}_i \cdot \mathbf{L}_i \mathbf{H}_i^{(2)}(kb) - \mathbf{V}_i \mathbf{J}_i \mathbf{H}_i^{(2)}(kb), \quad (5.41) \]
Since the exciting magnetic field term, \( j \mathcal{J}_l(kr) \), is symmetrical with respect to an interchange between \( \ell \) and \(-\ell\), the scattered magnetic field must also be symmetrical. It is given by

\[
V'_{\ell} = F_{\ell 1} H_{\ell}^{(2)}(k_g b) - F_{\ell 2} H_{\ell}^{(1)}(k_g b),
\]

while the scattered electric field is obtained from Eq. (5-3) as

\[
E_{\theta s}(r) = \frac{2j\omega H_0}{\omega \varepsilon_0} \sum_{\ell=1}^{\infty} S_{\ell} H_{\ell}^{(2)}(kr) \cos \ell \theta.
\]

If we use the convention \( \vec{A} = A + A^* \), where \( \vec{A} \) is a real field vector and \( A \) is a complex vector of the form \( \vec{A}(r) \exp j(\omega t - \mathbf{k} \cdot \mathbf{r}) \), the incoming power is related to the magnetic field intensity by

\[
P_i = 2 \mu_0 c H_0^2,
\]

where \( c \) is the velocity of light. The average scattered power is given by

\[
P_s = E_{\theta} H^* + E^* H_{\theta},
\]

which becomes, after using Eqs. (5.43) and (5.44) for the fields,
\[
\begin{align*}
\mathbf{P}_s &= \frac{4 \pi k H_0^2}{\omega e_0} \left\{ \sum_{i=1}^{\infty} \sum_{t=1}^{\infty} S_i S_t \left[ H_i^{(2)}(kr) H_t^{(1)}(kr) - H_i^{(1)}(kr) H_t^{(2)}(kr) \right] \right. \\
&\quad \times \cos i\theta \cos t\theta \left. \right\} . \tag{5.47}
\end{align*}
\]

At distances such that \( kr \gg 1 \), the scattered power becomes

\[
\mathbf{P}_s = \frac{16}{\pi} \frac{c \mu_0 H_0^2}{\omega kr} \sum_{t=1}^{\infty} S_t \cos t\theta . \tag{5.48}
\]

5.1.4 Numerical Results

One of the main results of the linear scattering theory is the frequency spectrum of the resonances of a plasma column. A resonance occurs when \( |R_\ell| \) reaches a minimum. In the absence of collisions, this occurs when

\[
\varepsilon^\ell_{\ell} \left( \frac{1}{2} \right)_k V_\ell Y_k' (\lambda b) - V_\ell' Y_k (\lambda b) = 0 , \tag{5.49}
\]

as can be seen from Eq. (5.41). In this equation, \( Y_k (\lambda b) \) is the Bessel function of the second kind. It was shown in Appendix C that Eq. (5.17) can be written in terms of the dimensionless variable \( r/a \), and of the dimensionless parameters \( a/\lambda_D \) and \( \omega^2/\omega_0^2 \). It is then possible to transform Eq. (5.49) into

\[
\frac{\psi'(1)}{\psi(1)} = - \frac{\ell^2 \varepsilon^{1/2}}{ka} \left\{ \frac{p_\ell J_\ell(k a) - q_\ell Y_\ell(k a)}{p_\ell J_\ell'(k a) - q_\ell Y_\ell'(k a)} \right\} , \tag{5.50}
\]

where

\[
p_\ell = \varepsilon^{1/2}_g Y_\ell'(k b) Y_\ell(k b) - Y_\ell(k b) Y_\ell'(k b) , \tag{5.51}
\]

\[
q_\ell = \varepsilon^{1/2}_g Y_\ell'(k b) J_\ell(k b) - Y_\ell(k b) J_\ell'(k b) . \tag{5.52}
\]

In the small-\( \ell a \) limit, the RHS of Eq. (5.50) can be written as \(- \ell \varepsilon_{\text{eff}} \).
where $\epsilon_{\text{eff}}$ is an effective dielectric constant for the region outside the plasma. The LHS of Eq. (5.50), given in terms of the variable $r/a$, depends only on the plasma parameters $a/\lambda_D$ and $\Gamma\omega^2/\omega_0^2$. Curves of $\psi_1(1)/\psi_1(1)$ vs $\omega^2/\langle\omega_0^2\rangle$ for a given ratio $a/\lambda_D$ are shown in Fig. 5.2. It is convenient to use $\langle\omega_0^2\rangle$, the average value of $\omega_0^2$ over the column, as the normalization factor for frequency. It can be seen from Fig. 5.2 that the curves for $\alpha = 0.0$ and $\alpha = 0.6$ are almost identical for $\omega^2/\langle\omega_0^2\rangle < 1.0$. This means that the dipole resonance depends only on the average properties of the column.

The resonant frequencies of a plasma column are usually measured by sweeping the discharge current and observing either the reflected or the absorbed power. We present in Fig. 5.3 some theoretical curves of the scattered power as a function of the electron density. The curves for $T = 3$ eV correspond to a mercury discharge while those for $T = 8$ eV are approximately valid for a low pressure argon discharge. The scattering amplitude from a cold uniform plasma column is also included in Fig. 5.3, for comparison. This model for linear and nonlinear scattering has been developed by Bruce et al. and is extended to Appendix D to include the effect of a glass tube. The dimensions are those of the tubes used in the experiments reported in Chapter VI. The values of $\omega$ and $T$ were chosen to permit reasonable computing time and accuracy.

It is well known that numerical difficulties prevent the computation of the scattering amplitude for large $a/\lambda_D$, corresponding to small temperatures and/or large electron densities. This comes about because one of the solutions of Eq. (5.17) varies very rapidly with radius for large $a/\lambda_D$. For example, one of the solutions of Eq. (5.28), for a uniform plasma column, is $J_\ell(k_p r)$. Since the main resonance occurs at $\omega < \omega_0$, $k_p$ is purely imaginary in a collisionless plasma and can be written as $i\kappa_p$. If $\kappa a$ is large, the asymptotic form of the solution is $J_\ell \exp(\kappa_p r)/(2\pi\kappa_p r)^{1/2}$. With an incident frequency of 2.2 GHz and a column radius of 0.31 cm, $\kappa a$ is 30 for $T = 8$ eV ($a/\lambda_D = 62$), and 50 for $T = 3$ eV ($a/\lambda_D = 100$). Because of the exponential nature of the solution, a relatively small change in electron temperature produces a change of about $10^8$ in $J_\ell(k_p a)$. Our experience has been that the
Fig. 5.2 Frequency dependence of $\psi'(1)/\psi(1)$: $a^2/\lambda_D^2 = 1000$. 
Fig. 5.3 Linear scattering amplitude as a function of electron density. (a) TD1 at 1.0 GHz; (b) MR at 1.0 GHz; (c) TD1 at 2.2 GHz; (d) MR at 2.2 GHz.
numerical integration, even using double precision, failed to converge with decreasing step size for \( a/\lambda_d \gtrsim 80 \), for a nonuniform plasma. For the same reason, Parker et al. could not obtain any results for \( a/\lambda_d \gtrsim 70 \).

A singular perturbation analysis of the type developed by Miura and Barston would be necessary to reach all of the values of temperature and electron density corresponding to the experiments reported in Chapter VI. Most of the nonlinear theory presented in this thesis was completed at the time of the publication of Ref. 54, which in any case only contains a one-dimensional analysis of linear scattering. Consequently, the development of the singular perturbation analysis for nonlinear scattering from a two-dimensional plasma was not attempted.

A summary of the calculations performed for linear scattering is given in Table 5.1. Only the main resonance (MR), and the first Tonks-Dattner resonance (TD1) were considered. The \( \ell = 1 \) and \( \ell = 2 \) terms in the plane wave expansion were included. The \( Q \) of the resonances is defined as

\[
Q = \frac{\langle N_0 \rangle_{\text{res}}}{\langle \Delta N_0 \rangle},
\]

where \( \langle \Delta N_0 \rangle \) is taken at \( |S_\ell|_{\text{max}}/2^{1/2} \). The collision factor, \( \nu/\omega \), used in the computations corresponds to collision frequencies of \( 2.5 \times 10^7/s \), for \( \omega/2\pi = 1.0 \, \text{GHz} \), and \( 1.14 \times 10^7/s \), for \( \omega/2\pi = 2.2 \, \text{GHz} \). The collision frequency in a 1.1 m Torr mercury discharge tube is about \( 2.5 \times 10^7/s \). It can be seen from the results given in Table 5.1 that, the larger the \( Q \) of a resonance, the more sensitive it is to collisional damping. This means that, in practice, the \( \ell = 2 \) resonances are excited to a much lower level than the \( \ell = 1 \) resonance, in tubes such as those used in our experiments. Furthermore, the resonance frequencies of the \( \ell = 1 \) and \( \ell = 2 \) resonances considered in Table 5.1 differ enough to preclude the simultaneous excitation of two resonances at one frequency, even for a cold plasma. This fact will simplify the calculations in the nonlinear scattering due to one strong incident wave. The first
TABLE 5.1
SUMMARY OF THE NUMERICAL RESULTS FOR LINEAR SCATTERING:
\[ a = 0.31 \text{ cm}, \ b = 0.42 \text{ cm}, \ \epsilon_g = 4.65. \]

| Type | \( \alpha/2\pi \) GHz. | \( T^\circ \text{K} \) | \( \nu/\omega \) GHz. | \( |S_1|_{\max} \) | \( \langle N_0 \rangle_{\text{res}} \) \(10^9/\text{cm}^3\) | \( \epsilon \) | \( |S_2|_{\max} \) | \( \langle N_0 \rangle_{\text{res}} \) \(10^9/\text{cm}^3\) | \( \epsilon_2 \) |
|------|-------------------|-----------------|-------------------|-----------------|-----------------|-----|-----------------|-----------------|-----|
| MR   | 1.0               | 0.0             | 0.0               | 1.0             | 40.3            | 161 | 1.0             | 51.6            | 2.72x10^5 |
| MR   | 1.0               | 0.0             | 0.0               | 0.435           | 40.3            | 88  | 4.0x10^-4       | 51.6            | 130 |
| MR   | 1.0               | 3.0             | 0.6               | 0.0             | 34.6            | 173 | 1.0             | 41.81           | 2.6x10^5 |
| MR   | 1.0               | 3.0             | 0.6               | 0.004           | 34.6            | 71  | 2.7x10^-4       | 41.81           | 10 |
| TD1  | 1.0               | 3.0             | 0.6               | 0.0             | 9.3708          | 1.56x10^5     | 1.0             | 8.506           | > 10^8 |
| TD1  | 1.0               | 3.0             | 0.6               | 0.004           | 9.40            | -   | -               | -               | -   |
| MR   | 2.2               | 0.0             | 0.0               | 0.0             | 199.8           | 33  | 1.1             | 251.3           | 1.25x10^4 |
| MR   | 2.2               | 0.0             | 0.0               | 0.004           | 199.8           | 25  | 9.4x10^-3       | 251.4           | 105 |
| MR   | 2.2               | 8.0             | 0.6               | 0.0             | 178.8           | 34  | 1.0             | 225.6           | 1.13x10^4 |
| MR   | 2.2               | 8.0             | 0.6               | 0.004           | 179.0           | 30  | 0.007           | 225.6           | 75  |
| TD1  | 2.2               | 8.0             | 0.6               | 0.0             | 51.29           | 9x10^3       | 1.0             | 4.8809          | > 10^6 |
| TD1  | 2.2               | 8.0             | 0.6               | 0.004           | 51.4            | -   | -               | -               | -   |
Tonks-Dattner resonance for $l = 2$ would have an extremely high $Q$ and hence would be affected by collisional damping even more than the $l = 2$ main resonances, which can be neglected for all practical purpose. Consequently, computations for the first $l = 2$ Tonks-Dattner resonance were not performed.

5.2 Nonlinear Scattering from a Plasma Column

When one or two large amplitude waves are incident on a plasma column, the nonlinear terms appearing in Eqs. (5.1)-(5.3) may no longer be neglected. If the incident waves have angular frequencies $\omega_1$ and $\omega_2$, a nonlinearly scattered wave of angular frequency $\omega_3$, where $\omega_3 = \omega_1 \pm \omega_2$, will appear. In this section, we shall obtain the power scattered at $\omega_3$ in the case of weak nonlinearity, i.e. when the power scattered at $\omega_3$ is much smaller than the power scattered at $\omega_1$ and $\omega_2$. In this case, it is sufficient to use the linear solutions obtained in Section 5.1 in the driving term of the nonhomogeneous differential equation for the potential derived in Section 5.2.1. As before, the quasistatic approximation will be used to obtain the solution inside the plasma column. Because of the angular variations of the linear solutions, the space dependent part of the magnetic field varying at frequency $\omega_3$ can be written as

$$H_{z3}(r) = H_{01} H_{02} \sum_{l=-\infty}^{\infty} H_{2l}^{(l)}(r) \exp(jl\theta), \quad 0 \leq r \leq a, \quad (5.54)$$

$$H_{z3}(r) = H_{01} H_{02} \sum_{l=-\infty}^{\infty} \left[ W_{z3l} H_{L(t)}^{(1)}(k_{z3} r) + X_{z3l} H_{L(t)}^{(2)}(k_{z3} r) \right] \exp(jl\theta), \quad a \leq r \leq b, \quad (5.55)$$

$$H_{z3}(r) = H_{01} H_{02} \sum_{l=-\infty}^{\infty} Y_{z3l} H_{L(t)}^{(2)}(k_{z3} r) \exp(jl\theta), \quad b \leq r, \quad (5.56)$$
where $H_{01}$ and $H_{02}$ are the magnetic field amplitudes of the incident waves. An expression for the power scattered at $\omega_3$ is derived in Section 5.2.2 and numerical results for a nonuniform plasma column are presented in Section 5.2.3.

5.2.1 Nonlinear Potential inside the Plasma Column

The nonlinear equations are obtained by expanding Eqs. (5.7) and (5.8) up to second order. If terms involving products of first order quantities are put on the RHS of the equations, the equation of motion becomes

$$m e_0 f \frac{\partial v}{\partial t} + m e N_0 f v + e N_0 f \nabla \psi - \kappa T \frac{\nabla f}{f} n + \gamma \kappa T n \nabla n$$

$$= - m e_0 f (v \cdot v) v - m e \frac{\partial v}{\partial t} - e n \nabla \psi - m e n v n - \gamma (\gamma - 1) \frac{\kappa T}{N_0} \frac{n^2}{f},$$

and the continuity equation may be written as

$$N_0 \nabla \cdot (f v) + \frac{\partial n}{\partial t} = - \nabla \cdot (n v).$$

We can Fourier analyze Eq. (5.57) and (5.58) in time to obtain

$$j m e_0 f \frac{\partial v}{\partial t} + j m e \frac{\partial v}{\partial t} - e N_0 f \nabla \psi - \kappa T \frac{\nabla f}{f} n \nabla n$$

$$= - \sum_{\alpha, \beta} \left[ m e_0 f (v_\alpha \cdot v_\beta) v_\beta + j m e \nu \Gamma_n v_\beta + e n \nabla \psi_\beta - \gamma (\gamma - 1) \frac{\kappa T}{N_0} \frac{n_\alpha n_\beta}{f} \right],$$

$$N_0 \nabla \cdot (f v_\alpha) + j m \omega_3 n_\alpha = - \sum_{\alpha, \beta} \nabla \cdot (n \psi_\beta),$$

where

$$\Gamma_\lambda = 1 - \frac{\nu}{\omega_\lambda}.$$
In these equations, the quantities $\chi_\alpha$, $\varphi_\alpha$, $n_\alpha$, $\Gamma_\alpha$ are associated with the wave of angular frequency $\omega_\alpha$, and $\sum A_{\alpha \beta} = A_1 B_2 + A_2 B_1$.

After taking the divergence of Eq. (5.59), and using Eq. (5.60) and Poisson's equation in the LHS of the resulting equation, we obtain

$$\nabla^2 \phi_3 - \frac{1}{\gamma} \nabla \cdot \left( \frac{\nabla f}{f} \nabla^2 \phi_3 \right) + \frac{1}{\gamma \lambda_D} \left( \frac{\omega_0^2}{\omega_0^2 - f} \right) \nabla^2 \phi_3 - \nabla f \cdot \nabla \phi_3$$

$$= \frac{e}{\gamma \kappa T e_0} \sum_{\alpha, \beta} \left\{ m n_\alpha \nabla \cdot [f(\varphi_\alpha \cdot \nabla) v_{\alpha \beta}] - jm \omega \nabla \cdot (n_{\alpha \beta} \varphi_\alpha + e \nabla \cdot (n_{\alpha \beta} \varphi_\alpha) + \frac{\gamma (\gamma - 1)}{2} \frac{e T}{e_0} \nabla^2 \left( \frac{n_{\alpha \beta}}{f} \right) \right\}$$

(5.62)

The LHS of Eq. (5.62) is identical to the LHS of Eq. (5.15) obtained for the potential in the linear scattering case. The following expansions are used in Eq. (5.62)

$$\varphi_\lambda(r) = H_{0 \alpha} \sum_{\ell = -\infty}^{+\infty} \psi_{\lambda \ell}(r) \exp(j \ell \theta), \quad \lambda = 1, 2,$$

$$\varphi_3(r) = H_{01} H_{02} \sum_{\ell = -\infty}^{+\infty} \psi_{3 \ell}(r) \exp(j \ell \theta),$$

(5.63)

$$n_\lambda(r) = H_{0 \alpha} \sum_{\ell = -\infty}^{+\infty} N_{\lambda \ell}(r) \exp(j \ell \theta),$$

$$X_\lambda(r) = H_{0 \alpha} \sum_{\ell = -\infty}^{+\infty} \left[ V_{r \lambda \ell}(r) \hat{r} + V_{\theta \lambda \ell}(r) \hat{\theta} \right] \exp(j \ell \theta), \quad \lambda = 1, 2,$$

where $H_{0 \alpha}$, $\psi_{\lambda \ell}$, $H_{0 \alpha} N_{\lambda \ell}$, $H_{0 \alpha} V_{r \lambda \ell}$ and $H_{0 \alpha} V_{\theta \lambda \ell}$, for $\lambda = 1, 2$, are the linear quantities associated with an incident wave of angular frequency $\omega$. 
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and azimuthal wavenumber \( \ell \). The sign \( \sum_{\ell=-\infty}^{\infty} \) means that the term with \( \ell=0 \) has been excluded from the sum since it would lead to an infinite magnetic field, as noted in Section 5.1.1.

Lengthy manipulations finally yield for \( \psi_{3\ell}(r) \)

\[
D_\ell \psi_{3\ell} = \frac{e}{\gamma k T e_0} \sum_{\alpha, \beta} \sum_{\ell=m+n} \left\{ m n \left[ \left( f + f' \right) V_{r om} V_{r p n} + f \left( V_{r om} V_{r p n} - \frac{1}{r} \left( V_{\theta om} V_{\theta p n} + V_{\theta om} V_{\theta p n} \right) \right) \right] + \frac{j n}{r} \left( V_{\theta om} V_{\theta p n} + V_{\theta om} V_{\theta p n} \right) - \frac{\ell^2}{2 r^2} V_{\theta om} V_{\theta p n} + \frac{j \ell}{r} V_{r om} \left( V_{\theta p n} + V_{\theta p n} \right) \right) 
\]

\[
- \frac{f'}{r} V_{\theta om} \left( V_{\theta p n} - j n V_{r p n} \right) - \frac{\ell n}{r} V_{\theta om} V_{\theta p n} \left( \frac{N_{\theta com} V_{r p n}}{r} + N_{\theta com} V_{r p n} + N_{\theta com} V_{r p n} + \frac{j \ell}{r} N_{\theta com} V_{\theta p n} \right) 
\]

\[
+ \left( \frac{N_{\theta om} V_{r p n}}{r} + N_{\theta om} V_{r p n} \right) + 2 N_{\theta com} V_{r p n} - \left( \frac{\ell^2}{f} - \frac{2 f^2}{f} + \frac{f'}{rf} + \frac{f'^2}{rf} \right) N_{\theta com} V_{\theta p n} \right) 
\]

\[
(5.64) 
\]

where \( D_\ell \) is the differential operator defined in Eq. (5.17).

The solution of Eq. (5.64) can be written as

\[
\psi_{3\ell}(r) = A_{3\ell} \psi_{3\ell 1}(r) + B_{3\ell} \psi_{3\ell 2}(r) + \psi_{3\ell p}(r), 
\]

(5.65)

where \( \psi_{3\ell 1}(r) \) and \( \psi_{3\ell 2}(r) \) are two linearly independent solutions of the homogeneous equation \( D_\ell \psi_{3\ell} = 0 \) which are regular at \( r = 0 \), and \( \psi_{3\ell p}(r) \) is a particular solution of Eq. (5.64). The solutions of \( D_\ell \psi_{3\ell} = 0 \) were obtained in Section 5.1.1 for a nonuniform plasma. A series solution for \( \psi_{3\ell p}(r) \), obtained in Appendix E, will be used to start the numerical integration of Eq. (5.64).
Equation (5.65) contains two arbitrary constants. One of them can be determined by requiring that the radial velocity vanish up to second order at \( r=a \). The velocity can be obtained from the equation of motion [Eq. (5.43)],

\[
v_3(r) = \frac{je}{m \omega r} \left\{ \nabla \varphi_3 + \lambda^2 \frac{f'}{f^2} \nabla \varphi_3 - \frac{\gamma D}{f} \nabla (\nabla \varphi_3) \right\}
\]

\[+ \sum_{\alpha, \beta} \left[ \frac{m}{e} (\nabla \alpha \cdot \nabla) \varphi_3 \right] \frac{\tau_n (\alpha \beta)}{n_0 \Gamma_0 f} + \alpha \beta \right] + \frac{\tau_n (\alpha \beta)}{n_0 \Gamma_0 f} \right\} \right] \exp(j \Phi)
\]

This equation can be expanded using Eq. (5.63) to yield

\[
v_{3\ell}(r) = \frac{je}{m \omega r} \left\{ \sum_{\ell=-\infty}^{\infty} \sum_{m} \left[ \frac{m}{e} (\nabla \alpha \cdot \nabla) \varphi_3 \right] \frac{\tau_n (\alpha \beta)}{n_0 \Gamma_0 f} \right\} \exp(j \Phi)
\]

\[
= \frac{je}{m \omega r} \left\{ \sum_{\ell=-\infty}^{\infty} \sum_{m} \left[ \frac{m}{e} (\nabla \alpha \cdot \nabla) \varphi_3 \right] \frac{\tau_n (\alpha \beta)}{n_0 \Gamma_0 f} \right\} \exp(j \Phi)
\]

where

\[
T_{3\ell}(r) = -\gamma \Psi_{3\ell}'' + \left( \frac{f'}{r} - \frac{2}{r^2} \right) \Psi_{3\ell} + \left[ \frac{f'}{r} + \frac{f}{r^2} + (\ell^2 + 1) \frac{\gamma}{r^2} \right] \Psi_{3\ell} - \frac{\ell^2 (\ell^2 + 1)}{r^2} \frac{f'}{r} + \frac{2\gamma}{r} \Psi_{3\ell}
\]

\[
U_{mn}(r) = \frac{m}{e} \left[ \frac{
abla \alpha \rho_m \varphi_3 \nabla \alpha \beta_n \varphi_3 - \nabla \alpha \beta_n \varphi_3 \nabla \alpha \rho_m \varphi_3}{\nabla \alpha \beta_n \varphi_3 \nabla \alpha \beta_n \varphi_3} \right] + \frac{\tau_n (\alpha \beta)}{n_0 \Gamma_0 f} \left[ \nabla \alpha \rho_m \varphi_3 \nabla \alpha \beta_n \varphi_3 - \nabla \alpha \beta_n \varphi_3 \nabla \alpha \rho_m \varphi_3 \right]
\]

\[+ \frac{\gamma (\gamma - 1)}{2} \frac{\kappa T}{n_0 \Gamma_0 f} \left[ \frac{N'}{N_0} \frac{N_0}{N_0} + \frac{N_{\alpha \mu} \beta \rho_n \varphi_3}{N_{\alpha \mu} \beta \rho_n \varphi_3} - \frac{f'}{f} \frac{N_{\alpha \mu} \beta \rho_n \varphi_3}{N_{\alpha \mu} \beta \rho_n \varphi_3} \right]
\]
The condition that the radial velocity vanish at \( r=a \) is

\[
T_{3\ell}(a) + \frac{f(a)}{\lambda_D^2} \sum_{\alpha, \beta} \sum_{\ell=m+n} U_{mn}(a) = 0 .
\]  

(5.72)

We can use Eq. (5.65) in the first term of Eq. (5.72) to obtain

\[
A_{3\ell} h_{3\ell 1}(a) + B_{3\ell} h_{3\ell 2}(a) + h_{3\ell p}(a) + \frac{f(a)}{\lambda_D^2} \sum_{\alpha, \beta} \sum_{\ell=m+n} U_{mn}(a) = 0 ,
\]  

(5.73)

where

\[
h_{3\ell j}(r) = -\psi_{3\ell j}^{''} + \left( \frac{f'}{f} - \frac{2}{r} \right) \psi_{3\ell j}^{''} + \left[ \frac{f}{\lambda_D^2} + \frac{f'}{fr} + \left( l^2 + 1 \right) \frac{2}{r^2} \right] \psi_{3\ell j}^{'}
\]

\[- \frac{l^2}{r^2} \left( \frac{f'}{f} + \frac{2}{r} \right) \psi_{3\ell j} , \quad j = 1,2,p.
\]

(5.74)

### 5.2.2 Nonlinear Scattered Power

As in the calculation of the linear scattered power, the solution inside the column must be matched to the solution outside in order to determine the constants in Eqs. (5.55), (5.56) and (5.65). It is more convenient to use the boundary conditions on the electric field...
than those on the magnetic field. The radial displacement and the
tangential electric field must be continuous at \( r=a \) and \( r=b \). The
displacement in the plasma can be obtained by writing Poisson's equation

\[
\nabla \cdot \varepsilon_0 E_3 = n_3 e ,
\]

(5.75)

and using the continuity equation to obtain

\[
\nabla \cdot \varepsilon_0 E_3 = \frac{j e}{\omega_3} \left[ N_0 \nabla \cdot (e_0) + \sum_{\alpha, \beta} \nabla \cdot (n_\alpha v_\beta) \right] .
\]

(5.76)

The displacement can be written as

\[
D_3 = \varepsilon_0 E_3 - \frac{j e}{\omega_3} \left[ N_0 f_3 + \sum_{\alpha, \beta} n_\alpha v_\beta \right].
\]

(5.77)

Since both the first and second order radial velocities are assumed to
vanish at \( r=a \), the radial displacement at the boundary is

\[
D_{3r} = \varepsilon_0 E_{3r} = -\varepsilon_0 \phi_3.
\]

(5.78)

The constants are found to be

\[
A_{3l} = \frac{c_{lp} I_{l_2} + h_{3l_2} \frac{I_{lp}}{I_{l_1}}}{h_{3l_1}(a)I_{l_2} - h_{3l_2}(a)I_{l_1}} , \quad B_{3l} = -\frac{h_{3l_1}(a)I_{lp} + c_{lp} I_{l_1}}{h_{3l_1}(a)I_{l_2} - h_{3l_2}(a)I_{l_1}} ,
\]

\[
W_{3l} = \frac{F_{3l_2}}{F_{3l_1}} X_{3l} , \quad X_{3l} = -\frac{j \pi \omega_3 e_0 e a}{h} \left[ A_{3l} G_{l_1} + B_{3l} G_{l_2} + G_{lp} \right] , \quad Y_{3l} = -\frac{j \pi}{1/2} \left( \frac{k_a b F_{3l}}{\varepsilon_0} \right)
\]

(5.79)

\[
F_{3l_1} = \frac{1/2}{g} H_{l_1}^{(1)}(k_{g_3} b) H_{l_1}^{(2)}(k_{g_3} b) - H_{l_1}^{(1)}(k_{g_3} b) H_{l_1}^{(2)}(k_{g_3} b) ,
\]

\[
F_{3l_2} = \frac{1/2}{g} H_{l_1}^{(2)}(k_{g_3} b) H_{l_1}^{(2)}(k_{g_3} b) - H_{l_1}^{(2)}(k_{g_3} b) H_{l_1}^{(2)}(k_{g_3} b) ,
\]
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The symmetry, or antisymmetry, with respect to interchanges between \( \ell \) and \( -\ell \) must be determined for the various quantities used in this section in order to obtain the angular variation of \( \psi_{3\ell} \), \( H_{3z\ell} \), and of the nonlinear scattered power. It can be seen from Eq. (5.65) that \( \psi_{3\ell} \) will have the same symmetry as \( \psi_{3\ell} \), which has the same symmetry as the RHS of Eq. (5.64). A typical term in the RHS of Eq. (5.64) is

\[
N V \alpha \, \beta \, m \, n
\]

It was seen in Section 5.1.3 that the linear magnetic field was symmetric with respect to interchanges between \( \ell \) and \( -\ell \), since the magnetic field and the potential are antisymmetric, we obtain

\[
N_{\alpha-m} = -N_{\alpha m}, \quad \psi''_{\beta-n} = -\psi''_{\beta n}, \quad N_{\alpha-m} \psi''_{\alpha} = N_{\beta m} \psi''_{\beta n}. \quad (5.81)
\]

Thus, the nonlinear quantities \( \psi_{3\ell} \) and \( H_{3z\ell} \) must be symmetric and antisymmetric, respectively, with respect to interchanges between \( \ell \) and \( -\ell \). The nonlinear scattered magnetic field is

\[
H_{zs}(\mathbf{r}) = 2H_{01}H_{02} \sum_{\ell=1}^{\infty} Y_{3\ell}(k_{z}r) \sin \ell \theta, \quad (5.82)
\]

and, for \( kr >> 1 \), the nonlinear scattered power is

\[
P_{s} = \frac{16}{\pi} \frac{2H_{01}H_{02}}{k_{z}r} \left[ \sum_{\ell=1}^{\infty} Y_{3\ell} \sin \ell \theta \right]^{2}, \quad (5.83)
\]
It can be seen from Eq. (5.83) that no scattered power is directed in the \( \theta=0 \) and \( \theta=\pi \) directions for any \( \ell \).

5.2.3 Numerical Results

Some results of nonlinear scattering amplitude are presented, in this section, for harmonic generation produced by a large amplitude incident wave. Since the different multipole resonances occur at different electron densities, as was seen in Section 5.1.4, the nonlinear scattering produced at each linear multipole resonance can be considered separately. We shall only consider linear dipole excitation, which produces a nonlinear quadrupolar radiation pattern. The physical characteristics of the tubes used in experiments to be described in Chapter VI were used in the computations. The other parameters were chosen to illustrate the general behavior of the solutions while avoiding the numerical difficulties mentioned in Section 5.1.4.

Figure 5.4 shows the nonlinear scattering amplitude, \( \psi_{32} \), as a function of the electron temperature, for a uniform and a nonuniform plasma column. Some radial potential profiles, shown in Fig. 5.5, suggest that electron plasma waves at the second harmonic are excited in the plasma by the nonlinear driving terms in Eq. (5.64). The boundary conditions at \( r=a \) provide some constraints on the potential, however. It can be seen from Eq. (5.55), (5.56), (5.65), (5.79) and (5.80) that the ratio \( \psi_{3\ell}(a)/\psi_{3\ell}(a) \) can be written as

\[
\frac{\psi_{3\ell}'(a)}{\psi_{3\ell}(a)} = - \frac{t^2 \epsilon_r}{k \lambda^2} \left[ \frac{F_{\ell_1 H_{\ell_2}^2}(k \lambda, a) - F_{\ell_2 H_{\ell_1}^2}(k \lambda, a)}{F_{\ell_1 H_{\ell_2}^2}(k \lambda, a) - F_{\ell_2 H_{\ell_1}^2}(k \lambda, a)} \right].
\]  

(5.84)

The RHS of Eq. (5.84) is a function of the geometry and of the frequency only. As the temperature increases, the wavelength of the electron plasma wave changes, and the number of periods of the wave inside the column decreases, as can be seen in Fig. 5.5. This means that \( \psi_{3\ell}'(a) \) might vary between zero, if the wavelength is such that \( \psi_{3\ell}(a) \) is a maximum of the potential, and the maximum slope of the potential curve, if \( \psi_{3\ell}(a) = 0 \). Since the ratio \( \psi_{3\ell}'(a)/\psi_{3\ell}(a) \) is constant, at a given frequency, \( \psi_{3\ell}(a) \) can also vary between zero and a maximum value, and so will the scattering amplitude, which is proportional to \( \psi_{3\ell}(a) \).
Fig. 5.4 Nonlinear scattering amplitude as a function of electron temperature: (a) uniform plasma.
Fig. 5.4 (Cont.) (b) nonuniform plasma.

$f = 1.0\,\text{GHz}$

$\alpha = 0.6$
Fig. 5.5 Radial potential profile at second harmonic.

(a) uniform plasma.
This explains roughly the large variations in $Y_{32}$ found in Fig. 5.4. The boundary condition on $v_{r34}(a)$ and the nonuniformity of the excitation provided by the products of linear quantities also influence the potential in the column. This is well illustrated in Fig. 5.5(b). The curves for $T = 4.0$ and $5.6$ eV have approximately the same wavelength, but the sign of $\psi_{32}(a)$ is different in the two cases. We would even expect to find $\psi_{32}(a)|_{T=4.0} \geq \psi_{32}(a)|_{T=5.6}$ since the wavelength at $T = 4.0$ is smaller than at $T = 5.6$. Furthermore, the curve for $T = 7.0$ eV has a very short wavelength oscillation which seems to be introduced by the excitation and the boundary conditions.

It can be seen from Fig. 5.6 that $Y_{32}$ varies with frequency in a similar way. It is more difficult to predict what happens in this case since the RHS of Eq. (5.84) depends on frequency.
Fig. 5.6 Nonlinear scattering amplitude as a function of frequency. (a) Uniform plasma.
Fig. 5.6 (Cont.) (b) Nonuniform plasma.
Chapter VI

NONLINEAR SCATTERING FROM A PLASMA COLUMN: EXPERIMENTS

In this chapter, we present some experimental results of linear and nonlinear scattering at the resonances of a plasma column. Since many investigators have observed these resonances in the linear regime, we shall limit our study of linear resonances to a few selected results which are important in relation to our nonlinear scattering experiments. As was mentioned at the beginning of this thesis, experiments in the nonlinear regime are often sensitive to effects which do not disturb appreciably linear phenomena. Some experiments performed by Stern,55 and by Messiaen and Vandenplas,56 showed the existence of nonlinear scattering, but their results seem to be incompatible with the radiation pattern predicted by theory. Our experiments illustrate some effects which can explain their results.

6.1 Experimental Set-up

Our experiments were performed by illuminating a plasma column suspended in free space with a signal launched from a microwave horn. The scattered signal was picked up by a small dipole antenna. Figure 6.1 shows the arrangement of the plasma and antennas used in our experiments. Various conflicting requirements had to be considered in the realization of the set-up. In order to approach free space propagation in the experiments, the distance between the plasma and the antennas should be larger than the free space wavelength and the dimensions of the antennas. Since the limited space, time and resources at our disposal permitted only the construction of a small anechoic chamber, it was desirable to use signals of high enough frequencies that the fields set up by the antennas could still approximate free space propagation. On the other hand, the discharge current should be small enough to prevent overheating of the discharge tube. This is especially important for the mercury discharge tubes used in some of the experiments since the neutral gas pressure, and hence the collision frequency, depend strongly on temperature. It turned out that these requirements could not all be met simultaneously. The compromise finally made is described in the following subsections.
Fig. 6.1 Set-up for studying scattering from a plasma column.
6.1.1 RF System

The waves were launched from an E-plane sectional horn fitted with a dielectric lens. The horn was connected to a piece of S-band waveguide, which had a cut-off frequency of 2.08 GHz. The scattered signal was received on small dipole antennas which could be moved in a circular trajectory around the column by means of a motorized support. A sketch of one of these antennas with its balun is shown in Fig. 6.2. The balun is made of a cylindrical con concentric with the input coaxial line.

![Dipole antenna with balun](image)

FIG. 6.2 Dipole antenna with balun.

The experimental area was enclosed in a 48 x 61 x 61 cm box lined with microwave absorbent material.

A block diagram of the RF system used in linear measurements is presented in Fig. 6.3. This set-up made possible the cancellation of the direct signal propagating from the horn to the dipole in order to observe only the scattered signal. The direct signal was cancelled out in the absence of a plasma by adjusting the phase and the amplitude of a sample of the transmitted signal fed into the receiver. This feature was used in some of the experiments. Figure 6.4 shows a schematic of the RF set-up used in nonlinear scattering studies. The transmitting system was carefully designed to prevent the radiation of second harmonic signals. The transmitted signal was amplitude modulated by a 1 kHz square wave. The receiver was preceded by a G-band directional coupler acting
Fig. 6.3 RF system used in linear scattering experiments
Fig. 6.4 RF system used in nonlinear scattering experiments.
as a high-pass filter as well as providing a calibration signal to the receiver. The audio signal detected in the receiver was then fed into a narrow-band lock-in amplifier. Signals down to -125 dBm could be detected with a bandwidth of 0.25 Hz (time constant of 1 sec). In most experiments, some sensitivity was sacrificed in order to obtain a faster time response.

The antennas were calibrated by comparison with known waveguide fields.

6.1.2 Plasma Columns

Mercury discharge tubes have been used in most of the previous experiments on resonant scattering from a plasma column. The convenience of using a sealed-off tube, as well as the ease of observation of a large number of resonances in a mercury plasma, have been the main reasons for this choice. The mercury vapor pressure in the tube is determined, in theory, by the temperature of the coldest point of the tube. At room temperature, the pressure is of the order of 1 m Torr. We found, however, that the actual Hg pressure in the column depended strongly on the discharge current density, which was as high as 1 A/cm², in some cases. This dependence was illustrated in different ways which shall be mentioned later, as the experimental results are presented.

The external temperature of the glass discharge tube was controlled by forced air cooling, which helped to a certain extent in reducing pressure variations in the tube. An argon discharge tube, attached to a vacuum system, was also used in order to study the effect of collision frequency variations on the resonances. The physical characteristics of the various tubes used in our experiments were: a = 0.31 cm, b = 0.42 cm, εᵣ = 4.65.

6.2 Linear Scattering

6.2.1 Resonance Frequencies

The resonance frequencies of a plasma column can be measured by sweeping either the incident frequency, at a fixed discharge current, or the discharge current, at a fixed incident frequency. While the first method is preferable, because it does not change the operating conditions of the discharge, we did not use it because of the difficulties associated with obtaining constant incident power levels and receiver
sensitivities at microwave frequencies. Since our only purpose in finding the resonance frequencies was to determine the discharge currents at which the column was resonating, no independent electron density measurements were performed. Examples of resonance frequency spectra obtained in transmission, with the dipole antenna at $\theta$, are shown in Fig. 6.5 and 6.6. The measurements of Fig. 6.5 were obtained by sweeping the discharge current over the range 50-380 mA in 10 seconds. Those of Fig. 6.6 were obtained point by point, by varying the discharge current manually, and waiting a sufficient time for the tube to attain thermal equilibrium before taking the measurement. The difference in the position of the resonances in Fig. 6.5 and 6.6 shows the effect of the pressure variations in the tube. The relatively fast increase in the discharge current in the measurements of Fig. 6.5 produced less heating of the tube than the slow current variation of the point by point measurements of Fig. 6.6. Hence, the resonances shown in Fig. 6.5 occurred at a higher discharge current, or lower Hg pressure, than those in Fig. 6.6. Any variations in either the cooling rate of the tube, or the sweep rate of the current, produced variations of the resonance current consistent with the results of Fig. 6.5 and 6.6.

6.2.2 Scattering Amplitude and Q of the Resonance

The dipole resonance of a mercury discharge was examined further after cancelling out the direct signal from the horn to the dipole antennae. Figure 6.7 shows the power scattered at $\theta = 0$ as a function of the discharge current. This curve was obtained by sweeping the discharge current over the range 260-330 mA in about 1 minute. Using a loop antenna calibrated against known waveguide fields, the scattering amplitude at the maximum of the resonance, $|S_1|_{\text{max}}$, was found to be 0.715. Since this result involved the measurement of $H_0$ and $H_{zs}$, given by Eq. (5.43), it is a relative measurement because the two quantities are proportional to each other. The only cause of error comes from reading the instruments and positioning the probe properly. A conservative estimate of the error, in this case, would be $\pm 25\%$, which corresponds to an error of $\pm 2$ db in the relative power. It is then obvious that collisional damping has to be considered if an accurate comparison between theory and experiment is to be obtained. The Q of the resonance, as obtained from Fig. 6.7, was $45$.  
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Fig. 6.5 Linear scattering obtained by the current sweep method.

Fig. 6.6 Linear scattering obtained by the point-by-point method.
Fig. 6.7 Linear scattered power at 2.2 GHz with $\theta=0$. 
6.2.3 Radiation Pattern

The radiation pattern at 2.2 GHz was measured with the mercury discharge, and is shown in Fig. 6.8. Each point on the curve was obtained after cancelling the direct signal from the horn to the dipole antenna. The curve for \( \cos^2 \theta \) vs \( \theta \) is plotted with the experimental points. The finite beam width of the antenna caused the experimental points to lie above the theoretical curve except in the regions around \( \pm 180^\circ \), where the shadow cast by the dipole antenna, between the horn and the column, produced less scattered power than predicted.

6.3 Nonlinear Scattering

The experiments described in this section involved harmonic generation in a plasma column illuminated by a 2.2 GHz large amplitude wave. While it was relatively easy to observe harmonic generation, it was difficult to measure unequivocally some of the properties of the phenomenon predicted by theory. For instance, if a linear dipolar resonance is excited, the second harmonic radiation pattern should be quadrupolar, with maxima at \( \pm \pi/4 \) and \( \pm 3\pi/4 \). As mentioned in Chapter I, this behavior was observed only after cancelling out the transverse component of the Earth's magnetic field. The situation is not as simple as indicated by the preliminary results obtained by Bruce\(^{62} \) over a limited range of angles. Our experiments uncovered some additional difficulties.

6.3.1 Radiation Pattern of Nonlinear Scattering

The influence of the Earth's magnetic field on the radiation pattern of nonlinear scattering is illustrated in Fig. 6.9, which display the power received as a function of the angle for different values of the transverse DC magnetic field. A pair of Helmholtz coils was used to cancel out the transverse component of the Earth's magnetic field, \( B_\perp \), which was perpendicular to the direction of the incident wave. With no cancellation, the radiation pattern, shown in Fig. 6.9(a), is dipolar, and the maximum radiated power is in the direction of \( B_\perp \). It is interesting to note that Bruce's measurements,\(^{62} \) performed with the magnetic field parallel to the incident wave, also show maximum power radiated parallel to \( B_\perp \). It can be seen from Fig. 6.9
Fig. 6.8 Radiation pattern of linear scattered power at 2.2 GHz.
Fig. 6.9 Radiation pattern of nonlinear scattered power as a function of the transverse DC magnetic field.

\[ P_{in} = 0.24 \, \text{W/m}^2 \]
\[ B_\perp = 290 \, \text{mG} \]

\[ P_{in} = 0.47 \, \text{W/m}^2 \]
\[ B_\perp = 140 \, \text{mG} \]
Fig. 6.9 (Cont.)

(c) $P_{in} = 1.2 \text{ W/m}^2$
$B_{\perp} = 50 \text{ mG}$

(d) $P_{in} = 0.75 \text{ W/m}^2$
$B_{\perp} = 0 \text{ mG}$
that the radiation pattern goes from dipolar to more or less quadrupolar, when the cancellation is complete. The radiated power also goes down significantly as $B_\perp$ is decreased. In our measurements, the incident power was increased while the received power was kept within a narrow range. This illustrates the importance of cancelling the Earth's magnetic field for scattering amplitude measurements as well as radiation pattern measurements. A possible mechanism for the observed behavior is a slight deformation of the DC electron density profile due to the Hall potential produced by electrons drifting in a transverse magnetic field.

The departure of the observed pattern from a pure quadrupole, and more surprisingly, its lack of symmetry, were first thought to come from imperfect cancellation of the Earth's field. Various experiments, using different discharge tubes, produced inconsistent results. We finally found that a rotation of the discharge tube produced a considerable variation in the second harmonic power scattered at a given angle. The radiation pattern in Fig. 6.10 was obtained after rotating the
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Fig. 6.10. Radiation pattern of nonlinear scattered power after $90^\circ$ rotation of discharge tube.
discharge tube $90^\circ$ from its position in the measurements shown in Fig. 6.9. We verified that lateral variations in the position of the discharge tube produced only minor disturbances in the radiation pattern, compared to those coming from a rotation of the tube. This indicated that the rotational asymmetry of the discharge tube was responsible for the asymmetric radiation patterns measured.

Various possible causes for the asymmetry of the tube were investigated. The use of a discharge tube made of pyrex tubing shrunk over a precision ground mandrel improved the radiation pattern only slightly: the curves in Figs. 6.9 and 6.10 were obtained with such a discharge tube. The effect of variations in the wall thickness of the tube were negligible. This was verified by inserting glass tubes of various diameters and wall thicknesses around the discharge tube and observing that the radiation pattern was unchanged, even when the axis of the outside tube was at an angle with the axis of the discharge tube. The condition of the inside surface of the discharge tube was found to influence the radiation pattern in an argon discharge. This was indicated by the changes with time in the observed radiation pattern after cleaning the glass tube with an HF acid solution. None of the results were more symmetric than the others, however: they were only different. The negligible effect on the radiation pattern of cleaning the discharge tube with organic solvents suggested that the condition of the glass surface itself, and possible some metallic deposits of evaporated cathode material, were responsible for the asymmetry of the discharge. It should be remembered that the power received at the second harmonic was about 90-100 dB below the input power to the waveguide. As indicated previously by the influence of the Earth's magnetic field on the radiation pattern, very small deformations of the static electron density profile in the column have a very important influence on the nonlinear scattering. Further studies of surface effects on a plasma column would be of great interest, in the present case, but it was not considered worthwhile to pursue them for the purpose of this thesis.
6.3.2 **Scattering Amplitude**

Because of the difficulties encountered in measuring the radiation pattern of nonlinear scattering, it is clear that only order of magnitude results can be obtained for the scattering amplitude. For example, the scattering amplitude, $Y_{32}$, obtained at the maximum in the radiated power, is $1.36 \times 10^{-2}$ in Fig. 6.9(d), and $2.42 \times 10^{-2}$ in Fig. 6.10. This compares with $4.17 \times 10^{-3}$ predicted by the cold plasma theory without collisional damping. As indicated in Section 5.1.4, we could not obtain numerical results for the case of a warm plasma column with electron temperature of approximately 3 eV, and an incident frequency of 2.2 GHz. The nonlinear scattering amplitude predicted at 2.2 GHz, for an electron temperature of 8 eV, is 0.123, without collisions. In view of the large variations of $Y_{32}$ as a function of electron temperature, as seen in Fig. 5.4(b), it is impossible to compare the theory and the experiment, in this case.

Some additional measurements were obtained with the argon discharge. The first Tonks-Dattner resonance was excited. We can see in Fig. 6.11 that the power received at the second harmonic is proportional to the square of the input power to the horn. Actually, the slope of the straight line is 2.12. The influence of collisions on the nonlinear scattering was also studied by varying the argon pressure in the discharge tube and adjusting the discharge current to follow the linear resonance. The collision frequency was obtained by assuming an electron temperature of 8 eV, and using data obtained by Frost and Phelps for the momentum transfer collision cross-section of electrons in argon. The results are shown in Fig. 6.12, along with a theoretical curve obtained for the same conditions. The experimental results show a variation similar to the theoretical curve, and the scattering amplitudes agree within an order of magnitude.
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Fig. 6.11 Power received at 4.4 GHz vs power emitted at 2.2 GHz.

Fig. 6.12 Nonlinear scattering amplitude as a function of the collision frequency.
The purpose of this work has been to study two special cases of nonlinear wave interactions on a plasma column. The first part of the thesis was devoted to the nonlinear coupling of slow waves on a plasma column. Slow waves in the presence of an infinite magnetic field were considered theoretically in Chapter II. The coupled mode equations and the coupling coefficient for three wave coupling were derived using an expansion of the Lagrangian density for a cold plasma. The coupled mode equations were then solved for the special cases of parametric amplification and mode conversion. The effects of linear wave damping and of a departure from synchronism due to the dispersion of the interacting modes were also considered in order to determine the bandwidth of the interaction. The linear wave damping was introduced in the coupled mode equations by means of a phenomenological loss factor.

Some experimental results of mode conversion on a plasma column in a strong magnetic field were presented in Chapter III. While qualitative agreement with theory was obtained, it was not possible to compare directly theory and experiment. It was found that the most important factor in determining the properties of the coupling is $\Delta k$, the departure from synchronism. Any difference between the theoretical and the experimental dispersion characteristics which causes the theoretical and experimental values of $\Delta k$ to be significantly different makes an exact comparison between theory and experiment impossible. This is what prevented a quantitative comparison between the theory of Chapter II and the experiments of Chapter III. The inclusion of the radial nonuniformity of the column, and of finite electron temperature, might have provided the required correspondence between theory and experiment. For this reason, the theory presented in this work is only a first step in solving the problem completely.

Slow waves on a column in the absence of a magnetic field were also considered briefly in Chapter IV to illustrate the power of the Lagrangian formalism. Previous attempts to solve this problem$^{28,29}$ led to theories valid only in the small-ka limit and did not present any numerical
values of the gain obtained. In addition to developing a theory valid for any $ka$, in a lossless cold plasma, we also presented numerical results of the gain for parametric interaction, taking into account the dispersion of the interacting modes.

A study of nonlinear scattering from a plasma column made up the second part of this thesis. In this case, the equations of the problem were expanded up to second order to derive a nonlinear equation for the potential inside the column. The first and second order solutions in the plasma were then matched to solutions of the wave equation outside to obtain the linear and nonlinear scattering amplitudes. Numerical results obtained by computer solution of the equations showed that the linear resonances of different multipole order occur at different electron densities for a given incident wave frequency. Furthermore, collisional damping was found to reduce the scattering amplitude of the quadrupole resonances, in small diameter plasma columns, to such an extent that only dipole resonances would be excited strongly by an incident plane wave. This justified the consideration of individual linear dipole resonances and the resultant nonlinear quadrupolar scattering. The nonlinear scattering amplitudes from a uniform and nonuniform column were computed for selected ranges of frequencies and electron temperature. The range of the parameters was restricted by the nature of the linear and nonlinear solutions, which could not be computed for $a/\lambda_D \geq 80$.

In Chapter VI, some experiments of linear and nonlinear scattering from a plasma column were described. The quadrupolar nature of the nonlinear scattering could only be verified approximately due to the asymmetry of the plasma column. For the same reason, the measurements of nonlinear scattering amplitude reported can be expected to be valid only within an order of magnitude. No direct comparison with theory could be achieved because the experimental parameters were outside the range where the equations could be solved numerically. This limitation could be overcome in future experiments by using a lower incident frequency. This would require either a large anechoic chamber, or a combination of dipolar and quadrupolar couplers which would permit the excitation of a dipole resonance, and the reception of the quadrupolar
nonlinear scattering. Another approach might be the use of a rectangular waveguide of suitable frequency range, and equipped with couplers sensitive to the mode excited by the quadrupolar nonlinear scattering. While this method would not yield the radiation pattern of nonlinear scattering, it would be useful in measuring the frequency dependence of the scattering because of the relative ease of calibration of a waveguide system, compared to antennas.

It should be remembered, as this work is brought to a close, that the interacting modes considered in this work are not, by any means, the only ones that could interact in a plasma column. Combinations of electromagnetic waves and plasma waves on a column have also been considered, as well as combination of two resonances and one slow wave. Ion-acoustic waves have been produced by exciting a column resonance at power levels much higher than those used in this work. Another possibility would be incoherent scattering by fluctuations in the plasma.
Appendix A

POWER FLOW IN SLOW WAVES ON A PLASMA COLUMN IN AN INFINITE MAGNETIC FIELD SURROUNDED BY AN INFINITE DIELECTRIC

The modes obtained by an exact solution for slow waves in the presence of an infinite magnetic field are transverse magnetic. This means that a slow wave is not purely electrostatic; it has a Poynting vector. The magnetic field, \( \mathbf{H} \), can be obtained from the scalar potential, \( \phi \), by means of the Maxwell equation

\[
\nabla \times \mathbf{H} = \frac{\partial \mathbf{D}}{\partial t} .
\]

Using the permittivity tensor for a cold plasma in an infinite magnetic field

\[
\mathbf{\varepsilon}_p = \begin{pmatrix} \varepsilon_\perp & 0 & 0 \\ 0 & \varepsilon_\perp & 0 \\ 0 & 0 & \varepsilon_\parallel \end{pmatrix}, \quad \varepsilon_\perp = \varepsilon_0, \quad \varepsilon_\parallel = \varepsilon_0 \left( 1 - \frac{\omega^2}{\omega_0^2} \right),
\]

Eq. (A.1) can be written, in component form,

\[
- \frac{\partial H_\theta}{\partial z} = jkH_\theta = j\varepsilon_0 \omega E_r ,
\]

\[
\frac{\partial H_r}{\partial z} = - jkH_r = j\omega \varepsilon_0 E_\theta ,
\]

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( rH_\theta \right) - \frac{1}{r} \frac{\partial H_r}{\partial \theta} = j\omega \varepsilon_0 \left( 1 - \frac{\omega^2}{\omega_0^2} \right) E_z .
\]

Using Eqs. (2.7)-(2.9), the magnetic field components inside the plasma column become

\[
\mathbf{H} = \frac{\varepsilon_0}{r} \frac{\omega \mathbf{\varepsilon}_0}{k} = - jn \frac{\varepsilon_0}{kr} \psi J_n(\beta r) \exp(j(\omega t - n \theta - kz)) ,
\]
Outside the plasma, $H_r$ and $H_z$ are given by

$$H_r = - j n \frac{\epsilon_0 c}{r} \psi J_n(kr) K_n'(kr) \exp j(\omega t - n\theta - kz),$$

$$H_\theta = - \epsilon_0 \frac{c}{k} \psi \frac{J_n(\beta a)}{K_n(\beta a)} K_n'(kr) \exp j(\omega t - n\theta - kz).$$

The average axial power flow associated with the wave is given by

$$P = \frac{1}{2} \text{Re} \left\{ \iint_S (\mathbf{E} \times \mathbf{H}^*) \cdot d\mathbf{r} \right\} = - \frac{1}{2} \text{Re} \left\{ \iint_S \left[ \frac{\partial}{\partial r} H_g^* - \frac{\partial}{\partial \theta} H_r^* \right] d^2 r \right\},$$

where $S$ is a plane perpendicular to the axis of the plasma column. Using the expressions for $\psi$, given by Eq. (2.9) and (2.12), and $H_\phi$, given by Eq. (A.6)-(A.9), we obtain

$$P = \frac{\epsilon_0 c}{2} \psi |\psi|^2 \text{Re} \left\{ \iint_{S_p} \left[ \beta^2 J_n^2(\beta r) + \frac{n^2}{r^2} J_n^2(\beta r) \right] d^2 r \right\}$$

$$+ \frac{J_n^2(\beta a)}{K_n^2(\beta a)} \iint_{S_g} \left[ k^2 K_n^2(kr) + \frac{n^2}{r^2} K_n^2(kr) \right] d^2 r,$$

where $S_p$ and $S_g$ are the parts of $S$ inside and outside the plasma column, respectively. The integrals in Eq. (A.11) can be evaluated analytically to yield the power flow as
\[ P = \frac{\pi \varepsilon_0 \omega^2}{2k} |\psi|^2 \left\{ \frac{k^2 a^2}{k_n^2(ka)} + \beta^2 a^2 - n^2 \right\} J_n^2(\beta a) \]

\[ - \left[ \beta^2 a^2 \frac{J_n^2(\beta a)}{J_n^2(\beta a)} + k^2 a^2 - n^2 \right] \left\{ \frac{k^2 a^2}{k_n^2(ka)} \right\} . \quad (A.12) \]

This result can be reduced further, by using the dispersion relation given by Eq. (2.13),

\[ P = \frac{\pi \varepsilon_0 \omega^2}{2} \frac{k a^2}{\omega} |\psi|^2 J_n^2(\beta a) . \quad (A.13) \]

The same result could be obtained by taking the product of the group velocity and of the time-averaged energy density. Equation (A.13) can also be written as in Eq. (3.2).
Appendix B

COUPLING ENERGY DENSITY

In this Appendix, we shall make use of vector identities and of properties of the solutions $\varphi_\lambda$, given by Eq. (4.4) to transform Eq. (4.21). The following vector identity is used in the first and the second term of Eq. (4.21),

$$(A \cdot \nabla) \mathcal{C} = \nabla (A \cdot \mathcal{C}) - (\mathcal{C} \cdot \nabla) A - A \times (\nabla \times \mathcal{C}) - \mathcal{C} \times (\nabla \times A). \quad (B.1)$$

Since $A$ and $\mathcal{C}$ are gradients of the potential, in Eq. (4.21), the last two terms on the RHS of Eq. (B.1) are identically zero, and Eq. (4.21) becomes

$$e_c = \frac{j\omega_0^2 e}{8\pi} \int \int \sum \left\{ \frac{\nabla \varphi}{\omega_\alpha \omega_\beta} \cdot \nabla (\varphi_\gamma^* \cdot \nabla \varphi_\gamma) + \frac{\nabla \varphi}{\omega_\alpha \omega_\gamma} \cdot (\varphi_\gamma^* \cdot \nabla \varphi_\gamma) \right\} \frac{d^2 r}{r} + (c.c.) \cdot \quad (B.2)$$

The factor in the third term on the RHS of Eq. (B.2) can be transformed using the synchronism condition for the frequencies. The energy density then becomes

$$e_c = \frac{j\omega_0^2 e}{8\pi} \int \int \sum \left\{ \frac{\nabla \varphi}{\omega_\alpha \omega_\beta} \cdot \nabla (\varphi_\gamma^* \cdot \nabla \varphi_\gamma) + \frac{\nabla \varphi}{\omega_\gamma} \cdot \nabla (\varphi_\alpha^* \cdot \nabla \varphi_\alpha) + \frac{2\nabla \varphi}{\omega_\beta \omega_\gamma} \cdot [(\varphi_\gamma \cdot \nabla) \varphi_\alpha^*] \right\} d^2 r + (c.c.) \cdot \quad (B.3)$$

This expression can be reduced further by using the properties of the solutions $\varphi_\lambda$. Consider the following integral
\[
\int \int \phi_\beta \cdot \nabla \psi \, d^2 r = \int_0^{2\pi} \int_0^a \left( \frac{\partial \phi_\beta}{\partial r} \frac{\partial \psi}{\partial r} + \frac{1}{r^2} \frac{\partial \phi_\beta}{\partial \theta} \frac{\partial \psi}{\partial \theta} + \frac{\partial \phi_\beta}{\partial z} \frac{\partial \psi}{\partial z} \right) r \, dr \, d\theta \\
= \int_0^{2\pi} \frac{\partial \phi_\beta}{\partial r} \psi \, r \, d\theta \biggl|_0^a - \int_0^{2\pi} \int_0^a \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi_\beta}{\partial r} \right) \psi \, r \, dr \, d\theta \\
+ \int_0^{2\pi} \int_0^a \left\{ \frac{1}{r^2} \frac{\partial \phi_\beta}{\partial \theta} \frac{\partial \psi}{\partial \theta} + \frac{\partial \phi_\beta}{\partial z} \frac{\partial \psi}{\partial z} \right\} r \, dr \, d\theta , \\
\text{(B.4)}
\]

where
\[
\psi = \phi_\beta^* \cdot \nabla \phi_\gamma \\
\text{(B.5)}
\]

Laplace's equation, which is satisfied by \( \phi_\lambda \), can be used to simplify the second and third terms on the RHS of Eq. (B.4), and the result is

\[
\int \int \phi_\beta \cdot \nabla \psi \, d^2 r = \int_0^{2\pi} \int_0^a \frac{\partial \phi_\beta}{\partial r} \psi \, r \, d\theta \biggl|_0^a + \int_0^{2\pi} \int_0^a \left\{ \frac{1}{r^2} \left[ \frac{\partial^2 \phi_\beta}{\partial \theta^2} \psi + \frac{\partial \phi_\beta}{\partial \theta} \frac{\partial \psi}{\partial \theta} \right] \\
+ \left[ \frac{\partial^2 \phi_\beta}{\partial z^2} \psi + \frac{\partial \phi_\beta}{\partial z} \frac{\partial \psi}{\partial z} \right] \right\} r \, dr \, d\theta . \\
\text{(B.6)}
\]

We can use Eqs. (4.4) and (4.6) in Eq. (B.5) to obtain

\[
\psi = \left[ \frac{\partial \phi_\beta^*}{\partial r} \phi_\gamma + \left( \frac{n \, n \, \gamma}{2} + k \, k \, \gamma \right) \frac{\partial \phi_\beta^* \phi_\gamma}{\partial r} \right] \exp \left[ \left( \omega - \omega \gamma \right) t - \left( k \gamma - k \gamma \right) z - (n \gamma - n \gamma) \theta \right] . \\
\text{(B.7)}
\]

This result is then substituted in the first term of the second integral on the RHS of Eq. (B.6), and we obtain

\[
\frac{\partial^2 \phi_\beta}{\partial \theta^2} \psi + \frac{\partial \phi_\beta}{\partial \theta} \frac{\partial \psi}{\partial \theta} = - \frac{n \, n \, \gamma}{\beta} \phi_\beta^* \, \frac{n \, n \, \gamma}{\beta} \phi_\gamma \psi = 0 , \\
\text{(B.8)}
\]
because the \( n_\lambda \) satisfy a synchronism condition. In a similar way,

\[
\frac{\partial^2 \varphi}{\partial z^2} + \frac{\partial \varphi}{\partial z} \frac{\partial \psi}{\partial z} = - k \, (k_\alpha + k - k_\gamma) \, \varphi \beta \gamma \, \psi = k \, \Delta k \varphi \beta \gamma \, \psi , \tag{B.9}
\]

where \( \Delta k = k_\alpha - k_\beta - k_\gamma \). After substituting Eqs. (B.8) and (B.9) in Eq. (B.6) and performing the integration over \( \theta \) in the RHS of the resulting equation, we obtain

\[
\iint_p \mathbf{v} \cdot \int_0^a \varphi \beta r \varphi \beta r \, dr = 2\pi a \varphi \, \left( \frac{\partial \varphi}{\partial r} \right) \bigg|_{r=a} + 2\pi k \Delta k \int_0^a \varphi \beta r \varphi \beta r \, dr . \tag{B.10}
\]

Equations (B.3), (B.7) and (B.10) are combined, and the final result can be found in Eq. (4.22).
Appendix C

SOLUTION OF EQUATION (5.17) FOR A PARABOLIC DENSITY PROFILE

In this Appendix, we shall obtain series solutions of Eq. (5.17) by the method of Frobenius. It is convenient to introduce

\[ \xi = \frac{r}{a}, \quad \zeta_D = \frac{a}{\lambda_D}, \quad f(\xi) = 1 - \alpha \xi^2. \tag{C.1} \]

We can write Eq. (5.17) in the form:

\[ \xi^4 \frac{d^4 \psi}{d \xi^4} + P_1(\xi) \xi^2 \frac{d^2 \psi}{d \xi^2} + P_2(\xi) \xi \frac{d \psi}{d \xi} + P_3(\xi) \psi + P_4(\xi) = 0, \tag{C.2} \]

where

\[ P_1(\xi) = 2 \left[ \frac{\gamma(1-\gamma)\xi^2}{\gamma(1-\xi^2)} \right], \tag{C.3} \]

\[ P_2(\xi) = - (2 \xi^2 + 1) + \frac{k_p \xi^2}{\gamma} + \frac{\alpha \xi^4}{\gamma} + \frac{2 \xi^2 (3-\xi^2)}{\gamma(1-\xi^2)}, \tag{C.4} \]

\[ P_3(\xi) = 2 \xi^2 + 1 + \frac{3 \xi^2}{\gamma} + \frac{12 \xi^4}{\gamma(1-\xi^2)} + \frac{2 \xi^2 (1-\xi^2 + (1+\xi^2)\alpha \xi^2)}{\gamma(1-\xi^2)}, \tag{C.5} \]

\[ P_4(\xi) = - \xi^2 \left[ \xi + \frac{12 \xi^2}{\gamma} + \frac{\alpha \xi^4}{\gamma} + \frac{4 \xi^4}{\gamma(1-\xi^2)} \right], \tag{C.6} \]

and

\[ k_p^2 = \frac{1}{\gamma^2} \left( \frac{\Gamma w^2}{\omega_0^2} - 1 \right). \tag{C.7} \]

Equation (C.2) has a regular singularity at the origin. We assume that we can find solutions of Eq. (C.2) of the form
where $s^{s}$ is the leading term in the expansion. We can substitute Eq. (C.8) in Eq. (C.2) to obtain

$$\sum_{i=0}^{\infty} (s+i)(s+i-1)(s+i-2) (s+i-3) + P_1(s+i)(s+i-1)(s+i-2)$$

$$+ P_2(s+i)(s+i-1) + P_3(s+i) + P_4(s) \sum_{i=0}^{\infty} c_{s+i} = 0. \quad (C.9)$$

The functions $P_j(s)$ must be expanded in power series around the origin in order to obtain a power series in $s^{s+i}$. The results of the expansions are

$$P_1(s) = 2 \left[ 1 + \sum_{i=1}^{\infty} \frac{1}{\gamma} (\alpha s^2)^i \right], \quad (C.10)$$

$$P_2(s) = -(2\xi^2+1)+\left(k^2-a^2\right)\xi^2 + \left(\frac{\xi^2}{\gamma} + \frac{10\alpha^2}{\gamma}\right)\xi^4 + \frac{2}{\gamma} \sum_{i=3}^{\infty} (2i+1)(\alpha s^2)^i, \quad (C.11)$$

$$P_3(s) = 2\xi^2+1 + \left[\frac{k^2-a^2}{\gamma} (1-\ell^2)\right] \xi^2 + \left[\frac{3\xi^2}{\gamma} + \frac{2\alpha^2}{\gamma} (3-\ell^2)\right] \xi^4$$

$$+ \frac{2}{\gamma} \sum_{i=3}^{\infty} (2i-1-\ell^2)(\alpha s^2)^i, \quad (C.12)$$
Equations (C.10)-(C.13) can be substituted in Eq. (C.9) to obtain an equation of the following form

\[ \sum_{i=0}^{\infty} Q_i \xi^{s+i} = 0. \]  

(C.14)

Since the equation must be satisfied for all \( \xi \) within the radius of convergence of the solution (C.8), we must have

\[ Q_i = 0 \]  

(C.15)

for all \( i \).

We will now consider the first few \( Q_i \) in order to determine the coefficients \( c_{\ell_1} \). First, we have

\[ Q_0 = (s+\ell)(s-\ell)(s+\ell-2)(s-\ell-2)c_{\ell_0} = 0. \]  

(C.16)

Equation (C.16) is the indicial equation associated with Eq. (C.2). Since \( c_{\ell_0} \) is assumed to be nonzero, four values of \( s \) satisfy Eq. (C.16),

\[ s = \ell, -\ell, \ell + 2, -\ell + 2. \]  

(C.17)

These values of \( s \) may not all yield linearly independent solutions of the form given by Eq. (C.3) because they differ by integers. This question will be examined further after deriving the recursion relation for the \( c_{\ell_1} \).

The coefficient of \( \xi \) in Eq. (C.14) is

\[ Q_1 = (s+\ell+1)(s-\ell+1)(s+\ell-1)(s-\ell-1)c_{\ell_1} = 0. \]  

(C.18)

Since none of the roots of Eq. (C.16) makes \( Q_1 \) vanish, \( c_{\ell_1} \) must be
zero. This is to be expected since the series expansions for the
\( p_j(\xi) \) only involve even powers of \( \xi \). We obtain for the next two
nonzero coefficients

\[
Q_2 = (s+l+2)(s-l+2)(s+l)(s-l)c_{l2} + (s+l)(s-l) \left[ \frac{2\alpha}{\gamma} + \frac{k_p^2a^2}{p} \right] c_{l0} = 0 ,
\]
\( (c.19) \)

\[
Q_4 = (s+l+4)(s-l+4)(s+l+2)(s-l+2)c_{l4} + (s+l+2)(s-l+2) \left[ \frac{2\alpha}{\gamma(s+2)} + \frac{k_p^2a^2}{p} \right] c_{l2}
\]
\[
+ \left[ \frac{2\alpha^2}{\gamma} (s+l)(s-l)(s+2) + \frac{\ell_D^2}{\gamma} (s^2+2s-l^2) \right] c_{l0} = 0
\]
\( (c.20) \)

Finally, for \( m \geq 6 \) and even, we have the following four-term
recursion relation

\[
Q_m = (s+l+m)(s-l+m)(s+l+m-2)(s-l+m-2)c_{lm}
\]
\[
+ (s+l+m-2)(s-l+m-2) \left[ \frac{2\alpha}{\gamma} (s+m-2) + \frac{k_p^2a^2}{p} \right] c_{lm-2}
\]
\[
+ \left\{ \frac{2\alpha^2}{\gamma} (s+l+m-4)(s-l+m-4)(s+m-2) + \frac{\ell_D^2}{\gamma} (s+m-4)^2 + 2(s+m-4) - l^2 \right\} c_{lm-4}
\]
\[
+ \frac{2\alpha m}{\gamma} (s+l+m-6)(s-l+m-6)(s+m-2)c_{lm-6} = 0 .
\]
\( (c.21) \)

The coefficients \( c_{lm} \) can all be determined by an expression of
the form

\[
c_{lm} = \frac{A_{m-2}c_{l,m-2} + A_{m-4}c_{l,m-4} + A_{m-6}c_{l,m-6}}{F(s,l,m)} ,
\]
\( (c.22) \)

where

\[
F(s,l,m) = (s+l+m)(s-l+m)(s+l+m-2)(s-l+m-2) .
\]
\( (c.23) \)
Consider \( l \geq 0 \). Equation (C.22) is valid provided \( F(s, l, m) \) does not vanish for all even \( m \geq 2 \). For the root \( s_1 = l+2 \), which is the largest,

\[
F(s_1, l, m) = m(m+2)(m+2+2l)(m+l) .
\]  

(C.24)

There is always a solution of the form of Eq. (C.8) with \( s = l+2 \). For the root \( s_2 = l \), we obtain

\[
F(s_2, l, m) = m^2(2l+m)(m-2) .
\]  

(C.25)

The factor \((m-2)\) in Eq. (C.25) comes from \((s-l+m-2)\) in Eq. (C.24). It is impossible to determine \( c_{l2} \) unless the numerator of Eq. (C.22) also contains \((s-l)\). As seen from Eq. (C.19), it does, and there exists another linearly independent solution of the form of Eq. (C.8) with \( s = l \). The root \( s_3 = -l+2 \) does not yield a new solution since \( F(s_3, l, m) = 0 \) for \( m = l, 2l \), and \( l + \) for \( l > 5 \), and since nothing can be factored out of Eq. (C.20). We obtain for the root \( s_4 = -l \)

\[
F(s_4, l, m) = m(m-2l)(m-2)(m-2-2l) .
\]  

(C.26)

Even if the zero of \( F(s_4, l, m) \) at \( m = 2 \) is cancelled by a corresponding zero in the numerator of Eq. (C.22), the ones at \( m = 2l \) and \( m = 2l+2 \) are not, and \( s = -l \) does not yield a linearly independent solution. A similar result could be obtained for the case \( l < 0 \) since all the equations in this Appendix are symmetrical with respect to an interchange between \( l \) and \(-l\).

The method has yielded two linearly independent solutions of the form of Eq. (C.8) with

\[
s = \lvert l \rvert , \quad s = \lvert l \rvert + 2 .
\]

Two other linearly independent solutions containing logarithms could also be found. They have to be rejected as nonphysical, however, because they are infinite at the origin. The potential can then be written formally as in Eq. (5.19).
Appendix D

NONLINEAR SCATTERING FROM A COLD UNIFORM PLASMA COLUMN

The purpose of this Appendix is to present an adaptation of the theory of Ref. 62, for the nonlinear scattering from a cold uniform plasma column in free space, to the case where a glass tube surrounds the plasma. This case has also been studied by Messiaen and Vandenplas, who developed their theory in a different way. The geometry considered here is shown in Fig. 5.1. The equations of the problem are the equation of motion for a cold plasma, given by Eq. (2.1), and Maxwell's equations, given by Eq. (2.3).

D.1 Linear Regime

The expressions for the H field in the three regions formed by the plasma, glass, and free space are given by Eqs. (5.4)-(5.6). In the present case, the wave equation in the plasma yields

\[ H_z(r) = J_l(k_pr), \quad (D.1) \]

where

\[ k_p = \varepsilon_p^{1/2}, \quad \varepsilon_p = \left(1 - \frac{\omega_0^2}{\Gamma \omega^2}\right). \quad (D.2) \]

The constants in Eqs. (5.4)-(5.6) are determined by requiring the continuity of \( H_z \) and \( E_\theta \) at \( r=a \) and \( r=b \). The results are

\[ M_\ell = \frac{-\delta \varepsilon_p^{1/2} j \lambda}{\pi k_{ab} R_\ell}, \quad (D.3) \]

\[ F_{\ell j} = \varepsilon_g^{1/2} H_\ell^{(j)}(k_g a)J_\ell^{(j)}(k_p a) - \varepsilon_p^{1/2} H_\ell^{(j)'}(k_g a)J_\ell^{(j)'}(k_p a), \quad j = 1,2. \quad (D.4) \]

The constants \( B_\ell, C_\ell, S_\ell, R_\ell, V_\ell, \) and \( V'_\ell \) are given in Eqs. (5.40)-(5.42).
Although the RF space-charge density is zero in the column, there is a discontinuity in $E_r$ at $r=a$, indicating a surface charge density given by

$$\rho_s = -\frac{\varepsilon}{\omega \varepsilon_0 \varepsilon_p} \frac{e_p}{g} \sum_{l=-\infty}^{+\infty} j M_l J_l(k_p a) \exp j l \theta . \quad (D.5)$$

D.2 Nonlinear Regime

The $H$ fields in the plasma, glass, and free space, are given by Eqs. (5.54)-(5.56). Since the Maxwell curl equations can be combined to yield a wave equation for $H_z$ containing no nonlinear driving term, we obtain

$$H_z(r) = A_{3l} J_l(k_p, r), \quad r \leq a . \quad (D.6)$$

The nonlinear electric field can be obtained by means of the equation

$$E_3 = \frac{1}{j\omega \varepsilon_0 \varepsilon_p} \left[ \nabla \times H_3 + \frac{j N_0}{2\varepsilon_0 \varepsilon_p} \nabla (E_1 \cdot E_2) \right] . \quad (D.7)$$

The nonlinear surface current is given by

$$J_{s3} = \sum_{\alpha, \beta} \rho_{s \alpha} v_{\beta} (a) = \sum_{l=-\infty}^{+\infty} J_{s3l} \exp j l \theta . \quad (D.8)$$

where

$$J_{s3l} = \sum_{\alpha, \beta} \frac{e H_{01} H_{02}}{\varepsilon_0 m \varepsilon g \omega_1 \varepsilon p \omega \omega_p a} \sum_{\alpha, \beta} \sum_{l=m+n} \frac{k_{p \beta}^{(m \beta \gamma \omega) M_{m \beta n \omega \omega_p a}} (\varepsilon_p \varepsilon_0 \varepsilon_p \varepsilon g \omega_1 \varepsilon p \omega \omega_p a) J_m(k_p a) J_n(k_p a) . \quad (D.9)$$

The continuity of $H_z$ at $r=a$ and $r=b$ yields
The continuity of $E_\theta$ gives

$$k_3 p_3 \left[ w_3 H_3^{(1)}(k g_3 a) + X_3 H_3^{(2)}(k g_3 a) \right] - A_3 k_3 p_3^{1/2} J_3(k g_3 a) = f_3,$$  \hspace{1cm} (D.12)

where

$$f_3 = \frac{\epsilon_3^{1/2}}{\epsilon_0} \frac{\omega_3^2}{\omega^2} \sum_{\ell=m+n} M_{mn} M_{2n} \left[ \begin{array}{c} m \n \begin{bmatrix} J_n(k p_3 a) & J_m(k p_2 a) \\ n \end{bmatrix} \begin{bmatrix} J_n(k p_3 a) \\ n \end{bmatrix} \\ m \n \end{array} \right] + 2 J_m(k p_3 a) J_n(k p_2 a) \right],$$  \hspace{1cm} (D.13)

$$w_3 H_3^{(2)}(k g_3 b) + X_3 H_3^{(2)}(k g_3 b) = \epsilon_3^{1/2} Y_3 H_3^{(2)}(k g_3 b).$$  \hspace{1cm} (D.14)

The constants are found to be

$$A_3 = \frac{J_3^{1/2} Q_3 f_3}{J_3(k g_3 a) Q_3 + J_3^{1/2} Q_3 f_3}, \hspace{1cm} W_3 = -\frac{F_{l3} Q_3}{F_{l1} Q_3},$$

$$X_3 = \frac{F_{l3} \left[ A_3 J_3(k g_3 a) - J_3^{1/2} Q_3 f_3 \right]}{F_{l1} H_3^{(2)}(k g_3 a) - F_{l2} H_3^{(1)}(k g_3 a)}, \hspace{1cm} Y_3 = -\frac{k_3 p_3^{1/2} f_3}{\pi k_3 p_3^{1/2}},$$

where

$$F_{l3} = \epsilon_3^{1/2} \frac{H_3^{(1)}(k g_3 b) H_3^{(2)}(k g_3 b)}{H_3^{(1)}(k g_3 b) H_3^{(2)}(k g_3 b)}. \hspace{1cm} (D.16)$$

The results of this Appendix are used in Section 5.1.4, for linear scattering, and 5.2.3, for nonlinear scattering, in comparison with the warm plasma model.
Appendix E

PARTICULAR SOLUTION OF EQ. (5.64)

The solution of Eq. (5.64) is similar to that of Eq. (5.17), obtained in Appendix C. We can write Eq. (5.64) in the form

\[ \xi^4 \psi_\xi'' + P_\xi(\xi) \xi^3 \psi_\xi'' + P_2(\xi) \xi^2 \psi_\xi' + P_3(\xi) \xi \psi_\xi + P_4(\xi) \psi_\xi = \xi^4 G_\xi(\xi), \quad (E.1) \]

where the \( P_\xi(\xi) \) are given by Eqs. (C.3)-(C.6), and \( G_\xi(\xi) \) is the RHS of Eq. (5.64) expressed as a function of \( \xi \). In order to find a particular solution of Eq. (5.64), the RHS is expanded for small \( \xi \). Because of the complexity of \( G_\xi(\xi) \), this expansion is performed on the computer. It turns out the the leading term of \( G_\xi(\xi) \) is \( g_{\xi 0} \xi^4 \) and that \( G_\xi(\xi) \) can be written as

\[ G_\xi(\xi) = \sum_{i=0}^{\infty} \xi^{i+4}, \quad (E.2) \]

with \( g_{\xi 1} = 0 \) for \( i \) odd. We can then assume a solution of the form

\[ \psi_{\xi p}(\xi) = \sum_{i=0}^{\infty} c_{\xi i} \xi^{i+4}, \quad (E.3) \]

with \( c_{\xi i} = 0 \) when \( i \) is odd. The coefficients \( c_{\xi i} \) for \( i \) even can be obtained by replacing Eqs. (C.16), and (C.18)-(C.21) by

\[ Q_{\xi i} = g_{\xi i}, \]

with the \( Q_{\xi i} \) defined as before and \( s \) replaced by \( \xi^{l+4} \). The complete solution of Eq. (5.64) is given formally in Eq. (5.65).
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This work is a theoretical and experimental study of two particular cases of nonlinear wave interaction in a plasma column. The frequencies of the waves are of the order of magnitude of the electron plasma frequency. Ion motions are neglected.

In the first part of the thesis, the nonlinear coupling of slow waves on a plasma column is studied by means of cold plasma theory. The quasistatic approximation is used to simplify the analysis. The case of a plasma column surrounded by an infinite dielectric in the absence of a magnetic field is also examined. The linear properties of slow waves are reviewed, and solutions are obtained for use in the nonlinear theory.

The second part of the thesis is devoted to nonlinear scattering from a plasma column in an electromagnetic field having its magnetic field parallel to the axis of the column. In the linear regime, the plasma column exhibits series of multipole resonances. A warm plasma analysis using a scalar electron pressure and a nonuniform electron density profile is presented.

Some observations of nonlinear scattering are presented, and the effect of the Earth's magnetic field and of discharge symmetry on the radiation pattern are discussed. The influence of collisional loss on the nonlinear scattering amplitude is also considered.
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