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Preface

This report presents DSN progress in flight project support, TDA research and
technology, network engineering, hardware and software implementation, and
operations. Each issue .-.presents material in some, but not all, of the following
categories in the order indicated:

Description of the DSN

Mission Support
Interplanetary Flight Projects
Planetary Flight Projects
Manned Space Flight Projects
Advanced Flight Projects

Radio Science

Supporting Research and Technology
Tracking and Ground-Based Navigation
Communications, Spacecraft/Ground
Station Control and Operations Technology
Network Control and Data Processing

Network Engineering and Implementation
Network Control System
Ground Communications
Deep Space Stations

Operations and Facilities
Network Operations
Network Control System Operations
Ground Communications
Deep Space Stations
Facility Engineering

In each issue, the part entitled "Description of the DSN" describes the func-
tions and facilities of the DSN and may report the current configuration of one
of the five DSN systems (Tracking, Telemetry, Command, Monitor and Control,
and Test and Training).

The work described in this report series is either performed or managed by
the Tracking and Data Acquisition organization of JPL for NASA.
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DSN Functions and Facilities
N. A. Renzetti

Mission Support Office

The objectives, functions, and organization of the Deep Space Network are
summarized. The Deep Space Instrumentation Facility, the Ground Communica-
tions Facility, and the Network Control System are described.

The Deep Space Network (DSN), established by the
National Aeronautics and Space Administration (NASA)
Office of Tracking and Data Acquisition under the sys-
tem management and technical direction of the Jet Pro-
pulsion Laboratory (JPL), is designed for two-way com-
munications with unmanned spacecraft traveling approxi-
mately 16,000 km (10,000 mi) from Earth to planetary
distances. It supports or has supported, the following
NASA deep space exploration projects: Ranger, Surveyor,
Mariner Venus 1962, Mariner Mars 1964, Mariner Venus
67, Mariner Mars 1969, Mariner Mars 1971, Mariner
Venus-Mercury 1973 (JPL); Lunar Orbiter and Viking
(Langley Research Center); Pioneer (Ames Research
Center); Helios (West Germany); and Apollo (Manned
Spacecraft Center), to supplement the Spaceflight Track-
ing and Data Network (STDN).

The Deep Space Network is one of two NASA net-
works. The other, STDN, is under the system manage-
ment and technical direction of the Goddard Space Flight
Center. Its function is to support manned and unmanned
Earth-orbiting and lunar scientific and communications
satellites. Although the DSN was concerned with un-
manned lunar spacecraft in its early years, its primary
objective now and into the future is to continue its
support of planetary and interplanetary flight projects.

A development objective has been to keep the network
capability at the state of the art of telecommunications
and data handling and to support as many flight projects
as possible with a minimum of mission-dependent hard-
ware and software. The DSN provides direct support of
each flight project through that project's tracking and
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data system. This management element is responsible for
the design and operation of the hardware and software
in the DSN which are required for the conduct of flight
operations.

Beginning in FY 1973 a modified DSN interface has
been established with the flight projects. In lieu of the
SFOF, a multimission Mission Control and Computing
Center (MCCC) has been activated as a separate func-
tional and management element within JPL. This func-
tion, as negotiated with each flight project, will provide
all computing and mission operations support for missions
controlled from JPL. DSN computing support will be
provided separately by the DSN. Radio metric, telemetry,
and command data interfaces with the DSN are a joint
DSN, MCCC, and flight project responsibility. The
organization and procedures necessary to carry out
these new activities will be reported in this document
in the near future.

The DSN function, in supporting a flight project by
tracking the spacecraft, is characterized by five network
systems:

(1) DSN Tracking System. Generates radio metric
data; i.e., angles, one- and two-way doppler and
range, and transmits raw data to mission control.

(2) DSN Telemetry System. Receives, decodes, records,
and retransmits engineering and scientific data
generated in the spacecraft to Mission Control.

(3) DSN Command System. Accepts coded signals
from mission control via the GCF and transmits
them to the spacecraft in order to initiate space-
craft functions in flight.

(4) DSN Monitor and Control System. Instruments,
transmits, records, and displays those parameters
of the DSN necessary to verify configuration and
validate the network. Provides operational direc-
tion and configuration control of the network and
primary interface with flight project Mission Con-
trol personnel.

(5) DSN Test and Training System. Generates and
controls simulated data to support development,
test, training and fault isolation within the DSN.
Participates in mission simulation with flight
projects.

The facilities needed to carry out these functions have
evolved in three technical areas: (1) the Deep Space Sta-
tions (DSSs) and the telecommunications interface

through the RF link with the spacecraft is known as the
Deep Space Instrumentation Facility (DSIF); (2) the
Earth-based point-to-point voice and data communica-
tions from the stations to Mission Control is known as
the Ground Communications Facility (GCF); (3) the
network monitor and control function is known as the
Network Control System (NCS).

I. Deep Space Instrumentation Facility

A. Tracking and Data Acquisition Facilities

A world-wide set of Deep Space Stations with large
antennas, low-noise phase-lock receiving systems, and
high-power transmitters provide radio communications
with spacecraft. The DSSs and the deep space communi-
cations complexes (DSCCs) they comprise are given in
Table 1.

Radio contact with a spacecraft usually begins when
the spacecraft is on the launch vehicle at Cape Kennedy,
and it is maintained throughout the mission. The early
part of the trajectory is covered by selected network
stations of the Air Force Eastern Test Range (AFETR)
and the STDN of the Goddard Space Flight Center.1

Normally, two-way communications are established be-
tween the spacecraft and the DSN within 30 min after
the spacecraft has been injected into lunar, planetary, or
interplanetary flight. A compatibility test station at Cape
Kennedy (discussed later) tests and monitors the space-
craft continuously during the launch checkout phase. The
deep space phase begins with acquisition by 26-m DSSs.
These and the remaining DSSs listed in Table 1 provide
radio communications until the end of the mission.

To enable continuous radio contact with spacecraft, the
DSSs are located approximately 120 deg apart in longi-
tude; thus a spacecraft in deep space flight is always
within the field-of-view of at least one DSS, and for
several hours each day may be seen by two DSSs. Fur-
thermore, since most spacecraft on deep space missions
travel within 30 deg of the equatorial plane, the DSSs
are located within latitudes of 45 deg north and south of
the equator. All DSSs operate at S-band frequencies:
2110-2120 MHz for Earth-to-spacecraft transmission and
2290-2300 MHz for spacecraft-to-Earth transmission. An
X-band capability is being readied for future missions
beginning in 1973.

JThe 9-m (30-ft) diam antenna station established by the DSN on
Ascension Island during 1965 to act in conjunction with the STDN
orbital support 9-m (30-ft) diam antenna station was transferred
to the STDN in July 1968.
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To provide sufficient tracking capability to enable
returns of useful data from around the planets and from
the edge of the solar system, a 64-m (210-ft) diam antenna
subnet will be required. Two additional 64-m (210-ft)
diam antenna DSSs are under construction at Madrid and
Canberra and will operate in conjunction with DSS 14
to provide this capability. These stations are scheduled to
be operational by the middle of 1973.

B. Compatibility Test Facilities

In 1959, a mobile L-band compatibility test station
was established at Cape Kennedy to verify flight-space-
craft/DSN compatibility prior to the launch of the Ranger
and Mariner Venus 1962 spacecraft. Experience revealed
the need for a permanent facility at Cape Kennedy for
this function. An S-band compatibility test station with a
1.2-m (4-ft) diameter antenna became operational in 1965.
In addition to supporting the preflight compatibility tests,
this station monitors the spacecraft continuously during
the launch phase until it passes over the local horizon.

Spacecraft telecommunications compatibility in the
design and prototype development phases was formerly
verified by tests at the Goldstone DSCC. To provide a
more economical means for conducting such work and
because of the increasing use of multiple-mission telem-
etry and command equipment by the DSN, a Compati-
bility Test Area (CTA) was established at JPL in 1968.
In all essential characteristics, the configuration of this
facility is identical to that of the 26-m (85-ft) and 64-m
(210-ft) diameter antenna stations.

The JPL CTA is used during spacecraft system tests to
establish the compatibility with the DSN of the proof test
model and development models of spacecraft, and the
Cape Kennedy compatibility test station is used for final
flight spacecraft compatibility validation testing prior to
launch.

II. Ground Communications Facility

The GCF provides voice, high-speed data, wideband
data, and teletype communications between the Mission
Operations Center and the DSSs. In providing these
capabilities, the GCF uses the facilities of the worldwide
NASA Communications Network (NASCOM)2 for all long

2Managed and directed by the Goddard Space Flight Center.

distance circuits, except those between the Mission
Operations Center and the Goldstone DSCC. Communi-
cations between the Goldstone DSCC and the Mission
Operations Center are provided by a microwave link
directly leased by the DSN from a common carrier.

Early missions were supported by voice and teletype
circuits only, but increased data rates necessitated the
use of high-speed and wideband circuits for DSSs. Data
are transmitted to flight projects via the GCF using
standard GCF/NASCOM formats. The DSN also sup-
ports remote mission operations centers using the GCF/
NASCOM interface.

III. Network Control System

The DSN Network Control System is comprised of
hardware, software, and operations personnel to provide
centralized, real-time control of the DSN and to monitor
and validate the network performance. These functions
are provided during all phases of DSN support to flight
projects. The Network Operations Control Area is located
in JPL Building 230, adjacent to the local Mission Opera-
tions Center. The NCS, in accomplishing the monitor and
control function does not alter, delay, or serially process
any inbound or outbound data between the flight project
and tracking stations. Hence NCS outages do not have a
direct impact on flight project support. Voice communi-
cations are maintained for operations control and co-
ordination between the DSN and flight projects, and for
minimization of the response time in locating and cor-
recting system failures.

The NCS function will ultimately be performed in data
processing equipment separate from flight project data
processing and specifically dedicated to the NCS func-
tion. During FY 1973, however, DSN operations control
and monitor data will be processed in the JPL 360/75
and in the 1108. In FY 1974 the NCS data processing
function will be partly phased over to an interim NCS
processor, and finally, in FY 1975, the dedicated NCS
data processing capability will be operational. The final
Network Data Processing Area will be located remote
from the Network Operations Control Area so as to pro-
vide a contingency operating location to minimize single
point of failure effects on the network control function.
A preliminary description of the NCS appears elsewhere
in this document.
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Table 1. Tracking and data acquisition stations of the DSN

DSCC Location DSS

Goldstone California Pioneer
Echo
( Venus ) a

Mars

— Australia Woomera

Tidbinbilla Australia Weemala
( formerly
Tidbinbilla)

Ballima
( formerly
Booroomba )

— South Africa Johannesburg

Madrid Spain Robledo
Cebreros
Robledo

DSS serial
designation

11
12
13
14

41

42

43

51

61
62
63

Antenna

Diameter,
m ( f t )

26(85)
26(85)
26(85)
64(210)

26(85)

26(85)

64(210)

26(85)

26(85)
26(85)
64(210)

Type of
mounting

Polar
Polar
Az-El
Az-El

Polar

Polar

Az-El

Polar

Polar
Polar
Az-El

Year of initial
operation

1958
1962
1962
1966

1960

1965

Under
construction

1961

1965
1967

Under
construction

aA research-and-development facility used to demonstrate the feasibility of new equipment and methods to be integrated into
the operational network. Besides the 26-m (85-ft) diam Az-El mounted antenna, DSS 13 has a 9-m (30-ft) diam Az-El
mounted antenna that.is used for interstation time correlation using lunar reflection techniques, for testing the design of new
equipment, and for support of ground-based radio science.
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DSN Tracking System: Conversion to High-Speed
Radio Metric Data

W. D. Chaney and H. E. Nance
DSN Systems Engineering

At the present time, radio metric data are transmitted 'from the Deep Space
Stations via the teletype mode. To meet future requirements, and to update the
transmission mode, the operational concept is scheduled to be changed to utilize
the high-speed data transmission facilities. This article outlines the implementation
schedule and the testing requirements to provide this new capability.

I. Introduction

The transmission of radio metric data from the Deep
Space Stations (DSSs) will be changed from the teletype
mode to high-speed mode for first use in support of the
Mariner Venus/Mercury 1973 Project to meet the require-
ment of providing 10/s doppler sampling at all stations
and dual S/X-band doppler counting at DSS 14. This
change involves certain hardware changes, as well as the
supporting software packages. The radio metric data will
be formatted for high-speed data (HSD) transmission by
the station Digital Instrumentation Subsystem (DIS)
equipment and transmitted via normal Ground Communi-
cations Facility (GCF) HSD circuits.

II. Station Configuration

The present Deep Space Station interface between the
Tracking Data Handling (TDH) equipment and the DIS
does not provide the required high-rate sampling, the

additional doppler count, or the complete status and con-
figuration information. A change to this interface is the
first requirement in reconfiguring the stations for the new
mode of operation. The necessary Equipment Change
Orders (ECOs) have been issued and approved for instal-
lation. The implementation of the ECOs will be coordi-
nated with other station changes for the 26-m DSSs and
will be included as initial configuration for the new 64-m
stations in Australia and Spain (DSS 43 and DSS 63).

III. Configuration Change Schedule

The present schedule for the TDH modification for the
station DIS interface calls for the initial implementation
at DSS 14. This installation started in the latter part of
November 1972 with a tentative completion date of mid-
December. Testing will then be conducted at the station
to ensure satisfactory operation and make-up of the instal-
lation instruction kit. When DSS 14 has demonstrated
acceptable operational capability, the instruction kits will
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be shipped to the other stations. It is anticipated that the
shipment will be made during mid-January 1973, with
completion of the installation at all stations by the first
of March 1973.

IV. High-Speed Data Interface Testing

Interim testing of the software and hardware will com-
mence shortly after the completion of the installation at
DSS 14. The interim testing will be used to allow the pro-
grammers for the DSS and the Mission Control and Com-
puting Center (MCCC) to debug the software packages
being implemented. This testing is scheduled for the
period of December 1972 through mid-February 1973.
The initial testing will be limited as to decoding the data
block at the MCCC, as the software for this function will
not be integrated into the operational software before
February 1973. Station hardware and software integration,
as well as Deep Space Station testing and acceptance, will
take place between the first of April and mid-June 1973.
This activity will allow limited interface testing of the
capability on a non-interference basis.

V. DSN Combined System Testing

The DSN Combined System Testing for operational
acceptance will be initiated in mid-June 1973 and be com-
pletedj with the capability turned over to operations, by
October 1, 1973. Level 1 and Level 2 testing will be con-
ducted as the stations become available and are accepted.
A Level 1 test will consist of one DSS, configured as for an
actual tracking period, acquiring a spacecraft in one- or
three-way mode, generation of radio metric data, trans-
mitting the radio metric data to the MCCC and Network
Control System (NCS) via GCF high-speed data line, and
the processing of the data by MCCC and NCS, all in real
time. Various sample rates will be used, from 10/s to
1/60 s. Predicts will be generated by the MCCC and trans-
mitted to the station via High-Speed Data Line (HSDL)
and used in the Antenna Pointing System (APS) to drive
the antenna. Simultaneous telemetry and monitor and
operations control data will be transmitted via the HSDL

to present a loading factor comparable to a cruise mode
condition. When conditions allow, the station will operate
in a two-way mode with die spacecraft and command
traffic introduced into the system. All processing capabili-
ties will be exercised, including writing of a project tape
by MCCC to be checked by project programs. Numerous
dumps and displays will be checked to ensure that data
and parameters are correct according to inputs.

A Level 2 test will consist essentially of a Level 1 test
but will be conducted with two or more DSSs simulta-
neously. If a spacecraft is not in view for any of the
stations, simulated radio metric data will be used. The
acceptability of the DSS capability will be based on the
acceptance criteria established for the function.

VI. High-Speed Radio Metric Data

The primary objective of the high-speed data mode of
operation is to provide 10/s, 1/s, and other high-rate
sampling for operations in real time. The current teletype
mode for 1/s rate rapidly becomes backlogged and, for
high activity phases of operation, limits real-time evalua-
tion and use of data. The HSD mode will also remove'the
last teletype mode from the DSN operational network.
Telemetry, command, and monitor have been operating in
this mode for some time, and with the inclusion of radio
metric data only administrative traffic will continue to be
handled by teletype. The teletype capability will be main-
tained as backup for radio metric data until January 1,
1974.

The data sample rates included in the high-speed data
mode will be 10/s and 1/s and 1 per 2, 5, 6,10, 20, 30, and
60 s. Twenty samples of data will be included in one HSD
block for the 10/s sample rate and four samples for other
sample rates. The blocks will be transmitted after a HSD
block is complete, according to sample rate, so that the
transmission rate to line will be dependent on the sam-
pling rate. X-band and S-band data will be included for
both range and doppler data. Necessary configuration
information is included to provide complete evaluation
of each HSD block.
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Helios Mission Support
P. S. Goodwin

Mission Support Office

Project Helios is a joint space endeavor between the United States and West
Germany. Its objective is to place two unmanned spacecraft into heliocentric
orbits whose perihelion distance will come closer to the sun than any previously
or presently planned Free-World deep space undertaking. The West German
government is designing and fabricating the spacecraft and will conduct mission
operations. NASA will provide the launch vehicle, the launch facilities, and the
major portion of the tracking and data acquisition with respect to this program.
The launch of the first spacecraft is planned for mid-1974 and the second in late
1975.

To ensure proper technical coordination between the activities in West Germany
and in the United States, the International Agreement provides for semiannual
Helios Joint Working Group Meetings for the exchange of information and for
the proper coordination of the activities leading toward launch and subsequent
Mission Operations. This article reports the highlights, with respect to the DSN,
of the subjects discussed during the Seventh Helios Joint Working Group Meeting
which was held at Porz-Wahn (near Bonn), West Germany, October 25 to 31,1972.

I. Introduction

The International Agreement between the United States
of America and the Federal Republic of West Germany,
which formally established Project Helios, specified that
the two countries should meet on a semiannual basis to
coordinate the technical activities associated with their
respective responsibilities regarding this project. These
sessions, which are known as Helios Joint Working Group
(HJWG) Meetings, are organized as shown in Fig. 1 of

Ref. 1, and are held alternately between the United States
and West Germany. The seventh such meeting was con-
ducted in Porz-Wahn (near the capitol city Bonn), West
Germany, October 25-31, 1972. The previous article in
this series (Ref. 2) depicted the significant DSN activities
leading to the 7th HJWG Meeting. This article treats the
Tracking and Data System highlights that occurred dur-
ing the 7th HJWG Meeting. Further details of these (as
well as other) activities may be found in the official
minutes (Ref. 3).
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II. TDS Highlights of the 7th HJWG Meeting
At the time of the 7th HJWG Meeting, the Helios

Project was approximately 20 months away from its
scheduled launch date for the first flight spacecraft. The
fundamental design of the spacecraft had been com-
pleted and an engineering model of the spacecraft and
its associated ground support equipment had been con-
structed and was undergoing extensive testing. Conse-
quently, the discussion emphasis at the 7th HJWG Meet-
ing was shifting from spacecraft-oriented topics to mission
design and operations topics. In addition, the scope of the
technical discussions had already transcended the con-
ceptual stage and was now focused upon the detailed
definition and understanding of the working interfaces
between the various elements of the project. Because of
these factors, both the quantity and variety of the agenda
topics became too numerous to be efficiently handled
during the formal five-day meeting period. As a result, a
large portion of the list of TDS agenda topics was shifted
to Special Splinter Session Meetings—some of which, due
to time limitations, had to be scheduled for the days
immediately following the concluding General Session of
the 7th HJWG Meeting. Further, many of the agenda
topics required participation by representatives from
more than two of the formally constituted subgroups.
However, for convenience of presentation in this article,
the topics are grouped under the headings deemed most
appropriate to the subject matter.

A. TDS Subgroup Activities

I. Initial DSN Acquisition. As a prelude to the discus-
sions (reported below) regarding the possible "blind
acquisition" of the Helios spacecraft, it was necessary to
thoroughly understand the procedures and techniques
associated with a standard or nominal DSN initial acquisi-
tion of the Helios spacecraft after launch. In this regard,
certain key factors had been established during the pro-
ceedings of the 6th HJWG Meeting (Ref. 4), namely, the
selected trajectory would have a 926 km (500 nmi) perigee
altitude and would be restricted to the'sou them launch
corridor (Ref. 5, p. 26, Fig. 1). The combination of these
two factors greatly reduces the angle and doppler track-
ing rates associated with the DSN initial acquisition to
the point that both are now within standard DSN station
capabilities. Consequently, the remaining uncertainties
were associated with the interferometer region of the
spacecraft's low-gain antenna system (Ref. 1), and the
dispersion uncertainties in the injection point due to the
TE-364-4 last-stage solid-rocket motor burn. The latter
had been studied in detail prior to the meeting (Ref. 2)
with the result that the estimate for a successful DSN

initial acquisition would be greater than 0.9 (90%) in the
nominal case. Further, this probability would occur in a
time period (measured in minutes) closely following
spacecraft rise at the initial acquisition stations, which
are DSS 61 in Madrid, Spain and/or DSS 51 in Johannes-
burg, South Africa.

2. Review of the Helios Preliminary NASA Support
Plan. As mentioned in the previous article (Ref. 2), the
Helios preliminary NASA Support Plan (NSP) was dis-
tributed for review and comment in September 1972.
During the 7th HJWG Meeting, the Helios Ground and
Operations System (HGOS) (Fig. 1 of Ref. 1) reported
that their review of the preliminary NSP had disclosed no
significant incompatibilities. Their comments pertained
either to the clarity of certain portions of the text ma-
terial or to the desire for additional detail regarding cer-
tain planned capabilities in support of Helios. These
comments were accepted by the DSN for inclusion in the
final NSP. It was mutually agreed that these HGOS com-
ments would not necessitate the issuance of change pages
to the preliminary NSP.

3. Definition of MDR Content and Format. The defini-
tion of the content and format for the various Master
Data Records (MDRs) required for the production of the
Helios Experimenter Data Records (EDRs) has been an
iterative process over the last several Helios Joint Work-
ing Group Meetings. During the 7th HJWG Meeting, this
process culminated in the selection of a final format for
the telemetry MDR and the near-final agreement upon
the format for the Command MDR. In addition, con-
siderable progress was made toward def initizing the Orbit
MDR. The major remaining effort concerns the attitude
MDR, which, in turn, is dependent upon the outcome of
on-going discussions regarding the techniques for attitude
determination (see "Special Splinter Meeting Topics,"
Subsection E).

4. German/US. Network Operations Interface. In a
Splinter session, Operations representatives from the DSN
and the German Network developed a mutually accept-
able Helios Network Operations Management Plan which
defines the areas of responsibility, the operating interfaces
for inter-Network coordination, as well as the scope and
responsibility for documenting Network Operations pro-
cedures. By mutual agreement between the TDS and the
Mission Analysis and Operations (MA&O) Subgroup
Chairmen, this Helios Network Operations Management
Plan will be included as a section within the HGOS/JPL
Interface Management Plan, mentioned in Section H-C-1.
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B. TDS/Spacecraft Joint Session

As mentioned in the opening remarks to this section, the
Helios spacecraft design has completed its development
phase and is heavily involved in the testing and per-
formance evaluation phase of the Engineering Model
spacecraft. However, this does not imply a cessation of
design effort, but rather it implies that future design
effort would be directed toward either overcoming de-
sign deficiencies or making significant contributions
toward meeting mission objectives. In either event, pro-
posed design changes must be weighed very carefully
against their impact upon both schedule and cost limita-
tions. The latter, in effect, creates an atmosphere wherein
only the most critical proposed design changes receive
project approval. This reality permeated the following
discussions:

1. Telecommunications Link Analysis. In September
1972, the Helios Project Office issued an update to their
Telecommunications Link Design Document. In the time
available prior to the 7th HJWG Meeting, the DSN care-
fully reviewed each link analysis covering the multitude
of operating modes permitted by the Helios spacecraft
radio system. By necessity, this review concentrated upon
the validation of the various DSN performance param-
eters assumed in the link calculations, with secondary
emphasis being placed upon the techniques and/or as-
sumptions used in conjunction with the spacecraft param-
eters. During the 7th HJWG Meeting, the DSN reported
that its review of the Helios Telecommunications Link
Design had not disclosed any errors in computation nor
any serious errors of omission regarding unidentified
losses within the link. It was noted, however, that the
September 1972 revision still contained certain assump-
tions—i.e., design or specification values were employed
for those spacecraft parameters for which actual test data
are not yet available. This situation is significant be-
cause several of the Helios telecommunications links have
experienced an erosion of performance margin to the
point where any further decrease in performance can
begin to jeopardize the accomplishment of mission ob-
jectives as they relate to obtaining useable data over
those links.

2. DSN Telemetry Performance for Helios. Related to
the foregoing activity are the parameters assumed for the
performance of the DSN Telemetry System while sequen-
tially decoding the Helios convolutionally encoded telem-
etry. Since the Data Decoder Assembly (DDA) to be used
in support of Helios is still under development by the

DSN, it has been necessary to estimate its future perfor-
mance. The estimates employed in the September 1972
issue of the Helios Telecommunications Link Design were
based upon approximately one month of post-launch data
obtained from the Pioneer 10 spacecraft, which also uses
convolutionally encoded telemetry. However, the Pioneer
10 telemetry frame length is much shorter than the 1152
bits/frame employed for Helios. Therefore, to further re-
fine the estimate of DSN Telemetry System performance
for Helios, the DSN performed a computer simulation
based upon the Pioneer 10 telemetry performance data
but converted to the Helios frame length. This computer
simulation was compared to theoretical analyses per-
formed by both JPL and the Helios DFVLR1 facility. The
result was an updated performance estimate for Helios
(see Fig. 1) which was presented during the 7th HJWG
Meeting. Further updates to this estimate are anticipated
as DSN telemetry performance test data become avail-
able.

3. Solar Occupation (Blackout). As noted in Ref. 5,
p. 28, the Helios trajectory is such that the spacecraft is
occulted by the sun several times. These occultations
create a radio signal "blackout." The blackout region or
angle as viewed from Earth is larger than that dictated by
the physical size of the sun, because the solar corona dis-
torts the radio signal in such a manner as to make it more
difficult to receive. In addition, the temperature of the
sun causes an increase in radio system noise as an antenna
looks closer and closer towards the sun. The combination
of these two effects increases both the apparent blackout
angle and the amount of time the spacecraft must endure
without communications from Earth. Because of the
latter, it is highly desirable to be able to accurately pre-
dict this blackout angle. Unfortunately, this presents a
difficult problem since both of the aforementioned effects
are dependent upon the level of solar activity which can
vary from day to day as well as year to year. Nonetheless,
some data are available from near-solar occultations by
Pioneer and Mariner spacecraft, and these data have been
provided to the Helios Project. During the 7th HJWG
Meeting, it was decided that the Helios Project would use
these data to develop an assumed model for the tele-
communications link performance vs angle from the sun,
and that a special meeting would be held at JPL in
December 1972 to review and critique this Project-
developed model.

'Deutsche Forschungs und Versuchsanstalt fuer Luft-Und Raum-
fahrt (German Research and Experimental Institution for Aero-
space) at Oberpfaffenhofen, West Germany.
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4. Helios/DSN Compatibility Test Plan and Schedule.
The DSN/Helios Spacecraft Compatibility Test Plan and
Schedule has been discussed from various aspects in
previous articles (Refs. 6 to 12). The original plan/schedule
as shown in Fig. 3 of Ref. 6 has remained valid in concept
even though specific dates and locations have changed
slightly from those forecast. The Engineering Model (EM)
compatibility tests were conducted in April of 1972 as
originally scheduled; however, the test location was trans-
ferred from the Compatibility Test Area at JPL, Pasadena
(CTA 21) to DSS 71 at Cape Kennedy, Florida. The Test
Plan and the Test Results of the EM compatibility test
effort are described in Refs. 9, 10, 11, and 12. The proto-
type compatibility tests are still planned to be conducted
at CTA 21; however, the dates have changed from
October-November 1973 to February-March 1974. Under
the new schedule, compatibility tests with the German
Network will be conducted in Germany prior to the ship-
ment of the Prototype to JPL for thermal vacuum cham-
ber and CTA 21 tests, with subsequent reshipment of the
Prototype back to Cape Kennedy (as opposed to Germany)
where the Prototype can act as a backup to the Flight
Spacecraft. The plans for the Flight Model Spacecraft
(F-l) remain unchanged from those depicted in Fig. 3 of
Ref. 6.

5. Spacecraft Compatibility Test Tapes. As noted in
Ref. 10, the EM compatibility tests did not include the
spacecraft data-handling equipment portion of the space-
craft radio system. This fact, together with the now
delayed arrival of the Prototype Spacecraft, places the
first opportunity for Spacecraft/Ground Data System
(CDS) compatibility and data-flow testing only four
months prior to scheduled launch. Should a serious in-
compatibility be discovered at this late date prior to
launch, the launch schedule could be jeopardized. To
reduce the impact of such a possibility, it was decided
during the 7th HJWG Meeting to utilize spacecraft Test
Tapes obtained during spacecraft checkout with its
Ground Support Equipment in Germany in order to re-
play actual recorded spacecraft telemetry data through
the DSN, etc., prior to the arrival of the Prototype for
CTA 21 compatibility testing. While it is recognized that
such Test Tapes have limitations (i.e., they are not com-
mand-responsive, the data are corrupted by tape recorder
wow and flutter, etc.), they do permit a significant amount
of testing within the Ground Data System in preparation
for the Prototype compatibility tests. Consequently such
Test Tapes serve as a stepping-stone toward the final
demonstration of Ground Data System compatibility/
readiness. A preliminary study regarding the possible use
of such tapes indicated that compatible playback tape

machines were available at JPL; therefore, the DSN
accepted an action item to define the tape format and
content needed by the DSN in order to accomplish the
intended use for these spacecraft Test Tapes.

C. TDS/Mission Analysis and Operations Joint Session

As mentioned above, the Helios Joint Working Group
emphasis had shifted by the time of the seventh meeting
from Spacecraft Design to the Flight Mission Design. This
does not imply that a considerable amount of mission
planning had not been accomplished prior to the seventh
meeting; it was merely the total emphasis that had shifted.
For example, a considerable portion of the Mission
Analysis and Operations (MA&O) agenda topics—partic-
ularly those with other Subgroups—concerned the de-
tailed, step-by-step operational procedures that would be
used during the execution of the mission. The TDS con-
tributed to this effort in two ways: first, the TDS has a
representative as a permanent member of the MA&O
Subgroup; and second, the TDS Subgroup meets jointly
with the MA&O Subgroup at each HJWG meeting to
assist in mission planning. "•

Further, as mission planners, the MA&O Subgroup has a
strong interest in all of the subject matter being reported
in this article; therefore, the author does not intend to
imply that the MA&O participation in the 7th HJWG
Meeting was limited to the few topics listed below. •-

1. Helios Ground and Operations System/JPL Inter-
face Management Plan. By intent, a significant portion.of
the MA&O Subgroup membership is composed of per-
sonnel from the West German Helios Ground and Opera-
tions System (HGOS)-(Fig. 1 of Ref. 1). Further, it is evi-
dent that the HGOS has a significant operational inter-
face with the JPL Helios support organization (Figs. 2, 3).
Therefore, activity was initiated during the 6th HJWG
Meeting to develop a HGOS/JPL Interface Management
Plan. Considerable progress was made in the interval
between that meeting and the 7th HJWG Meeting with
the result that near-final agreement was reached upon its
contents. At the present time, the final changes/correc-
tions are being incorporated into the manuscript. After
proper approval, the plan will be published as a project
document. Its contents are shown in Table 1.

2. Ground Data System Test Plan. The TDS Subgroup
had long recognized the need to demonstrate compatibil-
ity between the various elements of the total Ground Data
System (CDS) (Fig. 2) prior to the initiation of Mission
Operations Training by the HGOS personnel. Portions of
the total Ground Data System will be tested, both within
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the U.S. and within Germany, during the spacecraft com-
patibility tests mentioned in Paragraph II-B-4. However,
due to the different operational readiness dates for the
German, DSN, and Near-Earth Phase Networks (NEPN),
the total world-wide Helios Ground Data System could
not be demonstrated simultaneously until after the arrival
of the Flight (F-l) Spacecraft at Cape Kennedy, Fla.
However, significant subdivisions of the total CDS could
and should be demonstrated prior to this time. During the
7th HJWG Meeting, the TDS and MA&O Subgroups
agreed to develop a coordinated plan leading up to the
final total Ground Data System demonstration prior to
launch. The JPL effort will be coordinated by the Helios
representative from the JPL Flight Project's Operations
Support Coordination Office (Fig. 3). This plan is ex-
pected to be presented at the 8th HJWG Meeting.

3. DSN Command System Redesign. During the pre-
launch compatibility testing of the Pioneer 10 spacecraft,
it became evident that the DSSs' Telemetry and Com-
mand Processor (TCP) had become overloaded with
ever-increasing project requirements during its lifetime.
At the time of Pioneer 10 compatibility testing, the TCP
could just handle the Pioneer telemetry and command
requirements. Since the Helios telemetry frame length is
much longer and commands are sent at 8 symbols-per-
second (sps) as opposed to 1 sps for Pioneer, it became
evident that a TCP software redesign would be necessary
to support Helios. One of the steps currently being taken
'•'to reduce total project loading on the TCP is to reappor-
tion the Command System workload between the TCP
and the Mission Control and Computing Center (MCCC)
360-75 computers. One of the features of the Pioneer 10
era TCP software design was the ability or flexibility that
would permit a project to remotely rearrange or manipu-
late the Command sequence or "stack" in residence within
the station's TCP. This flexibility required a considerable
amount of TCP on-site processing. In the new Command
System design, such manipulation is done in the MCCC
360-75 computer with only the resultant "command
stack" being sent via high-speed data lines to the sta-
tion's TCP. Considerable TCP processing time has there-
fore been eliminated without sacrificing the basic Com-
mand System flexibility concept. The redesign, however,
did affect the operational procedures to be used and the
bit-by-bit definition of the high-speed data blocks being
used to transfer commands from the MCCC 360-75 to the
DSS TCP. These changes were points of discussion dur-
ing the 7th HJWG Meeting. At the present time, the
HGOS organization is reviewing these changes in prepara-
tion for a new agreement on the command system inter-
face.

4. DSN Experience With the Blind Acquisition of
Pioneer 7 Spacecraft. As mentioned in Paragraph H-B-3,
the Helios mission sequence designers are concerned with
the ability of the DSN to reacquire the spacecraft signal
after the spacecraft emerges from a long-duration solar
occultation or blackout. To illustrate the type of tech-
niques that can be employed, the DSN related a recent
experience regarding tracking the Pioneer 7 spacecraft.

Because Pioneer 7 was in its Extended Mission Phase,
the DSN had not been scheduled to track the spacecraft
between July 25 and August 6, 1972. At the latter date,
the DSN attempted to locate the Pioneer 7 spacecraft at
its predicted frequency without initial success. The con-
dition of the spacecraft, therefore, became unknown. On
the assumption that the spacecraft was still transmitting
but not on its predicted frequency, a DSN receiver search
was made to no avail. Something had therefore happened
to the downlink. Commands were then transmitted, using
the nominal or predicted uplink frequency, to reinstate the
downlink. At that time, Pioneer 7 was 312.2 million km
from Earth, which required a round-trip light time of
34.7 min. When this time passed without a successful
reacquisition of the downlink, the DSN and the Pioneer
Project jointly planned an uplink frequency sweep with
simultaneous transmission of commands to the spacecraft.
The strategy was to sweep from the predicted uplink
frequency in a direction which the spacecraft receiver's
frequency would have drifted had the spacecraft tempera-
ture decreased because the transmitter had been acci-
dentally turned off. On the third attempt, more than three
hours later, the downlink was successfully reestablished.
Subsequent telemetry analysis indicated that a spacecraft
under voltage protection circuit had actuated to turn off
the traveling-wave tube (TWT) RF power amplifier and
the science instruments. As a result, the spacecraft re-
ceiver had dropped from a temperature of 14.2 to
— 13.6°C. The latter temperature was below the cali-
brated range of spacecraft receiver rest frequencies;
therefore, in developing the transmitter sweep frequency
strategy, project personnel had had to estimate the fre-
quency necessary to reestablish the uplink and to com-
mand the spacecraft on.

This experience had two major points of significance
for Helios. First, assuming a noncatastrophic loss of down-
link signal, the DSN can employ operational techniques
in an attempt to reestablish communication with the
spacecraft; second, it is very important for the project to
preflight calibrate the spacecraft receiver's rest frequency
over temperature ranges beyond those expected during
normal mission operations.
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5. DSN Operational Constraints to Mission Design.
Due to the nature of station hardware/software design,
the DSN does impose certain operational constraints upon
mission sequence design. In general, these constraints are
not serious, but certainly need to be understood when
developing detailed mission sequence procedures. Among
others, the following two constraints were noted:

a. Telemetry. The Helios spacecraft has a number of
telemetry bit rates available for transmission of data to
Earth (Ref. 6). These bit rates change in steps of two,
namely, 8, 16, 32, 64 ... 2048 bps. When the data are
convolutionally encoded, each bit becomes two symbols
(8 bps becomes 16 sps), with the result that the symbol
rates are 16, 32, 64,128 ... 4096 sps.

When these symbol streams are received at the DSS,
the station's Telemetry System must synchronize to the
incoming serial bit stream. This is done in the Symbol
Synchronizer Assembly (SSA) which also must be set up
or "initialized" in multiples of two centered around the
expected downlink symbol rate. Therefore, whenever a
Helios telemetry bit rate mode change is commanded, the
DSS Telemetry System must be re-initialized at the new
symbol rate. Re-initialization can result in the loss of
several telemetry frames. This factor should be considered
in mission planning, i.e., it is desirable to command telem-
etry bit rate changes mostly during periods of quiescent
spacecraft activity in order to minimize the impact of the
lost data.

b. Command. The Helios spacecraft has two command
uplink subcarrier frequencies (Refs. 1, 6, and 7). When-
ever it is desired to change from one command subcarrier
frequency to the other—as for example, during the Step II
maneuver (Ref. 5)—it is necessary to interrupt the com-
mand modulation and/or the transmission of the
command idle sequence (Ref. 7), as well as to switch the
actual subcarrier frequencies that are being modulated
onto the uplink carrier. This procedure requires the re-
initialization of the DSS Command System which can
occupy a time period of one to five minutes, depending
upon circumstances.

From the above-cited examples, it can be seen that the
normal operation of the DSN does place certain con-
straints upon the mission sequence design. However, if
these are properly recognized during mission planning
they should have no impact upon mission success.

D. TDS/Experiments Joint Meeting

The major interface between the TDS Subgroup and
the Experiments Subgroup lies in the content, structure,
and detailed definition of the EDRs to be delivered by
the Helios Ground Data System (CDS) to each experi-
menter. In gross terms, this interface is defined in the
project Support Instrumentation Requirements Document
(SIRD) and in the responses provided by the NASA Sup-
port Plan (NSP) and by the German Support Plan. How-
ever, these documents do not define the detailed struc-
ture of these EDRs. Further, many of the specifications
that do appear in the SIRD and its supporting documents
are the direct result of experimenters' requirements. It is
a trite truism to say that Experimenters and Ground Data
System personnel live and think in different worlds. A
good example of this truism is given in the following,
which in itself justifies the need for continued TDS/
experimenter discussions during the HJWG meetings.

1. Telemetry Master Data Record/Experiment Data
Record Completeness Criteria. The Helios SIRD contains
a specification that the Telemetry Experiment Data
Record (EDR) shall have a bit error rate (BER) no
greater than 10"5. This is a very stringent specification and
is one of the reasons the Helios Project selected convolu-
tional coding for its telemetry. However, coding alone
will not achieve a BER this low; each telemetry mode
must contain additional signal margin in its telecommuni-
cations link analysis. Further, a BER specification does
not apply to lost telemetry frames (e.g., signal dropouts,
etc.) so additional completeness criteria are needed. All
of these subjects have been repeatedly discussed during
previous HJWG meetings; however, the words used by
the respective parties were not fully understood by the
other. During the 7th HJWG Meeting at least one area
of misunderstanding was finally described in words
understood by both Subgroups. It relates to both the BER
and the completeness criteria:

In the transmission of telemetry data from the DSN
stations to the Mission Control and Computing Center
(MCCC), (where the data are logged onto the Master
Data Record) telephone-type voice/data circuits known
as High-Speed Data Lines (HSDLs) are used. These cir-
cuits are subject to bursts of noise which in turn obliterate
small blocks or chunks of the data being transmitted over
the circuit. These noise bursts are random in the sense
that they can occur at any time in an unpredictable
manner. Prior to the 7th HJWG Meeting, the experi-
menters had interpreted the word "random" to mean that
the noise was more or less uniform—i.e., that it would
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affect all data bits being transmitted over the circuit
more or less uniformly. Because some experimenters' data
are subcommutated within the Helios telemetry frame,
those experimenters in particular were alarmed at the
discovery that a given HSDL noise burst could obliterate
their entire data word. Further, this data word might not
be repeated in another measurement until the next Main
Frame (one Helios Main Frame is composed of 72 regular
1152 bit Helios frames). The experimenters' concern was
even further aggravated by the realization that the mere
act of repeating the data transmission from the station
would not guarantee that another noise burst would not
occur to again affect his data. Unfortunately, this situa-
tion can occur in the practical world even though at the
same time the Helios Ground Data System is averaging
less than 10~5 BER and has met a 95-98% completeness
criteria. Obviously, the experimenters were not prepared
to make an on-the-spot evaluation of the impact of this
realization. Nonetheless, it was at least opportune that
this realization occurred some 20 months prior to launch
—as opposed to after launch, as it did in the case of at
least one prior project.

2. Data Records for Experiments 11 and 12. Helios has
ten major on-board scientific experiments plus two
ground-based, passive experiments (Table 2). The latter
are Experiments 11 (Celestial Mechanics) and 12 (Faraday
Rotation) whose primary data are not contained in the
Helios telemetry stream, but rather from measurements
taken at the DSN stations. For Experiment 11, the
primary data types are doppler and planetary ranging,
which are contained in the DSN Tracking System MDR.
For Experiment 12, Faraday Rotation, the primary data
are recordings of the polarization angle of the incoming
Helios carrier signal as received by the DSN 64-m-diam
stations. Since neither of these data types fit conveniently
into the EDR format structure negotiated with the Ex-
perimenters Subgroup for Experiments 1 through 10,
action items were jointly assigned to these experimenters
and the TDS Subgroup to develop an MDR/EDR Plan
specific to Experiments 11 and 12 for presentation at the
8th HJWG Meeting.

3. Use of Mu Ranging. The Celestial Mechanics Ex-
periment (No. 11) uses DSN doppler and range data to
precisely measure the influence of the sun's gravity upon
the Helios trajectory and the propagation of its radio
signal. These influences are greatest when the spacecraft
is near perihelion and near solar occultation, respectively;
however, to completely measure the effect and to get
reference points, data are also needed regarding the

trajectory well before and after perihelion and occulta-
tion passage. During this total time period, the range
from Earth to the spacecraft can vary anywhere from
0.6 to 2.0 AU (Ref. 5). Therefore, the DSN Planetary
Ranging System must be employed. During the develop-
ment of the Helios spacecraft, the DSN contemplated
employing a "continuous spectrum" (Tau) type of plan-
etary ranging system during the Helios era. However,
during the course of this development, flight projects in
general expressed an interest in the DSN "discrete spec-
trum" (Mu) planetary ranging technique, with the re-
sult that in July 1972 the DSN made a formal decision to
implement both types of planetary ranging systems for
operational use in the Helios era. It will now be possible
for Helios to use either type of planetary ranging system,
with the only constraint being that the project would
have to select one or the other ranging system types prior
to the beginning of any particular DSN 64-m station pass
(planetary ranging is not presently planned for imple-
mentation into the DSN 26-m networks). The significance
to Helios of this decision is that the discrete spectrum
(or Mu) Planetary Ranging System permits either or both:
(1) less power to be used in the ranging sidebands, or
(2) a shorter range code acquisition time (time consumed
in making a ranging measurement)—depending upon the
project tradeoffs involved.

As mentioned in the discussions regarding link analysis,
the Helios telemetry margins, particularly at 2.0 AU, had
degraded during the evolution of the spacecraft radio
system design. As a result, use of the Tau Planetary
Ranging System at 2.0 AU would force a reduction in
spacecraft telemetry bit rate when the turnaround rang-
ing mode was activated. In contrast, the use of the Mu
Planetary Ranging System under these circumstances
could be designed to have only slight effect upon the
telemetry data return at 2 AU. A special 7th HJWG
Splinter Session investigated this situation in detail and
recommended that the planetary ranging modulation
index used by the spacecraft be changed from its prior
value of 45- to 24-deg phase modulation. This new value
should enhance science data return at 2.0 AU, yet still
provide capability for Tau Planetary Ranging to a dis-
tance of 1.6 AU together with Mu Planetary Ranging
capability all the way to 2.0 AU. The latter situation
turned out to be completely acceptable to the Experiment
11 representative.

E. Special Splinter Meeting Topics

As mentioned earlier in this article, the 7th HJWG
Meeting agenda contained a large number of splinter
topics due to the level of detail needed to complete the
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various interfaces. While this situation prevailed through-
out all Subgroup agendas, it was particularly true for the
TDS Subgroup where the number of splinter topics ex-
ceeded the number of general session agenda items. Space
does not permit the inclusion of even a majority of these
topics in this article; therefore, only a few having the
greatest significance to the TDS Subgroup activities will
be reported in the paragraphs that follow.

1. Blind Acquisition. Just prior to the 6th HJWG Meet-
ing, it was discovered that a possibility exists that the
Helios spacecraft might not be transmitting a downlink
signal at the time of the initial DSN acquisition. This
situation could occur if an unpredicted spacecraft power
system overload occurred during launch, which in turn
could cause a protective circuit to shut down a number of
instruments including the transmitter. Therefore, during
the 6th HJWG Meeting, a special study team was con-
stituted to investigate this potential problem in detail and
to present their findings at the 7th HJWG Meeting. The
DSN participated in this effort both prior to and during
the 7th HJWG Meeting. In performing their study, the
Team had to make certain key assumptions: the space-
craft failure was not catastrophic; the 926 km (500-nmi)
perigee altitude (lofted) trajectory would be employed;
the Low-Gain Antenna (LGA or omni) pattern nulls
would not exceed 5 db; the Near-Earth Phase Network
(NEPN) could provide pointing information to the DSN
based on launch vehicle tracking data; and that the DSN
initial acquisition station would have an Acquisition Aid
Antenna. Of the foregoing, the assumption of — 5 dB
antenna nulls seemed to be questionable, with the feeling
that -40 dB would be a better number. While the DSN
agreed to recalculate their predictions based on the
— 40 dB null criterion, the team concluded that the con-
trolling factor in a successful blind acquisition is the
perigee altitude. Altitudes significantly lower than 926 km
(500 nmi) would both increase the time required and
lower the probability of successfully entering a blind
command into the spacecraft to reactivate the downlink.
For evaluation purposes, the original assumptions pro-
duced the conclusion that the DSN would have a high
probability (e.g., 0.9) of successfully establishing com-
munications with the spacecraft by Launch +1 hour. The
significant change with respect to a standard initial acqui-
sition (Paragraph 1I-A-1) is, therefore, the time required
after spacecraft rise at the initial station for two-way
communication to be established.

2. Step II Attitude Determination. A topic of continu-
ing discussion during the past several HJWG Meetings
has been techniques for the determination of spacecraft

attitude during the Step II maneuver sequence. It has
been relatively well understood that the Medium-Gain
Antenna (MGA or pancake antenna) pattern characteris-
tics would be used during the final portion of the Step II
maneuver to ascertain that the spin axis is pointing to the
pole of the ecliptic. This is to be done by monitoring the
received signal strength (AGC) at the DSN station. Dur-
ing the 7th HJWG Meeting, it was concluded that the
SIRD requirement for sampling DSN AGC values could
be reduced from 10/s to 1/s without impacting the Proj-
ect's ability to perform this maneuver. Since the higher
AGC sampling rate would require special implementa-
tion within the DSN, it was concluded that the SIRD
requirement should be revised to the lower sampling rate
to avoid unnecessary cost within the network.

Prior to the 7th HJWG Meeting, there had been con-
cern regarding the initial phases of the Step II maneuver.
This regards the determination of whether the spacecraft
would start to precess toward the north or toward the
south ecliptic pole. While a successful mission could-.be
accomplished with the spin axis oriented toward either
pole, the north pole was desired. However, once the pre-
cession had gone more than a limited number of degrees,
there was insufficient attitude gas reserve to reverse
the direction toward the other ecliptic pole. During the
7th HJWG Meeting, it was ascertained that the spin
modulation due to the offset of the bottom horn antenna
(LGA) would cause a doppler modulation which, in turn,
could provide information regarding the direction of
orientation—i.e., whether it was precessing toward the
north or south ecliptic pole. However, to use this informa-
tion, it would be necessary to sample the doppler at a
rate of 10/s, which is faster than the presently committed
DSN maximum sample rate of 1/s. The DSN is contem-
plating an added capability at selected stations to accom-
modate 10/s doppler sampling—which if implemented
could support Helios, providing this higher rate became
a SIRD requirement.

3. Coded vs Uncoded Telemetry at Launch. As men-
tioned in the previous article (Ref. 1), a major agenda
point for the 7th HJWG Meeting was a joint session
recommendation regarding whether Helios should be
launched in the coded or the uncoded telemetry mode.
As might be expected, there were reasonably strong
arguments presented in favor of each side of the question.
From the DSN viewpoint, either mode could be sup-
ported during the initial DSN acquisition, but with the
understanding that the coded mode would take slightly
longer to process at the station, since telemetry frame
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synchronization must take place prior to the data being
decoded and processed for transmission to the MCCC.
The latter proved not to be a compelling argument, but
since the Helios Ground Support Equipment (Helios Test
Set— (HTS)) was presently structured only to handle
telemetry in the coded mode, the MA&O Subgroup sub-
mitted its recommendation that Helios be launched in the
coded telemetry mode.

4. Automatic vs Commanded Transponder Coherent
Operation. The current design of the Helios spacecraft
requires that the transponder be commanded into the
coherent mode of operation as opposed to having this
function performed automatically upon receipt of an
up-link by the spacecraft. Reference 6, p. 23, describes
the rationale for the commanded approach. During the
6th HJWG Meeting, an action item was assigned to the
DSN to evaluate the operational impact of each approach
upon the network as it might relate to Helios mission
design. This evaluation was completed, and it was re-
ported during the 7th HJWG Meeting that the com-
manded technique would not present any significant
constraints to network operations over the use of an auto-
matic technique for initiating coherent transponder opera-
tion. The project is, therefore, free to select whichever
technique best satisfies its mission objectives and/or
mission sequence design.

5. Other Topics. There were numerous other topics re-
solved during the 7th HJWG Meeting—these may be
found in the formal minutes (Ref. 3). In addition, there
were several on-going topics that were discussed as part
of other agenda items. One example of the latter concerns
the Low-Gain Antenna (LGA) pattern which was men-
tioned in relation to several of the agenda topics discussed
in this article. There is an obvious need for an early
definition of this pattern, particularly with respect to the
interferometer region between the dipole and horn an-
tenna elements (Ref. 1)—but, unfortunately, such data are
difficult to obtain via Earth-based measurements. Dis-
cussions regarding this subject are, therefore, iterative in
nature and may be expected to continue through the
next several HJWG meetings.

III. Conclusions

This article has treated some of the more significant
highlights with respect to the DSN/TDS activity during
the 7th HJWG Meeting. The next (8th) Helios Joint
Working Group Meeting, is presently scheduled for May 9
through 15, 1973, at Cape Kennedy, Fla. and will empha-
size the launch operations aspect of the Helios prepara-
tions. In the meantime, the next article in this series will
discuss the results of Helios Project technical discussions
that were held at JPL during December 1972.
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Table 1. HGOS/JPL interface management plan contents

I. Introduction

II. Project Management

III. Project Phases

IV. Joint Management Policies and Requirements

V. Task Breakdown and Responsibility Assignment

JPL TECHNICAL REPORT 32-1526, VOL. XIII 17



Table 2. Helios experiments

No. Experiment Scientific affiliation

10

11

Plasma Detectors

(A) Proton and Alpha Detector
High Angular Resolution

(B) Proton and Alpha Detector
Faraday Cup

(C) Electron Detector

Flux-Gate Magnetometer

Flux-Gate Magnetometer

Search-Coil Magnetometer

(A) Solar Wind Plasma Wave
Experiment

(B) Radio Wave Experiment

Cosmic Ray Experiment
1 Mev to 1 Gev

Cosmic Ray Experiment

(A) High Energy Telescope

(B) Medium Energy Telescope

(C) Low Energy Telescope

(D) X-Ray Detector

Electron Detector

Zodiacal Light Photometer

Micrometeoroid Detector and
Analyzer

Celestial Mechanics

12a Faraday Rotation

Max Planck Institut
fur Extraterrestrische
Physik, Garching

Ames Research
Center

Tu Braunschweig
Institut fur Giophysik
und Meteorologie

Goddard Space
Flight Center
University of Rome

Tu Braunschweig
Institut fur Giophysik
und Meteorologie

Institut fur
Nachrichtentechnik

University of Iowa
University of
Minnesota

Goddard Space
Flight Center

University Kiel

Goddard Space
Flight Center

University of
Adelaide

Max Planck Institut
fur Aeronomie,
Lindau/Harz

Landessternwarte
Heidelberg

Max Planck Institut
fur Kernphysik,
Heidelberg

Jet Propulsion
Laboratory
University of
Hamburg

Jet Propulsion
Laboratory

aPending final intergovernmental approval.
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DSN Support of the Mariner Mars 1971
Extended Mission
T. W. Howe and D. W. H. Johnston

DSN Operations

Each mission supported by the Deep Space Network is unique. Operations
planning normally covers the standard mission only and does not include extended
mission operations. This article describes the innovations that had to be made to
support this portion of the Mariner Mars 1971 mission.

I. Definition of Extended Mission

The extended Mariner Mars 1971 (MM'71) mission
began on February 12, 1972, 90 days after Mariner 9 was
inserted into Mars orbit. A revision of the Support
Instrumentation Requirements Document (SIRD) and
corresponding NASA Support Plan (NSP) was necessary
to cover commitments and requirements for the extended
mission.

II. Establishment of Extended Mission
Requirements

A. Time Period

The SIRD established the period for the extended mis-
sion as "Mariner 9 orbit insertion + 90 days to orbit
insertion + 365 days." The extended mission of MM71

was unique in that this was the first Mariner to orbit a
planet, and although all nominal mission data taking
capabilities remained, the data return capabilities were
decreased because of spacecraft antenna pointing and
the extreme spacecraft-Earth range.

B. Objectives

Because of the long orbit time of the standard mission
and the solar geometry, it was possible to extend the
nominal mission and formulate objectives unique to the
extended mission. Table 1 (Ref. 1) lists these objectives
and the experiments which would achieve them. The NSP
indicated that only Deep Space Station (DSS) 14 would
be able to support the major portion of the extended mis-
sion because of telecommunications constraints. Since
DSS 14 was the only 64-m-diameter antenna station avail-
able, a loss of this station for any reason meant that all
objectives might not be met.
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C. Unsupported Requirements

DSS 14 could not give all of the requested coverage
because of commitments to other projects. One-way
doppler occultation data requirements could not be met
for the same reason. Planetary ranging data would be
provided at DSS 14 only, using R&D equipment. This
configuration would not provide the requested real-time
data, but would provide nonreal-time data in the form
of punched paper tapes. In addition, all of the original
standard mission unsupported requirements remained un-
supported in the extended mission.

B. Uplink Tuning

Instances of loss of uplink lock were observed during
the latter part of February. The losses occurred during the
tuning of the station transmitter exciters. The tuning rates
being used at the time were the ones determined during
spacecraft compatibility tests conducted before launch.
Since station transfers were being performed near periap-
sis, at times of maximum doppler rate and offset, it was
concluded that the standard tuning rate of 15 Hz/min
for spacecraft signal levels of —139 to —145 dBm could
no longer be used. The tuning rate was lowered on March
1 to 10 Hz/min, and no further anomalies occurred.

III. Extended Mission Profile

The extended mission began with no change in the
operating mode. DSSs 12, 14, 41, and 62 continued their
support 7 days per week. Mapping of the Martian surface
continued, and as telecommunications performance de-
graded, selected features of Mars were re-examined.
Table 2 (Ref. 1) lists key milestones and events during
the extended mission. By mid-March, RF downlink thresh-
old Was reached for the 26-m DSSs, following which
they were used only sporadically for uplink purposes. For
the remainder of the mission, DSS 14's coverage varied
between three and six passes per week.

C. SDA Bandwidth Settings

The table defining the bandwidth setting for the
receiver/subcarrier demodulator assembly was revised for
the extended mission. The table covered the various
telemetry modes, bit rates, and parts of orbit expected
during the extended mission. By periodically zeroing the
static error of the phase-locked loops (approximately every
2 h), the telemetry degradation was minimized. A graph
was also supplied for members of the Network Analysis
Team which defined the optimum SDA bandwidth setting
for engineering data for S-band doppler vs. engineering
SNR. This allowed the option of changing the bandwidth
to cope with real-time conditions.

IV. DSN Support

The innovations required during the extended mission
were numerous. Most were needed to correct problems as
they occurred in real time. The more significant ones are
discussed below.

A. Block Decoder Assembly Threshold

By mid-February, a decrease in telecommunications
capability was being observed as a result of the mis-
pointing of the high-gain antenna in position 2 and the
increasing range of Mars. The first innovation involved
the lowering of the block decoder assembly (BDA) thresh-
old from +2.5 to 0.0 dB signal-to-noise ratio (SNR). This
effectively lowered the point at which the BDA would go
into an automatic restart, permitting the Project to pro-
cess pictures at SNRs lower than 2.5 dB. Higher science
data rates could then be maintained for longer periods of
time and more pictures received per pass, with some
degradation in picture quality. This telemetry and com-
mand processor (TCP) software option was to remain in
effect through the end of the mission.

D. Picture Reception Operations

By mid-March, threshold for 2-kbps data had been
reached and a series of high-gain antenna maneuvers had
begun. These maneuvers increased the data rate to 8 kbps.
For each of the maneuvers, DSS 14 configured for a
listen-only mode. In this mode, the diplexer was bypassed
and overall system temperature improved. Since DSS 14
could not provide an uplink in this mode, DSS 11 or 12
was called upon to provide an uplink to the spacecraft for
the purpose of commanding and also to permit DSS 14 to
receive three-way doppler occultation data.

E. Blind Commanding

Blind commanding was introduced during the period
of solar occultation when leakage of spacecraft attitude
control gas had been observed. DSSs 41, 51, and 62 pro-
vided the blind commanding support with the transmis-
sion of a series of DC-32s. The DC-32s set a flag in the
spacecraft computer and enabled a sequence which con-
served gas during the solar occultations. For days on
which the DC-32s could be transmitted, 2.81 kg/m2 of gas
would be used per day. Without these commands (no
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DSN support), the use rate increased to 12.66 kg/m2 per
day. The commanding was considered blind in that engi-
neering threshold had been reached for the 26-m DSSs,
and these stations could not see the results of their com-
manding effort.

F. Third-Order Tracking Loop Filter

By the end of April, the Block III DSIF receiver had
been pushed to the limit of its tracking capability by
doppler rates of 25 Hz/s and doppler acceleration rates
as high as 0.16 Hz/s. At this point, a third-order loop
filter was introduced (Ref. 2). Tests conducted at Com-
patibility Test Area (CTA) 21 demonstrated a capability
of tracking doppler rates in excess of 1000 Hz/s and
doppler acceleration as high as 3.8 Hz/s. Installation of
the filter in receiver 1 at DSS 14 substantiated the CTA 21
tests. The third-order loop coped with all doppler condi-
tions through the end of the mission.

G. Recording of Occultation Data

As the received signal level approached —164.0 dBm in
June, the point of exit occultation could no longer be
determined at DSS 14. A procedure was developed
whereby the analog recordings of occultation data made
at DSS 14 could be sent to CTA 21 and time of exit
determined to within less than 1 s. The procedure was
unique in that the tapes were played in a reverse direc-
tion to determine the point at which the signals disap-
peared. Determination of this time allowed the occultation
experimenters to begin the processing of the prime digital
tapes at the exact time of exit and save valuable computer
processing time.

H. DSS 14 Antenna Azimuth Bearing

The hydrostatic bearing of the DSS 14 antenna, which
had shown signs of degradation in film height as early as
December 1971, reached a critical point in June. The final
week of July was devoted to a complete regrouting and
shimming operation of the degraded area, thereby in-
creasing the possibility of continued antenna operation
to the end of the mission. Much needed 400-kW trans-
mitter maintenance was also performed during this period.

I. Coordination of Ranging Operations

A special Mu ranging voice coordination net was estab-
lished prior to the beginning of the relativity experiment.
This separate voice net, which connected the Mu ranging
operator at DSS 14 to the ranging advisers located at JPL,
was used for technical coordination, exchange of technical
information, and the operation of the R&D ranging equip-

ment. The net was used for a 2-month period centered
around superior conjunction.

J. Use of Programmed Local Oscillator and
3-Hz Tracking Loop

As superior conjunction neared, excessive solar activity
and spectrum broadening were making it difficult to
maintain receiver lock. A mixer unit was installed in re-
ceiver 2 at DSS 14 which allowed this receiver to be used
with a programmed local oscillator (PLO). A 3-Hz track-
ing loop filter was introduced at the same time. The R&D
XDS 930 computer, which had previously been used for
Mu ranging, was the input source for the mixer module.
Superior conjunction occurred a week after the PLO con-
figuration was first used, and valuable ranging data were
obtained on that date.

K. Spacecraft Engineering Test Support

DSS 14 was instrumental in the accomplishment of
a series of "end-of-mission" engineering tests. Radio-
Frequency Subsystem (RFS) and Flight Command Sub-
system (FCS) threshold tests were conducted, and an
uplink comparison test was performed. These tests re-
quired a precise calibration of the transmitter output
power level. Special procedures and operations had to be
performed for each of these tests.

V. Summary

The extended mission was completely successful. All
of the original objectives were met. The amount of occul-
tation data received was more than doubled during the
extended mission. The technique of pointing the high-gain
antenna permitted 8-kbps data to be received during the
entire extended mission. One hundred percent of the
planet was mapped, and selected areas were monitored
as possible Viking landing sites. Mariner 9 completed
259 days of extended mission operations and doubled the
length of the mission.

Extended missions are seldom planned in advance, and
the ability to overcome problems in a relatively short time
is extremely important. During the MM71 extended mis-
sion, the DSN demonstrated the ability to react to real-
time situations and provide support under adverse condi-
tions.

The extended mission not only enhanced the success of
the Mariner 1971 Project but, because of the Mars dust
storm during the early portion of the mission, actually
became a vital part of the Project itself.
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Table 1. Extended mission objectives

Objective Experiment

Acquire special data

Acquire long-time base
data (>90 days)

Solar conjunction [S-band, Celestial
Mechanics Experiment (CME)]

High-latitude coverage [TV, Infrared
Interferometer Spectrometer (IRIS),
Infrared Radiometer (IRR), Ultra-
violet Spectrometer (UVS)]

Meteorology (TV, IRIS, IRR, UVS)

Celestial Mechanics

Acquire data supplemental Repeated spot coverage of areas of
to 90-day observations interest (TV, IRIS, IRR, UVS)

Monitor Viking landing sites (TV,
IRIS, IRR, UVS)

Earth occultation (S-band)

Cooling data (IRR)

Table 2. Extended mission events (Ref. 1)

Event Date, 1972

Start extended mission Feb. 12

Complete pre-solar occultation science-taking Mar. 27
sequences

Start solar occupations Apr. 1

Start orbit edge-on celestial mechanics mass Apr. 22
concentration (mascon) period

Start S-band occultations of polar regions May 6

Complete orbit edge-on period June 1

End solar occultations June 4

Start weekly cycle of high-gain antenna maneuvers June 5
with one or two playbacks per week

End Earth occultations June 24

Start solar conjunction period (relativity) Aug. 19

Solar conjunction Sept. 7

Complete solar conjunction period Oct. 18

Complete extended mission Approx. Mar. 1, 1973
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Mariner Venus/Mercury 1973 Mission Support
E. K. Davis

DSN Systems Engineering

During November and December 1972, DSN activities have concentrated on
finalizing ground system test planning, spacecraft/DSN compatibility test planning,
and on continuing implementation. This article summarizes the major accomplish-
ments in the areas of planning, implementation, and testing.

I. Planning Activities

A. NASA Support Plan

NASA Headquarters review of the NASA Support Plan
continued during this period. Approval is expected prior
to January 1, 1973. Upon receipt of the completed ap-
proval page, the DSN will publish and distribute the final
plan.

B. Project Master Test Plan

The Mariner Venus/Mercury 1973 (MVM 73) Mission
Operations Master Test Plan (JPL internal document
615-97, Sept. 8, 1972) was not published by the Project in
final form in November as planned. However, on Decem-
ber 1, 1972, the Project Manager reviewed and approved

final Mission Control and Computing Center System
(MCCCS), DSN, and Ground Data System test plans,
which form the basis for the master document. Material
presented in this review does not alter the DSN basic test
plan described in the preceding volume of this series.

C. DSN Support Plan

In December 1972, the DSN Support Plan for MVM 73
(JPL internal document 615-15, Oct. 15, 1972) was up-
dated to reflect test requirements and schedules resulting
from the test planning activity (Section B). Included in
the appendix are schedules and a flow diagram containing
guidelines, objectives, and criteria for use by the DSN
operations organization in preparing detailed test proce-
dures and schedules for each Deep Space Station. The
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update included changing the document title to "DSN
Support Requirements for MVM 73" in accordance with
revised DSN documentation standard practices.

D. DSN Preparation Plan

The DSN Preparation Plan for MVM 73 contains the
technical response to the DSN Support Requirements
Document. It communicates detailed information regard-
ing Deep Space Station and Ground Communications
Facility configurations, capabilities, and schedules for new
implementation. A draft version of this plan was produced
and reviewed during this reporting period. The final ver-
sion is in publication, and approval is planned for early
January 1973. Detailed test/training plans and procedures
have been excluded from this document. In accordance
with revised documentation standard practices, these
activities shall be included in the DSN Operations Plan.

E. DSN Operations Plan

The DSN Operations Plan for MVM 73 contains the
operational response to the DSN Support Requirements
Document, based on existing operational capabilities and
on implementation plans described in the DSN Prepara-
tion Plan. It communicates detailed plans and procedures
for DSN operations, control, data handling, training/
testing, performance analysis, and reporting. A draft of
the network-level portion of the Operations Plan is under
review. Deep Space Station and Ground Communications
portions will follow in January 1973.

II. Implementation Activities

A. Ground Communications

Voice, high-speed, and wideband circuits required be-
tween Boeing-Kent spacecraft test facilities and the JPL
Mission Control and Computing Center have been imple-
mented as required. Goddard Space Flight Center/NASA
Communication System-provided terminal and com-
mercial carrier equipment was installed and completed
acceptance testing on December 1, 1972. The DSN has
provided operational procedures for use in circuit initial-
ization checkout and operations.

Project experimenters at the University of Chicago have
requested that data be transmitted to their remote infor-
mation center in standard ground communication block
format instead of the asynchronous word format pre-
viously required. Additional terminal equipment is needed
to support this mode. The NASA Communications System
will provide terminal equipment required at the user end.
Existing DSN-JPL terminal equipment will support this

requirement subject to use limitations occurring during
peak periods of higher-priority operational data traffic.

Procurement and fabrication of terminal equipment
for DSN wideband circuit implementation remains on
schedule.

B. Deep Space Stations

Implementation for new capabilities required at Deep
Space Stations (DSSs) continues on schedule. Following
is a status summary of DSS subsystems involved for
MVM 73.

1. Telemetry and Command Subsystem. The basic com-
mand software module for MVM 73 support is com-
pleted and being checked out in Compatibility Test Area
(CTA) 21. Rearrangement of tables may continue to im-
prove core utilization, but no major problems have been
encountered. The new executive for command process-
ing is in work. Software development for the telemetry
processor and data decoder assembly is progressing satis-
factorily. Medium-rate telemetry block decoding func-
tions have been checked out. Coding for telemetry data
formatting for transmission/recording is in work, and
initial checks indicate no problems. Data recall process-
ing work has been initiated. Progress is still being made
in support of the February 1973 verification test and
March 1973 acceptance test schedules. Simulation Con-
version Assembly software documents have been com-
pleted, and verification testing is under way. Hardware
modification kits have been shipped.

2. Monitor and Control/Digital Instrumentation Sub-
system. The Software Requirements Document has been
completed. Coding and checkout to meet baseline require-
ments are on schedule toward a January 1973 completion
date. Additional new requirements for radio metric data
handling and telemetry/command initialization changes
will be incorporated by February 1973. Station manager
console hardware, including silent printers, has been
shipped.

3. Receiver/Exciter Subsystem. Twenty-four 10-MHz
notch filters and alignment procedures have been pro-
vided to the assigned stations for Subcarrier Demodulator
Assembly interplex mode modifications.

4. S/X-Band Experiment. The S-band megawatt trans-
mit (SMT) and S/X-band cones have been removed
from DSS 14 and are undergoing metal fabrication work
for installation of S/X reflector/feed modifications. Re-
installation is planned in late January 1973 during the
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Pioneer 10 low activity period associated with superior
conjunction. Re-installation and tests must be completed
prior to DSS 14 antenna down time for regrouting begin-
ning February 4, 1973.

5. Planetary Ranging. Procurement action has been
initiated. Responses to the request for bids are due
December 21, 1972. This implementation appears to be
on a critical schedule since projected delivery dates are
very close to committed operational dates. A detailed
review will be made in an effort to improve delivery
dates.

III. Test Activities

DSN/spacecraft compatibility test planning has been
reviewed and revised. The DSN/Spacecraft Compati-
bility Test Plan was written and is being coordinated.
Preparations for Flight Spacecraft 2 subsystem tests in
December 1972/January 1973 have been completed. The
plan includes spacecraft component-CTA 21 telemetry
compatibility tests in April/May 1973, flight spacecraft-
CTA 21 tests in July 1973 during thermal-vacuum cham-
ber tests, S/X-band tests at DSS 14 in June 1973 using
proof-test model radio and X-band transponder compo-
nents, and flight spacecraft compatibility verification with
DSS 71 during the launch preparation phase.
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Viking Mission Support
D. J. Mudgway

DSN Systems Engineering

DSN Support for Viking remains in the transitional phase between planning and
commitment, and the early stages of implementation. Existing implementation
schedules have been thoroughly reworked to reconcile desired operational readi-
ness dates with anticipated DSN manpower and funding resources. Investigation
of downlink interference effects in a dual-carrier environment continued to make
progress at Deep Space Station (DSS) 13. The Network configuration for the DSN
Test and Training System is described in this article.

I. Introduction

Over the past 2 months DSN support for Viking 1975
(VK75) has been concentrated in a substantial effort to
reconcile the existing implementation plans with the
operational readiness dates requested by the Project. This
effort has taken longer than originally anticipated but is
now complete with minor exceptions. As reported in
Vol. XII of this series, the resolution of some of the con-
flicts is related to the definition of working relationships
among DSN Operations, DSN Systems Engineering, and
the Telecommunications Division.

Tracking and Data Acquisition documentation is also
involved to the extent that it reflects the plans, proce-
dures, schedules, and agreements that must be developed
among the organizations concerned. This has been accom-
plished and will be reported in a later issue of the DSN
Progress Report.

Investigation of the effects of the dual-carrier environ-
ment on DSN performance has made significant progress.
The results of this work will be reviewed in mid-
December.
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II. DSN Test and Training System
Configuration

The DSN Test and Training System (ITS), as con-
figured to support Viking 1975, will accomplish the fol-
lowing functions:

(1) Generate and control simulated Deep Space Station
(DSS) and spacecraft data streams to support de-
velopment, testing, training, and fault isolation in
the DSN.

(2) Participate in VK75 mission simulation exercises
with the Project by controlling data flow within the
DSN and generating simulated DSN data to sup-
plement Project simulation data.

It will be possible to accomplish these functions in
either the long-loop (via DSSs) or the short-loop [via
Ground Communications Facility (GCF) Central Com-
munications Terminal] configurations, as shown in
Table 1.

The functional requirements of the DSN Test and
Training System, as configured for VK75, are shown in
Fig. 1. Unless otherwise stated, these requirements apply
to both the 26- and 64-m subnetworks.

The functional capabilities of each of the three ele-
ments of the DSN are described below.

A. Deep Space Station Test and Training Functions

The DSSs will accept and process telemetry, command,
and radio metric simulation data from the TTS or the
Viking Simulation System (VSS) on High-Speed System
(HSS) or Wideband System (WBS), as shown in the foot-
notes to Fig. 1. The capacity of each DSS to handle simu-
lated data will be equivalent to its capacity to handle
real-time data, as described in Refs. 1 and 2, except that
the data originated in the TTS will be of a simple fixed
pattern, whereas the VSS-originated data will be inter-
active with command and more representative of true
flight data.

B. Ground Communications Facility Test and Training
Functions

For test and training purposes, the GCF is required to
accept simulated telemetry, command, and radio metric
data from the TTS and VSS and transfer the data either
short-loop or open-loop to the destinations shown in Fig.
1 by HSS and/or WBS as appropriate.

All simulated data will be formatted by the originator
to exactly the same standards as for real-time data, as
described in Refs. 1 and 2.

C. Network Control System Test and Training Functions

This System includes the Network Control (NC) Test
and Training Subsystem, which, when configured for
Viking, is required to perform the following functions in
support of Project test and training exercises:

(1) Control data flow within the DSN.

(2) Generate simulated DSN data to supplement
Project-supplied simulation data.

(3) Accept computer-generated telemetry data from the
Viking Mission Control and Computing Center
(VMCCC) for transmission to the DSSs.

(4) Accept simulated command data from the VMCCC
that is interactive with the telemetry data in item
(3).

(5) Provide simulated radio metric data to the VMGCC
based on the predicts capability.

The NC Test and Training Subsystem will, in addition,
perform the following functions in support of Deep Space
Instrumentation Facility (DSIF) development, testing,
training, and fault isolation.

(1) Generate DSIF data streams to exercise GCF and
NC Subsystems.

(2) Generate fixed telemetry data patterns to exercise
DSS subsystems.

These latter functions are used for internal DSN pur-
poses and are described in various DSN Standard Oper-
ating Procedures. Other elements of the NC Subsystem,
such as the Real-Time Monitors (RTMs), are required for
test and training support, but their role is identical to that
performed under the real-time data environment.

The NC Test and Training Subsystem interfaces only
with the VSS, as shown in Fig. 1, via the GCF Central
Communications Terminal (CCT). All simulation data
flowing in either direction across this interface will be
formatted by the originator, according to the provisions of
Ref. 3. Voice and administrative teletypewriter (TTY)
circuits between the NC Test and Training Subsystem
and the VSS will be provided for DSN/Project coordina-
tion of joint test and training exercises.
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III. Interfaces

The telecommunication link interfaces between the
DSN and the Viking Orbiter and Viking Lander have
been fully defined in Refs. 4 and 5. In addition to defin-
ing all the telecommunication link parameters, these
documents also contain all of the telecommunication link
performance data. The documents are now in the formal
sign-off process.

A preliminary copy of the DSN to VMCCC System
interface agreement is completing its review cycle at
present. This document will establish and control all
interfaces between the DSSs and the VMCCC that are
pertinent to Viking support. It is derived from and is
consistent with the DSN System Requirements Docu-
ment (820-13), Detailed Interface Design.*

IV. Schedules

The need for DSN schedule revisions and reconciliation
with current implementation plans as constrained by anti-
cipated budget and manpower resources was discussed in
Vol. XII of this series. This work has now been accom-
plished, and a DSN Implementation Schedule, Level 5,
has been released and will serve as the basis for all subse-

*JPL internal document.

quent implementation planning and testing. The new
agreements are depicted in Table 2.

V. Problem Areas

Investigation of downlink interference effects in a dual-
carrier environment continues to make good progress at
DSS 13. After an extensive cleanup of all waveguide com-
ponents and taping of all antenna surface joints, the inter-
ference effects were still found to be present. Removal of
the quadripod and subreflector assemblies resulted in
further test data, which suggested that RF leakage around
the outer surfaces of the cone and feed horn contributed
significantly to the generation of the interference.

These surfaces and the subreflector surfaces have now
been welded and reassembled on the antenna, and a
further series of test data is being collected. The data will
be presented to the Viking Project in December, and will
be a critical factor in determining the choice of imple-
mentation to be adopted for meeting the dual-carrier
requirement.

Other options include the use of dual stations (one
64-, one 26-m) at a single location to provide one carrier
each, operation at reduced power levels, and reduction of
the available frequency channels from four to three. The
conclusions and recommendations from the December
review will be reported in the next issue.
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Table 1. Deep Space Network Test and Training System
configuration modes

Test mode Data transfer Flowpaths

Monitored
From To by

DSN-long loop TTS DSS
DSS RTM
DSS TTS
DSS OCA
DSS VSS*

FOSMong loop VSS DSS
DSS VMCCC
DSS VSS
DSS OCA
DSS TTS»

DSN-short loop TTS CCT
CCT RTM
CCT TTS

HSS WBS

1 3
33 33
9 11

26 26
10 12

2 4
25 12
10 12
26 26
9 10

5 7
33 33
9 10

CCT VMCCC 25 12

FOS-short loop VSS CCT
CCT VMCCC
CCT VSS

"Desirable capability only.
bFlight Operations System.

Table 2. DSN/Viking readiness

Facility Implementation complete

CTA 21 Feb. 1, 1974

DSS 71 Aug. 15, 1974

DSS 11, 14 Aug. 1, 1974

DSS 12, 42, 61 Nov. 1, 1974

DSS 43, 63 Nov. 1, 1974

GCF to CTA 21 Feb. 1, 1974
to DSS 11, 14 Aug. 1, 1974
to DSS 12, 42, 61, 43, 63 Nov. 1, 1974
to DSS 71 Aug. 15, 1974

NC test and training only Mar. 1, 1974

NC full system Oct. 1, 1974

aFull planetary operational configuration.
bCruise configuration only.

6 8
25 12
10 12

dates

DSN Systems and
Operations testing,

weeks

16

16

22

30

30

16
22
24
16

14

14

Commit to Project support

June 1, 1974

Dec. 15, 1974

Jan. 15, 1975"

June 15, 1975"
Feb. 1, 1976a

June 15, 1975b

Feb. 1, 1976a

June 1, 1974
Jan. 15, 1975
May 1, 1975
Dec. 15, 1974

June 15, 1974

Jan. 15, 1975
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Table 3. Telemetry data rates and channel requirements

Data rates

Subcarrier
Telemetry Description Bit rate frequency,

channel

Orbiter3

Low-rate Uncoded 8 Vs or 33% bps 24.0
engineering data

High-rate Coded (32,6) 1, 2, 4, 8, or 16 kbps 240.0
science data

Landerb

B Uncoded data 8% bps 23.3

A Coded (32, 6) 250, 500, or 72.0
data 1000 bps

Required combinations of channels

Either Lander Orbiter A Orbiter B

A and B Low-rate Low-rate

A and B Low-rate Low- and high-rate
( uncoded )

A and B Low-rate Low- and high-rate
( coded )

A and B Low- and high-rate Low- and high-rate
( uncoded ) ( uncoded )

A and B Low- and high-rate Low- and high-rate
( uncoded ) ( coded )

A and B Low- and high-rate Low- and high-rate
( coded ) ( coded )

aEach Orbiter may transmit low-rate only or low- and
high-rate channels.

hEach Lander will transmit A and B simultaneously,
except when ranging,
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Radio Science Support
K. W. Linnes

DSN Systems Engineering

Since 1967, radio scientists have used the Deep Space Network 26- and 64-m-
diameter antenna stations to investigate pulsars, quasars, and radio galaxies, to
study the effect of solar corona on radio signals, and to observe radio emissions
from x-ray sources. Very long baseline interferometry (VLBI) techniques have
been used for high-resolution studies of quasars. During the reporting period,
VLBI obsevations were made of quasars and pulsars as part of the Quasar Patrol.
Support was also provided by the 64-m-diameter antenna to search for interstellar
molecules and to observe radiation from Jupiter.

I. Introduction

The 26- and 64-m-diameter antenna Deep Space Sta-
tions (DSSs) of the DSN have been used for several years
to support Radio Science experiments. NASA, JPL, and
university scientists have used key DSN facilities whose
particular and unique capabilities were required for the
performance of the experiments. In order to formalize the
method of selecting experiments and experimenters, a
Radio Astronomy Experiment Selection (RAES) Panel
was formed in 1969. A renewed notice of availability of
these facilities was placed in professional journals to
inform the scientific community that they were available

for limited use by qualified radio scientists (Ref. 1). No
charge is made for use of the standard DSN facilities and
equipment; special equipment, however, must be pro-
vided by the experimenters. A summary of all experi-
ments conducted through August 1972 is reported in
Refs. 2 through 8.

II. Radio Science Operations

During the period September through December 1972,
approximately 507 h of support were provided to Radio
Science experiments (Table 1). Table 2 identifies the
experiments supported. The 64-m-diameter antenna at
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Goldstone supported all of these experiments; Near-Earth
Physics VLBI experiments also made use of a 26-m
antenna station at Goldstone (DSS 12). Support in Sep-
tember was limited primarily to those Office of Space
Sciences (OSS)-sponsored experiments which could make
use of the available time. The major commitment of the
64-m antenna during this period was to the Relativity
Experiment of Mariner 9. At the end of the Mariner 9
mission, Radio Science support increased again. An effort
was made to obtain as much time on the antenna as
possible during October and November because the ex-
perimental feed cone containing the X- and K-band
equipment was to be removed at the end of November
until late in January 1973 to upgrade it for a Mariner
Venus/Mercury 1973 flight project S/X-band experiment.
For this reason, the Quasar Patrol received two periods of
observations in November. One of these was terminated
prematurely because of antenna mechanical problems;
nevertheless, about half of the nominal 24-h pass pro-
duced satisfactory data.

The Quasar Patrol, initiated during a previous report-
ing period, was continued, although with the schedule
modifications mentioned. This activity accounts for most
of the time provided to the non-NASA and university
radio astronomers under the auspices of the RAES Panel.
Results of these observations were included in presenta-

tions made by the experimenters at the Sixth Texas Sym-
posium on Relativistic Astrophysics in New York, Decem-
ber 19-22, 1972. The reports discussed changes in the
sources observed and demonstrated the need for the
regular observations instituted by the Quasar Patrol.

The experiments sponsored by OSS and reported on
previously (Refs. 2-9) continued with the search for inter-
stellar microwave lines and observations of Jupiter and
Uranus. The latter observations were terminated for the
year because of the increasing range to Jupiter. A new
observation on the 64-m antenna was that of pulsars at
K-band (14.7 GHz). Announcement of this detection is
being made to scientific periodicals. Observations were
also made at S- and X-band using a 64-m antenna.
Regular observations of Venus and Mercury by radar
continued for the purpose of providing an improved
ephemeris for the Mariner Venus/Mercury 1973 project.

The program on Earth Dynamics, sponsored by the
Office of Applications (OA), repeated observations be-
tween the 64-m antenna at the Mars DSS and the 26-m
antenna at the Echo DSS to obtain statistical data for the
determination of the baseline between the stations with
greater accuracy. The observations made during previous
reporting periods were for the purpose of checking out
equipment used to perform these observations.
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Table 1. DSN support to Radio Science experiments

Month

Total

Hours of support to experiments sponsored by

RAES OSS

99.5 376.5

OA

31

Total

September

October

November

December

—
32

46.5

21

90

108.5

102

76

—

15

16

-

90

155.5

164.5

97

507.0

Table 2. Radio Science experiments involving 64- and 26-m antenna facilities

Experiment Purpose Experimenters DSN facility Dates

RAES Panel

Quasar Patrol

Ionized hydrogen
observations

Weak radio source
observations

To make detailed measure-
ments on radio galaxies and
quasars at 2.3, 7.8, and
15.6 GHz; to search for
weak compact sources in
the nucleus of extended
radio galaxies and quasars;
to monitor time variations in
fine structure and apparent
positions of quasars

To detect free-free emission
from ionized gas in
globular clusters

To measure the "confusion
distribution" of weak radio
sources at 2.3 GHz

Group A
D. S. Robertson, WRE
A. J. Legg, WRE
J. Gubbay, WRE
A. T. Moffet, Caltech
G. Nicholson, CSIR

Group B
J. J. Broderick, NAIC
B. G. Clark, NRAO
M. H. Cohen, Caltech
D. L. Jauncey, Cornell
K. I. Kellermann, NRAO
G. H. Purcell, Caltech
D. B. Shaffer, Caltech

Group C
T. A. Clark, GSFC
R. M. Goldstein, JPL
H. J. Hinteregger, MIT
C. A. Knight, MIT
G. E. Marandino, Univ. of
Maryland
G Resch, Univ. of
Maryland
A. E. Rogers, Haystack
Observatory
I. I. Shapiro, MIT
A. R. Whitney, MIT

J. Hills, Univ. of Michigan
M. Klein, JPL

D. L. Jauncey, Cornell Univ.
M. J. Yerbury, Cornell Univ.
J. J. Condon, Cornell Univ.
D. J. Spitzmesser, JPL

DSS 14 (used
with MIT
Haystack and
NRAO 42-m
antenna)

Oct. 23, 1972
Nov. 25, 1972

Nov. 7, 1972

DSS 14

DSS 14

May 22, 29, 1972
June 11, 23, 30, 1972
Oct. 11, 1972

June 5, 12, 1972
July 5, 13, 1972
Dec. 6, 18, 1972
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Table 2 (contd)

Experiment Purpose Experimenters DSN facility Dates

OSS

Interstellar microwave
low-noise spectroscopy

Planetary radio
astronomy

Pulsar observations

Venus/Mercury
radar ranging

OA

To search for interstellar
molecules at 14 GHz

To study radio emissions
of Uranus and Jupiter at
14 GHz

To study emissions from
various pulsars at S-, X-,
and K-bands

To provide improved
ephemerides of Venus and
Mercury for Mariner Venus/
Mercury 1973 Project

S. Guilds, JPL DSS 14
T. Sato, JPL
B. Zuckerman, Univ. of
Maryland
D. Cesarsky, Caltech
J. Greenstein, Caltech

G. Gulkis, JPL DSS 14
B. Gary, JPL
M. Klein, JPL
M. Jansen, JPL Resident
Research Associate
E. Olsen, JPL Resident
Research Associate
P. Rosenkranz, JPL Resident
Research Associate

G. Downs, JPL DSS 14
G. Morris, JPL
P. Reichley, JPL

J. Lieske, JPL DSS 14
R. Goldstein, JPL

Apr. 2, 10, 18, 1972
May 2, 6,14, 17, 1972
June 4, 19, 1972
Aug. 5, 1972
Sept. 5, 14, 19, 1972
Oct. 10, 17, 27, 30,
1972
Nov. 2, 10, 11, 17,
23, 26, 29, 1972

Apr. 29, 30, 1972
July 14, 1972
Aug. 3, 1972
Sept. 7, 21, 28, 1972
Oct. 3, 4, 21, 28, 31,
1972
Dec. 20, 1972

Nov. 18, 21, 30, 1972
Dec. 1, 8, 21, 1972

Sept. 1, 15, 19, 26,
1972
Oct. 3, 10, 1972
Nov. 24, 28, 1972
Dec. 1, 5, 8, 20, 26,
1972

Earth Dynamics VLBI To demonstrate NRAO Mark
II digital recording terminal
by measuring the baseline
between DSSs 14 and 12

P. MacDoran, JPL
J. Fanselow, JPL
J. Thomas, JPL
J. Williams, JPL

DSS 14
DSS 12

Aug. 15, 1972
Oct. 14, 18, 1972
Nov. 5, 20, 1972
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Block IV Subcarrier Demodulator Assembly
Acquisition Problem

R. B. Crow
RF Systems Development Section

J. K. Holmes
Communications Systems Research Section

R. C. Tausworthe
Telecommunications Division

The Block IV Subcarrier Demodulator Assembly (SDA) has been designed with
four loop bandwidths. Two of these bandwidths are designed with unity damping,
while the other two are achieved by increasing the loop gain. Normal tracking can
be done in any one of the four bandwidths, or the "high-gain" bandwidths of the
set may be used as an acquisition bandwidth. The transition from acquisition to
tracking mode should be accomplished by providing a slow reduction in gain in
order to limit the^ peak phase error during the transition time. Excessive phase
errors can lead to loss of lock or a greatly diminished quality of data. Experimental
evidence and preliminary analysis have shown that the original phase error tran-
sient due to acquisition should be allowed to die out before bandwidth reduction
is initiated in order to minimize the peak phase error. This article documents the
experiments and analysis that led to the bandwidth reduction procedure used
in the Block TV SDA so that acquisition is complete 80 seconds after phase lock for
the 3.9- to 0.5-Hz configuration and 1300 seconds after phase lock for the 0.23- to
0.03-Hz configuration.

I. Introduction

The Block IV Subcarrier Demodulator Assembly (SDA)
has been designed with four loop bandwidths: 0.03, 0.23,
0.5, and 3.9 Hz. Two of these bandwidths (0.03 and
0.5 Hz) have been designed with critical damping and
will be called narrow-bandwidth, normal-gain and wide-
bandwidth, normal-gain, respectively. These two band-
widths can be increased to 0.23 and 3.9 Hz by increasing

the gain by ten to one, and are then called narrow-
bandwidth, high-gain and wide-bandwidth, high-gain.

Two fundamental acquisition techniques are possible:
(1) change the loop time constants and the loop gain (i.e.,
keep the damping factor constant) and (2) change only
the loop gain (increase the damping factor when the loop
gain is raised). The first approach was not used since it is
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more difficult to implement. Furthermore, a smooth band-
width transition is not practical to implement when both
time constant and gain are changed in such a manner as
to keep the damping constant. The second approach of
gain reduction to effect a bandwidth reduction can be
accomplished either by an instantaneous gain switch or a
gradual change in the gain.

Figure 1 illustrates a series of tests (all testing discussed
in this article will be limited to the more difficult narrow-
bandwidth case) in which the phase transient was mea-
sured after Tj seconds had elapsed between the last cycle
slip and when the gain was switched instantaneously
from the high value to the normal value. In this case, the
results of this test indicate that if 7\ is made large enough
(approximately 1000 seconds), the transient can be held to
an acceptably low level, since in the range of anticipated
frequency offsets, the effect due to frequency offset is
negligible. This test was repeated in the presence of
design point noise (S/N0 — +8dB), and the peak phase
error increased to an unacceptable level.

'To gain an insight into the problem, a control loop was
developed such that the loop gain was held high until the
error was reduced to some preset value (<£e), and then
the loop gain was allowed to reduce in such a fashion as
to keep the phase error constant at <£E. This experiment
(see Fig. 2) illustrates that not only must we wait T, sec-
onds for the acquisition transient to die out, but that we
require T2 seconds to reduce the gain. Further, it estab-
lishes an experimental value for T2 that will be useful in
confirming the analysis that follows.

The preferred acquisition technique is to acquire in the
narrow-bandwidth, high-gain mode and allow the acqui-
sition transient 1\ seconds to die out and then smoothly
reduce the bandwidth to the narrow-bandwidth, normal-
gain mode in T2 seconds.

Two more experiments were run to confirm the relation-
ship between Tj and T2 and the peak phase error. Figure 3
shows T2 held constant and illustrates that, even with a
"soft switch," the initial transient must be allowed to die
out. The experiment shown in Fig. 4 was run holding T,
constant and illustrates the importance of properly con-
trolling the time T2 allowed for the gain reduction.

II. Analysis

The two aspects of the problem that are. analyzed here
are the transient settling time 1\ and the time to reduce
the gain to 10% of the initial value, which is denoted by

T2. Both calculations are based on the assumption that
there is no noise present in the loop. A study is in progress
to consider the case in which there is noise. Based on the
experimental evidence of Figs. 1-4, it is anticipated that,
even at threshold, the two times T\ and T2 will not change
appreciably from those predicted in this analysis.

A. Transient Response

In order to make the problem amenable to solution, we
assume that the phase error is always small enough so that
the linear model is applicable. Figure 5 shows the base-
band model of a linear phase-locked loop.

If the loop filter is given by

(1)

then the differential equation describing the loop phase
error <f> (t) is given by

(2)

T!?(*) +(2n!+ Gr|) ? (*) + (1 + 2GT2) <£ (t) + G<£ (t) =

where G = KVK is the open-loop gain of the loop and con-
tains the limiter suppression gain as well. The case of
interest occurs when the input has a doppler shift fJ0,
so that

dd
(3)

In order to specify a solution, the three initial condi-
tions must be specified:

<f, (0) =

* (0) = (4)

Following frequency acquisition, we can arbitrarily
define t — 0 to be the time at which the initial conditions
are specified. Taking Laplace transforms of Eq. .(2), we
find that the Laplace transform of the phase error $ (s) is
given by

, =
S

[r?S + (2n + GT§)] ̂ o

(2n + Gr|) 2Gr2

+ (2Tl + Gr|) S + (1 + 2Gr2)] ,

GT|) 2GT2) s + G (5)
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From the final value theorem, we can show that the
steady-state phase error is given by

fin
= lim <£ (t) = lim S$ (s) = -£- (6)

In order to obtain the inverse Laplace transform of
$ (s), we must factor the denominator of the * (s) poly-
nomial in Eq. (5). Using the parameters of the narrow-
band, high-gain mode, G = 568, Tl = 5,250, and r2 = 148,
and the use of a root finding program the phase error was
found to be given by

<£ (t) = 0.0176Q0 + Ae-°-00603t + Be-0-44075' + Ce-°-00775<

(7)

where A, B, and C depend on the loop parameters as well
as the initial conditions fa, fa, and fa, which are unknown.
It has been found experimentally that it is necessary to
wait until the phase error and its derivatives are very
small before the gain is reduced to narrow the loop band-
width. It is clear that if the first exponential term is re-
duced to, say, 2% of its final value by waiting until some
time TI, then at that time, <j> (t) is less than or equal to 2%
of its initial value. If we arbitrarily select 2% (3.9 time con-
stants) as the required value, then we must wait

Ti (narrow) = 648 seconds (8)

before the gain is reduced. This value of 7\ has been veri-
fied experimentally (see Fig. 3).

In the wide-band, high-gain mode, using the param-
eters T! = 5,250, T2 = 8.91, and G = 2.63 X 10", we find
that

<t> (t) = 3.85 X 10-7 n0 + A'e-0-10063' + BV°-12909'

(9)

where, as before, A', B', and C' depend on the above loop
parameters as well as fa, fa, and fa. We find that the
phase error is no larger than 2% of its maximum value just
after frequency acquisition in the wide-band acquisition
mode when t — T\, where

Ti(Wide) =40 seconds

B. Required Gain Change to Maintain Constant
Phase Error

After the phase error is reduced to a sufficiently small
value following acquisition, the gain is reduced to bring

the loop into the narrow-bandwidth, normal-gain mode.
Generally speaking, a quick reduction of the gain causes
the phase error to increase dramatically, with the attend-
ant possibility of losing lock (see Figs. 1 and 4). A reason-
able approach to the gain reduction problem is to reduce
the gain at a rate such that the phase error does not exceed
some maximum value. Under a maximum phase error con-
straint, the optimal procedure for minimizing the time to
reduce the gain to 10% of its initial value is to hold the
phase error constant at the maximum value by reducing
the gain accordingly. We now derive the loop equation in
the case in which the loop gain is a function of time, so
that we can determine the optimal gain contour and T2.
In Fig. 6, each low-pass filter has the transfer function

(11)

To simplify the calculations, we let (using T2 «

„, , .1 T2
(12)

We assume that G (t) is an arbitrary function of time.
Then, assuming that the initial voltages u0 and u, are
stored on the capacitors, we have (for convenience letting
t = 0 represent the time 7\ s after acquisition)

_ ^ = ̂  L + a L + aAKt + -^r AK^(«") dt"~\

+ «AK«/> + — AK<t>~] dt"\ df—

If we normalize time by

(13)

(14)

and define a new gain parameter q (t) (the gain con-
tour) by

(15)

then, by suitable differentiation, we can show that Eq. (13)
becomes

r) + 2f (T) + * (r)) q (r) = 9(r) ~ ?(r) (16)
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In the case where the phase error and the input phase
are constant, the differential equation becomes

(17)

(18)

The solution is given by

q (r) = (A + Br)

In order to evaluate the unknown constants A and B,
we note that at T = 0 (the time when the phase error is
first held constant), the charge on the capacitors is con-
stant. By differentiating Eq. (13) once, normalizing using
Eq. (14), and letting T = 0, we get

8 (0) - * (0) - q (0) * (0) = (o, + «o0) r2 (19)

Since the phase error <f> (t) is continuous near zero and
v0 and Uj are constant at T = 0, we see that the right-hand
side of Eq. (19) is constant. Letting the time 0" denote the
time just before the phase error is held constant and 0+ the
time just after, we obtain from Eq. (19) that

(20)

By differentiating Eq. (13) twice and using Eq. (14), we
have, at T = 0,

S (0) - $ (0) - q (0) * (0) - q (0) * (0) - 1q (0) * (0) =

(21)

Since the right-hand side is constant at T= 0, we can show
that

(22)

Hence, in order that the phase error be held constant,
we require (converting derivatives on ^ to derivatives on

time) that the optimal gain contour using Eqs. (20) and
(22) in Eq. (18) is given by

(23)

which is valid for t > 0+.

The initial conditions are in general unknown. How-
ever, under the assumption that we wait until the phase
error has decayed to about 2% of its maximum value ob-
tained after frequency acquisition, it can be shown that
both

and

are close to unity and q (0~) is 67.5, which is obtained
by using Eq. (15) and G = 568, Tl = 5250, and r2 = 148,
so that in the narrow-band, high-gain mode we have
approximately

—V*
7"2 /

Since the bandwidth depends on q (t) by

= O.llSttf; q
+ 1.51
-0.5J

(24)

(25)

we see that a 10 to 1 reduction in q (t) provides a 7.8 to 1
reduction in bandwidth. Using Eq. (24) we find that for
q (t) to drop to 6.75 (10$ of 67.5) requires 680 seconds in
the narrow-band mode and 41 seconds in the wide-band
mode. The actual gain contour used for bandwidth reduc-
tion is an approximation to Eq. (24).
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Fig. 6. Model of third-order loop showing initial
capacitor voltages
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Programmed Oscillator Software Development for
High-Doppler-Rate Orbiting Spacecraft

R. Emerson
Communications Systems Research Section

The programmed oscillator (PO) can be used to track spacecraft signals. Orbit-
ing spacecraft impose additional requirements upon the ephemeris used by the
programmed oscillator. Modifications to the existing programmed oscillator were
made. Experience with the tracking of Mariner Mars 1971 (MM'71) during supe-
rior conjunction shows that a receiver, assisted by the signal from the programmed
oscillator, permits the tracking of high-doppler-rate signals close to the threshold
of the receiver. The advantages of programmed oscillator assisted receiver opera-
tion include the reduction of stress upon the loop voltage-controlled oscillator
(VCO), obviating the need for more than one VCO per receiver, and the provision
of an acquisition aid for the receiver operators. This was demonstrated during the
recent Mariner 1971 solar occultation, where no other tracking method could main-
tain lock.

I. Introduction

This article describes the modifications made to the
programmed oscillator (PO) program, the effects of these
changes, the source of the information used by the PO,
and the additional requirements encountered with this
information relative to an orbiting spacecraft. In addi-
tion, it discusses the conclusions that can be drawn from
the use of the PO in an orbiting spacecraft tracking situa-
tion, such as that existing during Mariner 1971 superior
conjunction.

It is appropriate to review the nature of the PO. From
a hardware point of view, the PO consists of an oscillator
that can be controlled remotely, a specialized interface
device, a digital computer, and a special real-time pro-

gram which controls the operation of all the attendant
parts. Functionally, the PO is a device which tunes a
receiver to the expected carrier frequency of a spacecraft.
(For a more detailed description of the PO, see Ref. 1.)
The first step in this process is the development of the
mathematical model or ephemeris of the spacecraft signal.

II. Orbiting Spacecraft Ephemeris and
Special Constraints

An ephemeris, computed from radio metric data, is used
to generate predictions of the spacecraft frequency. The
program used to perform this function is called the JPL
PREDICTS SYSTEM (Ref. 2). The output of this pro-
gram aids the station in tracking the spacecraft.

43 JPL TECHNICAL REPORT 32-1526, VOL. XIII



Because of the limited I/O and memory capacity of
the MAC-16 computer used to drive the PO, it is neces-
sary to condense the input to it. The form chosen is 14th-
order Chebyshev polynomial. The ephemeris produced by
the JPL PREDICTS SYSTEM is converted to the poly-
nomial form by a Sigma 5 program, TRANSPOLY, which
fits the point-by-point data of the ephemeris to a closed-
form interpolating function.

The orbiting of a spacecraft around Mars or any planet
produces rapid changes in doppler at periapsis. The effect
of these rapid changes is a doppler curve over a pass for
which the derivatives do not die out fast enough. Attempt-
ing to fit a 14th-order polynomial to these data results
in residual errors that exceed acceptable limits. If, how-
ever, the ephemeris for the pass is segmented into small
enough parts, each part will become fittable by a 14th-
order polynomial.

The PO control program pre-computes values of the
ephemeris. If, in attempting to compute such a value, the
program finds that the argument of time is past the range
of the polynomial, it signals for the next segment. The
next segment will be loaded if the actual time of loading
falls within its range of arguments. This constrains the
successive segments to overlap in time.

These two segmentation modifications were added to
the TRANSPOLY program along with the capability to
produce a configuration deck. The configuration deck
specifies parameters to the PO control program about the
specific tracking situation.

III. Ephemeris Information Processing

Figure 1 gives an overall view of the ephemeris infor-
mation flow. There are two separate inputs to this ephem-
eris processing diagram. The information flow will be
described, assuming that the ephemeris is available from
the orbit determination program on ephemeris tapes.

The requirements for an experiment or tracking situa-
tion are determined and submitted to the Tracking Group
of the Network Analysis Team (NAT TRACK) as a re-
quest for predicts. NAT TRACK is responsible for trans-
lating these requirements into parameters acceptable
to the JPL PREDICTS SYSTEM 360/75 program. The
requirements and the planetary and spacecraft ephemeris
information are combined in this program to produce a
transmission file on a mass storage device. This file
contains a point-by-point tabulation of the spacecraft
tracking predicts, e.g., angular position, expected trans-

mitter frequency (one- and two-way), best-lock uplink
frequency, etc. When the transmission file is completed,
it is dumped onto nine-track magnetic tape. This tape is
copied to seven-track tape format by a utility 360/75 pro-
gram so that it can be used by the Sigma 5 TRANSPOLY
program for the next step in the process. The limited file
space for the transmission file on the 360/75 may require
the merging of several tapes into one for processing by
TRANSPOLY. The program which performs this func-
tion is a Sigma 5 program called TAPMRG.

TRANSPOLY converts the information contained in
the transmission file into a deck of cards containing one
or more sets of polynomial constants. Furthermore, it
will optionally produce the configuration deck for the
Multi-Application Computer* programmed oscillator
(MAC-PO).

The resulting deck of cards is further processed by the
XDS 930 program EPHGEN, which converts the card
images to paper tape and appends checksum information.
This permits the tape to be verified for correct punching
prior to its required use. When the experiment is ready to
proceed, the paper tape is read and checked by the
MAC-PO control program, and the information is used
to control the oscillator.

IV. TRANSPOLY Program

Figure 2 shows some of the details of the T3ANSPOLY
program. This program is based on a 7094 FORTRAN IV
SUBROUTINE package developed by C. Lawson of the
Science and Engineering Computing Section. When the
program is entered, it reads a control deck which specifies
parameters for the run (e.g., observable(s) to be output,
number of points per segment, number of points to over-
lap, etc.). Using this information, the program reads the
Transmission file from tape, converting it to the required
format. The program may optionally list the Transmission
file. If an end-of-file is encountered during the reading,
processing is terminated. The Transmission file format
is described in Ref. 3. If the end-of-pass has not been
reached, the program returns to the reading operation.
When enough points have been read to delineate a seg-
ment or the end-of-pass is encountered, the program com-
putes the fitting polynomial constants by the least-squares
method. The data are fit to a 14th-order Chebyshev poly-
nomial with uniform weighting. A configuration deck is
output if required; then the appropriate polynomial con-
stants deck is punched, together with a listing of the

*Lockheed trade name.
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residuals if desired. The program computes outputs for
segments until the end-of-pass. Although it is not ex-
plicitly shown in the figure, the program will continue
to run passes until the control deck signals the end of
the job.

V. Modifications to the PO Program

The PO program, as initially written, assumed that the
ephemeris for a pass would be in one segment only, that
the doppler rate would not change sign during the pass,
that the doppler excursions would be limited to 20 kHz
over a pass, and that the doppler rate would not exceed
21.55 Hz/s. All of these assumptions are violated by orbit-
ing spacecraft tracking requirements. This change in re-
quirements necessitated the following modifications to
the PO program.

The most significant change to the program is one that
enables it to recognize the end of a segment and take the
appropriate action. With each set of ephemeris informa-
tion in polynomial form, there are parameters that give
the time interval over which this set of data is valid.
When the program is running, it has calculated values for
the ephemeris ahead of those needed. These values lie
between 96 and 128 s in the future. A new calculation
is made every 32 s. When a calculation is attempted that
lies outside the bounds for which the polynomial con-
stants are valid, the program, as modified, requests the
next segment of ephemeris polynomial constants. It takes
3.2 s to read the new segment into the computer. During
this time, a portion of the normal processing must be sus-
pended. The effect on the output of the PO is as follows.

During the time that the computer is reading the new
data, no new control values are given to the PO control
interface. Since the control value is a rate in frequency,
the PO continues to track at the last rate supplied. For
MM'71, the expected maximum doppler acceleration was
estimated at 0.013 Hz/s2. This represents a phase tran-
sient of at most 54 deg at S-band.

The effect of this transient on an open-loop receiver is
not detectable when such a receiver is used for observing
the spectra of the received signal. Its effect on a closed-
loop receiver is also undetectable, since the tracking loop
continues to track the signal.

After the new ephemeris has been read, normal process-
ing is resumed, and the new data are converted for use
within the computer. At the next request for a future
value, the program finds that the new ephemeris set has

replaced the old; therefore, the requested time is within
the bounds of the ephemeris constant set, and processing
continues without further interruption.

Because of the higher doppler rates and extremes en-
countered while tracking an orbiting spacecraft, it was
necessary to change the range of control of the PO. This
was accomplished by inserting the search oscillator into
the next higher decade, i.e., the 1000-Hz instead of the
100-Hz decade, thus permitting the continuous tracking
of doppler extremes to ±96 kHz, and doppler rates to
215.5 Hz/s. Under these conditions, the least increment
of phase control is 0.18 deg.

The change in sign of the doppler rate at periapsis
requires that the initial value of the search oscillator be at
its midpoint. This permits the longest possible tracking
time before a decade change is required of the PO.

VI. Results of PO-Assisted Tracking

The modified PO control program was employed dur-
ing MM'71 superior conjunction. The output of the PO
was used to control two open-loop receivers and one
closed-loop receiver at the same time. The open-loop
receivers measured the doppler spreading in both the
left- and right-circular polarized modes. The closed-loop
receiver gathered ranging information for the relativity
experiment.

In order to determine the validity of the closed-loop-
assisted (synchronous-assist) mode of tracking, experi-
ments were designed to determine the effect, if any, of
the PO on the doppler residuals. The uplink transmitter
was interrupted for a time to ascertain the effect of loss
of signal upon the doppler residuals. One round-trip light
time later, it was possible to determine, from the doppler
residuals alone, that loss of signal had occurred. A com-
parison of the doppler residuals with and without PO
assistance showed no detectable difference between the
two conditions.

By monitoring the performance of the closed-loop re-
ceiver, the doppler residuals, and the PO output when
ephemeris segments were read into the PO computer, it
was determined that no degradation of the overall per-
formance occurred. Similar studies of the performance of
the open-loop receivers also showed no degradation.

VII. Conclusions

The use of the MAC-PO to assist in the tracking of
an orbiting spacecraft by a closed-loop ground receiver
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has been shown to be practical and necessary. The
synchronous-assist mode of receiver operation has proven
successful in the tracking of high-doppler-rate signals
close to the threshold of the receiver. Although the re-
ceiver was modified to permit this type of operation,
none of its essential characteristics were changed (in those
situations in which other tracking techniques could be
applied). For example, a comparison of the doppler resid-
uals with and without the PO assist showed no discerni-
ble effect by the PO. Also, in the absence of signal, the
doppler residuals behaved in an identical way with or
without the PO.

An expansion of the PO-assisted system can provide
both one- and two-way tracking ability, as well as relax-
ing the constraints upon the ground receiver loop VCO.
In the PO-assisted mode, the VCO will be required to
track only the residuals of doppler (the difference be-

tween the predicted and the actual doppler), which cover
a far smaller frequency range than the doppler itself.
(The worst case during MM71 was ±500 Hz at S-band
or ±5.2 Hz at the VCO frequency with PO assist, com-
pared to doppler extremes of ±26,000 Hz at S-band or
±270 Hz at the VCO frequency without PO assist.) Typi-
cal values for the residuals of MM'71 were ±15 Hz at
S-band or ±0.156 Hz at the VCO frequency at periapsis
during conjunction.

The use of this technique can obviate the need for
more than one VCO per receiver for all tracking situa-
tions. In addition, since there is but one model predicting
the doppler for a given spacecraft, one PO can provide
the primary tracking information for any number of re-
ceivers assigned to a spacecraft. The PO can also aid in
the acquisition of the spacecraft signal by providing real-
time doppler residuals at each site.
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Fig. 1. Ephemeris information flow diagram
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Programmed Oscillator Tracking Accuracy Measurement^
R. F. Emerson

Communications Systems Research Section

The programmed oscillator has previously been shown to accurately track the
low doppler rates encountered in cruise phase spacecraft and planetary radar
situations. To determine whether the programmed oscillator (PO) would be able
to track the high doppler rates encountered with orbiting - spacecraft such as
Mariner Mars 1971, further tests were conducted which demonstrated that the PO
does have that capability. These tests further showed that the precision of the
computations within the program used to drive the oscillator is of such a degree
that no significant degradation in tracking ability is contributed by them.

I. Introduction

The programmed oscillator (PO) is an electronic fre-
quency generation system that automatically produces a
changing frequency as a precalculated function of time
(Ref. 1). Tests of this device had shown its suitability for
high-phase-stability tracking situations. Further tests were
needed, and an experiment was designed which would
determine the ability of the PO to reproduce the required
frequency function of time for both low and high doppler
rate conditions. Ephemerides for both Mariner Mars 1971
(MM71) and Venus planetary radar were obtained and
used to drive the PO. The output of the PO was measured,
recorded, and compared to the ephemeris. These com-
parisons indicated that the error in tracking accuracy of
the PO is less than the errors introduced by the high-

quality measurement system; hence, the tracking error
added is zero or negligible.

II. Measurement System

The measurement system block diagram is shown in
Fig. 1. The PO receives the tracking information from the
ephemeris paper tape. A 5-MHz reference signal provides
a coherent reference for both the PO and the counter.
A 1-s tick provides synchronization for the clock internal
to the PO and for the arming of the counter for measure-
ment. A modulo-A/ divider divides the 1-s tick to permit
the repetitive sampling of the PO signal at known inter-
vals. The printer records the results of the measurement
for later processing.
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The modulo-A7 divider was constructed specifically for
these tests, but it has general utility. Referring to Fig. 2,
this device consists of four functional units. The input
buffer stage determines the trigger point and polarity of
the input signal to be used by the divider circuit. It also
provides proper drive for the divider circuit. The divider
circuit produces one output pulse for every N input pulse
as set by the manual entry switches. This output signal is
buffered to provide two types of output: a 'trigger' signal,
which is a replica of the buffered input signal, and a 'gate'
signal, which is a square wave of frequency 1/2N times
the input frequency. When grounded, the reset signal
forces the divider to the value of N, the manual set point.
An output is produced N pulses after the reset line is
released from ground.

Two types of tests were performed with this system.
In the first, the total output of the PO was measured once
a minute and averaged for 10 s. In the second type, the
expanded search oscillator (SO) output was measured and
averaged for 1 min every other minute. While this latter
test provides several orders of magnitude improvement in
resolution, it does not measure the entire PO system.

III. Analysis of the Measurement System

The resolution of a counter measurement is determined
by'the duration of the measurement. The counter used in
these tests was a Hewlett-Packard Computing Counter
Model 5360A, which has a relative accuracy (Ref. 2)

A/ ±1 X 10-9

The frequency at the midpoint of the period is, however,

/ measurement time

It was not possible to use arbitrarily long measurement
times because the frequency being measured has an accel-
eration term. The error contributed by this acceleration
term is derived below.

Assume that

f(t) =
F
—

represents the frequency at time t. The average frequency
over a period T is then

T F

and the error using this as an estimate of the average
frequency is

= Fo

If both A/ and e can be made small enough, it is possi-
ble to use the instantaneous value of the ephemeris at the
midpoint of the measurement interval for tracking ac-
curacy comparisons. From the MM71 ephemeris, it was
determined that the maximum acceleration would not
exceed 0.072 mHz/s2 at the PO output, and that the PO
output frequency for the MM'71 tracking situation is
nominally 22 MHz. Table 1 shows counter (A/) and accel-
eration (e) error values in mHz for these parameters as a
function of sample duration. The minimum of the sum of
the two error terms was used to select the near-optimum
sample duration of 10 s.

With the increase in resolution of 2 X 105 for the high-
resolution test, an evaluation of the errors for this test
yields a A/ of less than ±0.1 mHz and an e bounded by
±11 mHz. The latter error term prohibits the use of the
midpoint comparison described above. Therefore, the
process of averaging was simulated with a computer
program and this new ephemeris used to provide com-
parison values for this high-resolution test. By comparing
results of these simulations with both 0.1- and 0.01-s inte-
gration steps, it was determined that the 0.1-s step pro-
duced values of sufficient accuracy for the comparisons.

IV. Results

The tests were conducted in April 1972 using both
MM71 and Venus radar ephemerides for the overall tests,
and only the Venus ephemeris for the high-resolution test.
Figures 3 and 4 plot the doppler rate and acceleration
error (e) for Venus planetary and MM'71 targets, re-
spectively. Table 2 lists the extremes of doppler rate and
e for each target. Figures 5 and 6 are plots of the tracking
error (measured-predicted) for the two targets. The
maximum error encountered with Venus as the target was
0.006 Hz at the PO frequency. Translated to S-band, this
represents a tracking error of 0.38 Hz at 2388 MHz. The
same values for MM'71 are 0.003 Hz at the PO and
0.29 Hz at 2296 MHz. These figures serve to bound the
tracking error but do not measure it well because they
are of the same magnitude as the errors in measurement.
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The bounds indicate, however, that the PO is able to
track the ephemeris.

To determine how well the PO was tracking the input
ephemeris, a high-resolution test was performed, and
provided an increase in resolution of 2 X 105. The results
of this measurement with Venus as the target were
150 X Kh9 Hz error at the PO output frequency, or
9.6 X 10-° Hz at S-band (2388 MHz).

V. Conclusions

The two tests described above measure two different
aspects of the PO. Each of these aspects indicates the

tracking accuracy from a different point of view. The
overall test of the PO demonstrates that it is capable of
tracking both high and low doppler rates accurately. By
measuring only the SO output, the high-resolution test
ignores the effects of the fixed part of the synthesizer on
the total output frequency. In effect, this test measures
the software's ability to control the closed-loop portion of
the PO.

Taken together, the two tests show that the PO is highly
capable of tracking the high doppler rates of an orbiting
spacecraft such as MM71 and that the software does not
significantly contribute to the tracking error.
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Table 1. Counter (Af) and acceleration (e) errors for
various sample durations

Sample
duration

100 ms

I s

10s

100s

A/
X 10-3Hz

220

22

2.2

0.22

e
X 10-3 Hz

3 X 10-6

3 X 10-3

0.03

3

A/ + €
X 10-3 Hz

220

22

2.23

3.22

Table 2. Extrema of doppler rate and

Doppler rate
TarSet X 10-' Hz/s £'Hz

Venus -6.1 - 1.2 X

MM'71 -18 -0.3 X 10-
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Fig. 1. Measurement setup
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Fig. 2. Modulo-N divider block diagram
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Low-Noise Receivers: Microwave Maser Development
E. Wiebe

Communications Elements Research Section

This article summarizes the operational status of the closed-cycle refrigerators
(CCRs) used to cool traveling-wave masers in the DSN. The improved CCRs have
now replaced virtually all the old Model 210s. The reliability of the new system
has lived up to all expectations. A continuing effort is made to simplify the system
in order to further improve its reliability. The second part of this article describes
a simple way of eliminating the oil pump which is used to cool and lubricate the
compressor.

I. Performance of Closed-Cycle Refrigerators

In order to provide the Deep Space Instrumentation
Facility with reliable operational equipment, the closed-
cycle refrigerators (CCRs) developed at JPL (Ref. 1) have
undergone extensive testing at JPL and at Goldstone for
the past 6 years. Ten of these units were tested in R&D
programs at JPL and at Deep Space Stations (DSSs) 13
and 14. A total of 333,000 h were logged on the running
time meters located in the compressor assemblies. All
units generally substantiate the specification that mechan-
ical maintenance will not be required more than once a
year.

An R&D X-band traveling-wave maser (TWM) was
installed on the 64-m antenna at DSS 14 some 3 years ago
and was used for many radio science experiments. It was
also used to life test the refrigerator system, and no
mechanical maintenance was performed during the test
period. When it was recently removed from the antenna

(because of DSS 14 scheduling), it had logged 23,000 h
of trouble-free operation.

A charcoal trap in the helium gas supply line was
serviced regularly, and proper start-up procedures were
followed after each shut down, e.g., after electrical power
outages.

Fourteen of the new CCRs have been installed as
operational equipment in the DSN over the past 2 years,
and these have logged over 100,000 h. Thus, a grand total
of nearly half a million hours have been logged.

II. Oil-Lubricated Compressor

An ordinary air-conditioning compressor unit is used to
supply the recirculating helium gas which is required in
the CCR. The only modifications made in the unit are the
addition of a small oil pump to the main drive shaft, and
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the rearrangement of the valves for cascade operation of
the two cylinders, which are normally in parallel.

The oil pump is used to inject oil into the helium gas to
cool the compressor, as well as to prevent blow-by, and to
provide upper cylinder lubrication. Filters easily separate
the oil from the gas, and clean helium gas is supplied to
the CCR. Occasionally, the positive-displacement, gear-
type oil pump has failed and caused some worry. In a
continuing effort to simplify and improve reliability in
the system, a scheme has been developed for eliminating
the oil pump. Extensive testing is now underway to prove
the practicality of the method.

Figure 1 shows a simplified schematic of the gas and
oil flows in a system which uses an oil pump. The oil pump
takes oil at crankcase pressure p2 and delivers oil at p3

(pi — Pi ~ 310 kN/m2) to the metering block A and heat
exchanger 1; the bulk of the oil is returned to the crank-
case and helps to cool the compressor. However, a small
portion of the oil is fed through metering blocks A and B
back to the first- and second-stage intake ports. It is noted
that the second-stage intake pressure is the same as the
crankcase pressure p2. Thus, although oil flow can be
maintained to the first-stage intake at PI without the oil
pump, an oil pump is required to inject oil into the second
stage. The oil separator eventually supplies most of the oil

required for the second stage. However, it is incumbent
on the system to be self-priming.

Figure 2 shows one simple way in which the oil pump
may be eliminated. Oil from the crankcase is cooled by
heat exchanger 1 and injected into the first stage of the
compressor. The discharge from the first stage is cooled by
heat exchanger 2 and returned to the crankcase via a relief
valve V, which is set to approximately 172 kN/m2. Thus,
oil at p2 + 172 kN/m2 is now available and may be in-
jected into the second-stage intake port.

The additional work done by the first stage of the com-
pressor is negligible, since the second stage performs most
of the operation. However, there is a small increase in
compressor temperature, since no cooling oil is available.
Table 1 shows a typical set of temperatures for two
systems operating side by side in otherwise identical
operating conditions. The important parameter is the
second-stage output temperature, which should be kept
below 100° C to prevent decomposition of the oil.

Figure 3 shows the relief valve and tee which comprise
the modification. The oil pump end plate is also modified
by removal of the pump and substitution of a simple thrust
bearing. Figure 4 shows an end view of the modified
compressor assembly.

Reference

1. Higa, W. H., and Wiebe, E., "A Simplified Approach to Heat Exchanger Con-
struction for Cryogenic Refrigerators," Cryogenic Technology, March/April
1967.
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Table 1. Typical operating temperatures

First-stage Second-stage Compressor
exhaust exhaust housing

temperature, temperature, temperature,
°C °C °C

Compressor without 67 82 78
oil pump

Compressor with 94 82 57
oil pump
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JT AND ENGINE
SUPPLY

ENGINE JT
RETURN RETURN

HEAT EXCHANGER 2

HEAT EXCHANGER 1
JT AND ENGINE
SUPPLY

COMPRESSOR

GAS ONLY

GAS AND OIL

OIL ONLY

Fig. 1. Gas and oil in compressor assembly with oil pump

HEAT EXCHANGER 1

COMPRESSOR

GAS ONLY

GAS AND OIL

OIL ONLY —-*•

Fig. 2. Gas and oil flows in system without oil pump
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Fig. 3. Components required for modifications in compressor
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Fig. 4. End view of compressor with modifications installed
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Filtering Dual-Frequency Radio Metric Data
K. H. Rourke

Tracking and Orbit Determination Section

This article introduces a technique for reducing the effect of ionospheric and
space plasma charged particles on radio metric measurements. Development of the
method is motivated by the difficulty in obtaining complete, two-way range cali-
brations when dual-frequency measurements are available for only the radio down-
link. Using least-squares theory, estimation techniques are derived that allow the
downlink calibration to, in effect, be "fed back" to correct unobserved uplink errors.
Plausible numerical examples are presented, indicating that such techniques are
applicable to precision range measurements for the initial applications of two-
station tracking.

I. Introduction
Several articles (Refs. 1, 2, and 3) have discussed the use

of dual-frequency radio measurements in calibrating the
effects of ionospheric and space plasma charged particles.
Currently envisioned dual-frequency systems involve a
single-frequency uplink/dual-frequency downlink config-
uration. As stated in Refs. 1, 2, and 3, downlink-only
dual-frequency measurements cannot provide complete
doppler and range calibrations since, because of the time-
varying character of the ionospheric and space plasma
electron content, the downlink charged-particle effects
cannot be directly related to the uplink effects. There does
exist, however, a calculable, statistical relationship be-
tween the uplink and the observable downlink effects;

and this relationship can be expected to permit a statisti-
cal determination to be made of the total uplink/downlink
effect. Such a treatment will require the processing of the
dual-frequency measurements over an extended period of
time (one round-trip time, for instance). Thus, in essence,
one filters the dual-frequency measurements to obtain
estimates of the charged-particle effect or, more impor-
tantly, estimates of the principal quantities of interest,
doppler and range.

The following section presents a short discussion of
the statistical properties of two-way radio measurements.
These results provide a basis for forming statistical esti-
mates of measured quantities, doppler and range, in the
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presence of errors due to space- and time-varying wave
propagation effects. The analysis is concluded with a sim-
plified yet concrete example of estimating the round-trip
range to a spacecraft, in the presence of errors due to ion-
ospheric and space plasma charged particles.

II. Statistical Properties of Two-Way Radio
Measurements

The following discussion is restricted to range measure-
ment, i.e., round-trip delay measurement, to simplify the
argument. The methods may, however, be applied to
round-trip range rate, i.e., doppler, measurements.

The delay measurement, based on a single-frequency
uplink, and downlink, can be expressed as a function of
reception time:

where R is the one-way range to a spacecraft, and £,• and
ED are the respective uplink and downlink error contribu-
tions due to charged-particle refractive index variations
along the ray path. The quantity n represents other error
sources, such as instrumentation uncertainties. To sim-
plify the analysis, the spacecraft range shall be assumed
constant. This assumption is not restrictive, since in appli-
cations, the range change can be tracked with doppler
measurements. The range change can be unambiguously
determined by comparison of the doppler and range mea-
surements [as in differenced range vs. integrated doppler
(DRVID)].

In a dual-frequency downlink configuration, there are
two measurements, Zi (t) and z-, (t), where z, can be ex-
pressed as above and

Z2 (t) = eD (t) + aej, (t) + 2R + n2 (t)

where a is a proportionality factor expressing the differ-
ence between the downlink charged-particle effects for
the two frequencies. For instance, assuming an S-band
uplink with X- and S-band downlinks, z, can be repre-
sented as the S-up and -down measurement, and z2 the
S-up and X-down measurement. In this case, a is approxi-
mately 1/16 (see Ref. 3). The downlink charged-particle
effect can be isolated as follows:

Si (t) - Z2 (t) n, (t) - n2 (t)
; — ED (t) 1

A complete calibration of the range measurement is not
available, however, since the uplink and downlink effects

cannot be directly related. Nevertheless, it is shown in the
following that a statistical relationship between uplink
and downlink can be determined, and that spacecraft
range measurements can be improved through statistical
processing methods, i.e., filtering.

A general statement of the problem is: Estimate R from
z, (*) and z2 (t) for t^t^ti + T. Conventional least-
squares estimation techniques should suffice; therefore,
second-order moments of z, and z2 are required to com-
pute the estimates. As indicated in Ref. 3, the Zi and z2

propagation errors, E, and en, can be expressed as

where U(x,t) is the time-varying refractive index func-
tion along the ray path, 0 ̂  x ̂  R0, and v is the propa-
gation rate. (R0 is the "nominal" range to the spacecraft.)
The quantity U (x,t) can be related to charged-particle
density, as indicated in Ref. 3. This function shall be
assumed in the following to be a random variable depend-
ing on x and t. The expected product functions of the
uplink and downlink errors shall be expressed as follows:

ruv (s) = E [ev (t) ev (t + «)]

"0

= / /

rUD(s) = E[ev(t)eD(t

«„

(1)

with

, _ «i
Ax = x, — x2 and x =

where it is assumed that U(x,t) is a mean-zero, tempo-
rally and locally spatially stationary random variable with
covariance function

F (Ax, s) = E [ U (x, t) U (x + Ax, * + s)]

This assumption is indeed restrictive and not actually
necessary for a general development. It would probably
be quite sufficient in practice, however, and makes the
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following analysis more understandable. (The above as-
sumption coincides with the assumptions for the space
plasma analysis techniques described in Ref. 4.) Observe
from the above development that

and

rov(s) = E [eD(t) ev(t + s)] = rUD(-s)

One may argue that such a model is unrealistic; how-
ever, this type of model is often sufficient in filtering prob-
lems provided that gross effects have been accounted for
(i.e., average ionospheric and plasma charged-particle
densities have been removed).

III. Filtering
The particular problem of estimating the constant range

R from the dual-frequency data zt and z2 is most easily
treated in the familiar parameter estimation format, i.e.,

z = Ay + e

with

>(*l)\

* =

\ /
and

where discrete measurements of z, and z2 are obtained at
times t i , - - 1 ,tn, and

(*) = ea (t) + aeD (t) + n, (t)

The solution for y is given by the Gauss-Markov theo-
rem (Ref. 5) and can be represented as follows:

y = (2)

where

Ai = E [ttT]

the variance of the error in estimating y is given by

Note that ATA^A is a scalar for this problem and that the
real difficulty in estimating y is forming A~p since

yu (0) 7:2 (0) 71: (*, - t2) y12 (t, - tt) •

721 (0) 722 (0) 721 (*i — t2) 722 (*i — t2) •

7n (0) 712 (0)

y« (0) 722 (0)

(3)

where the above components are given by

yn (s) = E [e, (t) ei

+ rDD (s)

712 (s) = E [EJ (*) £2

+ <*rDD (s)

= r,;,- (s) + rCD (s) + rDV (s)

(s)

= fuv (s) + arUD (s) + TDV (s)

8 (s)

722 (s) = E [e2 (t) E2 (* + s)] = rvv (s) + a (rVD (s) + rDU (s))

+ c?rDD (s) + a*2S (s)

with 721 (s) = y12 (— s). Note that the data noise functions
n, (t) and n2 (() are assumed to be white with the indicated
covariance weightings. Numerical procedures that are
more efficient than the direct inversion of Eq. (3) can be
developed, particularly in this case of stationary noise
processes (see Ref. 6). These considerations are not pur-
sued here, since the principal interest in this analysis is a
numerical assessment of the filtering techniques for hypo-
thetical error models.

IV. Error Models

To avoid the complexities of the double integrals in
Eq. (1), assume that the charged-particle densities are
constant over N specified "cells" along the ray path, and
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that the densities are statistically independent from cell to
cell and individually exponentially correlated. Thus,

.V, f f l=y^^( t -^
where Uk(t) is the time-varying charged-particle effect
(measured in meters, for instance) that is localized at x*.
A visualization of this model is presented in Fig. 1. Func-
tions that correspond to those in Eq. (1) are given by

rvv (s) = j

2 ( R 0 - x k )
(4)

with

measurements. Of particular significance are the peaks for
Models 2 and 3 at a lag equal to 2000 s, the signal round-
trip time. It is of interest that the formation of estimated
signal autocovariance functions, based on actual radio
measurements, is a technique for estimating space plasma
densities (see Ref. 4).

Figure 4 presents round-trip range error standard devia-
tions, 2 X a$, for the three models as a function of filter
length, i.e., the amount of data incorporated into the esti-
mates. It is seen that consistent improvement occurs with
dramatic error reductions after one round-trip time. This
relates how a filter can remove a large part of the iono-
spheric error as a result of the special way it influences
the radio signals, as indicated in Fig. 3. This property is
further illustrated in Fig. 5, recalling that er (t) and fa (t)
are the uplink and downlink effects on the signal received
at time t. It is seen that large cross correlations exist for
Models 2 and 3 for round-trip time lags. Thus, a filter can
effectively feed back the downlink errors (measurable
with the dual-frequency data) to recover some of the un-
observed uplink errors.

where a* and
the fcth cell.

characterize the statistical properties of

V. Numerical Examples

In the following, three numerical examples are investi-
gated. In each example, the Earth-spacecraft range is
assumed to be 2 AU. The charged-particle effect is divided
into 10 cells along the ray path. The first cell is located at
Xi — 0, and the remaining cells are uniformly distributed
between 0 and 2 AU. The three models are illustrated in
Fig. 2. In the first model, the particle effect is uniformly
distributed along the ray path. Models 2 and 3 include a
large ionospheric effect located at x = 0, and Model 3
includes a solar corona effect near x = 1 AU.

Figure 3 presents the S-up, S-down round-trip auto-
covariance functions for the three models. Note that the
standard deviations for the models are 6.1, 16.2, and
19.7 m, respectively. These values represent the expected
round-trip range errors for uncalibrated S-band range

VI. Implications

The principal intent of this analysis is not to develop a
general theory but to introduce, with a specific example,
a promising approach to the problem of treating radio
measurement charged-particle errors. This approach need
not be restricted to two-way range measurements with
dual-frequency data. Straightforward extensions of it can
be applied to dual- or single-frequency range or doppler
measurements.

Regarding the results of the numerical examples, one
observes that the dual-frequency filtering yields large
reductions in two-way range measurements provided that
one allows for sufficiently long filtering periods (up to the
signal round-trip time). The 5-m round-trip range accura-
cies, based on plausible charged-particle density models,
are suitable for the initial two-station tracking applica-
tions (see Refs. 7 and 8 concerning near-simultaneous
ranging). Note that, for the respective models, the quoted
filter performances are optimistic in that statistical model
mismatching can be expected to degrade the errors from
their optimal values.
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S/X-Band Experiment: Development of Special
Telecommunications Development Laboratory

Support Test Equipment
T. Y. Otoshi and 0. B. Parham

Communications Elements Research Section

This article documents the design of an X-band down converter and a doppler
extractor receiver that were specially developed and supplied to the Telecommuni-
cations Development Laboratory in July 1971. The special equipment enabled pre-
liminary tests to be made on the performance of a combined S/X-band radio system
similar to that which will be used for the Mariner Venus/Mercury 1973 mission.

I. Introduction

The S/X-band experiment to be performed with the
Mariner Venus/Mercury 1973 (MVM 73) spacecraft is a
dual-frequency experiment to measure the electron con-
tent of the interplanetary media between Earth and the
planets Venus and Mercury (Ref. 1). An uplink signal
of approximately 2113 MHz will be transmitted to the
spacecraft from the 64-m-diameter antenna at DSS 14.
This uplink signal as received by the spacecraft radio
system will be coherently multiplied by ratios of 240/221
and 880/221 to produce S- and X-band carrier frequen-
cies of approximately 2295 MHz and 8415 MHz. The
coherent S- and X-band signals will then be transmitted
back to the DSS 14 ground system. A measurement of the
dispersiveness of the S- and X-band phase and range data
as received back at the ground station provides scientific

information required for determining total interplanetary
electron content.

A Block IV ground radio system currently being de-
veloped by the Division will be installed at DSS 14 for the
S/X experiment. The Block IV system will be a phase-
stabilized system enabling simultaneous reception of S-
and X-band frequencies and will yield dispersive S/X
doppler and S/X range data.

At the time the preliminary tests were conducted (Sep-
tember through October 1971), the Block IV system hav-
ing S/X capability was not yet available. Therefore, it
was necessary to utilize a Block III system that had only
S-band capability. The Block III system was converted
into an X-band phase-locked loop receiver by means of
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an X-band to 50-MHz down converter, which will be
described in this article. As was shown in a report by
Brunn (Ref. 2), the preliminary ranging and carrier phase
test data were successfully obtained.

II. X-Band Down Converter

A block diagram of the X-band down converter is
shown in Fig. 1. An input X-band signal (in the frequency
range of 8400 to 8450 MHz) is down converted to produce
a 50-MHz intermediate frequency (IF) output signal. This
output signal is then fed into the 50-MHz IF input stage
of a Block III receiver. The Block III phase-locked loop
VCO output (nominally 23.4 MHz) is fed back into the
down converter assembly, doubled, and then added to a
coherent bias signal of approximately 51.7 MHz, which
is produced by a frequency synthesizer and a 5-MHz
frequency standard. An output signal of approximately
98.6 MHz is then filtered and multiplied by 85 to provide
a phase-locked local oscillator frequency that is 50 MHz
lower than the input X-band signal. Many of the mixers,
amplifiers, and multipliers are of the same design as those
implemented in the Block IV system. The Telecommuni-
cations Development Laboratory (TDL) X-band receiver
system was purposely designed to be similar to the
Block IV system so that preliminary test data would
give a valid indication of MVM 73 S/X radio system
performance.

Figure 2 shows the front, top, and rear views of the fab-
ricated assembly. Table 1 shows typical noise figure and
image rejection data of this assembly as measured in the
laboratory. After installation at the TDL, a noise figure

measurement was again made on the X-band down con-
verter. The single sideband noise figure of the converter
for the Channel 19 X-band input frequency (8421.79
MHz) was determined to be (10.2 ±0.5) dB as defined
at the Type N input port of the converter assembly. The
increase in noise figure was attributed to minor adjust-
ments made after data of Table 1 had been obtained.

III. X-Band Doppler Extractor Receiver

X-band doppler data were obtained by use of an S/X
translator and an X-band doppler extractor receiver simi-
lar to that which will be used in the Block IV system.

A block diagram of the TDL X-band doppler extractor
system is shown in Fig. 3. The doppler extraction method
is similar to that of the Block IV system except that the
first IF is 50 MHz instead of 325 MHz.

Figure 4 shows the fabricated receiver portion of the
TDL X-band doppler extractor system. A special purpose
S/X translator (zero delay device) is currently being fabri-
cated and will be supplied to TDL for S/X test purposes.
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Table 1. Noise figures and image rejections of
X-band down converter

„ Single-sideband Image
Frequency, . r.-/•.„ noise figure, rejection,

Hz dB dB

8400 12.2 41
8405 11.2 39
8410 11.0 37
8415 10.6 37
8420 9.6 36
8425 8.6 35
8430 8.5 34
8435 9.2 31
8440 10.0 30
8445 11.2 28
8450 12.4 25
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Fig. 2. TDL X-Band to 50-MHz down converter (a) front view; (b) top view; (c) rear view
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TRANSMITTER
REFERENCE
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X-BAND TRANS

TDL X-BAND DOPPLER EXTRACTOR RECEIVER

X-BAND SIGNAL
(WITH DOPPLER)
FROM DOWN CONVERTER
LOCAL OSCILLATOR
MONITOR

LOCAL OSCILLATOR
MONITOR OUTPUT

Fig. 3. Block diagram of TDL X-band doppler extractor system

X-BANO OOWN CONVERTER fllfT]
X-IANO DOPM.UI CXTIIACTO* HeCEIVf

Fig. 4. TDL X-band doppler extractor receiver: (a) front view; (b) top view; (c) rear view
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Fig. 4 (contd)
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Performance of Coded, Noncoherent,
Hard-Decision MSFK Systems

I. Bar-David and S. Butman

Communications Systems Research Section

The capacity of noncoherent multifrequency shift keying (MFSK) systems that
use a hard decision receiver is determined as a function of the predetection signal-
to-noise ratio (ST/N0). For any given predetection signal-to-noise ratio there is an
optimum number of frequencies that maximize the system capacity. This optimum
number decreases as the predetection signal-to-noise ratio decreases. However, it
is shown here that this number is never less than 7. This means that binary fre-
quency shift keying, a commonly used modulation technique at very low data rates,
is suboptimum by at least 2.2 dB, compared to the performance obtainable with
7 signals. Similar results are obtained for the computational cut-off Rcomp, when
convolutional coding with sequential decoding is used over such an MFSK chan-
nel. These channels are expected to arise in planetary entry missions into thick
atmospheres, such as those of Venus and Jupiter.

I. Introduction
Noncoherent reception is necessary when the receiver

cannot determine the phase of the received signals. This
situation is likely to occur in missions that enter thick
atmospheres of planets such as Venus, Jupiter, Saturn, and
Uranus. Usually this is due to random phase changes that
are too large to ignore and too rapid to estimate accu-
rately, i.e., the signal-to-noise ratio (SNR) in the predetec-
tion filter, ST/N0, is too low, where S is the rms power of
the received signal, N0 is the one-sided noise density and
T is the time interval over which the phase is relatively

constant albeit unknown. Causes of this type of behavior
in planetary entry are turbulence, dispersion, attenuation
and residual doppler.

Roughly speaking, the time T corresponds to the in-
verse bandwidth of the random phase process. The phase
variations cannot be tracked by a phase-locked loop of
lower bandwidth, while the signal-to-noise ratio in this
minimum loop bandwidth is too low. It is well known
(Refs. 1, 2, and 3) that communication under the de-
scribed conditions requires transmission of signals that

82 JPL TECHNICAL REPORT 32-1526, VOL. XIII



are orthogonal over a time interval T or less, and their
reception by means of a square-law receiver. Perform-
ance curves plotting the error probability for detecting
one of M = 2K equiprobable signals (corresponding to a
rate of K/T bits/s) as a function of bit signal-to-noise
ratio STB/N0 = ST/KN0, have been computed by Lindsey
(Ref. 1). Also, in the limit as T and M approach infinity,
with M growing exponentially, Turin (Ref. 2) has proved
that zero error probability can be attained for all rates up
to the capacity of the infinite bandwidth coherent channel
CM = 1.44 S/N0 bits/s. This behavior in the limit is not
surprising because allowing T to grow arbitrarily large
means that the phase tends to an unknown constant
(between — -n- and TT). Thus, it can be estimated with arbi-
trarily high accuracy by diverting a small fraction, e, of
the power to a phase reference signal, since sST/Nf, -> oo.
Consequently, a coherent receiver can be used and it is
well known (Ref. 3) that CM can then be achieved with
a coded sequence of short duration antipodal signals
(M = 1) instead of the very special orthogonal signal set.

:- It is not difficult to show that noncoherent signaling
by itself cannot achieve arbitrarily low error rates when
ST/A/o is bounded. In fact the error probability increases
as the number of signals, M, increases. Nevertheless, arbi-
trarily reliable communication is still possible at a non-
zero rate (but less than CM) by employing an additional
level of coding (concatenating) on the channel created
by the orthogonal signals and the noncoherent receiver.
Theoretically, error-free transmission is possible at rates
up to the capacity of this noncoherent channel.

The purpose of this article is to investigate the capacity
of the above noncoherent channel as a function of M and
ST/No, and to draw conclusions pertaining to the design
of coded, noncoherent communication systems.

II. The Noncoherent Multiple Frequency
Shift Keying Channel

Multifrequency shift keying (MFSK) refers to the case
in which orthogonal signals over time T are harmonics
of the frequency 1/T. Usually the orthogonal signals are
modulated onto a high-frequency carrier and it is the
phase of the carrier as opposed to the phase of the signals
that cannot be tracked. In that case the maximum number
of orthogonal signals that can be distinguished in a sys-
tem of bandwidth W is approximately M = 2WT, since
both sin (Z^kt/T) and cos (Zirkt/T) k = 1,2, • • • , WT can
be used. However, if the phases of the signals are also
unknown, then only M = WT signals can be distinguished
by the receiver: the sine terms, for instance, must be

dropped to avoid confusion with phase-shifted cosines.
The model assumes that the carrier phase is statistically
independent every T seconds.

Figure 1 is a block diagram of a noncoherent MFSK
system. During each interval of time T one of M = 2K

orthogonal signals xm (t); m = 1,2, • • • , M with unit
energy is modulated onto a carrier cos<at and arrives in
the presence of additive Gaussian noise n (t) as

r (t) = }[~2Tixm(t) cos (<o* + 6) + n (t) (1)

where 6 is an unknown phase shift uniformly distributed
between — TT and TT.

The optimum receiver (Ref. 4) for this system computes
the M dimensional test statistic r = (rlt r2, • • • , TV) where

r(t)xk(t)cos^tdt

+
-|%

(2)

It is possible to show (Ref. 4) that the conditional density
of rk is

rmexp(-~r2
l-- a

2)l0( arm) if k = m

where

(3)

a2 = 2 ST/NO (4)

and 70 (ar) is the modified Bessel function of the first kind

(5)I0 (or) = -!- f *
^ J-Tt

exp (of cos 6) d9

Now, if no further coding is used, the optimum decod-
ing rule is to declare Xm received when rm is largest. In
Ref. 1 it is shown that the probability of being correct is

X exp T - — (x2 + a2) 1(x2 + a2) J0 («*) dx (6)
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and the data rate is where

log2M K
R = —i— = r bits/s

It is now well known (Refs. 2, 3, and 4) that

(7)

lim PC = (8)
0 otherwise

however, the bandwidth W grows exponentially as

2T 2T (9)

Moreover, as already mentioned, letting T grow to infinity
assumes a constant phase. This means that coherent com-
munication was possible in the first place, and that CM

could have been achieved with binary signals of duration
approaching zero as %W, where W -> oo independent
of T. However, the problem, in general, is not a dearth
of bandwidth; rather it is a lack of ST/N0.

Examination of Eq. (6) reveals that Pc < 1 if ST/N0 is
finite and decreases ultimately as 1/M, as M increases.
Therefore, additional coding is required if the error prob-
ability for a given ST/N0 and M is to be reduced further.
The maximum rate of transmission at which the error
probability can be made arbitrarily small by use of addi-
tional coding is, of course, the capacity of the inner,
MFSK channel, and the main concern of this article.

III. Capacity of the M-ary, Noncoherent
MFSK Channel

When the receiver makes a decision as to which one of
M signals is received and discards all other information
the result is an M-ary symmetric channel with crossover
probability (1 — PC)/(M - 1). The capacity of such a
channel is easy to compute (Ref. 5).

C = - [log, M + PclogPc + (1 - Pc) log, (1 - Pc)

- (1 - Pc) Iog2 (M - 1)] bits/s (10)

= IR (11)

(l-Pe)log2(l-l/M)
log.,M (12)

is the information per input bit of the MFSK channel.

Normalizing with respect to CM = S/N0 Iog2 e yields

C Iln2

where

ST

(13)

(14)

is the signal-to-noise ratio per input bit of the MFSK
channel.

Figure 2 is a plot of the normalized capacity versus
MFSK signal-to-noise ratio for K = 1,2,. • • • , 10,15,20
and K-> oo. The K-» oo curve is obtained from the fact
that PC -» 1 if STB/N0 < In 2 = 0.693, and Pc -» 0 other-
wise; therefore,

lim —- =
0 if (STj/N0)MWK < In 2 = 0.693

ln2/(S2VNo) otherwise.
(15)

This reveals, incidentally, that MFSK signaling ap-
proaches Co, in a nonuniform manner as K-» oo, as
opposed to the uniform convergence obtained over the
coherent binary input, infinite quantized (no hard deci-
sions) Gaussian channel. The nonuniform convergence is
in accord with the threshold effect that is observed in
nonlinear receivers.

Figure 3 is a plot of the minimum required energy-to-
noise ratio per coded bit (Ej,/N0) coded vs ST/N0 for vari-
ous k,

N0

Note that the performance with K = 1 (2 signals) and
K = 2 (4 signals) is always worse than with K = 3 (8 sig-
nals) for all values of ST/N0. This is proved in the
appendix.
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IV. Conventional Coding and Decoding Limit

As a guide to the performance obtainable when a con-
volutional code is used over the MFSK channel, it is of
interest to evaluate the computational limit on the de-
codable rate RCOmP. Without going into the details treated
adequately in Ref. 3, it can be shown that the expected
number of computations necessary to decode a convolu-
tional code using a sequential decoding algorithm be-
comes infinite if the rate exceeds RCOmp. Thus, Rcomp is an
effective measure of the rate achievable with convolu-
tional codes. Note that Rcomp here is RJ, in eqn. 6.62b of
Ref. 3. For the M-ary symmetric channel

(M -
(16)

(17)

where

21og2(VP7+V(2*-l)(l-Pc))

Therefore

Re

(18)

(19)

yields the normalized computational limit for sequential
decoding per input bit of the MFSK channel, and is
plotted in Fig. 4 per various values of K.

The curves in Fig. 5 are plots of the minimum required
bit energy-to-noise ratio vs ST/N0 for various K:

-In2
Rcon

Again, as in the capacity case, we see that the use of 2 and
4 signals is everywhere inferior to using 8 signals for the
inner MFSK channel.

Figures 6 and 7 are plots of the optimum performance
achievable for given K after optimizing over ST/N0, and
for given ST/N0 after optimizing over K. From Fig. 6 it
is evident that improvement with increasing M is very
slow for M > 1000 (K > 10). Since larger values of M are
too complex it also means that when ST/N0 > 10 orthog-
onal signaling must be replaced by some other scheme;
such as by partially coherent schemes, or by schemes
involving "soft" decisions in the inner MFSK channel.

Investigation of "soft" decision MFSK systems is cur-
rently under way for both large and small values of
ST/N0. Better performance is to be expected from the
fact that more information is retained when soft rather
than hard decisions are made.

V. Conclusions

This article established performance limits theoreti-
cally achievable over noncoherent channels perturbed by
additive Gaussian noise using orthogonal signals and a
hard-decision MFSK receiver. The performance is, not
surprisingly, a function of the signal-to-noise ratio ST/N0

in the MFSK correlators. These correlators can be thought
of as a predetection filter and ST/N0 as the predetection
signal-to-noise ratio. The performance improves as ST/N0

increases provided the bandwidth, as measured by the
number of orthogonal signals, can be increased.

The result of greater practical import, however, con-
cerns operation at moderate and low values of the pre-
detection signal-to-noise ratio, ST/N0 < 1.0, where it was
found that the best results are to be obtained by using
about 8 signals.
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Appendix

Capacity at Very Small Values of ST/N0

We will show that

ST
as

(A-l)

The coefficient multiplying ST/N0 on the right hand side
has a maximum value of 0.211 at M = 7. However, the
maximum is quite broad and is 0.2107 at M = 8. Therefore,
the optimum mode of communication in a hard-decision
MFSK system at very low signal-to-noise ratios is to use
8 signals (a power of 2 is always convenient). The com-
parative performance of 2, 4, 8, 16, and 32 signals is as
0.1250, 0.1956, 0.2107, 0.1895, 0.1508. In particular the
performance of a binary hard decision frequency shift
keying (FSK) system is 2.28 dB below that of the opti-
mum 7 or 8 frequency system.

To prove the above relationship we note that

-rr as ST/N0 -» 0

"Therefore, it is convenient to introduce

= MPe-l (A-2)

Then

7 In M = -- (1 + ejf) In (1 +

In Ref. 1 it is noted that the probability of a correct deci-
sion is also given by

(A-4)

=--v (-wM / j \ 1
3 = 1

(A-5)

Therefore

E
*

M-I
— e = — \ ^ ( — i v ( ~ ) ( l — — — — )

*~* Z-T \ 1 J\ M - j /

(A-6)

(A-7)

/

ST/NQ

exp[x]Pc(x)dx

[-ST/NO] f ST/y°
— i exP

(A-8)

(A-9)

-I —— ( 1+ „/* , )ln ( 1 + .** .} Now, £M (0) = 0 and increases with x, therefore
M \ M — I/ \ M — I/

2 (M - 1)
for ej, « 1 (A-3) M

Since C/CM = 7 hi M/(ST/N0) it is necessary to show that

or

ST

(A-10)

'17 (A-H)
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However, from the left hand inequality we have eu—em thus
for any m^M. Therefore

(AJ4)

Summing from 2 to M yields

provided the denominator on the right hand side is posi-
TT- / — — ex— I TT~ f — I (1 + «K) (A- 13) tive. Since the upper and lower bounds approach each

° m other as ST/N0~+ 0 the desired result is established.
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Fig. 1. Coded hard-decision MFSK system diagram: (a) coder and modem; (b) envelope detector;
(c) hard-decision MFSK receiver
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Efficient Antenna Systems: A New Computer Program
for the Design and Analysis of High-Performance

Conical Feedhorns
P. D. Potter

Communications Elements Research Section

It is well known that paraboloidal antenna aperture efficiency is enhanced by
providing aperture illumination which approaches uniformity in amplitude, phase,
and polarization. For dual-reflector antenna systems, such as those used in the
DSN, a high degree of uniformity is possible by use of specially shaped reflector
surfaces (Ref. 1). As a long-range solution to the problem of achieving high aper-
ture efficiency, this approach is attractive because it is inherently broadband and
requires only a simple feedhorn of the type presently being utilized in the DSN.
An alternate approach for achieving high aperture efficiency (suggested by
D. Bathker of the Communications Elements Research Section) involves use of the
existing antenna reflecting surfaces together with a more complex multimode
feedhorn. This approach is attractive from an implementation standpoint. Prelimi-
nary experimental results (obtained by R. Thomas of the Communications Ele-
ments Research Section) are promising. The multimode technique does, however,
suffer from bandwidth difficulties, at least with presently known mode-generation
techniques. To assist and guide the multimode feedhorn experimental effort, a new
computer program has been developed which computes horn radiation patterns
and bandwidth properties as a function of horn geometry. This article describes the
analytical technique utilized and agreement with existing experimental data.

I. Introduction

For the case of conical horns with modest or small
flare angles, the amplitude patterns may be calculated to
good accuracy by expanding the aperture fields in cylin-
drical waveguide modes and utilizing the radiation pat-
tern formulas given by Silver (Ref. 2). An early but
definitive work on the effect of neglecting the horn flare
angle by Ludwig (Ref. 3) showed that the propagation

characteristics of conical waveguide modes differ from
those of cylindrical waveguide modes in a simple and
predictable way. In a detailed analysis of the differences
in aperture illumination functions between cylindrical
and conical modes, Narasimhan and Rao (Ref. 4) demon-
strate that, for semi-flare angles up to 20 deg, the fields on
a spherical cap in the horn aperture are very well
approximated by the standard cylindrical (Bessel func-
tion) fields.
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The first good conical feedhorn to be developed was the
dual-mode horn reported by Potter (Ref. 5). This horn
has many desirable performance features, together with a
convenient physical configuration, but suffers from a
bandwidth problem. The dual-mode horn concept was
extended by Ludwig (Ref. 6) to the case of many modes.
Ludwig used cylindrical waveguide functions and showed
good experimental results for a four-mode horn. Later,
Minnet and Thomas (Ref. 7) reported a new technique
for achieving the same performance as the dual-mode
horn (Ref. 5) but over a large bandwidth. This method
consists of utilizing a high-impedance wall in the horn,
physically realized by circumferential grooves approxi-
mately one-quarter wavelength deep. The two modes in
such a horn (TEn and TM^) propagate with the same
velocity and are both necessary in a certain phase and
amplitude relationship to satisfy the horn wall boundary
conditions. The two modes are therefore called a single
hybrid mode, designated the HEu mode. A horn of this
type is presently the standard design for the DSN 64-m-
diameter antennas (Ref. 8).

B. Mac A. Thomas later extended his hybrid-mode horn
analysis to the case of multiple hybrid modes (Ref. 9). In
order to get closed-form solutions for the modal radia-
tion patterns, Thomas assumed a planar aperture with
cylindrical hybrid modes. A definitive review of hybrid-
mode propagation and aperture radiation for both cylin-
drical and conical configurations has been published by
Clarricoats and Saha (Refs. 10 and 11).

Clarricoats et al. (Ref. 12) developed a spherical wave
technique for computing hybrid-mode horn radiation
patterns and showed good agreement with experimental
data. Professor Clarricoats was kind enough to send
a copy of the computer program developed by his group
for performing these radiation pattern calculations. Un-
fortunately, his program (written in ALGOL) was not
easily adaptable for use with the JPL Scientific Comput-
ing Facility (SCF). Additionally, certain extra features
were desired in the program. For these reasons, a new
program was written in FORTRAN IV for use on the SCF
Univac 1108 computer. This program utilizes Clarricoats'
spherical wave technique (Ref. 12) and his cylindrical
hybrid-mode equations (Ref. 10) but uses a spherical cap
aperture with the field approximation of Ref. 4. This
procedure produces very accurate results for small flare-
angle horns such as those employed in DSN antennas.
The new computer program has been checked out and
results have been compared with experimental data. The
program is described in the next section.

II. Computer Program Description

Figure 1 shows the selected horn geometry. The phas-
ing section may have zero length as a special case, or
may be utilized to phase a pair of hybrid modes for
proper relationship. The computer program, HYBRID-
HORN, assumes that the amplitude of the hybrid modes
in the aperture is known and has an input for adjustment
of mode amplitudes; in actual practice, the mode
amplitudes are controlled by the mode-generator geom-
etry. The phases of the hybrid modes at the input of the
phasing section (mode generator) are also input. The re-
sulting phases at the aperture are computed by numerical
integration of the propagation constants in the phasing
section and flare. The propagation constants in the flare
are calculated using the cylindrical-guide-arc length
technique developed by Ludwig (Ref. 3). The only other
program inputs are the horn physical geometry and
various output options. A typical case (one geometry at
one frequency) takes about 20 s of SCF Univac 1108
execution time.

The program presently assumes unity (m = 1) azi-
muthal field variation, although it could easily be up-
graded for modes with arbitrary azimuthal variation. The
m = 1 variation is that which is normally desired in an
antenna feed. The field equations in the horn plane are
given by (Ref. 10):

„, = (£„) sn

Hrn = - - (BALn) [/,(*)] cos

(la)

(Ib)

"— -^
X [J8. • Fm(x) + BALn] sin 4,3,

X [/f» + Fm(x) - BALn] cos

X [ft, • BALn • Fm(x) + 1] cos <j>ae

X [/?„ . BALn + Em(*)] sin

(Ic)

(Id)

(le)

(If)
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where

F«(«) =

/! = Bessel function of the first kind and order 1

/' = derivative of A with respect to the
argument

k = free-space propagation constant

x = Knr

Z0 = free-space characteristic impedance

(2)

= *,

= Kr,

/'(* )

Sm(x',x')=x'
"'\ i» o/ 1

j = Bessel function of the second kind and
order 1

^ = derivative of Yt with respect to the
argument

x =

x'o = K(ra + GROOVE)

GROOVE = groove depth

BALn = -

The normalized longitudinal propagation constant ft is
determined by numerical solution of Eq. (2). The wall
reactance, ZGROOV, is given by

ZGROOV = - (3)

At the frequency of operation for which BALn is ±1, the
hybrid mode is said to be balanced. Modes for which the
BAL» are positive quantities are normally desired and are
designated HEln. At the balance frequency, the HEln

modes exhibit almost perfect symmetry between E- and
H-planes. Modes for which the BALn are negative are
designated EHln modes and are normally undesirable
since they are grossly unsymmetrical between E- and
H-planes.

An interesting and important special case of Eqs.
(la)-(lf) is that for which the groove depth approaches
zero, i.e., the horn becomes a standard smooth-wall horn.
For this case, BALn approaches a positive zero (HEln

modes) or a negative infinity (EHln modes). Examination
of the equations for smooth-wall cylindrical waveguides
(Ref. 2) shows that Eqs. (la)-(lf) become the smooth-wall
equations, with HEln modes becoming TMln modes and
EHln modes becoming TEln modes. The case of TEu and
TMn is of particular interest since it corresponds to the
dual-mode conical horn (Ref. 5), for which good experi-
mental data are available and which is still being used for
special applications such as gain standards. The computer
program HYBRIDHORN has an internal switch so that it
will handle the case of zero groove depth (smooth-wall
horn).

III. Comparison with Experimental Data

Figure 2 shows a comparison of HYBRIDHORN com-
puted data (TEn and TMU modes only) for the smooth-
wall JPL/NBS Standard Gain Horn (Ref. 13), which is a
scale model of the original dual-mode horn design (Ref. 5).
The H-plane agreement is almost perfect. The minor dis-
crepancies in E-plane are not presently understood. An
attempt was made to improve agreement with experi-
mental data by addition of radiation from currents at the
edge of the horn aperture. Significant improvement was
not obtained, however. One possibility for the E-plane
discrepancies not yet investigated is the presence of
significant amounts of modes other than TEn and TMai

— the TE12 in particular. Although the horn design (Ref. 5)
is such that higher-order modes are severely attenuated,
the exact degrees of attenuation and the generated ampli-
tudes have not been calculated or measured.

Figure 3 shows a comparison of HYBRIDHORN com-
puted and measured data for the DSIF single hybrid-
mode corrugated horn (Ref. 8). These recently obtained
measured patterns were taken by R. Thomas and O. Hester
of the Communications Elements Research Section, using
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the JPL Mesa Antenna Range Facility, with the same
basic setup described in Ref. 13. The excellent agreement
between computed and measured patterns demonstrates
the high quality of the experimental data and the implied
accuracy of the HYBRIDHORN computer program.

Figure 4 shows computed and measured amplitude
patterns (phase data were not available) for an experi-
mental dual hybrid-mode horn.*

Section IV briefly discusses a novel use of the DSIF
standard corrugated feedhorn design, in conjunction with
the HYBRIDHORN program.

IV. Possible Use of the DSIF Corrugated
Feedhorn Design as a Gain Standard

The HYBRIDHORN computed pattern shown in Fig. 2
was numerically integrated; the computed directivity is

*The computed data are for HEn and HE12 modes only. The
possibility of additional modes in the experimental data exists.

21.990 dB. Despite the minor pattern discrepancies, this
number compares favorably with the JPL/NBS horn
calibration directivity of 22.04 ±0.10 dB, 3<r, quoted in
Ref. 13. The computed directivity of the single hybrid-
mode horn pattern shown in Fig. 4 is 22.370 dB (at
8.448 GHz). Because this horn is a single-mode horn,
there is no question of whether the HYBRIDHORN
program has the correct inputs; thus the confidence level
in the 22.370-dB number is high. As a gain standard, the
corrugated horn has a number of attractive features rela-
tive to the JPL/NBS horn, including lower dissipative
loss, lower E-plane aperture edge illumination (hence less
exterior currents), broad bandwidth, and more accurately
calculable performance. These features bear further ex-
amination.
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Radial Extension Study of the 64-m-Diameter Antenna
M. S. Katow

DSIF Engineering Section

An increase in the paraboloidal RF capturing area of the 64-m-diameter antenna
with minimal increase of the surface distortion may be attractive from the opera-
tions standpoint. A study of the problems involved in increasing from a 64-m-
diameter to a 68-m-diameter and the resulting distortion increase due to gravity
loadings is described. It is planned to document the efects of calculated wind and
thermal loadings in future reporting.

I. Introduction

One of the major factors that determines the RF per-
formance of the 64-m-diameter antenna is the size of its
paraboloidal reflecting surface. An increase of its diam-
eter over the present 64-m-diameter size with minor dete-
rioration of the surface distortions from gravity, wind, and
thermal loadings may result in a more effective ground
antenna. To evaluate this possibility, a study was made
of the structural modifications required to extend the
diameter by 4 m (64- to 68-m-diameter total) and compute
distortions of the reflective surface resulting from the
environmental loadings.

In this article, a description of the extension of the
hyperboloid's diameter is outlined. Also, the plan for add-
ing the extension to the reflector structure is described
along with the computed distortion rms due to gravity
loadings only. In future reporting, the rms distortions from
wind and thermal loadings will be described.

II. Extension Geometry

Figure 1 describes the extension geometry required on
the paraboloid and Fig. 2 shows the extension required
on the hyperboloid.

On the hyperboloid, there is presently a flat of about
0.3 m (12 in.) attached to its periphery. The extension
would require a hyperboloid surface varying from 0.207-m
(8.165-in.) to 0.253-m (9.973-in.) widths with again a flat or
cone surface of 0.3 m (12 in.) attached.

One method of extending the surface would be to
remove the present flat and attach the required hyper-
boloid surface and the flat. Some connections to the
backup structure will be necessary to insure stiffness of
the new surfaces.

This increase in the hyperboloid diameter decreases the
clearances to the quadripod structure to a minimum, if
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allowance for focusing and a full 10-cm (4-in.) lateral Y
adjustments are necessary in the future.

III. Reflector Structure Extension

The reflector structure of the 64-m-diameter antenna is
basically a structural arrangement of radial trusses con-
nected by hoop trusses as shown in Figs. 3 and 4. There
are other trusses interconnected to it to serve as supports
for the quadripod, the elevation wheel structure, and the
elevation bearing, which are not affected by the modifica-
tion under discussion.

The two functions of the hoop trusses near the outer
edge are (1) to provide supports for the surface panels
between the main radial rib trusses at the intermediate
rib positions; the air and gravity loadings at node B in
Fig. 3 are transferred to the radial ribs at nodes A and
H; and (2) to provide hoop restraints as the radial rib
nodes increase or decrease in circumferential length from
the radial component of the deflections caused by envi-
ronmental loads. These hoop forces provide distortion
restraints.

One practical structural arrangement for a radial exten-
sion is shown by dotted lines in Fig. 4. An outside hoop
for circumferential stiffness is provided by a typical rod
DHM and the stiffness for the localized environmental
normal loadings at node H will be transferred to the radial
rib by the truss LHP typically.

IV. Computer Analysis Description
and Analysis

The extension trusses were added to the % model of
the reflector structure that includes all the structural
members of the tipping assembly about the elevation axis
with the exception of the intermediate rib. Since the inter-
mediate rib is not a truss, it was replaced by an equivalent
weight to reduce the size of the model. Therefore, the
extension was modeled only with the addition of a truss
addition (LMP of Fig. 4) to all of the radial ribs and hoops
DM between each extension. The equivalent weights of
the additional trusses were then added at nodes L, M,
and P.

The gravity "off" to "on" loadings for the zenith and
horizon looks were applied and the resulting displace-

ments of the reflector nodes where the surface panels are
supported from the NASTRAN computer analysis were
best fitted and the residuals contour plotted by the rms
program (Ref. 1).

V. Results and Conclusions

An unexpected result occurred for the zenith look grav-
ity loading case where there was an improvement in rms
value from 1.05 mm to 0.98 mm. The explanation is that
the additional peripheral loadings from the extension
trusses are in the direction resulting in a better fit to the
best fit paraboloid. This is shown in the contour map of
Fig. 5 of the best fit residuals of the zenith or symmetric
loading. Inspection shows that the major part of the
periphery of the reflector where the extensions are added
are still high. It will be interesting to pursue further this
weight addition method of improving the overall distor-
tion figure.

The results of the horizon look or antisymmetric gravity
loading show expected discontinuities of the contour lines
near the periphery of the reflector caused by the deflec-
tions of the added nodes (Fig. 6). However, the magni-
tude of the added deflections at this moment appears to
be larger than that consistent with the added diameter.
Additional study of the modeling of the extension will be
made to check for this case of the loading vectors out of
the plane of main rib trusses.

The computed distortions based on the existing model-
ing are documented and compared to the existing 64-m-
diameter computed rms distortions in Table 1.

For the extreme elevation angle cases where the reflec-
tive surface panels are set at 45°, the rms distortions
stated are the changes in the reflector structure distor-
tions from zero rms at 45° due to gravity loadings only.
Therefore, the panel manufacturing errors as well as the
equivalent rms loss due to feed mismatch with the focal
points as well as the distortion due to wind and thermal
loads must be added to form the complete distortion
figure.

Also, an area weighting function based on the RF illu-
mination amplitude was used as per Fig. 7 in computing
the rms figure.
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Table 1. Computed distortion rms—reflector structure only

Best fit— rms
Elevation
position

Loading
case

64-m-
diameter

mm (in.)

68-m-
diameter

mm (in.)

1 Zenith look Gravity off/on

2 Horizon look Gravity off/on

3 Zenith look Panels set at
45° elevation

4 Horizon look Panels set at
45° elevation

1.04 (0.041) 0.99 (0.039)

2.06. (0.081) 2.26 (0.089)

1.55 (0.061) 1.65 (0.065)

1.02 (0.040) 1.04 (0.041)
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EXTENSION, /'>
2.305 m (7.561 ft)-/

FOCAL POINT

64.06 m (210.2 ft)

68.00m (223.1 ft)

INTERMEDIATE RIBS

FACE DIAGONALS

RADIAL RIB TRUSSES

Fig. 1. Paraboloid geometry Fig. 3. Reflector structure, partial plan view

PROPOSED EXTENSION

0.305 m FLAT

EXTENSION,
0.207 m
(8.165 in.)

FOCAL POINT

EXTENSION,
0.253 m
(9.973 in.)

INTERMEDIATE RIB

MAIN RADIAL RIB TRUSSES

HOOP TRUSSES
(TYPICAL)

Fig. 2. Hyperboloid geometry Fig. 4. Reflector structure between two radial rib trusses
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Convolutional Codes With a Frequency-
Shift-Keying Modem

C. L. Weber1

Communications Systems Research Section

An analytic approximation to the probability of error per bit for the Viterbi
maximum likelihood decoder of convolutional codes which employs an arbitrary
modem is presented. The effect of limited path memory of the decoder on perform-
ance is determined. The method is applied in particular to the quantized binary.
frequency-shift-keying modem. This may be useful for entry direct links.

I. Introduction
The performance of the Viterbi maximum likelihood

decoding algorithm at memory lengths where it is prac-
tical has been determined via digital simulation by Heller
and Jacobs (Ref. 1) and Layland (Ref. 2). The channels
that were assumed in these simulations consisted of the
Binary Symmetric Channel (BSC) and the additive white
Gaussian noise (AWGN) channel with a binary phase-
shift-keying (PSK) modem.

We determine the performance for the Viterbi decod-
ing algorithm with limited path memory and any encoder
memory length. We are motivated since there has as yet
been no analytic description of the effect of decoder mem-
ory size in the maximum likelihood decoder. This is
clearly an important design consideration and a param-
eter which cannot be arbitrarily chosen. In addition, one
clearly cannot build or simulate a decoder under all chan-
nel conditions and parameter settings.

Although the derived performance applies to any
modem, emphasis is placed on the frequency-shift-keying
(FSK) modem. The FSK modem is applicable, for exam-
ple, in a descending atmospheric entry probe which is
communicating directly to Earth where it is doubtful that
a coherent RF reference phase can be maintained.

Expressions are derived which estimate the perform-
ance of a given time-invariant convolutional code for
which the decoder is assumed to implement the maximum
likelihood Viterbi algorithm. The results can be used to
carry out a system design since the trade-off between the
distance parameters of the code, the number and spacing
of the quantization levels, the type of modem, and the size
of the decoder memory can be analytically determined
from these expressions.

'Consultant from the University of Southern California for the
Communications Systems Research Section.
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Some of these variations are presented. For example,
the effect of the finite decoder memory is the addition of
a term in the expression of probability of error per bit
which decreases exponentially to zero as decoder mem-
ory size increases. This additional term is the dominant
contribution to the probability of error for small decoder
memory. The size of decoder memory at which the two
terms are of the same order of magnitude is dependent on
the distance parameters of the code and the signal-to-
noise ratio in the modem.

Of importance in the development of the expressions
for performance is an enumeration of all paths which have
merged with the correct path, whose path length is less
than or equal to the decoder memory. Also, an enumera-
tion of all paths which have not merged with the correct
path is required, whose path length is equal to that of the
decoder memory. These enumerations are determined via
transfer functions, from which approximations on the first
event error probability 3 and the probability of error per
bit are determined. These expressions are then applied to
the binary PSK and binary FSK modem.

II. Transfer Functions for a Finite Memory
Decoder

Techniques to obtain bounds on the probability of first-
event error and probability of error per bit for maximum
likelihood decoding have been introduced and developed
by iViterbi (Ref. 3). In so doing, Viterbi introduced the
transfer function of the code to enumerate the lengths of
paths, the number of input ones corresponding to the
paths, and the weight of the paths leaving the all-zero
state and returning to the all-zero state at some later time.
In general, the transfer function, T (M, L, 2V) is a power
series whose ijktli terms is ankMiL'Nk, where fli^ is the
number of paths that pass through the modified state dia-
gram in / branches with k input ones and with metric
or weight i. The use of the transfer function to deter-
mine upper bounds on the bit error probability over any
memoryless channel is presented in detail by Viterbi for
an infinite path memory, maximum likelihood decoder.

Suppose now that the decoder path memory is re-
stricted to some finite length I. To now enumerate all
paths which have merged with the all-zero state, again
let the exponent of the dummy variable L be equal to the
length of a path and the exponent of the dummy variable
TV be equal to the number of input ones corresponding to
the path. For the moment we shall be concerned with the
transfer function T, (L, N), which is to be determined so

as to enumerate all paths through the modified state dia-
gram up to length L

There is one path that leaves the all-zero state and
returns after K -r- 1 input bits. This path is represented by
NL*+1 since the first input bit for the path is a one, fol-
lowed by K zeros. There is one path leaving the all-zero
state and returning after K + 2 input bits. This path is
represented by N2LK*2 since it corresponds to two input
ones followed by K zeros. For K + 2 ̂  I ̂  2K + 1, there
are 2'-(*+2) paths leaving the all-zero state and returning
after I input bits. These paths have an initial input one
corresponding to the path leaving the all-zero state, and
there is a final input one followed by K zero input digits,
so as to guarantee the return of the path to the all-zero
state in exactly I steps. The remaining ( — (K + 2) input
bits can therefore be chosen arbitrarily with a distinct
path corresponding to each of these input sequences. The
transfer function of all paths which merge with the all-
zero state up to length I, for K + 2-^l ^ 2K + 1, is
given by

T, (L, N) =

X

+ N2L*+2

(1 + N)' L*

(1)

For I > 2K + I, some paths then contain a sequence of K
consecutive zero input bits among the i — (K + 2) input
bits so that the path would merge with the all-zero state
before I steps. To circumvent this, recall that the Viterbi
maximum likelihood decoding algorithm rejects paths
with low likelihood at the point where the path first
merges with the correct path. Therefore, if the all-zero
vector is considered to be the transmitted sequence, then
only paths that return to the all-zero state for the first time
at a given decoding step are considered. Let

N,
(2)

represent the enumeration of paths with information se-
quences of total length /' + K, the last K input bits being
zero. As the information length is increased from ; — 1
to /, there are <j>j^ (TV) paths for the added input being a
one and also the same for being a zero. For / > K + 1 and
I > 2K + I, however, some of the paths of length / which
result from the additional input bit being a zero will have
K consecutive zeros in the / — 2 input bits between the
initial input one and the final input one. These paths are
just the paths of length / with an initial input one followed
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by K zeros followed by a path of length / — (K + 1). The
final / — (K + 1) path segment necessarily begins with a
one. These paths that return to the all-zero state before
the end of the path therefore are enumerated by N<f>j- lf+n

and correspond to paths that must be eliminated when
enumerating all paths whose input sequence is of length
exactly equal to / + K through the modified state dia-
gram. Thus for ;' > K + 1, the following recursion rela-
tionship is obtained for </>> (IV) :

to (N) - (1 + N) to-L (N) - Nto-««> (N), ; > K + 1

(3)

The transfer function which enumerates all paths that
have merged with the all-zero sequence up to length I is
thus given by

T, (L, N) = L* '2 ft (N) Li, (4)

In the special case where infinite memory is assumed,
I— too and the resulting transfer function can be expressed
in closed form via direct summation, namely,

A NLK* (1 - L)
T (L, N) = lim T, (L, N) = I_

This infinite memory transfer function has been given
previously by Viterbi (Ref. 3) using a different approach.

For finite path memory I input bits must be decoded
and released to the data user after t steps of decoding.
Therefore, assuming the all-zero vector was transmitted,
all paths leaving the all-zero state and not returning after
I input bits must be compared to determine if one of these
paths has a likelihood greater than the path with the larg-
est likelihood of all paths that have returned to the all-
zero state at the decoding time specified. We enumerate
these paths in a manner similar to that used to determine
T, (L, N). We need to determine the transfer function

(5)

which enumerates all paths of length I which leave the
all-zero state at the outset and have not returned after I
input bits. Direct observation yields the fact that ^ (N) =
N, and *, (N) = N(1 + N)'-1, * = 2, • • • , K. In order to
be guaranteed that no path contains a sequence of K
zeros, •&, (N) must satisfy the same recursion relationship
as <f>j (N) in Eq. (3), namely

*, = ,_! (N) - #*,.„„, (N)

for I ̂  K + 1, where the initial condition *0 (N) = 1 is
needed to completely specify *,- (N). The recursion rela-
tionship for both types of input sequences is the same, the
only difference being the sets of initial conditions.

III. Approximations to Probability of Error

Upper bounds on the probability of first event error and
probability of error per bit can be obtained by direct
application of the transfer functions in the previous sec-
tion. These bounds are rather poor bounds, however, pri-
marily due to the assumption that the distance between
paths is set equal to the minimum distance. This assump-
tion is quite gross, and produces tractable, but weak,
upper bounds.

For short code memory length K, the complete distance
structure of the code can be used to achieve tight upper
bounds. In order to retain the use of only simple distance
properties and improve the estimate of the probability of
error, the following approximations are made to the com-
plete distance structure of the code. To begin, consider
the truncation term V, (L, N) = ^, (N) L' described above.
One method to obtain an upper bound is to replace L1 by
MV^i, thereby replacing the distance in every path by a
uniform lower bound on the minimum distance. In the
above representation of the uniform lower bound, namely
dj + di, we have the following definitions:

The term I is the path length in branches, which in our
applications will be set equal to the path length corre-
sponding to the size of the decoder memory.

The term d0 is the minimum average weight per branch
of the code. Upper and lower bounds on d0 for binary
convolutional codes of rate 1/n are presented in Ref. 4.
For example, d0 ̂  1/2 for rate 1/2 codes and d0 — 1
for rate 1/3 codes; these bounds are attainable by cer-
tain codes.

The term d± is a small bias. It represents an offset of the
minimum distance from uniform growth with path length.
The bias compensates for a concentration of weight over
the path from the all-zero state to the average weight per
branch cycle and compensates additionally for a concen-
tration of weight over any part of this cycle.

With this prelude, the approach to the approximation
is as follows. Various paths in the tree will have various
weights. We know that for any length I, the path of small-
est weight is lower bounded by d0l + d^. The path with
maximum weight is estimated by ni. We approximate all
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intermediate weight paths of length I by appropriate com-
binations of these two extreme weights as follows. Con-
sider first the path of length t — 1. All paths into the modi-
fied state diagram begin with a one. We estimate the
weight of the path of length equal to one branch by the
transfer function Al (M, IV), namely,

! (M, N) = IVMV (6)

the N being present because all error sequences begin
with a one, and d0 + di estimates the weight in this first
branch. We equally well could have estimated the weight
in this first branch by n; the difference will be negligible
when long input sequences are considered. For Q = 2, the
two possible input sequences are 11 and 10. We elect to
estimate the weight of the two I = 2 paths via the transfer
function

A2 (M, N) = NM<Vdi (NM"o + M") (7)

In so doing, we assume that the added one in the 11 input
'sequence produces a small weight increase, namely da,
and that the added zero in the 10 sequence produces a
larger weight increase, which we estimate by n. When we
add the third digit, we reserve this assumption, so that

' A3 (M, N) = NMdo+*i (NMd» + M") (NMn + Mdo) (8)
~*

The idea is now established; in general, therefore,

A, (M, N) = NMdo+d-L (NMdo +

X (NM» + Mdo)U' (9)

where the f "1 notation indicates the greatest integer in the
enclosed expression and the L J notation, the smallest
integer.

This approach to averaging distances of all paths which
do not return to the all-zero state in I branches involves
the same addition of extra paths as in the previous sec-
tion, since no attempt has been made to remove such
paths by use of the recursion relationship for *, (N).

For small decoder memory, there exist many more
non-return-to-zero paths than return-to-zero paths. The
truncation term A, (M, N) is therefore the dominant con-
tribution to the probability of error for small decoder
memory. For large decoder memory, the effect of de-
coder memory decreases exponentially to zero, so that the
B (M, N) term to be described below for the return-to-
zero paths becomes the dominant contribution to the
probability of error.

By expanding A, (M, N) in a power series, we obtain

A,(M,N)
Mk = Pk

1)/2JN

where

k = + i + j) + n(t - 1 - i - ft] (11)

and where we have substituted Pk for Mk. The probability
Pk is the probability of first event error between two merg-
ing paths which differ in k positions. For the approxima-
tion of probability of error per bit, we use the power
seres

9A, (M, N) N =

X I 1 + i - j +

- 1)/2JN

(12)

where k is again given by Eq. (11). Equations (10) and
(12) provide the contribution to the probability of first
event error and probability of error per bit respectively
from all paths of length ! which have not merged with
the all-zero state. The length I is set equal to the size of
the decoder path memory.

Using similar techniques as used for the truncation
term, A, (M, N), we now estimate the portion of the prob-
ability of error which comes from the undetected error
term, which we designate as B, (M, N}. First consider the
path of length I = K + 1. The minimum distance for this
path length is approximated by d!ree. Therefore, we esti-
mate the weight of the path of length K + 1 by the trans-
fer function BA-+i (M, IV), namely,

BK+2 (M, N) = IVM^free ~ (13)

where J is defined as follows. For a convolutional code
with minimum average weight per branch d0, bias dt, and
free distance dt r f f , there is a path length j? such that all
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paths through the modified state diagram with length
greater than f have weight greater than or equal to dt,ee.
This path length must satisfy diree ^dj + di, so that
j?^ (rftree ~ do)/d0. The smallest integer I which will sat-
isfy this requirement is therefore given by

} = (14)

The weight of all paths of length ^ K + 2 which have
returned to the all-zero state, the number of input ones in
each path is given by

(M, TV) ~ + N2MB+lIo<r-»+''i

^ (M*o + ZVM") (15)

where the path of length K + 2 resulting from two input
ones has one of the branches of weight n and the rest of
the branches of average weight do. For I = K + 3, there
is one path resulting from two input ones and one path
resulting from three input ones. Thus,

B*+3(M,ZV) = 2ZV2Mn+'*o<7-1'+di

ZVM")2

(16)

where a branch of weight n replaces a branch of weight
da for each input one into the convolutional encoder after
the first one. Therefore, we are approximating all the
intermediate weight paths of length I by combinations of
the branch weights n and do. Continuing this procedure,

B, (M, N) = ZVMdo<7+*+1-'>+di (Mdo + (17)

The representation for B, (M, 2V) in Eq. (17) enumer-
ates all paths of length less than or equal to I, when
K + l^l^t + K + 1, which have departed from the
all-zero state at time zero, and returned at some time less
than that corresponding to I branches. The reason for
approximating the weights of the various paths by
B, (M, N) in this manner is to force the approximation
to be such that the smallest weight path at each length t,
K + 1 ̂ S ^t + K + 1, be equal to dfree.

For I > I + K + 1, we know that all paths through the modified state diagram have weight greater than dfree, so that
the above restriction need no longer be imposed. We proceed, therefore, as with A, (M, ZV) so that

B, (M, TV) = NM"i (M"o + ZVM")r- F ' "i? *"
L fc=°

(M"o + ZVM")f*/21 (NM"o + N»)i*/*J~|
J

(18)

By expanding Bf (M, N) in a power series as was similarly done for A, (M, ZV) in Eq. (10) and again making the
substitution Mr = Pr, we obtain

B, (M, ZV) (19)
k=o i=o

where

r = (20)

For the approximation of probability of error per bit, we use the power series

3B, (M,ZV) N = l '^' f(^21 1<^2J /!"(* + ̂ )/2l\ /L(fc + *~)/2JN

87V

where r is given by Eq. (20).
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In summary, we have approximated the probability of
error per bit for a given convolutional code employing the
Viterbi maximum likelihood decoder with finite decoder
memory by

P .—,6 ~
_pA,(M,N) 3B,(M,A/)-|

3N 3N J
(22)

where

3A, (M, N)/3N

is given by Eq. (12) and

is given by Eq. (21), The first term in Eq. (22) represents
the contribution to the probability of error per bit due to
the fact the decoder has a finite memory, measured in
terms of the finite path length S. The second term repre-
sents the undetected error from paths with length less than
or equal to that of the decoder memory, which have
merged with the correct path. What remains is to evaluate
PK for the particular modem that is to be used, which is
considered in the next section.

IV. First Error Probability PH for Various
Quantized Channels

The approximations of the probability of error con-
sidered above apply to any memoryless channel. In the
present context, by channel we mean to include all pre-
liminary signal processing which may take place before
the data are given to the Viterbi maximum likelihood
sequence decoder.

The channel of primary interest is the AWGN channel
with Q-levels of quantization. A block diagram of the
demodulator for the pulse-code modulation (PCM)-PSK
biphase signal is shown in Fig. 1. Two different demodu-
lators of the PCM-binary FSK signal with quantization are
shown in Figs. 2 and 3. More will be said about these in
the following discussion.

For simplicity, we shall assume a binary-encoded signal.
Regardless of the modem used, the analog voltage of the
output of the matched filter, or the difference of the out-
puts of two envelope detectors, is assumed to be quantized
into Q equally spaced levels. This quantized output is
mapped via a metric, once under the assumption the trans-
mitted symbol represents a one, and once for a zero. The

metric outputs ty<°> and wf> in Figs. 1-3 represent the
tth symbol in the ;'th branch under the assumption that a
0 and 1 were transmitted respectively.

The optimal map which minimizes the probability of
error is the log likelihood functional, for which u>j"> is
analog and is given by

«><»> = log P(yii | fly, n = 0,l (23)

The evaluation of the error event probability Pk is then
determined by considering two code sequences, x and %',
which disagree in k symbols. Assume x is the correct se-
quence and is the all-zero sequence, so that x' is one in
each of the specified k positions. Then

P,t = Prob /2
( r = l

rKr) - lnP(yr\xr)] (24)

if the optimal log likelihood functional is used. The sum-
mation in Eq. (24) is over the k symbols in which x and x"
disagree.

For ease of implementation, the log likelihood func-
tional is quantized and mapped into the set of integers
0, ' ' ' , 0 ~ 1- When the quantization levels are assumed
to be equally spaced, extensive computation of the PSK
modem has demonstrated that the map is sufficiently
nonlinear, so that uM"' is not a good approximation of
lnP(yr|Hn). The function that is the primary contributor
to Pfr, however, is the difference of log likelihood func-
tionals, as indicated in Eq. (24), for the Viterbi maximum
likelihood sequence decoder. The map of In P (yr \ 1)
- lnP(t/ r |0) into u;'1' - u><°>, for the PSK modem, is
satisfactorily linear over an extensive range of equally
spaced quantization levels and ratios of signal energy to
noise spectral density, ES/N0. Examples are shown in
Figs. 4 and 5. In Fig. 4, with eight equally spaced levels
of 0.5, the linearity of the interior regions is almost perfect.
The only deviation is in the two extreme quantization bins
(—00 , —1.5) and (1.5, oo), which increase in probability
as the signal-to-noise ratio ES/N0 increases. In Fig. 5, this
becomes extensive when the size of the equal spacing is
decreased to 0.25. The linearity of the interior regions
predominates over all ES/N0 and quantization spacings.

Because of this approximate linearity as well as the
simplicity which results from this approximation, most
implementations of the Viterbi decoder employ equally
spaced quantization levels and linear metrics. The exten-
sion to arbitrarily spaced bins is straightforward. For the
PSK modem, the relationships are as shown in Table 1.
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Table 1. Relationships for the PSK modem

zij 0

ij 0

»«' o - 1

1
1

0-2

2

2

0-3 •

• 0-2 o-i
• • 0-2 O-i

• • 1 0

We shall adopt the following notation:

P(to<« = </|*w = !) = ?„ <7 = 0, • •• ,Q-l (25a)

so that

P («;<*> = <7|*«, =0) = P,̂ -,, ? =0, • • • ,0- 1

(25b)

Since w(°} = Q — 1 — w*?\ we have the result that

P,c = Prob

for the quantized system.

(26)

Therefore, P^ is equal to the probability that the sum of
discrete, identically distributed, statistically independent
random variables is greater than a threshold, where
each random variable can take on the integer values
o, • • • ,e-i.

V. Binary FSK Modem With Quantization

If the channel degrades the signal sufficiently so that
coherent tracking of the RF reference phase cannot be
satisfactorily maintained, an alternative is binary FSK.
This is anticipated to be the case in a descending atmo-
spheric entry probe where an RF reference phase may not
be adequately maintained. In this section the use of the
quantized FSK modem is described. Configurations are
suggested for the binary FSK modem, which are directly
extendable to multiple-frequency-shift keying (MFSK).

The optimal choice of M = 2K in MFSK from the point
of view of maximizing channel capacity or RComP is given
by I. Bar-David and S. Butman (Ref. 4), where it is shown
that choosing M = 2 is not best at any signal-to-noise ratio.

The simplest way to implement a binary FSK demodu-
lator with Q-levels of quantization is shown in Fig. 2,
which we have called system A. The output of each
envelope detector is sampled at the end of each symbol
time. Perfect synchronization is assumed. Under the

assumption, for example, that frequency /i was trans-
mitted over the channel during a given symbol time, the
probability density function (PDF) of fi in Fig.-2 will-be
Rician distributed, and r0 will be Rayleigh distributed.
These analog samples are differenced and quantized into
one of Q levels or bins. This output {Zij} is then mapped
into a metric under each of the two hypotheses. The
simplest metric is linear and the question immediately
arises as to how representative this metric is of the log
likelihood.

The envelope detectors are assumed to output r? and rl
respectively, so that in system A,

A
y = (27)

The envelope detector outputs are assumed to be appro-
priately normalized so that

p (r0) = r0 exp ( - - rl \ , Rayleigh, r0 ̂  0

and

Rician, r i ̂  0

where A2 = 2Ea/Nn, Ea = STa being the symbol energy.

The cumulative density of y under the assumption that
H, is true can be shown to be

xg(x/Y"l,-\r2y), y^o (28)

where Q (a,/?) is the Marcum Q-function (Ref. 5).

As in PSK, we assume y is quantized with equally
spaced levels and the metric maps are linear as in Table 1.
How representative this metric is of the difference of log
likelihood functionals has been determined for binary
FSK using F(y) in Eq. (28). Examples are shown in
Figs. 6 and 7. Examination of the Rayleigh and Rician
PDFs indicates that a reasonable choice for the size of
equally spaced quantization interval is given by the point
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where the two PDFs intersect.2 In the case Q ~ 8, two
equally spaced intervals are placed between the origin
and the point of intersection. For a given X2, the quantiza-
tion interval is then given by that A which satisfies

exp(X2/2) = Q = (29)

In Fig. 6, the A corresponding to Eq. (29) was used. At
all signal-to-noise ratios considered, the difference of the
log likelihoods of the probability of being in a given
quantization region under H , and Hn is quite linear, par-
ticularly at ES/N0 = 2 dB. Thus choosing the quantization
interval based on Eq. (29) is a satisfactory rule of thumb.
This assumes, of course, a priori knowledge of ES/N0.
It is also reasonable to expect this choice of A to be very
close to that A which will maximize the capacity of the
quantized channel.

In Fig. 7, the quantization interval is fixed at A = 1,
and the difference of the log likelihoods is shown for
different Es/Nn. It is noted that A = 1 is too small a
quantization interval at Es/Nn = 2 dB, so poor in fact that
the difference of the log likelihoods is no longer mono-
tonic. Also, binary FSK does not have the satisfying
property that is consistent with binary PSK, namely, of
being linear over the interior quantization regions over a
wide range of A and E.,/N0.

In a given application, it is of much more importance to
have a priori knowledge of Es/Na when employing FSK
than when employing PSK, if linear metrics and equally
spaced quantization intervals are going to be representa-
tive of the log likelihood probabilities.

For a given ES/N0 and A, the probability

can be determined from F (y) in Eq. (28), and P& in
Eq. (26) is then determined as for binary PSK.

The above discussion applies to System A in Fig. 2. This
implementation, namely the differencing of the analog
envelope detection outputs before quantization, is easily
implemented only for binary FSK. Since there is signifi-
cant interest in MFSK because of its increased capacity
(Ref. 5) we consider System B in Fig. 3, which is directly
extendable to the M-ary case as shown in Fig. 8. With
System B, each envelope detector is sampled and imme-

Suggested by B. Levitt, Communications Systems Research Sec-
tion, Jet Propulsion Laboratory.

diately quantized before any signal processing is carried
out. In the binary case, the quantized outputs are linearly
indexed over 0, • - • , Q — 1, and differenced, with the
result, designated as ZH in Fig. 3, mapped into each of the
two metrics w\V and tt>j?'. Under the assumption fre-
quency fi was transmitted, hypothesis Hi, the PDF of r,
and r0 are again Rician and Rayleigh respectively.

To determine if «/'|)' and wff are representative of the
log likelihood as is the case for the modems considered
above, we must consider the likelihood ratio of the quan-
tized received vector

The log likelihood ratio is given by

LL(z) = \nP(z<}> |H,) + lnP(z{$> |H,)

- lnP(z}}> |H 0 ) - lnP(z [ °> | f fo ) (30)

since rl and r0 are statistically independent random vari-
ables. Under H±, the cumulative probability function of

y\t ' = y
= l-exp(-y/2) y^

and t/!*> = x has cumulative probability function

(31)

(32)

where again

x2/2 = = ST,/NO

Since linear indexing is assumed as well as equally
spaced quantization zff and z(V can take on the values
0, ' • • , Q — 1, and z^ can take on the values

Computation has shown that the linear matrices

(33)
,(0) —

are reasonably representative of the log likelihood. As
shown above, the primary random variable in determining
the performance of the Viterbi maximum likelihood se-
quence decoder is the difference of the log likelihood,
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namely LL(z) in Eq. (30), which we desire to be repre-
sented by u?W — wW .

Sample calculations are shown in Fig. 9. The difference
of the log likelihood, LL (z), is plotted against u><// ~~ w<°/
for Q = 4 quantization regions at the output of each enve-
lope detector, and a quantization interval of A = 1.25. The
quantized outputs of each envelope detector are assigned
the values 0, 1, 2, 3 for each of the four regions respec-
tively. The difference can take on integral values over
[—3,3]. With the metric map in Eq. (33), this is identical
to u>(

ty — wff. For each of the 16 possible values of the
vector z, the difference of the log likelihoods versus
wW - ww is shown in Fig. 9 for £8/N0 = 0 dB and 1 dB.
Multiple values appear, since values of w(V — w(V can be
obtained in several ways, each with its own value of
LL(z). The combination of A = 1.25 and Ea/N0 = OdB
corresponds to the choice given by Eq. (29). It appears

that this quantization procedure and choice of metrics is
representative of LL (z).

VI. Summary

A method is presented for determining an analytic ap-
proximation to the probability of error per bit for the
Viterbi maximum likelihood sequence decoder which
employs an arbitrary modem. The method is applied to
the quantized binary PSK modem, and two implementa-
tions of the quantized binary FSK modem. Simple linear
metrics are assumed and it is determined that they are
quite representative of the log likelihood, the purpose
being to demonstrate that implementation of a very simple
metric is close to the optimum for a given A and E,/N0.
If off-line decoding is to be performed, exact values of the
metric could easily be employed, as used for example in
the simulation carried out in Ref. 7.
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Fig. 1. PCM-PSK Biphase demodulator for the AWGN channel with Q-levels of quantization
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Fig. 2. PCM-binary FSK demodulator with Q-levels of quantization—System A
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Fig. 3. PCM-binary FSK demodulator with Q-levels of quantization—System B
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Fig. 4. Linearity of the difference of log likelihood with
equally spaced quantization and the PSK modem
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Fig. 7. Difference of log likelihoods of quantized outputs
in binary FSK
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difference of quantized, linearly indexed, envelope detector
outputs
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Development Support Group
E. B. Jackson and'A. L. Price
RF Systems Development Section

The activities of the Development Support Group in operating the Venus Deep
Space Station (DSS 13) and the Microwave Test Facility (MTF) for the period
October 16 through December 15,1972, are presented and categorized by facility
and section supported. Major activities include an extensive test program of dual
uplink carrier generation and measurement of intermodulation products in the
downlink band resulting therefrom. A description of the progress of this test pro-
gram, along with work required to minimize production of intermodulation prod-
ucts, is given. Progress in precision antenna gain measurements, continuing plane-
tary radar experiments, and weak source observations are other activities noted.

During the two months ending December 15, 1972, the
Development Support Group was engaged in the follow-
ing activities.

I. DSS 13 Activities

A. In Support of the Communications Systems
Research Section

1. Pulsars. The routine observation of pulsars was inter-
rupted by requirements of the Dual-Carrier Project, but
a total of 38 hours of observations was made.

2. Planetary radar. Continuing support of the Mariner
Venus/Mercury 1973 (MVM 73) spacecraft mission, rang-
ing measurements to the planet Mercury have been reg-
ularly made. These measurements are made using the

64-m-diameter antenna and the 400-kW transmitter at
DSS 14 for transmission and reception, with pseudonoise
code generation, data processing, and control being per-
formed at DSS 13. Ranging measurements with a resolu-
tion of 5 fis were made of Mercury for a total of 66 good
signal runs during this period.

B. In Support of the Communications Elements
Research Section

1. Precision antenna gain measurement. Radio sources
3C123 and Virgo A were used as calibration sources from
which data were obtained to calculate the absolute gain
of the 26-m-diameter antenna. A total of 56 hours was
devoted to these measurements using the SDS-930 com-
puter to do automatic boresighting and tracking of the
radio sources.
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2. Weak source observation. Measurements were made
for a total of 33 hours on radio sources 3C123, 3C348,
3C353, Cygnus X3, and the planet Jupiter. An additional
55 hours were spent on sky survey measurements with the
antenna in a fixed position. Data taking is automated
using the SDS-910 computer for antenna pointing and
boresighting and an HP 5360A computing counter for
control, measurement, and data recording.

3. Side lobe pattern (26-m antenna). Continuing the
measurement of the magnitude and location of the side
lobe pattern responses of the 26-m-diameter antenna, the
ALSEPs left on the moon by Apollo missions are used as
a calibration source across which the antenna is scanned
in a raster scan with the output signal level being auto-
matically recorded by the computer. Results have been
very good and additional data will be taken with the
quadripod legs on the antenna covered. These "before
and after" data sets will be compared to see if significant
reduction in side lobe response can be achieved by cover-
ing the quadripod legs. A total of 91 hours of tracking was
obtained during this reporting period.

C. In Support of the RF Systems Development Section

1. Acceptance testing of 400-kW klystrons. A repaired
400-kW, 2115-MHz klystron (X3075) was received from
Varian Associates and has undergone acceptance testing
at the High Power Test Area at DSS 13. The initial tests
revealed a possible problem with excessive outgassing in
the tube and further tests were performed. However, an
additional 2 days of testing were successful in "pump-
ing down" the tube and it now meets all acceptance
criteria.

2. Dual uplink carrier testing. Evaluation of the inter-
modulation products (IMPs) present in the downlink as a
result of dual uplink carriers being transmitted by a single
transmitter klystron has continued. An intensive program
of elimination of possible noise producing sources, e.g.,
welding of all bolted joints above the dish surface, re-
moval of all unshielded cables and wires, and careful
taping of the antenna panel joints, resulted in a reduction
of the intermodulation product levels to approximately
— 145 dBm. However, testing out the sidelooking feed-
horn, which does not utilize the subreflector or main
reflector, demonstrated intermodulation product levels of
approximately —175 dBm.

To isolate further IMP producing elements, the quadri-
pod and subreflector were removed, the waveguide sys-

tem, polarizer, feedhorn, and waveguide switches were
disassembled and carefully cleaned in nitric acid, and the
system reassembled and'tested. Although a further reduc-
tion in IMP levels was noted, it was determined that radio
frequency currents on the outside of the feedhorn were
still generating IMPs and noise.

A different feedcone, with all-welded exterior seams
and structure, containing the feedhorn previously used as
the sidelooking feedhorn (which is of a new design and
has minimum exterior currents at 2115 MHz), a minimum
amount of waveguide, and no switches, was installed onto
the antenna in place of the existing feedcone. This sim-
plification of the feedcone required the 2295/30-MHz
converter to be removed from the S-Band Radar Opera-
tional (SRO) feedcone and temporarily installed in the
26-m-diameter antenna electronics room. Only a mini-
mum receiving system instrumentation system is pro-
vided, and a measurement of maser gain requires physical
changeover of cabling in the electronics room. If adjust-
ment of maser gain and bandwidth is required, additional1

test equipment must be moved into the electronics room
to substitute for the equipment that was not transferred
from the SRO feedcone.

Testing with this new feedcone, without the quadri-
pod, produced acceptable IMF-level performance and
the quadripod and subreflector were reinstalled for fur-
ther testing. Prior to reinstallation, the "spillover reduc-
tion" skirt around the subreflector was welded to the
subreflector, and the vertex plate (in the center of the sub-
reflector) was welded to prevent, insofar as possible, any
noise production by arcing between different radio fre-
quency potentials. Intermodulation product levels with
this configuration are now —165 dBm, with further test-
ing scheduled.

The Block II maser, utilized in all measurements of
IMP levels in the downlink band, has performed without
fault since original cooldown and tuning on October 12,
1972. However, the spare Block II maser was found to
be unusable because of an inability to maintain a vacuum
in the refrigerator jacket. Replacement of the refrigera-
tor ion pump corrected this problem, but the associated
helium compressor required overhaul before proper oper-
ation was obtained. After again starting testing of the
spare maser, after ion pump replacement, the oil pump
in the compressor failed and required replacement. How-
ever, the spare maser refrigerator and spare helium com-
pressor have been tested, the refrigerator successfully
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cooled to liquid helium temperature, and these items are
now fully functional.

3. Clock synchronization transmitter. Periodic testing
of the 100-kW X-band transmitter has continued. This is
required to maintain the transmitter in operational con-
dition and also to protect the transmitter during cold
weather.

A new nitrogen (N2) manifold is being installed at the
9-m-diameter antenna to enable operation of the trans-
mitter from one (N2) pressure source instead of the three
previously required. The manifold will also provide a "loss
of pressure" alarm. Work is also underway to weather-
proof the electronics room on the 9-m-diameter antenna.
At the present time, whenever the antenna is at zenith
and it rains, most of the water caught in the dish is
funneled along the waveguide run into the electronics
room. Until this work is completed, storing the antenna
at about 60 deg elevation serves to keep most of the water
out of the electronics room.

D. In Support of the DSIF Operations Section

1. Clock synchronization transmissions. Although rou-
tine transmission of clock synchronization signals has
ceased, three transmissions were made to DSS 41 in sup-
port of a Mariner 9 spacecraft experiment, and one trans-
mission was made to DSS 42 at their request. Periodic
testing, as described earlier, also continues.

II. Microwave Test Facility (MTF) Activities
In Support of the RF Systems
Development Section

During this reporting period, the primary activity has
been supporting the Dual Uplink Carrier and associated
transmitter testing. The disassembly, cleaning, and re-
assembly of the SRO feedcone was performed by MTF
personnel, who also lapped all waveguide, polarizer, and
feedcone joints as well as fabricated special stainless steel
hardware required for reinstallation.
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Efficient Signal Generation for High-Power
Dual-Spacecraft Command

S. Butman
Communications Systems Research Section

This article describes a frequency multiplex scheme that is potentially 1.6 times
as efficient (+2 dB) as the one currently under consideration, without exceeding
the peak voltage rating of the Klystron.

I. Introduction

The possibility of transmitting to two spacecraft simul-
taneously from a single antenna has arisen in the forth-
coming Viking 1975 Project that will place two orbiters
and two landers at Mars. Two of the spacecraft will be
simultaneously controlled from the ground. Therefore,
there is a requirement to send two command signals (on
two separate carrier frequencies) from a single trans-
mitter, comprised of a single Klystron power amplifier
and antenna. In this article, we describe a frequency
multiplex scheme that is potentially 1.6 times as efficient
( + 2 dB) as the one currently under consideration, with-
out exceeding the peak voltage rating of the Klystron.

II. Discussion and Description
We are concerned about amplifying two phase-

modulated carrier signals

Sj (t) = sin (m^ + (9J

S2 (*) = sin (o>2* + #2)

without exceeding the peak voltage limit V 2Pmax on the
Klystron, where Pmax is the maximum rms power rating.

If we blindly add the two signals, the result is

?! (t) + \~ZPS2 (t) = 2 V~2?sin (u+t + 6+) cos («_* + 6L)

(1)
where

#+ — ~o" (#1 + 62}

\_
2

Obviously, from (1), the value of F is limited to

-^- — PA i- max

and the total power output is at most 50% of the Klystron
rating, since

•^•—P- 2r«

The scheme proposed next can achieve an output effi-
ciency of -—80^, and should be "easy" to implement.
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The idea is to biphase-modulate sin (<ott + 0+] by the
squarewave C os (<a-t + 6-} — sgn [cos (<a-t + 6.)], amplify,
and then filter to remove undesired frequencies, as shown
in Fig. 1.

Note that <o- is several orders of magnitude less than
«>+ = (1/2) (o)2 + a)!): o). x 1 to 10 MHz, while <o+ » 2 GHz.
Also observe that (4/?r) cos (<a.t) is the fundamental of the
unit amplitude squarewave Cos(a>-£). With the above in
mind, we next note that

sin (<oj + 9+) C os (o>-« + 6.) ^

cos [(2K

for all t. But

C OS (ta-t + 0

Therefore,

2 . _ 2 , _
= — Y2Pmax sin (out + 0!) + — V 2Pmax sin («>2t + 02)

7T 7T

+ higher harmonics of «- on «>+ that can be filtered. It is
crucial to note that this filtering must take place after the
signal has been amplified. For example, the nearest two
sidebands to the desired signal are at <a+ ± 3a>_, hence at
2o>2 — <»i and at a>i — 2o>2, and are each about 9.5 dB down.
Suitable bandpass filtering will attenuate them and their
higher- and lower-frequency brethren to negligible pro-
portions. Since the filtering is on the Klystron output, the
filters must be capable of dissipating approximately 20&
of Pma* or about 80 kW for a 400-kW tube.

To summarize, the signal \ 2Pmax sin (<aj + 9+) [(<o.t + 0.)]
satisfies the voltage rating of the amplifier, but contains
many undesirable intermodulation products that can be
filtered out with some effort. The resulting benefit is an
increase in output power to

— 1 P. •0.4Pn

for each signal, which is only 1 dB below the maximum
50? limit for each command link and ~2 dB better than
the linear multiplex scheme previously mentioned.

Incidentally, time multiplexing of the two carriers with
a switching frequency of the order of a>- also produces
intermodulation products of the same size and has none
of the advantages of the present scheme.

III. Implementation
Filtering of the high- (as opposed to the low-) frequency

harmonics of C os <ot can be accomplished at low power
levels in the exciter because absence of the higher har-
monics places only a small ripple onto the squarewave,
thus having a negligible effect on efficiency. Thus, refer-
ring to Fig. 1, starting with two signals at about 66 MHz
which will be multiplied up to 2 GHz in the X32 mul-
tiplier, we have first the desired command signals at
66 MHz:

.
= sm COS

Their hard limited version becomes

and prefiltering yields

e3 = bandpass filtered e2 (t)

bandwidth of, say, 5 MHz centered at 66 MHz, so that

. /"+1+0+V t"-t
es (t) = sin (— 32— j C os (~

where Cos (<o£/32) = C os (at/32) — harmonics greater than
5 MHz. After frequency multiplication, the result is

et = sin (<a+t + 0+) C os (u>-t + 0-)

where Cos (<a-t) = Cos (wJ) — harmonics greater than 160
MHz. After amplification in the Klystron,

Finally, high-power filtering yields

filtered to remove all but OH and o>2.

IV. Conclusions
Further studies of the high-power filter required to

demonstrate this efficient dual-carrier multiplex scheme
are in progress, including the question as to whether such
filtering is needed at all. This last point is based on the
fact that the harmonics that can cause interference in the
receiver, which is about 200 MHz removed, are elimi-
nated before amplification, while the high-power har-
monics radiated by the antenna can be blocked by the
front end of the spacecraft receiver.
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A New Pulsar Timer
A. Slekys

Communications Systems Research Section

The times-of-amval of pulses of radiation from pulsating radio sources (pulsars)
have been measured at the Venus Deep Space Station (DSS) by Downs and
Reichley (Ref. 1). This article describes a programmable high-speed timing source,
designed to control the data sampling. A possible use of the timer, as part of a
DSN navigation system, is to determine a spacecraft's position in inertial space.
It is easily controllable by computer and is intended to be part of a demonstration
of remote experiment operation in which the Sigma 5 at JPL will configure pulsar
experiments at DSS 13.

I. Introduction

This article describes a new timer that operates under
program control of the XDS 930 computer, providing
entirely variable major and minor cycle pulse rates, with
automatic start, delay, and stop features. Incorporating
a fast analog-to-digital converter (ADC), with a maxi-
mum sampling rate of 250 kHz, and having a selectable
sampling interval within each period, the duty cycle of
the sampling scheme can now be more closely matched
to that of the pulsar. Data resolution is thus improved by
over a factor of 10, to 4 /iS per sample. Signals are also
available from the timer to control the operation of the
noise-adding radiometer (Ref. 2), which functions in com-
plement with pulsar sampling. It is intended to demon-

strate this timer in an experiment in which DSS 13 is
remotely configured from the Sigma 5 at JPL.

A suggested novel use of the timer is as part of a DSN
radio navigation system. Comparison of times-of-arrival
of three pulsars (approximately orthogonal to the craft)
measured on board and on Earth gives an accurate fix of
the spacecraft's position relative to Earth when simul-
taneous ranging is carried out.

II. System Description

The times-of-arrival of pulses of radiation from pulsat-
ing radio sources are measured relative to a 1-s pulse
derived from a cesium standard operating at 1 MHz and
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accurate to 1 part in 1012. The 1-MHz signal from the
cesium standard also drives a frequency synthesizer. In
the existing system, an operator presets the frequency
synthesizer for fp X 106 Hz, where fp is the apparent pulsar
frequency, and then arms a start gate, which allows the
cesium clock to trigger the sampling of data at a predeter-
mined time. The frequency of the synthesizer output is
divided to produce signals controlling the data sampling.

As shown in Fig. 1, the synthesizer signal is divided by
Dl, giving the major cycle signal, f major, at a frequency
(fp X 10s)/Dl Hz, and by D2, giving the basic minor cycle
timing signal. The minor cycle signal externally drives the
ADC, and hence, (fp X 106)/D2 samples are obtained per
pulsar period. These samples are uniformly distributed
over a given period, and since the actual pulsar width lies
well within the period (typically, pulsar duty cycles are
about 5%), the sampling is not optimized over the region
of interest. Furthermore, the major cycle divisor is fixed
(Dl — 106), and there are only four available values for
D2, namely, 200, 100, 50, and 25, with a maximum ADC
sampling rate of 20 kHz.

The new timer similarly divides down the synthesizer
signal to create / major and / minor. The interface to the
XDS computer allows for variable dividers and complete
control over pulsar data sampling and subsequent process-
ing in the machine.

A. Software

A flow chart of the pulsar timer program *PUT*, written
in SYMBOL assembly language for the XDS 930 com-
puter, is shown in Fig. 2. Given the following integer
parameters, entered with individual requests on the type-
writer, the program allows for complete control of all data
flow into the machine, subsequent integration, process-
ing, and output of data. Automatic start, delay, or stop
during any operation is obtained without loss of time sync
with the pulsar data.

TS = Start time (GMT) (entered as a 6-digit integer)

X = major cycle divisor

Y = minor cycle divisor

A = sampling delay (in number of minor cycles
pulses)

AL = sampling length (in number of minor cycle
pulses)

2V = pulse integration number (in number of major
cycle pulses)

fa
 = synthesizer frequency (Hz)

From the above,

The limiting values for the parameters are listed below:

00:00:00 ̂ TS^ 23:59:59

v
1 ̂  Y < 220 Y < ^r < 220

AL<2 2

0 < N < 212

Thus, for each of N major cycles, after a sampling delay
of A minor cycle pulses, AL samples of pulsar data are
taken at the minor cycle rate and stored in core. At this
point, data flow into core is halted, and the data in core
are integrated and loaded onto magnetic tape, while the
hardware maintains time sync by monitoring major cycle
pulses. After all further processing (plotting, etc.) is cohv
pleted and the time required for the processing recorded
on magnetic tape, data flow into core is resumed with the
original divider parameters intact.

»j"

The breakpoints on the console allow for the following
interruptions :

BPT 2: SET for DELAY. The program allows data
flow into core for the current major cycle. , At
the end of this cycle, the program stops data
flow. Time sync is maintained by the timer
until either BPT 2 is RESET, or BPT 4 is SET.
In the former instance, data flow into core is
resumed, the delay time is written on tape, and
the pulse integration number counter is reset
to zero. In the latter case, time sync is. aban-
doned, and the program enters the HALT
state.

BPT 3: SET for accumulation. The program accumu-
lates data samples in core for as many periods
as BPT 3 is SET. With BPT 3 RESET, core is
cleared before each period of N major cycles
of data.

BPT 4: SET for immediate HALT. The program stops
data flow into core and tests for BPT 4 to be
RESET, indicating a RESTART. No time sync
is maintained, since this is considered an emer-
gency stop. At RESTART, all breakpoints
should be in the RESET position.

134 JPL TECHNICAL REPORT 32-1526, VOL. XIII



B. Hardware

A block sketch of the pulsar timer hardware appears in
Fig. 3. The program reads the TS clock (which is synced
with the cesium standard), and upon reaching the pre-
programmed start time (TS) minus 1 s, arms a start gate.
Sampling of data commences on the next 1-s pulse from
the TS clock. The first two programmable dividers with
20-bit binary divisors reduce the input signal from a fre-
quency of fp X 106 Hz to create the minor cycle signal at
a frequency (ff X 106)/Y Hz and the major cycle signal at
a frequency (/„ X 106)/X Hz.

High-speed switching of data from the A and A + AL
registers into the third programmable divider via the mul-
tiplexer allows for this divider to perform the dual func-
tion of deleting A pulses and passing AL pulses. During
each major cycle, a count of A minor cycle pulses enables
the output gate G. This enabling signal also switches the
A + AL divisor into the divider in midstream. When the
count reaches A + AL, gate G is disabled and the output
is terminated until the next major cycle pulse.

"'•The fourth divider, which is limited to a 12-bit binary
divisor [2V], provides a 2-ps interrupt to the computer
when the count equals the pulse integration number. In
a • delay mode, the divide function is inhibited via the

delay gate, gate G is disabled, and the divider merely
counts major cycle pulses, thus maintaining sync with
the clock. Upon termination of the delay, the program
accesses the current number in the counter via a read
gate, resets the counter to zero, and reactivates the divide
function. The major cycle signal is also sent to the pro-
gram via an interrupt line to provide appropriate timing
for the control of the N divider, as described.

III. System Performance

Preliminary checkout of the timer was performed at
JPL and at the Venus Deep Space Station, utilizing a
known pulse source as a pseudo-pulsar. Various sampling
rates (to a maximum 20 kHz, limited by the ADC) and
duty cycles were tested. The program and timer per-
formed to specifications. With the divisors set to their
upper-limit values, the timer has a maximum operating
speed of about 14 MHz. The basic limitation is the speed
of the comparators used in the divider design. With the
divisors set to their lower-limit values, 20-MHz operating
speed is achieved, which is the upper speed limit on the
integrated circuits used.

Delivery of a high-speed ADC is expected shortly, at
which time results of high-speed-sampled pulsars will be
published.
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An Information-Theoretic Model for the Ground
Communications Facility Line

0. Adeyemi

Communications Systems Research Section

This article presents a three-state Markov chain as a model for the errors occur-
ring on the Ground Communications Facility (GCF). An analytic expression for
the capacity of the channel in terms of the model parameters is obtained, and com-
parison is made with the capacity of a binary symmetric channel (BSC) with the
same bit-error rate. For a better understanding of the channels intrinsic behavior
and for use in estimating the performances of different error-detecting and error-
correcting codes, we obtain analytic expressions for three sets of channel param-
eters. These are the bit error statistics, the block error statistics, and the distribu-
tion of burst lengths and error-free (gap) intervals.

I. Introduction and the Model

This article will report the progress made so far in
constructing a theoretical model for the Ground Commu-
nications Facility (GCF) high-frequency (50-kbps) wide-
band error distribution using the results of the test runs
reported by J. P. McClure (Refs. 1 and 2). In those re-
ports, the "bursty" nature of the errors is clearly notice-
able; there are error-free gaps of up to 3-min duration
(10,000,000 bits), followed by up to % s of sputtering
errors.

The data from the test runs, stored in twenty-five tape
reels, consisted of records of relative positions of con-

secutive errors in the sequence of noise digits z = {zn}
(in which zn — 1 if the nth digit is in error and equal to 0
otherwise). Because of certain problems with the record-
ings, only twelve of these reels were found usable, with a
total of about 5.73 X 10s bits and an average bit error rate
of less than 1Q-4.

Figure 1 is the histogram for the (error-free) gap lengths
X, for X =i 103 bits (or a transmission time of 1/50 s or
more). The ordinate represents the number of times a gap
of length X occurred in the twelve tape reels. Not shown
on the histogram are frequencies for the gap lengths of
100 bits or less. The frequencies for this range of gap
lengths are much higher, showing again that the errors
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occur in bursts. The modal frequencies at X = 103 and
X = 10" are denoted by A and B, respectively.

Pioneered by Gilbert (Ref. 3), many attempts have been
made at using Markov processes as theoretical models for
burst-noise channels. "For example, Elliot (Ref. 4) and
Berkovits, Cohen, and Zierler (Ref. 5) have successfully
generalized the original Gilbert model (Fig. 2) for fitting
data from telephone networks. Gilbert's model consisted
of one perfectly good state G and one error state B; i.e., an
error bit can occur only in state B.

In the generalization, an error bit can occur in either the
good state G or the bad state B, but with different proba-
bilities. In Fig. 2, transitions between the states occur in
the direction of the arrows, and if P (/1 i) denotes the one-
step transition probability of going from state i to state ;',
then

P(G\B) = p, P(B|G) = P

and </ = 1 — p, Q = 1 — P are the probabilities of re-
maining in B and G, respectively. If we let k and h denote
the probabilities of correct reception of a bit when the
channel is, respectively, in states G and B, then k' = 1 — k,
hf = 1 — h are the respective probabilities of a bit being
in error in those states.

The two-state model is not adequate, however, for the
type of gap distribution obtained on the GCF channel
(see Fig. 1). For very short gap lengths (X^IO3) and
medium to larger values of the (error-free) gaps (103 <
X ̂  105), one may successfully characterize the communi-
cation channel by the generalized Gilbert model. But no
two-state Markov chain would suffice to represent the
whole range of the gap distribution (especially to include
the other modal frequency at B for gap lengths of about
106 bits or more). We are therefore forced to consider a
model with more than two states to account for the
(error-free) gaps of length ^ 106, even though the analysis
of such a model may be mathematically unwieldy.

The following is the suggested model for the GCF.
A Markov chain with three states B, G1( and G2 will be
used to generate the gap lengths (Fig. 3). Because of the
low bit error rate recorded in the data, we take both states
G, and G2 to be perfectly good, i.e., z» = 0 always in Gj
or G2; the error bursts are produced in state B. Since actual
bursts contain good digits interspersed with errors, we let
the probability of having a good digit in this state equal
h > 0. In other words,

and we write 1 — h = h'. As explained for Fig. 2,

P(G2 |B) = p

P(B|G2) = fo

P(G1|G1) = g

P(G2|GO = P

are the one-step transition probabilities: q = 1 — p,
r = 1 — g — b, Q = I — P are the probabilities of remain-
ing in B, G2, and G1; respectively. For example, for a bit
error rate PI = 4 X 10~5, which is of the order of the
average bit error recorded in the GCF data, if we assume
h' = 0.5, calculations using the data give

p = 0.20; (q = 0.80)

b = 0.36; r = 0.21 X 10'2; g = 0.6379

P = 0.29 X 10-"; Q = 0.999971

Let TU denote transitions between states T and U,
including sojourns in T and U; and let TC7V denote a
particular (transition) path between states T and V> pass-
ing through state U; T, U, V = B, d, or G2. Then the fol-
lowing transitions between the states can produce the
pattern of gap distributions observed in the data: •

(1) A long sojourn in state B (with probability q = 0.8
of remaining in B at any instant of time, once having
got there) accounts for the very short gaps (long
bursts of errors, including cases of consecutive
errors).

(2) BG2 (= BG2G2) • • • , BBG2, • • • , BG2B, • • • ,
G7BB, • • • , G2BG2, • • • ) accounts for gap lengths
of about 102-103 bits.

(3) BG2G1; • • • ,G,G2B,
of 103-104 bits.

account for gap lengths

(4) GiG2 (including sojourns in Gt and G2) accounts for
gap lengths of 105 bits or more.

Unfortunately, the twelve reels on which our model is
based suffer from certain recording problems which have
the effect of increasing the gap lengths at the end of each
test run, thereby lowering the measured bit error rate.
It is assumed that the current test run being conducted on
the same channel but at a much lower rate (4.8 kbps) will
provide reliable data from which to estimate the param-
eters of this model. It is even likely that we may have to
modify our model to fit the new data. In such an even-
tuality, however, our method of analysis here is general
enough to handle an increase in the number of states of
the Markov chain.
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Let us mention here that in 1970, Daniel Stern (Ref. 6)
of GSFC computed a number of useful empirical proba-
bilities from high-speed data collected from selected
NASCOM channels. Thus, we have some data in hand
with which to compare the results of the current test run.

II. Summary of Results
For a better understanding of the channel's intrinsic

behavior and for use in estimating the performance of
different error-detecting and -correcting codes on the
channel, analytic expressions in terms of the model param-
eters are obtained for three groups of channel parameters.
These are the bit error statistics, the block error statistics,
and the distributions of the burst lengths and the gap
intervals.

Section III contains the first group of statistics, consist-
ing of (1) the distribution of distances between consecutive
errors, (2) the autocorrelation of bit errors, and (3) the
probability of a sequence of consecutive errors. Distribu-
tion of distances between consecutive errors will be used
to estimate the number of gaps of a given length. For
estimating significant error patterns, we require the auto-
correlation of bit errors, and the distribution of a se-
quence of consecutive errors will show how clustered the
errors are.

v In Section IV we evaluate the capacity of the channel
(the maximum rate at which arbitrarily reliable informa-
tion can be transmitted over the channel). This capacity is
then compared with that of a binary symmetric channel
(BSC) with the same bit error rate. The capacity of the
three-state channel must always be larger than that of the
equivalent BSC; ironically, forward error correction is,
nevertheless, more difficult.

A very important group of statistics for estimating the
performance of error-correcting codes on the channel are
the block error distributions; a block is defined as a se-
quence of n bits for a fixed integer n. This group of statis-
tics, discussed in Section V, consists of

(1) The probability of an error block

(2) The distribution of the number of errors in a block

(3) The distribution of the number of errors in the
information digits of an interleaved code with a
given constant of interleaving (A block code C is
said to be interleaved with constant of interleaving t
if successive letters of individual code words are
separated on the channel by t time units.)

(4) The distribution of distances between extreme er-
rors (i.e., between the first and the last errors) in a
block, which statistic is to be used to estimate the
performance of codes that can correct error bursts
in a block, provided they are confined to a given
length

(5) The distribution of symbol errors in an n-symbol
word where a symbol is a fixed number, say m, of
consecutive bits

Section VI presents the last group of the channel param-
eters : the distribution of burst lengths. For this analysis,
a burst will be defined as a sequence (1) beginning and
ending with an error, (2) separated from the nearest
preceding and following error by a gap of no less than a
given number, say Q, called the guardspace, and (3) con-
taining within it no gap equal to or greater than the given
guardspace.

Since burst correction codes can generally correct bursts
up to some fraction of the guardspace, say 1/3 (see Ref. 7),
it is important to note what percentage of the burst lengths
falls below the given fraction of a guardspace. The opti-
mum value of the guardspace is therefore that which has
the highest percentage of bursts less than this correctable
fraction (1/3) of Q. This group also contains the distribu-
tion of the number of errors in a burst of a given length.
This statistic is significant because for low error densities
within a burst, burst-correcting codes can cope with occa-
sional errors in what should be an error-free guardspace.

III. Bit Error Statistics
To shorten the length of this article, detailed proofs of

every proposition will not be presented. Henceforth all
references to model parameters will be to those presented
in Fig. 3.

The fractions of times spent in states B, G2, and Gt are
given, respectively, by

—
Wo

(1)

where u>0 = pg + pP + bP.
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Since errors occur only in state B, and then just with
probability h', the bit error probability P (1) is given by

bPh'

Let v (k) denote the probability of getting k error-free
bits between a given error and the one immediately fol-
lowing it (i.e., a gap of length k):

o(fc)=P(0*l| l) (2)

where (0*111) is the event that a given initial error is
followed by a gap of length k. It follows that

(3)= u ( k ) - u ( k

where we have denoted P (0* 1 1) by u (k) and {0* 1 1} is the
event that a given error is followed by k error-free bits.
Therefore, it suffices to find expressions only for u (k) in
terms of the model parameters.

Let

(4)

where sk is the state of the channel at time k. Then

and

(k

P(0*+l, * =

(5)

Similarly,

G2 (Jfe + 1) = G2 (Jfe) r + G1 (k) P + B (k) p

B(k + l) = B (k) qh + G2 (K) bh

In matrix form,

(G, (k +1), G2 (fc +1), B (fc +1)) = (G, (k), G2 (k), B (fc)) M

(6)

where

with

(7)

Now Eqs. (6) and (5) give

(8)

For the purpose of deriving

one may use Eq. (8) and a computer after estimating the
model parameters. The results of such computer calcula-
tions and estimates will be presented in a fuller report.
But for use in the next section in finding expression for the
capacity of the channel, we give detailed solution to (8).

Write the matrix M in Eq. (6) as:

0

bh (9)

The characteristic equation associated with M is

X3 + A.2 [P + ph + g + b - 2 - h]

-(P + ph + g + b)]
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with roots Ai, A2, A3 given by

AJ = - f(A + -y A2 + B3)% + (A - \ A2 + B3)U + -r-1

A2 = -5- [(A + V A2 + B3)% + (A - V A2 +

+ -5-[(A + V A2 + B3)% - (A - Y^-K
fe
3

XV _ A &f. * _ ^ &C

b = P + pft + g + fc — 2 - f t

£ = &P + pPft + pgft + 2ft + 1

-ft(P + p + g + i)-(PH

X, = -5- l(A + V A2 + B3)% + (A - "V A2 + B3)%]
2*

_

•
0 Uil + \ A2 + B3)% - (A - "V A2 + B3)%] - TJ
^ O

where Ax < X2 < A3 are real roots and

(10)

To find M" is in general complicated, but using a
method described in Ref. 8 (p. 385), we get

M(n) = c1A^M1

Using the fact that and

(11)

where

-<JVf

•:-"

. ... _^ .

and

/ gP P fePft \
[A! - (1 - P)]2 Aj - (1 - P) [A! - (1 - P)] [A± - (1 - p) ft]

g bh
A i - ( l - P ) A , - ( l - p ) f t

fcg p pbh

L [AI — (i — P)] [AI — (i — p) ft] AI — (i — p) ft [AI — (i — p) ft]2 y\ /

/ gP P bPh \
[A2(1-P)]2 A 2 - (1 -P) [A2 - (1 - P)] [A2 - (1 - p) ft]

g foft
A2 - (1 - P) A2 - (1 - p) ft

pg p fopft

\ 2 2 /

/ gP P foPft \
[A, - (1 - P)]2 [A, - (1 - P)] [A, - (1 - P)] [A3 - (1 - p) ft] 1

g bh
A. - (1 - P) A3 - (1 - p) ft

pg p fepft ;

\ 3 3 /

f g p I T , b ? h ^ ' l i - n
Cr \ [A r - ( l -p)? F1 ' [A r - ( l -p ) f t ] 2 / ' 1)2'3

|

1

/I ft\(12)

«(ft) = G 1 (Jfc)+G 2 (Jfc)
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we obtain Then it follows that

Pg

Pg

Pg

frpfo

and hence,

fcpfe

Next we find the autocorrelation of bit errors, denoted
by r (k), k = 1, 2, • • • . By definition then,

which is the probability of having an error at time k
following a given initial error. The autocorrelation r(k)
measures the correlation of error positions, and it is useful
for estimating significant error patterns.

Let

(14)

To find B (k) we need the following facts:

(15)

which are easy to derive.

Here also, as in (8), we have

(Gj (Jfc + 1), G2 (Jfc + 1), B (k + 1)) = (G\ (k), G2 (k), B (ft)) M

where

'Q P (T

= ( g r b

0 P

with

Hence,

G1(0)=0 = G2(0); B(0) =

(d (ft + 1), G2 (ft + 2), B (ft + 1)) - (0, 0, 1) M*« (16)

In this case also, as in (8), we can use a computer to find
the vector

(G,(fc),d.(fc),B(fc)) ; k = l , 2 , - - -

But it is also valuable to give an explicit solution in terms
of the model parameters by calculating Mk for any k. We
shall do this in Section V.

The distribution of consecutive sequence of errors is
easily obtained. For example, the probability of a se-
quence of k errors following a given error, P(l*|l), is
given by

while the probability of k consecutive errors following a
given good bit, P(l*|0), is given by

1 + (qh'}k- k = 1, 2, • • •P (1* 1 0) = bh'

IV. Capacity of the Channel
\

For estimating the maximal rate for which reliable
transmission over the channel is possible, we shall find an
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analytic expression for the capacity of the channel in
terms of the model parameters.

Let H denote the entropy of the noise sequence
z = {zn}; then

Proposition 1

The capacity C of the burst-noise channel is given by

and

H=-lim 2
n —> oo Zi = 0 or l

(17)

Proof:

The proof is by classical information-theoretic argu-
ments. The mutual information of the n-extension of the
channel is

I (X", Y") = H (Yn) - H (Y" | X") (18)

where X (Y) is the input (output) and H (•) is the entropy
function. The transmission rate is then

(19)
n-»oo n

the capacity C is given by

C = max R

= max lim <—-— —'—-> (20)

and p (x) is an input distribution.

Now for additive noise—i.e., for Y = X + Z, Z the error
sequence—we can easily show that

H(Y»|X") = H(z1, • • • ,zn) (21)

independent of X" and that for p (xlt • • • , xn) = 2-",

H(Y»)
n (22)

But

H(JS,, • • • ,zn)
— H (zn\z1, • • • ,

So by Eqs. (20), (21), and (22), we have

= l-H (23)

where H denotes

lim

and

H(zn\Zi, • • • ,«n-l

This completes the proof of Proposition 1.

We note that a uniformly distributed, zero-memory
binary source achieves this capacity (Ref. 3).

Now let us write H as:

H = lim 2 P (
7>->00 (Z • • • ,Z)

,zn)h (Zj, • • • , zn)

with

,Zn)

(24)

And if we assume that our model contains only one error
state B, we can show easily (see Ref. 3) that h (zi, • • • , zn)
can assume only (n + 1) values:

h (0"), h (10-1), h (10»-2), • • • , h (10), h (1) (25)

where {10*} is the event that an error is followed by k
error-free bits. Using Eqs. (25) and (24), we have

H= 2 P (10*) ft (10s) (26)

In terms of u (k) and v (k) (see Eqs. 2 and 3), P (10*) can
be written as

P(10*)=P(l)t*(ft)

and hence,

(27)
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Equation (24) then becomes

u(k)
-,log6 u(k)

(28)

Hence, by Eq. (26), H becomes

u(fc + l) u (k + 1)
«(*) 10g «(*)

The entropy H can also be written in terms of v (k),
using the fact that

We see from (26) that H then becomes

(30)

For actual computations, however, it is convenient to
use Eq. (29) because, as shown in (12),

u (k) = c^* (31)

where Ci, c2, c3 are constants. And since A.I < A.2 < A.3) with
Xi and X2 very much less than 1, we have

«(*)
(32)

By (29), then,

> -\a log A3 - (1 - X3) log (1 - A3) = /to, say

(33)

The convergence in (32) is very fast. For example, for
P (1) = 4 X 10-5, h' = 0.5, the transition probabilities are

p = 0.2, q = 0.8

b = 0.356, r = 0.002, g = 0.642

P = 0.0003, Q = 0.99997

and [u(k + l)]/[u(fc)] = 0.999991 (to six decimal places)
for fc^21, while A3 = 0.999989.

Thus, in general the approximation h (10*) = h0 is good
for all k^k,,, some k0 large enough. Therefore, using
Eq. (33) in (29), we get

(k + 1) u(k + l)
«(*) 10g «(fc)

But

Hence, the capacity of the channel is given by

C= 1-H

U ( f c +-

(34)

(35)

Comparison between the model capacity C and that of
an equivalent binary symmetric channel C (BSC), for two
sets of parameter values, is shown in Table 1.

V. Block Error Statistics

We turn now to computing the group of parameters
which has the most direct application to block codes.
Specifically, for estimating the performances of burst-
correcting codes we find (A) the probability of getting an
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error block; (B) the distribution of the number of errors in
a block, denoted by P (k, n); (C) the probability, denoted
by P( (k, n), of k information-bit errors in n-information-
bit word in an interleaved code with constant of inter-
leaving t; (D) the distribution of symbol errors in an
n-symbol word; and (E) the distribution of distances
between extreme errors in a block.

A. Proportion of Blocks in Error

As in Ref. 5, let

TOU(n) = P(Zl =• • • = * , , = Q,sn = U|s0 = T);

(J 1 ^^ £5 (jfj Cf2 (3*^)

Thus, TOU (n) is the probability, starting from a given
initial state T, of having a gap of length n and ending at a
final state U at time n. Then

BOB (1) = qh

BOG2 (1) = p

BOGt(l) = 0

G2OB (1) = bh

G2OG2 (1) = r

dOd(l) = g

dOB (1) = 0

" dOG2(l) = P

dOd (1) = Q

and

BOB (n) = BOB (n -l)qh + BOG2 (n - 1) bh

BOG2 (n) = BOB (n - 1) p + BOG2 (n-I}r

+ BOG, (n - 1) P

BOd (n) = BOG2 (n - 1) g + BOG, (n- l )Q

G2OB (n) = G2OB (n -l)qh + G2OG2 (n - 1) bh

G2OG2 (n) = G2OB (n - 1) p + G2OG2 (n - 1) r

+ G2OGj (n - 1) P

dOd (") = G2OG2 (n - 1) g + G2Od (n - 1) Q

dOB (n) = G.OB (n -l)qh + G,OG2 (n - 1) bh

G,OG2 (n) = G,OB (n - 1) p + G,OG2 (n - 1) r

+ dOd (n - 1) P

dOGi (n) = G,OG2 (n - 1) g + dOd (n-l)Q
(37)

p(Zl = 0 = = zn = 0) = P(s0 = B) [BOB(n)

+ BOGt(n) + BOd(n)]

+ P (s0 = G2) [G2OB (n)

+ G,OG2 (n) + G2OGi (n)]

GtOG2 (n) + G1OG1 (n)]

and

P (block error) = 1 - P (zt = • • • = zn = 0) (38)

B.P(k.n)

Following Ref. 5 again, let TU (n, k ) = P ( k bit errors in
n-bit words, sn = U \ s0 = T), which as before is the proba-
bility, given initial state T, of getting k errors in n-bit
word and ending at a final state 17. Then

BG2 (1, 0) = BOG2 (1) = p

BG1(l,0) = BOd(l) = 0

G2B (1, 0) = G2OB (1) - bh

G2G2 (1, 0) = G2OG2 (1) = r

dB(l,0) = G1OB(l) = 0

G,G2 (1, 0) = G,Od (1) =

BB (1, 1) = BIB (1) = qh'

BG2 (1, 1) = B1G2 (1) = 0

Bd (1, 1) = BIG! (1) = 0

G2G2 (1, 1) = G21G2 (1) = 0

G2Gt (1, 1) = G,ld (1) = 0

GtB (1, 1) = dlB (1) = 0

G,G2 (1, 1) = did (1) = 0

dG, (1, 1) = did (1) = 0

In general, for k = 0, 1, • • • , n, we have

BB (n, k) = BB(n- 1, k) qh + BG2 (n - 1, Jfc) bh

+ BB(n-l ,k- l) qh'

+ BG 2(n- l , fc- l)W

BG2 (n, ft) = BB (n - 1, ft) p + BG2 (n - 1, ft) r

+ BGX (n - 1, ft) P

(39)

JPL TECHNICAL REPORT 32-1526, VOL. XIII 147



= BG2(n - l,fc)g + BG^n - l,k)Q

G2B (n, k) = G2B (n - 1, ft) qrfc + G2G2 (n - 1, ft) fcfc

+ G2B (n - 1, k - 1) qft'

+ G2G2 (n - 1, k - 1) fch'

GjA (n, ft) = G2B (n - 1, Jfc) p + G2G2 (n - 1, fc) r

+ Gi-d (n - 1, Jfc) P

G2Gt (n, ft) = G2G2 (n - 1, ft) g + G2d (n - 1, k) Q

G1Gl (n, ft) = dG2 (n - 1, ft) g + G1G1 (n - 1, ft) Q

G,B (n, ft) = dB (n - 1, ft) qh + dG2 (n - 1, ft) bh

+ dB (n - 1, ft - 1) qh'

+ G1G2(n-l,k-l)bh'

dG2 (n, k) = dB (n - 1, ft) p + G,G2 (n - 1, ft) r

+ dd (n - 1, ft) P
(40)

P (A: errors in n-word) = P (s0 = B) [BB (n, k)

+ BG2(n,k)+BG1(n,k)]

+ P(s0 = G2)[G2B(n,fc)

+ G2G2(n,fc) + G2G1(n,ft)]

+ P(»0 = G1)[G1B(n,fc)

+ dG2 (n, ft) + dd (n, ft)]

(41)

where P (s0 = B), P (sa - G2), P (s0 = Ga) are as given
in (1).

C. Distribution of Symbol Errors

To find P (fc-symbol errors in n-symbol word), in which
we take a symbol to be in error if at least one of its m bits
is in error,»we note that the algorithm above works here
also if we replace n by nm. We omit the details.

D. Pt(k,n)

It is clear that Pt (k, n) is the same as the probability of
getting k errors in a block of length tn on our channel
sampled at every tth step. That is, if, as in (15), we put

M =

(42)

to calculate Pt (k, n), all we need is the *-step transition
matrix M ( < ) ; we use the M ( t ) entries as our transitions
instead of M and get Pt (k, n) using the algorithm (Eqs. 39-
41) which gave us P (k, n).

By the method of Ref. 8 (p. 385) used in Section III,
we get

pP + bP + pg

1 /2-BV

where

pg PP b
! = pg pP bP

pg pP b

M2

4(2p-A)*Pg

2(2p- A)2(2P-A)g

,4(2P-A)(2p-A)pg

4(2p-B)2Pg

2(2p-B)2(2P-B)g

(2P-B)(2p-B)4pg

2(2p-A)"(2P-A')P

(2p - A)" (2P - A)2

2(2P-A)2(2p-A)p

2(2p-B)2(2P-B)P

(2p - B)2 (2P - B)2

2(2P-B)2(2p-B)p

4(2P-A)(2p-A)iP\

2(2P-A)2(2p-A)fc )

4(2P-A)2pb

4(2P-B)(2p-B)Pb\

2 (2P - B)2 (2p - B) b I

4(2P-B)2pfo
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D! = 4Pg [2p - A]2 + (2P - A)2 (2p - A)2

+ 4pb (2P - A)2

D2 = 4Pg [2p - B]2 + (2P - B)2 (2p - B)2

+ 4pfe (2P - B)2

4 (2P - A) (2p - A) /2 - Ay

A = X + \ X2 - 4Y

B = X - "V X2 - 4Y

Y = pP + bP + pg

For example, the P (st = GI ] «! = B) of being in state G,
after * steps starting from state B is given by

4(2P - B) (2p - B) /2 -BV
D2 \ 2 )

E. Distances Between Extreme Errors in a Block

Denote by Pk the probability of k bits between extreme
errors in a block of length n, given there are at least two
errors in the block. Then, by definition,

P (k bits between extreme errors and ̂  2 errors in the block
P (—2 errors in the block)

By definition, the numerator is equal to

N-k-2

= N - k - 2 - x

N - k - 2

= P (1) r (k + 1) P (0' 11) P (Oy-*-2-« 11)

x-o

N-k-2

(l\. T^ i-l J U ̂ */ U ̂ i\ A 4 *;

1 = 0

where we have used the fact that

u(x) = P(0*|l)andu(A7 -k -x -2 ) = P (O*-*-2-* 11)

for which expressions in terms of the model parameters
were found in Section III.

Also,

(P ̂  2 errors in block) = 1 — P (0, n) - P (1, n)

Hence,

(43)

VI. The Burst Statistics

A. Distribution of Burst Lengths

We start with the distribution of burst lengths. Denote
the guardspace by Q and the probability of a burst of
length n, for n = 1,2, • • • , by L (n). Then, by definition,
it follows that

min(S-l ,n-2)

L(n)= ^ P(0*10'10ml • • • 10f|l) (44)

over all l,m, • • • , such that

(45)

and

0*10'10"'l • • •

is a sequence of (n — 1).+ t bits.
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Proposition 2

0;

L(n) =
n =

.(46)

Proof:

Equation (46) is almost obvious by inspection, but let us
sketch a proof. Let us note first that

(1) L ( 0 ) = 0

(2)

since a burst must start with an error, implying that the
least length a burst can have is 1.

From Eq. (44),

min (p-l,n-2)

L(n)= ^ P (0*10'10ml • • • 10* 11); f^
k = o

- 2 (47)

But

and

P{0'10»1

Now substitute these expressions in Eq. (47) to obtain (46).

B. Distribution of Errors Within a Burst

The last parameter of interest is the distribution of
errors within a burst of a given length: P (k errors in a
burst of length N). We state this in the following propo-
sition.

Proposition 3

O(k N)
P (k errors in a given burst of length N) = T '

L,(t\)

where

Q(k,N) =

o(x)Q(k- l ,N-x- l ) ;

(48)

Here Q (k, N) is the probability of getting a burst of length
N that contains k errors.

Proof:

P (k errors in a given burst of length N)

_ F (burst of length N with k errors)
~ P (burst of length N)

(49)

Write the numerator as Q (k, N). Then, by definition of a'
burst,

Q(k,N) = 0 for 0^fc^l,N^2; or k > N

(50)

Now, for2^fc^N,

10'

N - l

where the (N — 1) bits indicated contain (k — 1) errors,
0^x,y • • • -££-l; t^£. Hence,

min (Q~ 1, n - fc)

Q(k,N)= P(0*10"l - • • 10*11)

N - l

in (£-!,»-*>
(51)

N - x - 2

and the (N — x — 2) bits indicated contain (fc — 2) errors.
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Therefore, VII. Conclusion

mm (g-i.n-*) The empiricai counterparts of all the probabilities are
Q (k, N) = f v (x) Q (k — 1, N — x — 1) (52) now being computed. A more detailed analysis of this

~J7^ model, including recommendations as to the optimal error-
detecting and -correcting codes to be employed on the

Since P (burst of length n) = L (N), the proposition is channel, will be contained in a more detailed report in
proved. preparation.
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Table 1. Comparison between capacity of model and
that of equivalent BSC

Model parameters C C(BSC) ^ \°* 'c>

P(l) = 4 X I0-\h' = 0.5
p = 0.20, q — 0.80
* = 0.356U = 0.21 X10- Q999551
g = 1 - b — r
P = 0.289 X 10-*
Q = 0.9999711

P (1) = 0.2
p = 0.25; q - 0.75

r = 069<f 0.56007 0.499598 0.8920

P = 0.1511
Q = .8489
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Fig. 1. Histogram for gap distribution

Fig. 3. Transition diagram for the Markov model

Fig. 2. Gilbert model
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A Myopic View of Computer-Based
System Design

J. W. Layland and C. C. Klimasauskas
Communications Systems Research Section

This article presents one approach to the economical allocation of resources in
a complex logical system. The main goal is the understanding of systems that may
involve specialized digital hardware, a computer with softivare, and possibly a
specialized microcode within the computer processor. These components are
treated as uniformly characterizable options in the design of the system that will
ultimately be used.

I. Overview

In this article we present our approach to the economi-
cal allocation of resources in a complex logical system. A
computer is one example of such a system, but our main
goal will be the understanding of systems that may in-
volve specialized digital hardware, a computer with soft-
ware, and possibly specialized microcode for the extension
of the capabilities of the computer itself. It is our inten-
tion to consider these components as uniformly charac-
terizable options in the design of the system we will
ultimately use.

The system to be designed must be represented in some
unambiguous fashion in terms of a set of primitive opera-
tions. The logical n-input NAND gate is sufficient to

build all systems, and in fact, is one of the alternate bases
for the complexity work of Savage (Ref. 1). However, to
provide a foothold for resource-allocation trade-offs, we
must represent our system with a cascade of higher-level
primitives, and evaluate the effect of implementing the
higher-level primitives with resources of varying cost and
performance. For concreteness of example, we will take
our highest-level primitives to be the arithmetic and
logical operators of a typical medium-scale computer, and
consider several purely computational tasks as our sys-
tem to be implemented.

Each primitive operator on the highest level must be
implemented in some low-level operator, with the lowest-
level logical operators being gates. Each can be con-
structed directly in the lowest level (built-in hardware) or
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constructed from some intermediate-level primitive (pro-
grammed from primitives of a lower level). For all its
apparent mystique, microprogramming is nothing more
nor less than the programming of the machine-language-
level primitive operators in terms of some lower-level set
of primitives. The microprogram memory is usually higher
speed than the main memory of the computer, and it is
frequently read-only. Our options thus include direct con-
struction of the primitive operators in hardware and pro-
grammed implementation in memory of various speeds
and costs. The relative benefit of each type of implemen-
tation for the various primitives depends strongly upon
how other primitives are implemented.

If the number of options being considered can be
restricted to a relatively small number, as would occur in
evaluating off-the-shelf options for a commercial com-
puter, then an ad hoc graphical comparison can be used
to evaluate them. Examples of this nature will be devel-
oped in a later section. For most real-life problems, the
number of options involved will be too large to handle
manually, so we expect at some future date to formulate
the allocation techniques we are developing into a form
suitable for solution by nonlinear mathematical program-
ming methods.

II. Motivation

We can find motivation for our investigations in almost
all aspects of computer-oriented activities today. High
central processing unit (CPU) utilization is regarded as
the ideal in most general purpose computer installations,
and it is sought after by increasing memory to allow for
multiprogramming, requiring an expanded operating
system, and additional resources of other types, perhaps
including a faster CPU. Is this economically sensible?
To answer that, we need to know the true shape of the
performance vs cost curve for computer processors.
"Grosch's Law," which contends that performance is pro-
portional to the square of the cost, is approximately valid
for the IBM System/360 (Ref. 2, pg. 525), but thus may be
evidence of an IBM marketing strategy and not a tech-
nical phenomenon. Minicomputers appear to violate that
"law," either because of real wiggles in the performance
vs complexity curves, or because they are more rapidly
making use of developments in component technology.
We should know which in order to plan intelligently for
the future.

High utilization alone does not make for efficient use
of resources. For almost any computer extant we could
synthesize a job or job-stream that would almost totally

occupy the CPU time and available memory space and
yet very poorly utilize these resources. As an easy ex-
ample, perform error-correcting code analysis or decoding
on a processor with very high-speed (an expensive) float-
ing point arithmetic operators, and without effective bit-
manipulating operators. Here, a significant part of the
CPU is left idle, even though the CPU itself is not. This
same CPU-part will also be (mostly) idle whenever our
computer is doing text editing, program compilation or
assembly, and many other jobs that computers do.

TYMNET, the communications network of the TYME-
SHARE corporation, utilizes Varian 620i minicomputers
for message concentrators and terminal controllers (Ref. 3).
Data on the low-speed asynchronous communication lines
to terminals are sampled on a bit-by-bit basis, and packed
by software into characters (typically 8-bits). The hard-
ware needed to interface the computer to the communi-
cation circuitry is minimized this way, but the computer
moves many (18-bit) words about to enter each bit of
data. Was this the economical choice? Or could they have
more economically added character-assembly buffers to
the communications interface hardware? Well-formulated
questions such as this one can be answered directly in
terms of dollars.

In the Deep Space Stations, minicomputers perform
many tasks with responsibility shared with external
hardware. In handling down-link telemetry, for example,
computers do low-speed bit synchronization, control high-
speed bit synchronizers, control block decoders, and per-
form (via microprogram) sequential decoding. In ,each
case a choice must be made to partition between external
equipment and software. We wish to develop criteria to
guide that trade-off, and will describe some initial steps
toward that goal in this article.

III. System Representation and Optimization

The first step toward an optimizing solution of a prob-
lem is the complete and unambiguous description of that
problem. This is no less true in the allocation of compu-
tational resources. Most, if not all, of the computer-based
systems of greatest interest are finite state machines
(FSMs); or, more precisely, are collections of FSMs. Ex-
amples range from an Antenna Position Control Sub-
system to a communications switching computer, to the
operating system of a general purpose computer, to a
dedicated on-line reservation system. No programming
language in general use today admits a concise descrip-
tion of an FSM, although both high-level algebraic
languages and machine-assembly languages have been
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used to implement these systems. Direct FSM representa-
tion has long been used in the processing of languages
(Ref. 4), and has been recently applied to communica-
tions processing (Ref. 5). There is for now, however, no
clear standard language that could be used to describe
both hardware and software implementation of general
FSMs.

Suppose that a system under development has been de-
scribed as an FSM, and that steps toward its implementa-
tion are underway. In this process, the system would be
broken down into simpler, more primitive machines.
These second-level machines are themselves further seg-
mented, until a stage is reached where the direct imple-
mentation of the lowest-level machines in hardware, or
in any of the myriad of programming languages, is a
semitrivial exercise. In short, the system is subjected to a
top-down design (Ref. 6) — not in terms of a subroutine
hierarchy for an anticipated programmed implementation,
but in terms of an implementation-independent FSM
representation.

Given a complete description of the system as reduced
to this primitive level, it should be a straightforward task
to determine how total system performance depends upon
the performance of each of the lowest-level submachines.
And we can determine the performance and cost of each
of these lowest-level machines for each of the three likely
implementations: hardware, software executed from com-
puter main memory, and software executed from high-
speed memory (microcode). The implementation pattern
over all primitive submachines that yields lowest system
cost can be determined from these inputs by a straight-
forward but possibly long computational process. What
will happen in this process is that those primitive sub-
machines that most affect total system performance will
be implemented in the fastest, most expensive fashion,
and those primitives that little affect total performance
will be implemented in the slowest, cheapest fashion.

Once the implementation mode of the lowest-level ma-
chines has been determined, those machines on the next-
to-lowest level must be examined. Any of these for which
the constituent submachines are implemented in hard-
ware should probably also be implemented in hardware
or microcode, but this can be ascertained by the same
sort of computations that established the implementation
mode of the lowest-level submachines. This type of exam-
ination should be carried through all levels of the system
representation, assigning an implementation to each as it
progresses.

The degree of optimality of the completed system de-
pends upon the way in which it is modularized, or broken
into its constituent submachines. Modularization is a
difficult and, even if well understood, not a well docu-
mented process (Refs. 6 and 7). From the designer's
viewpoint, the best criterion appears to be understand-
ability. This may or may not be a good criterion from the
standpoint of system performance, but we expect that
performance is not critically dependent upon the specific
modularization selected. A poor modularization will at
worst prevent the suboptimized restricted problem from
closely approaching the true optimum. However, refusal
to modularize the system will present the optimizer with
a massive, unmanageable problem.

The process we have just described is similar to the
tuning process that is frequently applied to working soft-
ware modules. In tuning software, the software module is
instrumented to determine where it spends the majority
of its time, and that region subjected to an intense optimi-
zation effort. Tuning has been defended on the basis that
it is difficult to know before software is implemented
where the most critical areas are. We believe that: those
critical areas will be quite obvious during the course of
design using an implementation-independent representa-
tion, and that the additional flexibility that exists before
implementation will yield a much superior result from
the attempted optimization. •'

Virtual memory systems (Ref. 8) and systems using a
high-speed buffer or cache (Ref. 9) attempt to perform
automatically an optimization process similar to what we
have described. In each, the main memory is a relatively
slow, relatively inexpensive memory. Data are moved
from main memory to the expensive high-performance
memory in blocks, so that most accesses to memory can
be satisfied by accesses to the fast unit, only rarely requir-
ing that data be moved between levels of memory. In
theory, at least, the more critical parts of the software
reside permanently in the fast memory, while the re-
mainder is only transiently in the fast memory, and hence
executes more slowly due to the time required to access
it in main memory.

We do not have a well-defined FSM representation
technique, so for a concrete example of the evaluation
and trade-off methods just discussed, we turn in the next
section to an area where we have a complete representa-
tion — working software modules — and evaluate imple-
mentation alternatives for the "primitive submachines",
represented by the machine instructions.
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IV. Computer Processor Evaluation/Design

A method of computer performance evaluation known
as the "instruction mix" method (Ref. 10) compares com-
puter processors on the basis of the execution times for
the instructions that are used most heavily in the jobs
that the computer is to perform. This is not a widely
accepted method because it ignores all of the subtleties
of input/output queuing, memory usage, and all features
of the vendor-supplied software that interface the typical
user to his machine. These objections can mostly be
waived if the job to be done is in process control where
the computers are small and their operating system
minimal or nonexistent. The user's problem-solving ma-
chine is then built almost directly from the machine
instructions.

The user's system must in any case be built from the
base computer's instruction set, whether it is built directly
overall, or partially indirectly via instructions interpreted
by an operating system. The computer instructions form
the lowest-level primitive operator that is readily visible.
We can determine the relative importance of the various
instructions with respect to any specific task by tracing
the execution of working software that performs this task.
A .companion article by Klimasauskas describes the inter-
pretive tracing program that we used to gather data
(Ref. 11). The program runs on the Xerox Sigma 5, so all
data are specifically relevant to that computer and its
software.

Execution data have been gathered on the instruction
usage of three different types of software: the FORTRAN
IV compiler, the on-line text EDITor, and user programs
written in FORTRAN. The FORTRAN IV compiler was
probed initially to determine how sensitive its instruction
usage was to the statement types being compiled. Sensi-
tivity was found to be very small — a few percent —
which meant that we could realistically identify the
instruction usage of a "typical" compilation. Figure 1 is a
bar graph of the selected "typical' 'compilation data. Each
column of Fig. 1 corresponds to one of the Sigma instruc-
tions, and the mnemonic (Ref. 12) for the associated
instruction is written vertically beneath the column.
Height of the column of asterisks is proportional to the
percentage usage of that instruction on a logarithmic
scale. The character "=" on the bottom line designates
unused instructions, and "#" designates usage below 1%.
Ry way of example, load immediate (LI) is the first in-
struction on the graph, and it accounts for about 2.4% of
the total instruction executions.

EDIT proved to be a less stable subject, perhaps due
to the greater diversity of services provided to the user.
The "typical" instruction usage depends upon the user
statistics, which we have neither the facility nor the real
need to measure. Our need for exemplary material is
satisfied by considering the extremes of EDIT instruction
usage that are shown in Fig. 2a and 2b.

A set of user-written programs could obviously show a
great variability. To avoid either a massive statistics-
gathering project or extensive arguments relative to what
constitutes a typical user job or mix of jobs, we arbitrarily
selected matrix inversion as being one identifiable user
task that occurs frequently enough to be worthy of investi-
gation. We traced the inversion of matrices of varying
dimensions from 2 X 2 to 100 X 100. The dependence of
the total floating-point instruction usage relative to total
instructions is shown in Fig. 3. The detailed instruction
usage summary graph appears as Fig. 4 for the inversion
of the largest matrix.

It is a relatively easy matter to go from the statistics of
the sort shown in Figs. 1 to 4, plus published execution
times of the Sigma 5 instructions (Ref. 12) to an effec-
tive execution time for that computer relative to the task
to which the statistics apply. This effective execution time
is proportional to the cost of performing that particular
task on that computer. We can evaluate processor options,
such as floating-point hardware vs software floating-
point simulators, using this cost-indicator. With slightly
more effort we can determine an effective execution time
for other processors by first determining what instructions
or sequences of instructions on the processor being con-
sidered perform the same functions for the program as
each of the Sigma instructions used. The individual in-
struction execution times so devised then determine the
effective execution time for the processor. This process
has been carried out for the Digital Equipment Corpora-
tion PDP-11, and on several IBM processors. The result
of this is shown in Table 1.

The processor itself is only one of the cost-contributing
elements of a computer. Both main memory and input/
output equipment usually cost far more than the CPU.
The performance of the CPU, however, determines how
much time the entire system is occupied by a specific
task, except when that task is I/O-bound, or executing
at a rate constrained by one or more pieces of external
equipment. We shall assume in the following that the
tasks of interest are not I/O-bound, and in fact, that cost
involved in the external equipment is not of interest.
Memory cost is of interest, and since we do not have a
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good characterization for memory requirements, memory
size is treated as a free parameter. Our specific compari-
sons will be between the PDP-11/20 and the Sigma 5
with various processor options. We will assume a fixed
cost, say 1 unit per 8 X 103 bytes, for the main memory
of these computers, and normalize all other item costs to
this figure. (We believe that the difference in memory
prices established by the manufacturers is an indicator of
overall technological advance during the period between
the design of the computers.) If we assume that the rela-
tive costs of CPU and memory depends predominantly on
CPU architecture and complexity, and little upon the
technology-base for construction and the manufacturer's
marketing strategy, then normalization to a nominal
memory cost allows direct cost-wise comparison of the
CPU complexities. The relative cost figures for the com-
ponents of each of the computers have been derived from
the manufacturers advertised prices, and are only approxi-
mate. The modifications to our work to perform true cost
evaluation of various computers from quoted prices and
to include peripheral equipment costs would be routine.

We assume that the computers of interest will be uni-
programmed. Multiprogramming has no advantage unless
at least some of the tasks to be performed are I/O-bound,
and for this article at least, we wish to avoid the queuing
intricacies that arise there. For each task, the computer is
totally occupied by it from start to finish. The cost of
performing that task is simply the cost of the computer
configuration, times the execution time of the task, di-
vided by the total lifetime of the equipment. Lifetime is
assumed to be the same for all equipment. Since we are
comparing units rather than estimating exact costs, we
can normalize execution times by the execution time of
one of the configurations. The effective execution time
for the task and processor is then used for the time the
task occupies the processor. Since the configuration cost
is a straight-line function of the memory size allocated,
the task execution cost is also a straight-line function of
memory size. Table 2 lists the configurations considered,
together with the relevant cost parameters. Figure 5
shows the relative costs of executing the matrix inversion
task for these configurations, and Fig. 6 shows the rela-
tive cost of executing the FORTRAN compiler. Minimum
cost for all configurations occurs at zero memory, but
this is illusory because no work could be accomplished
without some minimum memory allocated. For large
memory sizes, the cost of the processor is significantly
below that of the memory. Hence, more complex proces-
sors with faster execution times become increasingly
economical with increasing memory size.

V. A Computer Design Exercise

It is a conceptually easy step to go from evaluation
of computer processors to investigating the design of one.
In designing a computer, we must be aware that it is not
the computer per se that we are interested in, but it is in
fact the economical implementation and operation of the
users machine that is to be built using the computer and
possibly other components. Let us suppose that the ma-
chine under design is to perform a known specific task
and that we have reduced that task to an intermediate-
level machine representation called the Sigma Instruction
Set. In this form, the remaining system design is equiva-
lent to the design of a Sigma-like computer that has been
optimized for the specific task at hand.

There are many options available in this design. As one
extreme, we could build a separate hard-wired machine
to perform the operations of each of the Sigma instruc-
tions. As the other extreme we could build a very simple
machine and make it interpret the Sigma instructions. -If
the simple machine program (the control program) were
stored in a fast read-only memory, this would be a typical
microprogramming situation. The control program could
be stored in read-only memory, or in read-write memory
of varying speeds and costs. In this environment, optimi-
zation consists of determining which parts of the control
program belong in which type of memory.

A wide'range of intermediate configurations is possible.
A machine might be able to directly execute a basic sub-
set of the Sigma instructions, but trap to an interpreting
control program for the more complex instructions. The
obvious basic subset would include a LOad, STore, Shift-
by-one, and the ADD, SUBtract, logical AND, logical OR,
and logical Exclusive OR available in a single medium-
scale integration (MSI) logical array. This base machine
could have the indexing and indirect addressing opera-
tions of the Sigma, but it need not as these could be
made available in the same fashion as the more complex
instructions. The set of primitive operators of the system
has in this case been implemented in so simple a fashion
that we believe little or no manipulation of its cost and
performance is possible. Optimization is to be performed
by varying the memory type to which each segment of
the control program is to be allocated. But we also have
the option of implementing some of the other instructions
directly in hardware, or adding non-Sigma instructions
that would make interpretation of the more complex
Sigma instructions easier and faster.

158 JPL TECHNICAL REPORT 32-1526, VOL. XIII



We can write the control program to interpret the com-
plex Sigma instructions without knowing what type of
memory it will be executed from. The control program
does depend upon instructions that are added to the base
machine, but mostly these represent replacement of parts
of the control program by hardware features. The great-
est effort is thus involved with developing the Sigma
instructions from the basic machine. In today's market,
there are essentially three memory technologies that
could readily be considered: core (<~- 1 ,us), MOS semi-
conductor (0.5 /xs), and Bipolar semiconductor (0.1 to
0.3 jus). The cost of these on a per-bit basis is monotone-
increasing with speed. In implementing 100 instructions,
we have 3100 options out of which to select the optimum.
We would not wish to compute through this space many
times because of iterations in the base machine struc-
ture, nor would we be able to compute through it even
once without some sensitive heuristic to reduce its effec-
tive dimensionality.

'Let us label the instruction set as {!.}?_ , and denote as
Pi.the usage probability for instruction l\ within some
user's task of interest. The program to implement Zj se-
quences through Si steps in the control memory. This
parameter s\ depends only upon the operation performed
by-/;, and not upon the implementation chosen. Let the
control memory segment for It be implemented from com-
pojnents with step-time tt, where *4 in the above para-
graph can have any one of three values. The cost-per-step
is .known to be a function of t\,; call it c(ti). The total cost
of 5the submachine that implements instruction /» is thus
Si " c(ti). The net execution time for 7» is max (1, Si • ti),
where the 1 represents the time necessary to fetch an I;

from the computer's main memory.

For convenience, we will let both the step-time and the
per-unit cost of the main memory be unity, and normalize
other items appropriately. Let B be the normalized cost
of the base machine, and Mu be the number of units (and
cost) of the main memory assigned to the end user. Then
the total cost of our processor is

B + Mu + 2 Si' c(tt)

The effective execution time is

2 Pi ' max {si • t;, 1}

The net normalized cost of a job is proportional to the
product of these two

Ctff = Pi " Mu

(1)

The memory allocation, that is, the choice of th which
minimizes C«// is the sought-for optimum. The allocation,
of course, depends on the assumed cost function c.

At this point, let us approximate our real problem with
an easily solvable one. Assume first that the unity mini-
mum on the execution time of /; can be ignored. This
means either that the instructions are all longer than that
minimum, or that we have interposed a cache or buffer
memory between main memory and CPU. Assume second
that there is a continuum of memory speeds available,
instead of the above three, and approximate the cost func-
tion by c(t) m t~V for some power /3. (This is not unlike
current pricing with ft ~ 1.5.) By optimizing in this
fashion, we risk finding a ti either above or below the
accessible range; both extremes suggest that reorganiza-
tion of the base machine is necessary. Differentiating
CCff with respect to each of the t-'s produces

2 piSiti

_

so

•tf
B + Mu + 2

(2)

We can derive several conclusions by manipulating
Eq. (2). By summing over /', we see that the optimum
occurs when

(3)

which means that the total machine control cost is pro-
portional to total costs of base machine and main memory.
If Eq. (3) is inserted into Eq. (2), we see that the optimum
occurs when

(4)
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or in words: when the fraction of total time spent in 7, is
equal to the fraction of total instruction-building costs
expended on 7,. We can in fact reduce Eqs. (3) and (4)
to show that

t, = (5)

Establishing allocations from Eq. (5) is far easier than
numerically minimizing Eq. (1), but we must still inter-
pret these results in terms of the real-world problem. If
any of the tj are significantly outside of the range covered
by current technology, we should revise the overall de-
sign by adding or deleting instructions from the base
machine, then recheck the allocation of control memory.
It may also happen that the overall performance of the
resultant machine is inadequate to fulfill some external
requirement, or is too fast and is always waiting for some-
thing to do. We can accommodate these factors within
Eq. (5) by pretending that Mu is larger or smaller than
anticipated. We should also, at this point, return to the
basic design and question whether Mu was properly esti-
mated in the first place, since the selected figure pro-
duced unrealistic results when applied to the processor
design. Once all tj are within the technically feasible
range, they can be approximated by the nearest available
step-time, and the result used as a starting value for the
numerical minimization of Eq. (1).

The initial steps of this process have been performed
for a fully microprogrammed implementation of the
Sigma instructions used by the FORTRAN compiler. The
base machine was assumed to have logic for segmenting
the Sigma instructions into their constituent fields, basic
arithmetic/logical instructions, plus a shift by 2n instruc-
tion class, and test/add/shift combination instructions
for facilitating multiplies and divides. Figure 7 shows
the pertinent parameters that result from the applica-
tion of Eq. (5) to this task. Most of the control-program
memory times were close together and within the feasible
range. However, the multiply and divide operations had
relatively long memory times, indicating that, for this job
at least, they were constrained more by memory cost than
execution time. Most likely, the combination instructions
added to speed up the multiply/divide operations should
be deleted from the base machine, and replaced by a
conditional jump, which saves storage at the expense of
time. Neither this iteration, nor the next step of assigning
allowed memory times to the instruction control memory
have yet been performed.

VI. Where We Are Now

It should be clear at this point that we could continue
almost forever with design examples of processor and
memory structures. The design exercise initiated in
Section V could of itself consume several months of
effort. We are not at the moment prepared to expend
that effort on that particular example.

The viewpoint we have developed for the efficiency
characterization of computer processors is a slight refine-
ment of the instruction-mix method (Ref. 10) for com-
puter performance evaluation. It is a useful tool for the
evaluation of computer processor options, and a tractable
measuring device for an end-use-oriented optimization of
processor design.

Although the work presented here has been specifically
processor oriented, the general results obtained have
turned out to be functions of the memory allocated to the
user's process: the optimized processor cost is proportional
to the user's memory cost. Thus, a way is needed to char-
acterize the memory required in the performance of user
tasks. Given that characterization, we should be able to
optimize operations with the user's memory in much the
same way as we have attempted here for the control
memory.

We are also as yet unable to say anything about
economy-of-scale in computer systems. Again, we need a
characterization of memory requirements, and possibly
other parameters to permit us to estimate the overall per-
formance vs overall cost relationship. In addition, we may
need to investigate the behavior of I/O boundedness;
queuing; and multiprogramming as they relate to the syn-
chronization of real-time events, such as those that exist
within a DSN tracking station, with computational events
within a controlling computer.

Finally, we believe that future progress along the path
initiated here depends upon the development of a system
description technique, such as the Finite State Machine
representation discussed in Section II, that will allow a
significant portion of the system design process to be
performed without prior commitment to hardware, firm-
ware, or software for implementation. Both computer
assembly languages and current high-level algebraic
languages correspond to implementation languages, rather
than description languages, when applied to systems in-
stead of to calculation problems.
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Table 1. Computer configuration speed comparison

Computer item

Sigma 5 with floating hardware

Basic Sigma 5 CPU

Basic PDP-11/20 CPU

PDP-11/20 with floating hardware

IBM 360/44

370/135

360/65

370/155

360/85

FORTRAN
compiling

time

1.0

1.0

2.7

2.7

2.0

1.6

0.66

0.40

0.15

Matrix
inverse time

1.0

9.7

16.0

2.9

1.7

1.7

0.54

0.34

0.09

Table 2. Computer configuration cost comparison

Computer item Normalized cost

8 X 103 bytes of storage

Basic PDP-11/20 CPU

PDP-11/20 with floating-point hardware

Basic Sigma 5 CPU

Sigma 5 with floating-point hardware

1.0

1.6

4.3

7.8

10.5
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Optimum Control Logic for Successive
Approximation Analog-to-Digital

Converters
T. 0. Anderson

Communications Systems Research Section

Optimum control logic is a popular subject with designers and manufacturers of
high-resolution high-speed low-cost modular analog-to-digital converters of the
successive approximation type which are found in abundance in today's module
market. Also, with miniaturization being a strong consideration, it may not be long
before the complete control logic will be available in a single medium-scale inte-
grated circuit chip. The designs described here may be a strong contender for such
chips. One novelty of the designs presented here is found in their optimum logic
and in their minimum component count, considering presently available compo-
nents. Another novelty is that they are modular or iterative, i.e., the logic structure
is the same for all bits. A high-resolution converter logic is then simply an exten-
sion of the logic for a low-resolution converter.

I. Introduction

This article describes another step in DSN analog-to-
digital converter development that provides possible cir-
cuits for large-scale integrated circuit (LSI) production
which would make the analog-to-digital converters
(ADCs) more attractive as to cost, size, power, etc. This
would make the Deep Space Station data acquisition and
preprocessing system designs more attractive. Optimum
design is first qualified in terms of minimum logic and
component count for implementation. Because of the

rapidly advancing medium-scale integrated circuit (MSI)
technology, component count is referenced to the present
state of development.

The most common design strategies are discussed in
general. Two fundamentally different schemes are elab-
orated on, and for each one of these, several different
logic designs are described in detail. The designs pre-
sented here are logically simpler and their component
count smaller than those most commonly found. Of spe-
cial interest in these designs is the fact that they are
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modular or iterative, i.e., the logic structure is the same
for all bits. A high-resolution converter logic is then
simply an extension of the logic for a low-resolution
converter.

II. Qualification of the Optimum Claim

The claim for these circuits to be optimum, speed of
operation being equal or notwithstanding, refers to the
total involvement of their implementation. Due to the
rapidly decreasing cost of MSI/LSI circuits and due to
presently emerging high-speed versions of complex low-
power metal-oxide semiconductor (MOS) circuits, the
optimum claim also refers to the present state of the art
of component technology. The circuits presented here are
logically minimum and, in combination with a selective
choice of presently available components, should be
safely claimed to be optimum.

III. Successive Approximation Logic

The operation in successive approximation logic is well
known. It is, in fact, self-evident: the most common oper-
ational strategy is as follows: A flip-flop FF1 is set at
clock time #0- It contributes its particular weight to a
summing bus, which is one input term to a comparator
amplifier. The other is the analog signal to be converted.
The output of the comparator amplifier becomes the con-
trol bus which determines whether the FF1 shall remain
set or whether it shall be reset at t-i. At *a the next most
significant flip-flop FF2 is set and the same simple pro-
cedure is repeated. Any FF is operable for only two clock
pulses per conversion cycle which proves to be a useful
observation in deriving a design strategy for optimum
implementation.

To set a FF and then again reset it if its weight contri-
bution was too large appears at a first consideration to be
cumbersome. A design was explored in which a sequencer
functioned as a trial-register and a final register was set
only if the trial was affirmative. This design, however,
required an OR function between the two registers and,
therefore, was abandoned as less than optimum, even
though its reasoning appeared attractive.

IV. Two Fundamentally Different Designs

One consists of one sequencer and one code register,
and the other consists of a single set of FFs connected
so as to simultaneously function both as sequencer and

code register, referred to in the following as sequencer/
code register design.

V. Sequencer and Register Design No. 1

Figure 1 is a logic diagram of one of the most com-
monly used sequencer and code register designs. This
connection is very simple and straightforward.

The sequencer is a shift register which is initially reset
for each conversion cycle and shifts as "1" through the
register. An output from the sequencer sets a FF in the
code register through its DC set input. The output from
the FF that is being set is then used as a clock for condi-
tional reset of the previous FF. The control bus is the
data input to all code register FFs.

Shown in Fig. 2 are some additional connections, for
example, how to conditionally turn off the code register
FF for the least-significant bit (LSB). One additional FF
in the sequencer is used. This FF is also used in the
CONTINUOUS MODE/MANUAL MODE mechanism.
In the manual mode its output is used to control the
clock enable gate. As the last FF turns on, it inhibits the
clock, and the sequencer "hangs up" until manually reset
through the manual start signal. In the continuous mode
the turn on of the last FF will automatically reset the
sequencer and a new conversion cycle will start auto-
matically. The last FF will then also turn itself off. With
present components designed for high-speed of operation,
this type of connection can easily be made to operate
reliably with very little delay or energy storage in the
reset line.

The component count for the design discussed above
can be reduced as the price for MSI serial in-parallel out
(SIPO) shift register packages decreases. Typical shift
register packages presently available that would be ap-
plicable are 74164, which is an 8-bit SIPO, and 8273,
which is a 10-bit SIPO shift register.

VI. Sequencer and Register Design No. 2

In the design discussed above, the conditional turn-off
of a FF in the code register is clocked by the secondary
effect of the succeeding FF that is turning on. This
mechanism then exhibits a slight but unnecessary delay
when considering the connection shown in Fig. 3. This is
also a simple connection and it works as follows: as the
output from the sequencer turns on a code register FF,
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the same output from the sequencer turns off the pre-
ceeding FF. As shown in the figure, the Q output from
the sequencer will DC set a code register FF while the
positive transition of the Q output from the same stage
of the sequencer provides the clock for the conditional
turn-off of the preceeding code register FF.

VII. Sequencer and Register Design No. 3

As. mentioned previously, each FF in the code register
is set and conditionally reset once per conversion cycle.
This reasoning suggests a scheme in which the outputs
from the sequencer are two-pulse outputs used as clock
terms for code register FFs of the J/K type. The first
pulse will set and the second will conditionally reset the
FF. For a maximum speed of operation, the second pulse
of one output should coincide with the first pulse of the
succeeding output. Figure 4 is a logic diagram of such a
connection.

The sequencer is simply a shift register which is ini-
tially reset to 11000 ... 00 and shifted right. The shift
clock is a common term in the output enable gates. This
connection assures overlapping double pulse outputs.
Figure 5 shows the truth table for the sequencer outputs.

VIII. Maximum Speed Sequencer

The sequencers described in the previous three designs
have been designed as shift registers where a single T or
T have been shifted through a register from a reset con-
dition. The shift occurs on a transition of the shift clock
which then must be a pulse train with pulses of a certain
duration occuring at a certain rep rate. At higher speeds
the clock then looks like a square wave of a certain sym-
metry. At maximum speed the clock may be an entirely
symmetrical square wave.

If one would operate every other stage in such a shift
register on the complement of the clock square wave, as
shown in Fig. 6, a '!' (or any other preset pattern) would
travel through the register at twice the rate it would if
all stages operated on the same clock. The code output
from any one tap would overlap that of the preceding
stage with half a clock period. For distinctive nonoverlap-
ping pulse outputs, the output should be enabled with
the clock to that stage as shown in Fig. 6.

A timing chart for this connection is shown in Fig. 7.
A single T is considered propagating through the register.
The general scheme of fast propagation of successive

approximation logic described here for a sequencer is also
valid for designs where a single set of FFs simultaneously
functions both as sequencer and code register.

IX. Sequencer/Register Design No. 1

The sequencer/register expression implies that a single
set of FFs is connected so as to simultaneously function
both as a sequencer and a code register. The design
strategy is as follows:

With all FFs reset their zero condition is serially
AND-ed in a series of AND gates from the least signifi-
cant to the most significant, from right to left as shown
in Fig. 8.

A shift "1" connection from the most significant bit to
the least significant bit from left to right is easily identi-
fiable.

In Fig. 8 the clock is common to all FFs; however, for.;'
maximum speed, every other stage may be operated on.'
the complement of the clock as described above. The:;
turn-off term is also common and so is the control bus,,
the output from the comparator amplifier. Both the
turn-on and turn-off terms for each FF are controlled by
the AND-ed zero condition for all the bits of lesser'
significance.

J/K FFs with 2 term AND functions for both the J and
the K inputs such as SN 74105 are used.

The operation is as follows: All FFs are reset. On the
next clock pulse the most significant FF will set, since
it is the only one that has a true input. The control bus is
not true; even if it were, the first FF would still set, since
it is a J/K FF. On the next clock pulse the first FF will
conditionally reset. The second FF will set because the
first FF is set and provides a true input. All other FFs are
reset and provide the enable term through the series
AND gates. Once the second FF is set, both inputs to the
first FF are entirely disconnected for the remainder of the
conversion cycle. On the third clock pulse the second FF
may turn off but the third FF will turn on and disconnect
both the first and the second FFs. Each FF is then en-
abled or operative for exactly two clock pulses.

Of special interest is the fact that the series propaga-
tion of the all-zero condition, through a series of AND-
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gates, occurs between conversion cycles at which time
the analog circuits must be allowed the settling time for
zero to full-scale excursion. During the conversion cycle
the gates are then settled and in a "waiting" condition.

Because of pin limitation, a 16-pin dual in-line package
(DIP) can accommodate only a single J/F FF with two
enable terms for each input. This makes the chip count
for this connection somewhat less than optimum. A slight
modification will improve this condition.

X. Sequencer/Register Design No. 2

The component count can be reduced if one uses a
simpler FF of which there are two per package. This
connection then requires external gates. Two J/K FFs are
available in one 16-pin DIP; for example, SN7476. Four
2-input gates are contained in one 16-pin DIP; for ex-
ample, SN7408.

';A simple design which will decrease the component
count is shown in Fig. 9. The basic strategy of series
propagating of the all-zero condition as discussed in the
previous case is maintained. The enable term operates on
a^single gate for each FF. This gate is then the clock gate.
In the previous case the J/K inputs were enabled for two
clock pulses. In this case the J/K inputs are never dis-

connected, only the clock gates are enabled for two clock
pulses each.

XI. Conclusion

Because of the large number of systems in the DSN
using analog-digital-analog conversion, the subject of op-
timum logic for a successive approximation analog-to-
digital conversion is important. This article has given
examples of logic which are presently used as well as ex-
amples which are not used presently. Two basic types
have been discussed, one with a sequencer and a code
register as two separately distinguishable items and one
where a single set of FFs is connected through auxiliary
gates to simultaneously function both as a sequencer and
a register. Auxiliary control logic is suggested as well as a
connection for speeding up the conversion cycle. Com-
ponents are suggested but not specified.

The purpose of this article is then to provide guidance
for the design of DSN standard analog-to-digital con-
verter modules rather than to provide an absolute or rigid
detail design. Also, the article can provide a first step in
the design and layout of a single LSI component as a
DSN standard analog-to-digital conversion module. Such
a module is expected to be more important in future DSIF
systems as more and higher frequency operations become
digitized.
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The LEAPSIG Sigma 5-Mac 16 Cross-Assembler
H.C.Wilck

Communications Systems Research Section

A cross-assembler, called LEAPSIG, has been developed to permit the Sigma 5
computer to assemble programs for the Mac 16 minicomputer. It was obtained by
translating the Mac 16 assembler into a Sigma 5 program by means of Sigma 5
METASYMBOL "procedures." This article describes the LEAPSIG program and
discusses the method by which it was generated. Information for using LEAPSIG
on the Sigma 5 is also given.

I. Introduction

LEAPSIG runs on the Sigma 5 computer and is used
to assemble software for the Mac 16 minicomputer. This
cross-assembler accepts standard LEAP 8 (Lockheed
Mac 16 assembler) source language as input and produces
the same object code and listing as LEAP 8. LEAPSIG is
a two-pass assembler with macro capability.

The need for this cross-assembler stems from fact that
the Mac 16 minicomputers, used by JPL in control appli-
cations, lack the peripherals, particularly a fast line printer
and card reader, necessary for efficient program prepara-
tion. Since the assembly process is typically input/output
(I/O) limited, shifting this task from the minicomputer to
a larger machine with a good set of peripherals can cut
assembly time by a factor of ten or more. A further dis-
cussion of minicomputer software support can be found
in an article by J. W. Layland (Ref. 1). The XDS Sigma 5
was chosen as a host computer because of its availability
at JPL and because it has a very flexible assembler
(METASYMBOL) which made it possible to build the
LEAPSIG program in an efficient manner.

This article primarily discusses the development of the
LEAPSIG program. In addition, operating instructions for
LEAPSIG are provided in Section IV. Some familiarity
with the Sigma 5 computer, METASYMBOL, the Mac 16
minicomputer, and LEAP 8 on part of the reader is as-
sumed. The respective manufacturers' manuals are recom-
mended as a source of additional information (Refs. 2, 3,
4, and 5).

II. The Method Used to Implement LEAPSIG

The most direct method to obtain a cross-assembler on
the Sigma 5 would be to write it completely in Sigma 5
assembly language. This approach demands a large
amount of programmer time.

An alternative technique that requires less programming
work is to develop a set of procedures (macro definitions)
which allow Sigma 5 METASYMBOL to assemble pro-
grams written in a modified version of the minicomputer
assembly language. A second program must also be pro-
vided to translate the resultant Sigma 5 load modules into
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the format required by the minicomputer loader. This
method has been used by C. C. Klimasauskas and
D. E. Erickson to assemble programs for the XDS 930
and the PDF 11 on the Sigma 5 (Refs. 6 and 7). This proc-
ess requires an input source language compatible in syntax
and format with METASYMBOL. Since, in general, mini-
computer languages do not meet this requirement, each
minicomputer program to be assembled by this method
must be written in a special METASYMBOL-compatible
language.

A different approach, the translation of the Mac 16
LEAP 8 assembler into a Sigma 5 program, has been
chosen for the implementation of LEAPSIG. This trans-
lation was accomplished in several steps. First the LEAP 8
assembler source program, written in a subset of the
LEAP 8 language itself, was modified to make it syntac-
tically compatible with METASYMBOL. Next a set of
procedures was written to define the operation codes
contained in the LEAP 8 source to the METASYMBOL
assembler. Then the METASYMBOL assembler was used
to translate the LEAP 8 assembler source program accord-
ing to those procedures into a Sigma 5 machine language
program. This program, augmented by a set of short
I/O routines written in METASYMBOL, constitutes the
LEAPSIG cross-assembler.

It is important to note that only the LEAP 8 assembler
itself is translated by METASYMBOL procedures. The
result of this translation is LEAPSIG. Assembly of other
Mac 16 programs by means of LEAPSIG is not done by
these procedures. LEAPSIG, in its object form, is a Sigma 5
machine language program. Language compatibility prob-
lems are therefore confined to the development of LEAP-
SIG and do not affect its use.

LEAPSIG is the functional equivalent of LEAP 8.
LEAPSIG accepts standard LEAP 8 source language and
outputs the same object and listing when run on a Sigma 5 .
as does LEAP 8 operating in a Mac 16. Any Mac 16 pro-
gram can be assembled either by LEAPSIG on the Sigma 5
or by LEAP 8 on the Mac 16 with identical results.

III. The Translation Process
Some aspects of the translation process used to generate

LEAPSIG are discussed in greater detail below.

A. Preprocessing

The LEAP 8 assembler is written in a subset of the
LEAP 8 language not entirely compatible with META-
SYMBOL. Therefore, the LEAP 8 source program had to

be preprocessed to make it suitable for translation by the
METASYMBOL assembler. The LEAP 8 source program
was inspected, analyzed, and modified with the aid of a
set of FORTRAN routines written for this purpose. These
routines take advantage of the fact that the LEAP 8 is
written in fixed field form. It was found that only 60$ of
the LEAP 8 instructions and only half of the directives
were used in the LEAP 8 source and that there were no
instances of macros, logical operators, Boolean operators,
or floating point constants. LEAP 8 almost agrees with
METASYMBOL in the definition of source statement
fields and subfields, symbols, operators, and expressions,
at least to the extent of their actual presence in the LEAP 8
source. Usage of * for indirection and comment and
usage of = for literals is the same in both languages.
Furthermore, the only three cases of mnemonics common
to both languages, NOP, EQU, and END, also have
equivalent definitions in LEAP 8 and METASYMBOL.
All of this simplifies translation and contributes signifi-
cantly to the feasibility of this technique of cross-assembler
building. However, there were some compatibility prob-
lems that had to be resolved by modifying the LEAP ;8r
source, as outlined below: i *

(1) Hexadecimal constants. The symbol $ followed by a
string of hexadecimal digits (the LEAP 8 represent
tation for hexadecimal constants) had'tp be changed
to a string of hexadecimal digits surrounded by
quotation marks and preceded by X. \

(2) Binary scaling. All constants with binary scaling
were interpreted and replaced by their unsealed
equivalents. ^.

(3) Character strings. It was necessary to change all
character strings into hexadecimal constants, ac-
cording to the USASCII code, since leaving then-
interpretation to METASYMBOL would lead to
EBCDIC representation, which is incorrect for
LEAPSIG.

(4) Location counter references. The symbol $ had to
be substituted for * where used as reference to the
location counter.

(5) Assembler directives. A number of LEAP 8 direc-
tives for which METASYMBOL procedures cannot
be written had to be handled by source editing.
EJECT was replaced by PAGE. The conditional
assembly directives SKIPT and SKIPF were inter-
preted and then deleted together with the skipped
source lines. EXTRN, LSTSY, and TITLE were ex-
punged because their use was found unnecessary.

(6) Storing into instructions at run time. This practice
causes problems if a Mac 16 instruction being
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changed at run time translates into more than one
Sigma 5 instruction or into an instruction that does
not allow the type of modification attempted.
Although any instruction can be modified or re-
placed at execution time, some are more likely
targets than others. Eight instances of run time
instruction changing were found in the LEAP 8
program by scanning its source for labeled NOPs
and instructions of the immediate type with zero
arguments. Analysis showed that seven of these
cases would still work after translation, and the re-
maining one required rewriting a segment (12
source lines) of the LEAP 8 program.

The procedure in Fig. 2 is an example of a Mac instruc-
tion (STL) expanding into several Sigma instructions.
Line 109 shows the branch to the auxiliary section. The
branch instruction itself is assembled into the main sec-
tion. Line 110 establishes an address for the branch back
from the auxiliary section. Line 111 switches assembly to
the auxiliary section. Lines 112 through 116 contain the
actual translation of the STL instruction. Line 117 is the
branch back to the main section. Line 118 sets the address
for the next branch to the auxiliary section and line 119
returns assembly to the main section. XTWO and XONE
on lines 114 and 115 refer to two index registers that con-
tain a 2 and a 1 respectively.

B. The LEAP 8 Procedure Set

The LEAP 8 procedure set, which consists of 500 state-
ments, allows the METASYMBOL assembler to translate
each LEAP 8 operation code into one or more Sigma 5
instructions. Writing these procedures was greatly eased
by the fact that only those LEAP 8 operations and pseudo-
operations that actually occur in the LEAP 8 assembler
source program needed to be defined.

~ Two Sigma 5 registers were set aside for representing
the Mac 16 accumulator and index register. Another two
Sigma registers were assigned to the Mac 16 carry and
overflow indicators. (The other four Mac 16 status indi-
cators are never used in LEAP 8.)

?'. Since Mac 16 is a 16-bit machine while the Sigma 5
word is 32 bits long, the procedures for data generating
directives store data words into the lower halfword with
the sign extended 16 bits to the left. Because of this dif-
ference in word length, carry and overflow do not occur
in the same manner in both machines. Therefore, pro-
cedures for arithmetic instructions must make provision
for detecting and saving Mac 16 carry and overflow and
for extending the sign of the result of the operation.

To avoid address arithmetic problems all Mac 16 in-
structions that resulted in more than one Sigma 5 instruc-
tion were translated into a branch to a separate auxiliary
program section where the actual translation was stored,
followed by a branch back to the next location in the main
section. The METASYMBOL directives CSECT and
USECT allow easy switching between two assembly
sections.

Figure 1 shows a procedure for a number of Mac 16
instructions, each of which translates into one Sigma 5
instruction.

Excluding the symbol table and the I/O routines,
LEAP 8 occupies roughly 4000 words of Mac 16 storage.
Translation expands it into approximately 6000 Sigma 5
words.

C. I/O Routines

Five Sigma 5 routines, comprising a total of 200 source
statements, have been written in METASYMBOL to
enable LEAPSIG to communicate with the outside world.
These routines replace the I/O programs used by LEAP 8
when running on the Mac 16.

During pass 1 of the LEAPSIG assembler the source
input routine reads the source from the input device
(usually the card reader) and translates it from EBCDIC
(the character code used by the Sigma 5) to US ASCII (the
character code required by LEAPSIG). The translated
source is also saved on the RAD and later retrieved from
there for use by the second pass.

The list output routine translates the assembly listing
from USASCII to EBCDIC and outputs it on the list-
ing device.

The object output subprogram punches the Mac 16
binary object on the paper tape punch.

The device ready routine performs a check for I/O
completion. This is necessary in order to take advantage
of the LEAP 8 I/O buffer switching feature, designed to
speed execution.

The executive routine reads and interprets control mes-
sages that govern the execution of LEAPSIG. (See Sec-
tion IV below.)
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IV. Using LEAPSIG on the Sigma 5

The I/O routines used by this assembler require assign-
ments for the following logical devices:

F:CTL Control input device (usually assigned to the
card reader)'.

F.-CRD Source input device (usually assigned to the
card reader).

F:PRT Listing output (usually assigned to the line
printer).

F:PCH Object output (usually assigned to the paper
tape punch).

F:RAD Scratch file (usually assigned to the RAD).

The execution of the LEAPSIG program is controlled
by special control cards. These cards must contain a / in
column 1 followed in column 2 by 0, 1, 2, 3, 4 or /. Col-
umns 3 through 80 are ignored. The meaning of these
control cards is explained below:

/O Execute pass 1 (similar to the Mac 16 control mes-
sage 'EX,,400').

/I Execute pass 2, punch object and print listing
(similar to 'EX,,401').

/2 Execute pass 2, print listing (similar to 'EX,,402').

/3 Execute pass 2, punch object (similar to rEX,,403').

/4 Execute pass 2, print errors only (similar to
'EX,,404').

// Exit to Monitor.

If F:CTL and F:CRD are assigned to the same device
(e.g., the card reader) the control messages must be con-
tained in the source input stream. The assembler looks for
control messages when it starts execution and after finish-
ing each pass.

The typical deck shown below will produce an assembly
with listing and object paper tape. It is assumed here that
the LEAPSIG program is available from the RAD.

!JOB ACCOUNT.NAME

IASSIGN F:CTL, (DEVICE CRA03)

(ASSIGN F:CRD, (DEVICE CRA03)

!ASSIGN F:PRT, (DEVTCE.LPB02), (VFC)

IASSIGN F:PCH, (DEVICE PPA01), (BIN)

!ASSIGN F:RAD, (FILE.SCRATCH), (OUTIN)

1RUN (LMN,LEAP,ACCOUNT)

1DATA

/O

(Source deck in LEAP 8 language)

/I

//

IFIN

V. Conclusion

The LEAPSIG cross-assembler has been extensively
used in the preparation and documentation of the Pro-
grammed Oscillator software.

The relatively small programming effort required for
generating LEAPSIG makes it worthwhile to investigate
the applicability of the techniques described here to other
cross-assemblers. The feasibility of this approach is
primarily governed by the amount of preprocessing in-
volved and by the expansion of assembler core size caused
by the translation.
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53 .
54 JMP CNAME O/X'63' .
55 JMM CNAME X/XI6AI
?6 LOA CNAME A»XI3Jl
57 LOX CNAME X'X'32'
53 STA CNAME A/X'35I
59 SIX CNAME X/XI35'
60 'ANA CNAME A/XI4BI
61 6RA CNAME A/XU9I
62 PR6C
63 • BOUND 4
64 UF GEN<1/7.4<3/17 AFA(1)JNAME(2>,NAME(1)'AFi?).AF(1 I
65 PEND.
66 .

Fig. 1. Example of a procedure for one-to-one translation of
Mac 16 instructions into Sigma 5 instructions

106 «
107 STL CNAME
108 PROC
109 LF B BB
110 RR SET s
111 USECT AUXF
1)2 BOUND 4
113 GEN.>i/7<4'3>l7 AFA( 1 )« Xl 32 '/ At"i«F (2 >, AF(1 I
114 STB'A A1«XTW8
115 LH<A| AIJXONE
116 GEN/1/7/4/3/17 ArAl1)/X I 35 I / A 1 / A F I 2!/AF(1)
117 B RR
118 BB SET s
119 USECT PROG
120 PEND
121 «

Fig. 2. Example of a procedure that expands one Mac 16
instruction into several Sigma 5 instructions
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Models for Flicker Noise in DSN Oscillators
C. A. Greenhall

Communications Systems Research Section

A mathematically tractable model for flicker noise is presented. The model is
not stationary, but has stationary increments. It behaves like flicker noise when
subjected either to high-pass filtering or to direct spectral measurements. Effects
of a detrending operation on these measurements are investigated. The model
is expressed as a limit of stationary processes. The model of Barnes and Allan
is reviewed, and the performances of the two models are compared.

I. Heuristic Description of the Model

The paradox of flicker noise appears in the study of
certain types of time series, which include oscillator
frequency fluctuations and noise in semiconductors. Ex-
periments that attempt to measure the spectral density
of such time series at low angular Fourier frequencies o>
have yielded densities of the order 1/| <o or even 1/| w |",
a > 1 (Refs. 1 and 2). No rolloff from this behavior has
been observed down to frequencies of the order 1 cycle
per year. Since 1/| w a, a > 1, is not integrable over the
low-frequency range, there is no stationary process with
such a spectral density.

This situation has been dealt with by two approaches
(Refs. 3-8):

(1) Assume that a stationary formalism can still be
used. Plug I/1 co into formulas as if it were the
spectral density of a stationary process. If the
resulting integrals converge, those results are
meaningful. An objection to this approach is that
it is mathematically unsound.

(2) Assume that the 1/| w behavior cuts off in some
way below a frequency € lower than any frequency
of interest. Then use a mathematically sound sta-
tionary formalism and obtain results depending
perhaps on e. Investigate what happens as 6 —> 0.
An objection here is that one has to assume the
existence of something never observed, namely, an
artificially imposed cutoff.

We believe that there really is no cutoff. Hence we
must look to nonstationary processes to find a sound
mathematical model for the phenomenon. This is not to
say that we abandon the idea that flicker noise is pro-
duced by a stationary mechanism; after all, an ordinary
random walk is a nonstationary process, but consists of
the partial sums of a stationary sequence. This idea is
the germ of our model. It is often said that when you
pass a stationary process X(t) with spectral density /(«>)
through a perfect integrator, you get a process Y(t) with
spectral density /(«)/M2. However, such a Y is not sta-
tionary, but has stationary increments, i.e., the processes
Y«(t) = Y(t + S) - Y(t) are stationary. We will not say
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that Y has spectral density /(<u)/«2, but will show that
/(<o)/<u2 can be associated with Y in an experimentally
meaningful way.

To make a model for flicker noise, define f(<a) = |«|,
at least for small «. The mathematics of the model will
require a high-frequency rolloff from the 1/| w | behavior.
Accordingly, our model is as follows: Send white noise
through a high-pass filter that attenuates low frequencies
at a rate of 3 dB per octave. This gives a stationary pro-
cess X(t) with spectral density | <a for small <«. Then our
model Y(t) for flicker noise is given by

(1)Y(t) = X(s)ds

We will also add a constant term and a linear drift
term, since such dc components are natural to processes
with stationary increments. Besides, oscillators often ex-
hibit linear frequency drift, with random fluctuations
superimposed.

We will not try to "prove" that the process Y has a
spectral density 1/| o> . There is no such thing. We will
simply subject Y to the same measurements on paper that
have been performed on flicker noise in the laboratory.
These include (1) passages through high-pass filters, and
(2) attempts to measure spectral density directly. If Y
behaves like flicker noise, then to this extent our model
is successful. We can then entertain hopes of finding a
physical mechanism that generates the model.

Fortunately, the calculations are easy to carry out, for
processes with stationary increments are mathematically
tractable. They are an immediate generalization of sta-
tionary processes, and their spectral theory is almost as
simple (Refs. 9, 10, and 11). On the way, we will point
out how the two approaches fit into the picture.

It. Stationary Processes and Processes with
Stationary Increments

We will be concerned here only with first and second
moment properties of processes. Accordingly, "stationary"
means "weakly stationary," i.e., that the covariance de-
pends only on time differences.

If X(t), — oo < t < 60, is a continuous-time, complex-
valued, mean-continuous, stationary process with spectral
distribution function F, then

exp (iu>t)dZ(<a) (2)

where Z is a process with orthogonal increments such
that E| dZ(<i))|2 = dF(ta). The function F is increasing and
bounded on (— oo, oo). If X has a spectral density f, then
dF(<a) = f((u)cL.

A stochastic integral

(<o) dZ(io)

of which Eq. (2) is an example, is defined for functions <t>
such that

L >) | (3)

The main property of this integral is

a \ /T" \ f'
<t>dZ } { I il/dZ } = I

=0 / \7-00 / J-«

if <f> and ^ satisfy Eq. (3).

(4)

The theory of stationary processes can be found in
Refs. 9-14. A process Y(£), — oo < t < oo, is said to.have
stationary increments if E[Y(s) — Y(t)] = a(s — t) for
some number a, and if

E[Y(t + Tl) - Y(f)][Y(t

does not depend on t. If Y is mean-square differentiable,
then its derivative Y' is stationary, mean-continuous, and
satisfies

- Y(0) = T(s) ds

the integral being in the mean-square sense. If Y' is the
process X of Eq. (2), then

rt r«
- Y(0) = / ds \ dZ(<a) exp (ia,s)

Jo J-x

/•« rt
= I dZ(<a) I ds exp (i<as)

J-x Jo

T00 exp (io>t) — 1
= Y(0)+ -^V dZW (5)
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The interchange of orders of integration leading to Eq.
(5) may be carried out because J^F < oo ; see Rozanov's
book (Ref. 14, p. 12) for the relevant theorem.

By considering the stationary processes Y(t + S) —
it can be shown that any mean-continuous process with
stationary increments, differentiable or not, has a repre-
sentation of form (5), where the increasing function F
that corresponds to Z via E | dZ |2 = dF no longer need
be bounded, but merely satisfies

/'J-<x
< oo (6)

This is equivalent to Eq. (3), where <£(») — [exp(iwt) — 1]
•/to). For example, if F(«) = co/(2ir), then Y(*) - Y(0) has
the same covariances as Brownian motion. This may be
shown by using Eqs. (5) and (4).

More detailed accounts of these processes may be
found in Ref. 11, p. 86 ff., and in Ref. 10.

We will concentrate our attention on the case in which
F has a jump at 0, but elsewhere has a density /. Then Z
has a jump Z0 at 0, orthogonal to dZ(<a) when <a ^ 0. Since
[exp (i<oi) — l]/iw is considered as having the value t
when o> = 0, the contribution of Z0 to Eq. (5) is Z0t. In-
deed, the presence of linear drift is part of the nature of
processes with stationary increments. Removing this jump
from Z, and calling the remaining process again Z, we
write this case of Eq. (5) as

Y(t) = Y(0) + Z0t
f °
/

exp (tort) — 1
* (7)

where E dZ(<o)|2 = /(<o)du>, / being a nonnegative func-
tion such that

dta < CO (8)

In this situation we will say that Y has the formal spec-
tral density f(w)/«2. The point is that maybe

i: (9)

in which case f(«)/<o2 cannot be the spectral density of
any stationary process. The main purpose of this article
is to make some sense of this terminology.

Now it is evident what our model for flicker noise shall
be, namely, a process Y with stationary increments hav-
ing a formal spectral density 1/|«|. This would make
f(u>) — | < t f | , which violates Eq. (8). Accordingly, we de-
mand a 1/| a, I behavior only for low frequencies. We will
require that

as (10)

and that / roll off enough at high frequencies to satisfy
Eq. (8). The exact nature of the rolloff will not affect our
results.

III. Quadratic Means

We wish to know how these processes behave under
certain measurements. Let X be a stationary process with
spectral density /. We will consider only measurements
of the following form:

X(t)h(t)dt (H)

where h is a complex-valued "time window" such that

/'J -«
| h(t) | dt < oo (12)

(We may include S-functions in h.) Further, we will look
only at the expectation of P, ignoring the problem of find-
ing its variance under assumptions about higher moments
of X. It is a familiar fact that

EP =

where

f((a)d<a

h(t) exp (i<at)dt

(13)

(14)

Now suppose that we make the same measurement on
a process Y with stationary increments and a formal spec-
tral density f(<a)/w2. Assume Y(0) = 0 for now. Let

Y(t)h(t)dt (15)
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The integral can be transformed as follows:

/ J(t)h(t)dt - Z0 / th(t)dt
J-x J-x

= ("**<*) pdzt^^"1
J-CC ^ J-00 ^ ' ^

J-x "° J-x

= (-B(-)-mdz(o} (16)
j-OO l<°

The condition

/'J-x

(17)

plus Eq. (8), is sufficient to validate the interchange of
orders of integration leading to Eq. (16). Condition (17)
also makes H differentiable. From Eqs. (16), (4), and the
orthogonality of Z0 to dZ, we get

EQ = |H'(0)|2E|Zo -H(0) • d<a

(18)

valid when Y(0) — 0 (or, what is the same, if h is applied
to Y(t) - Y(0)). The formal spectral density f(o>)/V ap-
pears in somewhat the same role as spectral density f(a>)
does in Eq. (13), the analogous formula for stationary
processes. The next two sections examine some special
cases of these measurements.

IV. High-Pass Filters

We say that a time window h satisfying Eq. (17) is a
high-pass filter if H(0) = 0, i.e.,

/i(t)dt = 0 (19)

In this situation, we no longer need to require Y(0) = 0,
and Eq. (18) becomes

EQ = |//'(0)|2E|Z0 |

(20)

The first term of Eq. (20) is due to linear drift. The
second term is exactly what we would get if a stationary
process with spectral density /(<o)/<o2 were subjected to
the same measurement. This is what the first approach

(1) of Section I gives. Of course, if Eq. (9) holds, there
is no such stationary process. Moreover, if h is not high-
pass, then approach (1) fails, for the integral in Eq. (20)
diverges.

In the study of oscillator stability, Y(t) is the frequency
of an oscillator at time t, relative to some nominal aver-
age frequency. To measure the instability of Y, one often
uses a family of high-pass filters

depending on an integration-time parameter r. Here,
k(x) is a fixed high-pass filter function of dimensionless
time V. Perhaps the simplest of these is given by

k(x) = -

=

= 0,

1< x< 2

otherwise

The corresponding Q is called the Allan variance. It is
the sample variance of two successive averages over ad-
jacent time intervals. Let

= /'J-tx
exp (ixy)k(x)dx

Then

K'(0) 2 E Z /'J-u.

(21)

For the flicker noise case, let us assume for simplicity
that f((i>) = | w | for I o> < <«!. (Actually, conditions (8) and
(10) are sufficient.) The integral in Eq. (21) becomes

KM

If K(y) tends to 0 fast enough as y— » oo, this expression
tends to

TO |2 dy (22)

as T—» oo. In the case of Allan variance, this integral is

fx 1 1 j , n/ sin* -:r W —r du = 4 log 2
Jo 2 " y3 * &
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A standard test for the presence of flicker noise is the
leveling off of the Allan variance to a nonzero limit as T
gets large. Since K'(0) ^= 0 in this case, the linear drift
term in Eq. (21) grows like -r. Thus it is obviously neces-
sary to remove linear drift from Y before making the
measurement, and this is in fact done (Ref. 5). Of course,
this surgery cannot be performed without damaging the
second term of Eq. (21); we will examine this situation
in detail in Section VI. This difficulty can be avoided by
using a filter h such that H'(0) = 0, i.e.,

*fe(t)rf* = 0 (23)

Then the linear.drift term vanishes. When Barnes (Ref.
4) considers the third difference of the phase of an oscil-
lator, he is using such a filter.

V. Spectral Estimates

. We wish to see what happens when we perform ex-
periments on our model that are designed to measure
spectral density / of a stationary .process X. One estimate
of / at a chosen frequency w0 is a modified periodogram
(Refs. 15 and 16). Let k be an integrable function on
(0,1). The estimate of f(<u0) using an integration time of
r.is

ZT(«»o) = — exp -
T

idt

(24)

To get stable estimates of /(«<>) we would have to average
7T(w) over a band of frequencies that is wide compared
with I/T. We will not do this here.

Let

K(y)== r
Jo

(25)

The measurement /T(WO) is of the Eq. (11) type. By Eq.

(13),

(26)

Assume that k is square-integrable, and that f is a
bounded, continuous function on (— oo, oo). Then

f(<a0 ) 2dx

as T —> oo; in other words, /T(WO) is an asymptotically un-
biased estimate of /(o>0) J" | k |2.

Let /T(O>O) be defined as in Eq. (24), except that X is
replaced by a process Y with stationary increments and
a formal spectral density /(a>)A>2. Assume again that
Y(0) = 0. By Eq. (18),

JIT
J7r J-x

(27)

y ~3/2Suppose that K(y) and K'(y) tend to 0 faster than
as | y | — > oo . As T — » oo , the linear drift term goes to 0.
In the integral, the l/<o2 divergence is cancelled by the

• • • |2 factor. For <o near <«0, the term K(— UOT) is insig-
nificant compared to K((« — <u0) T). As a result, when
T— » oo, expression (27) behaves like (26), this time pick-
ing off the value /(o^Ao2, of the formal spectral density.
For flicker noise we set f(<a) <— w I as <o— »0, and we see
again how the model manages to masquerade as a non-
existent stationary process with spectral density <~ 1/| u>|
for small <a.

Here is a precise statement about the behavior of
E/T(O>O): Let k be an absolutely continuous function on
[0,1] such that fc(0) = fc(l) = 0, and let K be its Fourier
transform Eq. (25). Let f be a continuous function satis-
fying Eq. (8). Then for <a0^=0, the second term of Eq.
(27) tends to

/(<• •dx (28)

as T—> oo.

Proof: The conditions on k imply •

as J/ (29)

for n = 0,1, 2,

It will be enough to prove the result when <a0 > 0. We
break up the integral in Eq. (27) as follows:

-l/T l/T

+ I5

JPL TECHNICAL REPORT 32-1526, VOL. XIII 187



We will show that 74 tends to Eq. (28) as T-» w, and
the other 7, tend to 0. Let q = O>OT, and let

=g( '

Then

74 =

=/%/
y-m J "»<

As q -> oo, the first integral in Eq. (30) tends to

g(0) f m

I \K(y)
J-m

'•dy

(30)

(31)

The second integral in Eq. (30) is less than

* <

By choosing m large we can make this expression as
small as we like for all q sufficiently large, and can also
make Eq. (31) as close as we like to

This establishes the limiting behavior of 74.

To estimate 7± we simply observe

r | K( („ - «,O)T) - K(-<o0r) |2 - O

as T -> oo , uniformly for <a < 0. Hence

The estimates for Z3 and 75 are similar.

Only 1 2 remains. By a version of the mean value the-
orem for complex-valued functions of a real variable,

- <OOT) - K(-

for some number c between <DT — <aar and —<I>OT. If
| o> | < I/T and T > 2/o>0) then c < -o)0T/2 and | K'(c) |2

= o(l/T2). Therefore

/•l/T

I2 < 0(1) T / /(„)£*«, = 0(1)

y-l/T

The proof is complete.

When f(0) = 0, as in the flicker noise model, we can
replace o by O in Eq. (29). Then even a boxcar function
will serve for k. Of course, to make the linear drift term
in Eq. (27) tend to 0 we need K'(t/) = o(l/| y |)3/2. This
problem goes away when we remove drift before doing
the spectral analysis; we treat this situation in the next
section.

VI. Removal of Linear Trends

Before taking the kinds of measurements we have de-
scribed, it is common practice to fit a linear trend to the
data and subtract it off. Measurements are then taken on
the residual data. In spectral measurements this avoids
interaction of dc components with minor lobes of the
spectral window.

Least-squares fitting on an interval — 1/2T < t < l/2r
is convenient for us here. Given a signal u(t), we produce
a residual signal

ur(t) = u(t) -Oo-

where

j /-VS.T 12 ("*r

a» = — \ u(t)dt, a i =— tu(t)dt
TJ-Wr T J-Utr

Then

(32)
/

V4r rvn
ur(t)dt = 0, / tur(t)dt = 0

ViT J-'/3T

and for any two given signals u and v,

/

WIT r*&T
ur(t)v(t)dt= / u(t)vr(t)dt (33)

.V4T 7-MiT

Let Y be the process of Eq. (7). We will look at quad-
ratic means Qr of the reduced process Yr(t):
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If h is integrable on [— T/2, r/2],

f*T

./-V4T
Y(t)hr(t)dt (34)

Let

H(«)= / Tfr(t)exp(i
J-V,T

Hr(<o) — I hr(t) exp (t<ot)dt (35)

Because of Eq. (32), not only is hr a high-pass filter,
Hr(0) = 0, but also tf'r(O) = 0. Hence, by Eq. (20),

EQr =

Take the situation

(36)

where k is a function with residual kr defined with re-
spect to the interval [-l/2j 1/2]. Then

and Eq. (21) gives

r
EQr= I

J-x
(37)

where

r*

,fo)= fclJ-v*
x) exp (ixy)dx

For the flicker noise case, /(«) ~ | o> as <o —» 0, EQr tends
to

as T—» oo, and there is no linear drift term to interfere
with our observations. This happens whether or not k is
a high-pass filter.

Before we look at spectral measurements on the re-
duced process Yr, we need a formula for Hr in terms of
H. By Eqs. (35) and (33),

/•ViT

= /
j-VSlT

h(t)e(a>,t) dt

where e(<a,t) is the reduced form of the function exp
on - r /2<t< T/2. We calculate

e(w,t) = exp (itat) —

where

sin o
X

= 3
sin x — x cos x

Therefore the desired formula is

(38)

We apply Eqs. (36) and (38) to the spectral estimate
JT(WO) of Section V, where Y is replaced by Yr, and k is
on [-1/2, 1/2] instead of [0,1]. We get

T T0

EJrM = y /
y —oo

- G,O)T)

(39)

Although this is messier than Eq. (27), it is actually
better behaved. There is no linear drift term. When
| OIT > 1, the perturbing terms in (39) go to 0 at least
as fast as the old K(— <DOT), and even faster when <a is
bounded away from 0. In the region [ <OT | < 1, the inte-
grand of (39) is like that of (27) except for the extra
terms

which are both | o> o(l) as T-» oo, | <o T | < l . Hence this
part of the integral behaves as well as before.

We conclude that the reduced EJr(<a0) tends to the right
side of Eq. (28), In general, the detrending operation
enhances the ability of our measurements to provide in-
formation about the formal spectral density f(<o)/<u2 of a
process with stationary increments.

VII. Approximation by Stationary Processes

The purpose of this section is to give a concrete inter-
pretation of the method of cutoffs, the second approach
of Section I. Rather than creating out of nothing a sta-
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tionary process with spectral density that cuts off below
<a = e, we will generate one by sending the process Y of
Eq. (7) through a high-pass filter. This will give a sta-
tionary process Xe which in a certain sense converges to .
Y as e^O.

We will need to assume that the linear drift term Z0t
is absent from Y(t). Take a high-pass filter with impulse
response

hf(t) = S(t) - ek(et)

where e > 0 and k is a function such that

/""(I + | x |) j k(x) | dx < <x,,fXk(x)dx = I
J -CO J -00

and 8 is the Dirac delta. This time, let

/•M
K(y)= I exp(-ixy)k(x)dx

J-ca

a bounded, differentiable function that tends to 0 as
| y — > oo . Define the process Xe by

Equations (41), (7), and (4) give

Xf(t) = Y(s)hf(t - s)ds

Then Eq. (16) gives

= /
J -C

exP (*"
lOJ

Hence, Xe is a stationary process with spectral density

(40)

a cutoff version of /(o>)/<o2 which tends to f(<a)/u>2 as e—> 0.
If Eq. (9) holds, the random variables X«(t), * fixed, e^> 0,
do not converge to anything, since E | Xe(t) | 2—> oo as

• 0. Nevertheless, for each t we do have

x«(*)-x£(p)-»Y(f)-y(0)

in mean-square, as e -» 0.

Proof: Let AY(t) = Y(*) - Y(0), and similarly for Xc.
Then

= r
J -a

' exp (iiat) — 1

Since

we have

4) (La

(41)

(42)

which, by Lebesgue's dominated convergence theorem,
tends to 0 as e —» 0.

If ft is a time window satisfying Eq. (17), then (42)
implies .,.,

/ &Xe(t)h(t)dt-* I &Y(t)h(t)dt (43)
J-C8 J-X>

in mean-square, as €—>0. It h is also a high-pass filter,
then

I Xf(t)h(t)dt-+ I Y(t)h(t)dt
./-CO J-00

so that in this case, the method of cutoffs fits smoothly
into our model.

Strictly speaking, we have not expressed AY(t) as a
limit of stationary processes, but rather as the limit of
AXf(i), which is not stationary but has stationary incre-
ments [and a formal spectral density (Eq. 40)]. The sta-
tionary process Xe, 6 very small, would not be a good
model for flicker noise because in this case E Xf(t) |2 is
large for all t. An appropriate model might be AX£, but
then we might as well use Y, which does not have an
extra parameter e to make calculations messier.

VIM. The Barnes-Allan Model

In 1966, Barnes and Allan (Ref. 17) exhibited a flicker
noise model and calculated its Allan variance. (See Sec-
tion IV for a definition.) We have examined the behavior
of our own model under a general class of measurements,
and will now do the same for the Barnes-Allan model.
The details of the derivations will be omitted.
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Their model for the frequency <!>'(£) of an oscillator
is the phase) is given by

dW(u),

(44)

where dW is white noise. Actually, this stochastic integral
does not exist, since

* du
t - u = 00

Nevertheless, Eq. (44) defines a generalized process; that
is, we can give a meaning to

/'Jo
&(t)h(t)dt (45)

for suitable time windows ft by formally plugging Eq.
(44) into (45) and reversing orders of integration. (The
real reason that 4> is not an ordinary process is that there
is no high-frequency cutoff of the 1/| w I spectral behavior.)

From here on, let h be of bounded variation and equal
to 0 outside some interval [0,fo]. Let R be the square of
the absolute value of Eq. (45). We are able to show that

d<a

where H is given by (14) and

(46)

(47)

Since fp = 1, H*(a>) is a weighted average of H. Formula
(46) is analogous to (18). In our own model Y, we set
Z0 = 0 and /(«>) = | <a j g(<o), where g(o>) -> 1 as <o -» 0. Then
(18) becomes

EQ == I °
J-

- ff(0) | -. (48)

Since Y has stationary increments, the starting time T
of measurements does not matter, provided we replace
Y(t) - Y(0) by Y(T + t) - Y(T). This is not the case for
<&', as Barnes and Allan recognize. Therefore we first con-
sider h of form

where k is not necessarily high-pass. If we set Y(T) = 0,
then EQ depends only on T, namely,

(7) ifj

and

EQ^\ | K(y) - K(0) 2 j^r asr-»*=

(50)

On the other hand, ER depends only on p = T/T, and
we can show that

1 f °

^
J —o

duy

i
—

(51)

(52)

If K is high-pass, K(0) = 0, then all these limits are
finite. For the special case of Allan variance, Barnes and
Allan keep T fixed and let T— > oo since (Ref. 17) "flicker
noise is normally observed on equipment which has been
operating for long periods of time." From Eqs. (52) and
(50), we see that 2?r limr _» „ ER = limT _> « EQ. Thus,
2-n-ER and EQ are almost equal for large T and T » r.
If we keep T fixed and let T — » oo, then EQ approaches
the right side of (50), whereas ER approaches the right
side of (51).

If K is not high-pass, K(0) =£ 0, then the right sides of
(50) and (52) are infinite, whereas (51) is still finite. If T
is large and T » T, then EQ and ER are both large. If
T is fixed and T—> oo, then EQ-> oo, while ER remains
finite. Because of the ambiguity of T, the Barnes-Allan
model cannot be used to predict the dependence of R
on T if K(0) =^ 0, while (49) does exactly that for Q. In
fact, it is easy to see that EQ grows like log T.

We have also calculated the expected modified peri-
odogram of $' for the case T — 0. This is the expectation
of the expression (24) with X replaced by <&'. If k is of
bounded variation on [0,1], an effort as in Section V
shows that the expected modified periodogram tends to

\<»° Jo

2dx
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as | o>01 T ^-» oo. Thus, the Barnes-Allan model does display
a l/[ u> | behavior when subjected to a spectral measure-
ment.

The two models Y and $' are closely related. Formulas
(46) and (48) display the relationship in the spectral
domain. It is possible to generate a formula for Y(t) in
the time domain by passing white noise through a cer-
tain realizable filter, then integrating. The resulting ex-
pression splits naturally into two parts, one of which
resembles (44). This part is actually a version of the
Barnes-Allan model that cuts off the I/1 ia I behavior at
high frequencies.

IX. Future Prospects

We see two directions for further work. First of all, we
would like to make more comparisons of the behavior of
actual flicker noise with the behavior of our model Y and

the Barnes-Allan model &. These models already agree
with the experiments involving high-pass filter averaging
and direct measurements of spectral density, but-*' has
some difficulty predicting the result of non-high-pass filter
averages. Averaging experiments could be done on flicker
noise data to search for the logarithmic dependence on
integration time that Eq. (49) predicts for Y.

Secondly, it would be desirable to search for physical
mechanisms that could generate either model Y or <f>'.
Since we have described only second-moment properties
of these models, each model can be realized in a variety
of ways. Instead of using Brownian motion to generate
the model, we can start with other processes with ortho-
gonal increments. For example, if we started with a suit-
ably modified Poisson process, we would get some form
of nonstationary shot noise. Such a noise might occur in
the frequency of an .oscillator subject to infrequent but
sudden random disturbances.
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Matrix Multiplication With Fixed Matrices and Polynomial
Evaluation With Fixed Polynomials

J. E. Savage1

Communications Research Section

Others have shown that the conventional method for computing m X n matrix-
vector products and Homer's rule for evaluating polynomials are optimal when
matrix and vector elements as well as polynomial coefficients and polynomial vari-
ables are indeterminate. In this article, the calculation of matrix-vector products
and the evaluation of polynomials are treated when the matrix elements and poly-
nomial coefficients are known and drawn from a set of size s. It is shown that the
algorithms which are optimal for indeterminate matrix entries and polynomial
coefficients are nonoptimal when s is fixed and the entries and coefficients are
known. Good algorithms for this case are given and tight bounds are derived on
the combinational complexity of the most complex matrix-vector function and the
most complex polynomial evaluation function. These are operations used in the
Deep Space Station computers for decoding telemetry and interpolating ephem-
erides for antenna pointing and programmed oscillators.

I. Introduction
The two problems treated in this article are the calcu-

lations of matrix-vector products and the evaluation of a
set of polynomials. The first problem causes most of the
combinational complexity in DSN telemetry decoders,
and the second tends to overload programmable oscilla-
tor minicomputers in high doppler situations such as in
planetary orbiters (see Ref. 1 for a data decoder assembly
article).

The multiplication of an m X n matrix A with entries
Ci,} by an n-vector

x = (xlt • • • , *„)

1Division of Engineering and Center for Computer and Information
Science, Brown University, Providence, Rhode Island, and consul-
tant, Communications Research Section. A portion of the research
reported here was completed at Brown University with the sup-
port of grants NSF GJ-32 270 and DA-ARO-D-31-124-73-G65.
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is defined by

=a i l*x l

(1)

where * denotes multiplication and + denotes addition.
The evaluation of m polynomials, b± (z), • • • , bm (z) of
degree n in one variable z is defined by

= foio + foil * Z + fe<2 * Z2 + bin * Z",

(2)

where * and + are the multiplication and addition opera-
tors and z> ! = z • z'-1 denotes the /-fold product of z with
itself.

The obvious way to do matrix-vector multiplication is
that indicated by Eq. (1) and requires mn * operations and
m (n — 1) + operations. Polynomials can be evaluated
with Homer's rule, namely,

which is not so obvious and which uses mn *'s and mn +'s.
It can be shown (Refs. 2, 3, and 4) that no fewer than
these numbers of operations are sufficient when the matrix
entries, vector entries, polynomial coefficients, and the
parameter z are indeterminates (or are isomorphic to
indeterminates).

'->" ' *
•in this article, it is assumed that the vector elements

(xf, x2, • • • , xn} and the parameter z are the only indeter-
minate elements and that the matrix entries {a^} are
known, fixed, and drawn from a set of size s, a typical
DSN situation. Then the functions {/ 1, /2, • • • , fm} are func-
tions of n variables and the polynomials (b^ (z), • • • , bm (z)}
are functions of one variable. By exhibiting algorithms,
we shall show that the set {/i, • • • , fm] can be computed
with approximately mnln(s)/Qn(m) operations and the
set {£>! (z), • • • ,bm (z)} can be computed with about
mn In (s)/Hn (mn) operations, for m and n large. Further-
more, counting arguments will be derived to show that
under suitable conditions these upper bounds can be im-
proved upon by at most constant factors for the worst-case
matrix and worst-case set of polynomials.

We conclude that algorithms for computing matrix-
vector products for fixed matrices and for evaluating a
specific set of polynomials are asymptotically less expen-
sive to realize than algorithms which compute any m X n
matrix- vector product or for evaluating any set of m
n-degree polynomials. These results also hold when the

number of values assumed by matrix elements and by
polynomial coefficients is bounded.

II. Preliminaries

Let f = {/i, • • • , fm} be the set of functions realized
by the matrix-vector product and let

f = Ax (3)

represent the m expressions defined in Eq. (1), where
x = (xj, • • • ,xn). Assume that the x4 are indeterminate
over the set S so that f: S71 -» Sm, where S" denotes the
n-fold Cartesian product of S with itself. Since the coeffi-
cients {fiti,} in Eq. (1) are assumed drawn from a finite set,
without loss of generality, we let a,j be chosen from
among {1,2, • • • ,s] and regard the * operation a n * X j
to be the pth unary operation Up (Xj), Up : S -> S, when
ati — p. We also define + : S2 -> S to be an associative
binary operation and call it addition. Also, we assume
that S contains the additive unit o satisfying o + x =
X + O = X.

The following examples illustrate the generality of this
formulation:

(1) Let s = 2, Ui (Xj) - 0, U2 (xs) = x,-. Then, the alge-
braic system < S, + > is a semigroup such as:

(a) S = R (reals), + denotes either multiplication
or addition.

(b) S = (0,1), + denotes the Boolean AND, OR,
or EXCLUSIVE OR.

(2) (a) S = R, Up (x) = rp * x, rp E R, * denotes multipli-
cation on reals and + denotes addition on reals.

(b) S = D™ (setotqXq matrices over D), Up(x) =
x", the pth power of the matrix x, + denotes
matrix addition.

(c) S = (0,1), [/! (x) = x (Boolean complement),
I/-, (x) = x, fi are called minterms.

The polynomials defined by Eq. (2) are (&i(z), • • • ,
bm (z)} as above. Let ze S so that fcj:S -» S and let fcj; be
in (1,2, • • •, s}, bn * z' denote the unary operation Up (z

1),
Up ; S -» S, when foj, = p. Also, let • and + be binary
associate operations, •: S X S -» S, + : S X S -» S, let • dis-
tribute over + and let z' be defined by z1 ~ z • z''1. Exam-
ples are:

(1) S = R (reals), Up (z>) = rv * z', rf e R, and * = • and
is multiplication on reals, and + is real addition.
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(2) S = DQxq, s — 2, • and + denote matrix product and
addition and l/j (z'') = 0, U2 (z

1) = z>.

The complexity of a set of functions (gi, gi, • • • , gm]
over S, g< : S*i -> S, will be measured by the minimum
number of steps to realize the set with straight-line algo-
rithms (SLAs). The relationships between this measure
and conventional measures of complexity such as storage
and time are discussed in Ref. 5.

Definition. Let fl — (hi \ hi : Sni -> S} be a finite set of func-
tions over S, called the basis, and let T = [xi, • • • , X&, K},
called the data set, be a set of k indeterminates over S
and K C S, a set of constants. Then a q-step SLA, /? =
(/?i, • • • , /3q), is an ordered set of q-steps {/?i, • • • • , ft}
where either /?,• e r (a data step), or

that is, fij is a computation step which results from a basis
function operating on previous steps. The SLA computes
the set of functions {/?i, • • • , ft} where

1*1 =
otherwise

Definition. To each basis element ftj, assign cost c\ > 0.
Then, the cost of an SLA /?, x (/8), is defined by

where </i is the number of occurrences of ht in /? and | fi |
is the number of basis functions. The combinational com-
plexity of the set of functions g = {gj, • • • , gm}, g{ : S'< -> S,
Cn (g), is the minimum of x (/?) over all SLAs {2 which
compute g and undefined (or infinite) if there is no /? with
basis ft which computes g.

(f x~\ is the smallest integer ̂  x) subvectors

where

x> = (

for I^i^t0-l and

Let A be subdivided into t submatrices Bl, B2, • • • , B«o

A = [B! B2 • • • B,]

where B4 is m X k, 1 =^ i ̂  ta — 1 and B(O is m X r where
r = n — (t<, — 1) k. Then, f = Ax can be computed as
follows :

(1) Form the t0 matrix-vector products

(4)

(2) Do vector addition of these products to form f.

f = yl + . . . + y«0 (5)

This decomposition is possible because the binary opera-
tion of addition is associative. Also, we shall show'that
the products B<x' can be done with significantly fewer
operations than are required for the obvious method of
matrix-vector multiplication. This will translate into a
savings for the computation off.

Consider polynomial evaluation next. Represent a poly-
nomial bi (z) as

III. Upper Bounds
Let Cm< n denote the maximal combinational complexity

of the m X n matrix- vector product functions and let Dm, „
be the same for the most complex set of m polynomials of
degree n. In this section, upper bounds to Cm, „ and Dm, „
are derived by construction of SLAs. Lower bounds to
these quantities are derived in the next section.

We sketch SLAs for evaluation of f = Ax and of
(bi(z), • • • ,bm(z}}. We begin with the matrix- vector
product problem. Represent the n-vector x as

(6)

where each PH (z) is a polynomial of degree k — I and

This representation is unique and possible because +
and • are associative and • distributes over + . The algo-
rithm which shall be given for evaluating a set of poly-
nomials will generate all polynomials of degree k — 1, use
them in the appropriate places, and follow them with the
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necessary multiplications by terms z* and the necessary
additions.

THEOREM 1. Let a contain the binary operation + and
the unary operators {(7i, • • • , U,}. If ca is the cost of +,
then

-r \- I ]mc,

(7)

Proof. In the decomposition of Eqs. (4) and (5),

is the cost of computing y1, • • • , y'o. With a total of

(Tfl-0
additions per component of f, f can be formed. Since this
decomposition may not . be the best way to realize f ,
Eq. (7) follows.

THEOREM 2. Let Q contain the two binary operations +
and • and the unary operators {C/i, • • • , U3}. Also, let
U, (x) — x be the identity operator. If ca is the cost of +
and c6 is the cost of •, then

where 2V =
Jfc-1 .

(8)

is the number of polynomials of degree

Proof. In the decomposition of Eq. (6), all of the poly-
nomials PH (z) are fixed. There are at most N — s* of them
and they can all be realized with a combinational com-
plexity of DW.S-L To form Eq. (6), compute zk, • • • , z(t^k.
This can be done with (^ — 1) -'s since z*'1 is available as
a polynomial of degree k — 1. Form the ti — 1 products
Pi j (z) 'z>, l?=ji=ti — l, for each i, l^i^m and do
the indicated additions. A total of m (t± — 1) additions
and (m + 1) (f, — 1) multiplications will be done. Then
Eq. (8) follows since this is but one method for computing
{fei(z), ' ' ' ,bm(z)}.

These two theorems will prove useful when bounds to
Cm,fc and Djv,*-! have been derived. This is the next task.

Lemma 1. Let fl contain + and (t/i, • • • ,US}.

Let E = 1 if one of the unary operators, say Ui, is the
o-ary operator, l/i (x,-) = 0, and let e = 0, otherwise. Let
cp be the cost of Up, 1 ^ p ̂  2, and let

KI = mk ( max Ci) + m (k — 1) c0

then

Proof. The KI bound follows from the standard aglorithm
for matrix-vector multiplication.

The K2 bound is derived by first noting that all s unary
operations on *i, • • • , * * can be performed at a cost of
k(d + d + • • • ' + cs) and then determining the num-
ber of additions to form all s* sums of the form

t/,1(«i)+ • • • +u,k(Xk)

If all such sums are available, all functions f = Ax can
be computed since there are at most s* such distinct
functions.

We show by induction that all s* sums can be formed
with at most s2 + s3 + • • • + sk = (s*+1 - s2)/(s - 1)
additions. Clearly, all sums in two variables can be formed
with s2 additions. Assume that all s*-1 sums in k — 1 vari-
ables fc ̂  3 can be performed with s2 + • • • + s*"1 addi-
tions. For each of these s*"1 sums, s additions are formed
to adjoin {Uf (x£), l^l^s], for a total of s* new addi-
tions. Thus, all sums of k variables can be done with
s2 + s3 +
sis holds.

+ s* additions, and the induction hypothe-

If there is a unary operator
unnecessary. Form all sums

Uti (x,) + Vtj (*,),

with one addition per sum. All sums

£/,(*,) + [/,(*,) + 17, fo),

= 0, some additions are

can be formed with one more addition per sum. Hence,
all the sums can be formed with a number of additions
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equal to the number of terms requiring one or more addi-
tions. Since there is one 0 sum and k (s — 1) sums involv-
ing one nonzero unary operation, all sums can be formed
with s* — k (s — 1) — 1 additions when e = 1.

The next result is a bound on D f f>4_,.

Lemma 2. Let fi contain +, •, and (Ult • • • ,U,}. Let
ca, C;,, and cp be the costs of +, •, and Up, l^p^s, re-
spectively. Also, assume that Ua (x) — x, c, = 0, and let
e = 1 if [/! (x) = 0 and let e = 0 if V^ (x)=£Q. Then, when

c, K2

where K2 is defined above and h (k) = k — 2 if k ̂  2 and
h (k) = 0, otherwise.

Proof. Djv,*-! is the combinational complexity of the most
complex set of s* polynomials of degree k — 1. Clearly,
this is the set of all polynomials of degree k — 1.

Realize these polynomials as follows: (1) construct the
sequence 1, z, z2, • • • , z*-1 using h (k) •'$; (2) to each term
apply [Jj, C72, • • • , [/,_! at a cost of k (d + c2 + • • •
+ Cj-j); (3) then add the k terms. This last step has cost
K2, as shown in the proof of Lemma 1.

These two lemmas and two theorems are combined to
give asymptotic bounds on the combinational complexity
of matrix- vector multiplication and polynomial evaluation.

THEOREM 3. Under the conditions of Theorem 1 and
Lemma 1,

Cm,n — T

and for m, n large

mca) - mca

Proof. The first inequality follows directly from Theo-
rem 1 and Lemma 1 since Cm>r ±= Cm,t.

The second inequality follows from a long but uncom-
plicated set of steps when

for large n where ca and c& are the cost of + and • ,
respectively.

Proof. The theorem follows from Theorem 2 and Lemma 2
when

k = (log* ((mn}/s (log, (mn/s))2)1

Table 1 shows the first bound of Theorem 3 to Cm,n

optimized under variation of k, when m = n is a power of
2, s = 2, ca = 1, ct = c2 = 0 and e = 1 (i.e., Ul (x) = 0).
It also shows the ratio of the KI bound to this bound. The
improvement over the Kt bound is substantial and for
large binary matrices recommends the method of matrix-
vector multiplication by decomposition.

Table 2 shows the bound to Dln when ca — c& = 1,
d = c2 = 0 and e = 1, which follows from Theorem 2 and
Lemma 2. Also shown is the ratio of 2n, the number of;
operations for Homer's rule, and this bound. The improve-
ment is substantial for large n and warrants use of the
algorithm introduced above.

IV. Lower Bounds ".
In this section, an upper bound is derived on the number

of distinct sets of m functions (gj, • • • , gm} , gy : S" -» S,
with Ca (g,, • • • , gm) i= C. If C is not large enough, not
all sets of such functions can be realized at a cost ^C.'
Consequently, at least one set must have combinational
complexity > C. This result is used to derive lower bounds
to Cm, „ and DOT, „ and to show that the upper bounds given
above are tight under suitable conditions.

Let Nn(C,m,p) be the number of distinct sets of m
functions in p variables {g!, • • • ,gm},g, : S"-> S, with
Cn(g., ' ' ' ,g»)^C.

Lemma 3. Let all operations in
binary. Then, for p — 6,

Nn(C,m,p) < |n|°/<*(p + |K|

be either unary or

THEOREM 4. Under the conditions of Theorem 2 and
Lemma 2,

where c* > 0 is the cost of the minimum cost operation
and KCS is the set of constants in the data set.

Proof. Consider SLAs in which variable data steps pre-
cede constant data steps and these precede computation
steps. There is no loss of generality in this assumption.
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Let an SLA ft have p' — p variable data steps x^,- ••, xtf.,
drawn without replacement from {xlt • • • ,Xj,}. There are

so that

ways to do this.

Let the SLA /? have d ^ \ K \ constant data steps. There
are

')
ways to choose these d constants.

Also, let /? have t computation steps (h*; /J^, /?<2) where
/?J2 may be empty if hi is unary. There are at most
M (pr, d, t) such steps, where

To /? we associate sets of m functions. One function of
each set must be associated with the last step (otherwise,
the SLA is not optimal) and the remaining m — 1 functions
of each set can be assigned in at most (p' + d + t — l)™^1

ways.

'"There are at most L(p',d,t) sets of m functions asso-
ciated with SLAs with p' variable data steps, d constant
data steps, and t computation steps, and

L (p', d, t) ̂  2"+w (pr + d + t}m-1 M (p', d, t)

This bound is clearly monotonically increasing in p', d,
and t.

Since Nn(C,m,p)is the sum ofL(p',d, t) over o^p'^p,
o ^ d ^ \ K \ and o^t^T where T = LC/c*J(|_*J is the
largest integer ^ x) and c* > 0 is the cost of the minimum
cost basis function,

It is easily shown that

x(£±j£L-y

Then, combining terms, we have

1)2"
'"

It can be shown that the first bracketed term is mono-
tonically decreasing in T and p and has value — 1 at T =
p = 0. The second bracketed term is monotonically de-
creasing in increasing | K | for p ̂  4 and is < 1 for p ̂  6.
From this and T ±= C/c*, the theorem follows.

It remains to apply Lemma 3 in order to derive lower
bounds for Cm, „ and Dm, „.

THEOREM 5. Let Q be the number of distinct sets of m
functions (gi, • • • , gm}, g,: Sp-» S, in the set Q?. Then, if
C (Q?) is the maximum of Cn (gi, • • • , gm),

InQ
2 ln(bg)+b(|0|/2)

for p ̂  6 when | n | In Q ̂  2e and c* > 0 is the cost of the
minimum cost basis function.

Proof. Let C0 satisfy

where

x = p + |K| + (C0/c*) + (m - l)/2

Then, it is easy to show that Nn (C0, m, p) < Q. Conse-
quently, for some set

[glt • • • ,gm}eVl, Ca(g1, • • • ,gm)^C0

We solve for C0. The equation above is rewritten as
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where y = x \ O | . The function y hi y is monotonically
increasing f or y ̂  1 and at y = yl = B/ln B we have

B

(InB - hilnB)< B

if In In B ̂  0 or B ̂  e. Therefore, the solution y is

y~y i ln(lng)+ln(|n|/2)

if |tl | In g ̂  2e and it follows from

y = ( p + \ K \ + (Co/c') + (m - l)/2 |n|

that

2 In (Ing) +ln(|«|/2)

This completes the proof.

Note that the proof of Theorem 5 and Lemma 3 re-
quires that the cost of all basis functions be greater than
zero. Thus, if basis functions of zero cost exist, they can-
not be used if these results are to apply. We now spe-
cialize these results to matrix-vector multiplication and
polynomial evaluation.

Corollary L If all of the s" 1 X n matrix- vector functions
are distinct and if there are oj, «2 with 0 < «i < a, < oo
such that «! ^ m/n ̂  a2, then

for | a | , | K | , and s fixed and m, n large.

Proof.

since there are this many ways to construct m distinct
functions in p = n variables. Then,

Q = sfm(l- l/sn) • • • (1 - (m -

Using the inequality

(1 - 01) (1 - 02) ̂  1 — Oi — a2

for d, a2 ̂  0, we have

g ̂  s"m (1 - m (m - l)/(2sn))/tn! >smn(l- m'/s^/m!

Then,

Ing^nmlns + ln(l — m2/sn) — mlnm

or

since hi (1 — x) ^x and m2/s" « 1 under the conditions
stated.

From the monotonicity of x/(ln x + a) for In x ̂  1 — a
and from the discussion above, it follows that

ing

nm m

— nn*B
lnm

n
^ / h i l n l \ \
° ( i / \ ) ) -\ln(mn)//-

and since at — m/n ^ a2, m and n large, the dominant
term is the last one. Finally log mn ̂  2 log m — log alt

from which the theorem follows.

Comparing this corollary with the upper bound of
Theorem 3, it is clear that when m and n are comparable
and large and all the 1 X n matrix-vector functions are
distinct, the upper bound to Cm<n can be improved by at
most a constant factor. Certainly all the 1 X n matrix-
vector functions are distinct when s = 2 and [7, (x) = 0,
[/! (x) = x, and x{ e S = R (reals).

Corollary 2. If all of the sn+1 n-degree polynomials in z are
distinct and if there is an a with 0 < « < oo such that
m < a n, then for large n

for |n|, \ K \ , and s fixed.

Proof. The number of distinct sets of m functions Q equals

Using the lower bound of the proof of Corollary 1 with
n + 1 replacing n, we have
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ing (n + 1) m
logs (n + 1) r

Under the condition m^an, 0 < a < oo, the dominant
term for large n is the last term.

Since the polynomials depend on p = 1 variable, from
Theorem 5 we have

-c*(l

For n large, the theorem follows from the suitable approxi-
mation to this bound.

The result for polynomial evaluation is somewhat
stronger than that for matrix multiplication since the
bounds of Corollary 2 and Theorem 4- differ by at most a
constant for large n only. It is not necessary that m, the

number of polynomials, also be large. Hence, when m = 1
and one polynomial of degree n is to be evaluated, the
combinational complexity of the worst such function
behaves as n/logsn, for n large, for those cases where
there are s" distinct n-degree polynomials. One such case
is that in which s = 2, C/j (z>) = 0, U2 (x

1) = zj and z e R.

M. Conclusions
The matrix-vector functions and the polynomial func-

tions examined here are restrictions of the functions
which obtain when the matrix elements and the poly-
nomial coefficients are treated as indeterminates. From
this vantage point, it is not surprising that these two
problems are considerably less complex than the gen-
eral problems. Nevertheless, the algorithms presented
here promise considerable reductions in the number of
operations to do matrix-vector multiplication with fixed
matrices and to do polynomial evaluation with fixed poly-
nomials. These reductions, however, will be realized only
in those applications where the matrix-vector multiplica-
tion and polynomial evaluation are to be done many times,
since the algorithms offered above must be constructed
from a search of the matrix entries and of the polynomial
coefficients and this search time will be comparable to the
time to evaluate the functions using the algorithms for
the general problem.
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Table 1. Bound on Cn, „

n

4
8

16
32
64

128
256
512

1024
2048
4096

n

3
7

15
31
63

127
255
511

1023
2047
4095

Bestfc

2
2 or 3

4
4
5
5
6
7
8
9

10

Table

Bestfc

2
2
3
4
4
5
5
6
7
7
8

Cn, n —

6
28
92

312
1,106
3,876

13,203
46,256

161,664
585,472

2,090,594

2. Bound

Dl,n^

4
10
20
34
58

104
182
322
563

1001
1786

n (n - 1)

12
56

240
992

4,032
16,256
65,280

261,632
1,047,552
4,192,256

16,773,120

onDi.n

2n

6
14
30
62

126
254
510

1022
2046
4094
8190

Ratio

2
2

2.61
3.18
3.65
4.19
4.94
5.66
6.48
7.16
8.02

Ratio

1.5
1.4
1.5
1.82
2.17
2.44
2.80
3.17
3.63
4.09
4.59
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DSS Command System Redesign
J. Woo

DSIF Digital Systems Development Section

The existing Deep Space Station (DSS) Command System cannot meet project
requirements through the Viking era (1975). The DSS Command System redesign,
described herein, will be used to support Mission Command requirements through
1975. Major areas of redesign include command stack capacity and allocation of
command stack manipulating functions from the DSS computer to the Mission
Control and Computing Center. This article describes the system configuration
and the functional operation of the redesign.

I. Introduction

The Deep Space Station (DSS) Command System re-
design was initiated on September 1, 1972. The primary
reason for the redesign effort is that the existing command
software system is no longer capable of supporting pro-
ject requirements through the Viking era (1975). The Te-
lemetry and Command Processor (TCP) at the DSS has
reached its limits of capability, in both processing cycle
time and storage capacity, when telemetry and command
functions must be performed simultaneously.

The primary objective of the command redesign is to
develop new TCP command software that will operate
with existing DSS equipment to satisfy project command
requirements (such as command rates higher than 1
symbol/s) through the Viking era. In order to accomplish

this, two major areas, command stack manipulation and
command storage, in the existing TCP command software
require redesign. The result of the redesign was to
(1) reallocate the command stack manipulation (stack
sorting, merging, and searching) control logic from TCP
to the Mission Control and Computing Center (MCCC)
and (2) limit the command storage to four High-Speed
Data (HSD) blocks of 6-71 bit command elements each
for remote-controlled operation and one HSD block for
manual commanding.

The command software redesign reduced TCP command
activity loading as well as TCP input HSD processing
because of decreased HSD loading. Thus, the implemen-
tation of this new command software will permit the DSS
Command System to operate at 8 symbols/s simulta-
neously with telemetry processing.
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The following describes the DSS equipment configura-
tion for command and the detailed functional operation of
the new TCP command software. [After the command
software is developed, it will be integrated into the
Telemetry and Command Data Handling Subsystem
(TCD) Multiple Mission Software.]

II. System Configuration

The purpose of the command software is to provide
uplink communication capability to spacecraft. The com-
mand software, which is located in the TCP computer,
utilizes the Command Modulator Assembly (CMA) as its
connection to the Exciter/Transmitter Subsystem. The
primary method of operation is the automatic mode, in
which the TCP receives command inputs from the HSD
lines; the second method of operation is the manual mode,
in which the TCP receives local command inputs from the
DSS typewriter and/or paper tape reader. In both modes,
the TCP logs information on a magnetic tape [called the
Original Data Record (ODR)], displays status informa-
tion at the DSS through the Station Monitor [called the
Digital Instrumentation Subsystem (DIS)] or teletype
output printer, and receives time from the Frequency and
Timing Subsystem (FTS) for time tag of command events.
Figure 1 shows the DSS system configuration for com-
mand, and the following sections describe the functions of
the components.

A. Control Center

Any control center can interrogate the TCP at any time
by sending HSD blocks requesting information to the
TCP. Configuration tables, standards and limits tables,
and mode control and command stack modules and
status can be obtained. In either the automatic or manual
mode, the TCP will address and transmit HSD blocks
describing events that are asynchronous to other HSD
communications to one control center, called the control
source.

B. Typewriter/Paper Tape Reader

The typewriter and paper tape reader are input devices
used to perform software initialization and to control the
command software in the manual mode.

C. FTS Inputs

The FTS timing interrupts and GMT time information
are utilized by the command software to time-tag trans-
mission of the first bit of a command element and HSD
outbound messages, and to time initiation of transmission

of timed command elements. In addition, command
partial status periodic messages are generated for display
in the DIS.

D. ODR Output

All input HSD blocks to the TCP are logged on the
ODR, as are all acknowledge blocks. All HSD block
images constructed in response to typewriter input are
logged on the ODR regardless of HSD communications
to the control center.

E. DIS Output

The DIS displays information generated by the com-
mand software on the station line printer. If the DIS is
inoperable, information will be displayed on a teletype
output printer. The information displayed includes display
requests, command partial status messages, and command
event messages.

F. CMA

The CMA accepts configuration, frequency, symbol
rate, and command data from the TCP for different.CMA
operations as controlled by the command software. CMA
status information is fed back to the TCP to allow checks
to be made by the software.

G. Analog Tape

Modulated subcarrier output from the CMA is re-
corded on analog tape for post-operation analysis. -

H. Exciter/Transmitter

Modulated subcarrier output from the CMA is input to
the exciter/transmitter subsystem for signal amplification,
carrier modulation, and transmission to the spacecraft.

III. Functional Operations

A. TCP/CMA Modes of Operation

The CMA, under the control of the command program,
operates in various modes:

Cal-1 (Calibrate-1) — the DSS operator establishes CMA
signal modulation attenuation settings.

Cal-2 (Calibrate-2) — the CMA is operating according
to project specific frequency-modulation method and
symbol rate, but no modulated output is transmitted to
the exciter/transmitter subsystem.
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IDLE-1 — a. project Idle word is continuously trans-
mitted.

IDLE-2 — a second project Idle word is continuously
transmitted.

ACTIVE — project command bits are transmitted.

ABORT — command bits are no longer transmitted be-
cause of command check failures.

Figure 2 shows the relationship between each mode
and the sequence of events leading to the entry arid exit
of the mode.

B. Initialization

During the initialization process, type-ins are made by
DSS operator through the typewriter. The type-ins [Com-
mand Station-Spacecraft (CSS)] identify the DSS, com-
puter string, spacecraft, and destination code for
outbound HSD blocks. The modulation attenuation for
the CMA is also established. The operator then types in
CRUN to terminate the initialization process, and the
command program subsequently enters formal Cal-1
mode. At this point, the program operates in either the
automatic or the manual mode, depending upon the key
setting of the station manager's console.

C. Automatic Mode

In the formal Cal-1 mode, the program is ready to
accept all HSD blocks consisting of configuration and
standards and limits tables. When it has rceived both of
these tables, the program enters Cal-2. From Cal-2, the
mode changes are under the control of the mode enable/
disable flags of the mode control portion of the command
block.

From Cal-2, the program goes to Idle-1 when that flag
is enabled, and from Idle-1 to Idle-2 when the Idle-2 flag
is enabled. The transfer from Idle-2 to Active occurs only
when the Active flag is enabled and transmission of a
command element is started. The transfer to Abort is
made when an Abort directive is received, when an Abort
limit is reached and the Abort-override flag is not set,
when a watchdog timer (computer overload condition)
occurs, or when a manual button is started.

Mode regressions also occur. From the Abort mode,
return to the Cal-2, Idle-1, or Idle-2, depending on the
Abort return code, occurs after the Abort duration has
expired. Active regresses to Idle-2 when a command ele-
ment confirms and no other command elements exist in

the stack, or the next command element is timed. Idle-2
to Idle-1 and Idle-1 to Cal-2 regressions occur when the
Idle-2 and Idle-1 flags are disabled (the program being
in that particular mode), respectively. In the redesign,
bit verification is performed on the Idle word sequence;
if the Abort-override flag is not set and a bit error occurs,
the program reverts to Cal-2. The return from the Abort
mode plus the bit error regressions disable all mode flags
higher than Cal-2. Once the program is past Cal-2, only
mode control and command blocks are accepted. That is,
it is necessary to revert to Cal-2 for program reconfigura-
tion.

The Network Control System (NCS) can establish a
lockout condition in which normal HSD blocks from NCS
would be rejected. NCS should establish lockout after
configuring the TCP to prevent interference of NCS with
project commands through MCCC.

D. Command Stack Loading and Logic

Figure 3 shows the command stack and manual buffer
structure. The command stack consists of four modules of
six elements (71 bits per element) each, plus the extent
which specifies how many modules have data in them.
The loading of command stack modules is accomplished
by way of HSD blocks from a control center. Recalls of
the contents of any stack module can be made by HSD
blocks. Only element 1 of the prime module is eligible for
transmission. When transmission of the element begins,
it is transferred to the active register; the remaining ele-
ments of the prime module are then pushed up one, and
element 6 is filled with zeros. If element 1 of the prime
module is empty (all command elements are transmitted),
the extent is reduced by 1, and if the results are positive,
the modules are promoted by being pushed up one and
radiation of commands until the extent reaches 0.

Synchronization with a control center is based on the
extent, and for the prime module references, also on the
count of elements. An input module from a control center
is marked as to which stack module it replaces, and also
carries the expected TCP extent and a new TCP extent,
plus the expected TCP count.

Synchronization is achieved by comparing the expected
TCP extent against the actual and, for prime module
references, the expected count against the actual. If the
comparison is nonequal, the control center does not know
the current TCP situation, so the module is rejected, and
the resulting HSD block notifies the control center of the
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actual TCP extent and count. If a module is accepted, it
replaces the indicated stack module and the new extent
replaces the actual extent. Note that the stack will be
empty if the new extent is zero.

E. Manual Mode

Manual mode operation is, in the main, similar to auto-
matic. Direct type-ins exist to take the TCP from Cal-1 to
Cal-2 and any other mode. One type-in, CIN, exists to
put the TCP back into the dormant pre-initialization
stage.

All manual mode commands in Cal-1, except for the
manual buffer updating and display requests, result in
HSD block images which flow through the system as
formal HSD blocks, are logged on the ODR, and gen-
erate an Acknowledge response. These blocks are identi-
fied as manually generated.

F. Manual Buffer

A manual buffer is exactly the same size as a stack
module (six elements of 71 bits each). The manual buffer
is independent of the stack. In the automatic mode, a spe-
cially earmarked module can be sent to fill the manual
buffer. The contents of the manual buffer can be re-
called by the HSD block. Manual entry of the command
elements into the manual buffer is accomplished through
type-ins. Other type-ins are used to send the whole
manual buffer to the stack as a module, or to send one
command element to the stack in a partially filled module.

Once a command element enters the stack module, the
transmission of a command is the same as described above.

IV. Summary

The implementation of the command software as de-
scribed will meet project requirements through the Viking
era. The following outlines the performance character-
istics of the redesigned system:

(1) Command storage

Command stack: 4 modules X 6 elements/module
X 71 bits/element

Manual buffer: 6 elements X 71 bits/element

The factor most limiting the capacity of command
storage is that the command software shares the TCP
computer with the telemetry processor.

(2) HSD input block rate: maximum of 1 block/5 s

The rate is limited by the time-consuming routine 're-
quired to process input blocks. Additional time is also
required in the command stack synchronization process
between a control center computer and the TCP computer.

(3) CMA operations monitoring

Bit-by-bit check is performed for each command bit.
Other checks, such as frequency, symbol rate, and data
quality are performed once per word.
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Network Control System
J. N. Edwards

DSIF Digital Systems Development Section

This article provides information regarding implementation project team respon-
sibilities and activities. The final Network Control System (NCS) hardware imple-
mentation configuration and the interim NCS configuration interfaces are de-
scribed, and the hardware configuration for the interim NCS is discussed.

This is the second article describing the JPL DSN
Network Control System (NCS). Information including
(1) DSN philosophy and functional requirements, (2) key
functional characteristics, (3) subsystem functions, (4)
generic subsystem data flow, and (5) overall system data
flow and interface diagram was contained in Vol. XI of
the DSN Progress Report (TR 32-1526).

The initial JPL document formulating the NCS base-
line and implementation is the DSN Data System Devel-
opment Plan (DSDP)*. This document, prepared by the
JPL Tracking and Data Acquisition (TDA) Planning
Office, includes baseline requirements, design, manage-
ment, resources, and scheduling for the final NCS to be

*DSN Capabilities and Plans, Document 803-2, Volume II—Net-
work Control System, Data System Development Plan, Baseline
Version, Sept. 1, 1972 (JPL internal document).

completed by July 1, 1974. An interim NCS, including
functions which are a subset of the final system capability,
will provide network control functions from July 1, 1973,
to July 1, 1974.

The NCS functional requirements identified by the
DSDP are further defined in the DSN 822-Series NCS
documents* for (1) General, (2) Tracking, (3) Telemetry,
(4) Command, (5) Monitor/Control, (6) Display, (7) Sup-
port, (8) Test/Training, and (9) Communications Ter-
minal Subsystems. These detailed NCS functional/
performance requirements were prepared by DSN Sys-
tems Engineering. In conjunction, the supporting DSN
Operations Group and NCS Implementation Project En-
gineering Group inputs have provided personnel oper-
ating-interface and hardware-capability requirements re-
flected in these documents.

*JPL internal documents.
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A key function of the NCS is to reduce operations costs
for the DSN, while providing required FY74/75 mission
support capability. The NCS Implementation Project
Team was established on May 19, 1972, within the JPL
Telecommunications Division to fulfill these require-
ments.

The Project will implement and direct activities and
supporting group functions for (1) Planning and Sche-
dules, (2) Budgets and Costs, (3) System Design, (4) Speci-
fications, (5) Hardware Procurement, (6) Software Sup-
port, (7) Facilities and Services Procurement/Implemen-
tation, (8) System Testing, and (9) Operations/Training
Support.

The Implementation Project Team has participated in
various tasks supplemental to the basic data processing
system design and hardware implementation. These
activities have included:

(1) Evaluation of system requirement documents and
related data processing interfaces with the Deep
Space Stations (DSSs) and the Mission Control and
Computing Center (MCCC).

(2) Detailed facilities evaluation studies for interim and
final NCS. Factors relating to buildings, power,
Ground Communications Facility (GCF) interfaces,
air conditioning, backup failure modes, and cost
effectivity including implementation and long-term
growth of operations costs, were prepared for the
Site Evaluation and Selection Board review.

(3) Investigation of industry standards for computer/
peripheral/communication interfaces, preparatory
to specifying Deep Space Instrumentation-Facility
(DSIF) standards for all hardware data interfaces
within the NCS.

(4) Detailed evaluation of NCS subsystem data process-
ing functional requirements as related to the data
processing capability of mini-computers and midi-
computers to be specified for NCS.

(5) Evaluation of final NCS functional requirements vs.
existing hardware specified for interim NCS. In-
terim mission support requirements were evaluated
to develop a revised set of functional requirements
to be fulfilled by the interim NCS.

(6) Evaluation of the GCF communication interfaces;
and definition of requirements, and design of a new
GCF Filler Multiplexer (GCF-FM). The GCF-FM
provides automatic bit/data-block synchronization
of remote high-speed and wideband data, and also

merges NCS/MCCC data with the Remote Mission
Operation Control (RMOC) data on a single GCF
line from JPL to any DSS.

(7) Evaluation of the final NCS functional require-
ments vs. resources available, to define the hard-
ware implementation configuration.

A simplified data flow requirements diagram of the
final NCS is shown in Fig. 1. The key functional charac-
teristics of the NCS are:

(1) The DSS/MCCC data link is direct via the GCF
Central Communications Terminal (CCT).

(2) All DSS/MCCC traffic is recorded in the NCS GCF
log, and also routed via GCF Network Communi-
cations Equipment (NCE) to the Network Data
Processing Area (NDPA) for data validation, analy-
sis, and display generation.

(3) DSIF configuration control data are transmitted
from NDPA via NCE/CCT, and merged with
MCCC data on GCF lines to DSS. &

(4) DSN/NCS control, display, monitor, test/training,
and MCCC interfaces, are all directed by DSN
Operations Personnel located in the Network Oper-
ations Control Area (NOCA).

A simplified block diagram of the final NCS data flow
and hardware configuration for July 1974. is shown in
Fig. 2. ;•:

The GCF CCT, MCCC and associated Mission Opera-
tion Control (MOC), and NOCA are to be located at JPL,
as are the GCF NCE and NDPA.

A RMOC may be connected via GCF High-Speed
Data (HSD) full duplex lines for up to three project con-
trol locations remote from JPL. All inbound DSS data are
received by the GCF CCT, and are switch-routed directly
to the MCCC/RMOC/NCS data interfaces. The MCCC/
RMOC/NCS outbound data are routed via GCF equip-
ment directly to the DSS. With a RMOC, the outbound
data are routed via the GCF-FM and GCF data sets to
the DSS. The GCF-FM allows local MCCC/NCS data to
be interspersed onto the same outbound HSDL to DSSs
as the RMOC data, by synchronous substitution of local
MCCC/NCS data blocks for RMOC GCF filler blocks.

All inbound/outbound data are also routed to the GCF
CCT Comm/Log Processors. These data are logged on
magnetic tape to provide the NCS GCF data log. GCF
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log data may subsequently be recalled by the NCS,
RMOC, or MCCC for updating other data records. The
GCF Comm/Log Processors route data bilaterally to the
NOCA for NCS control and display. The GCF CCT
Comm/Log Processors delete GCF filler blocks, sort, and
route data to the communication processors in the GCF
NCE. A 230.4-kbps full-duplex-mode data rate capability
is planned between GCF CCT and GCF NCE.

The GCF NCE processors sort and route DSS data and
NCS control/displays bilaterally between the GCF CCT
and all processors within the NDPA. NCS Test and Train-
ing data are routed to GCF CCT for local or long-loop
DSS testing.

The Real Time Monitors (RTMs) for Tracking, Telem-
etry, Command, and Monitor receive only their respective
data from the GCF NCE. The RTMs provide input DSS
data accountability, verification, validation, and respec-
tive Subsystem Data Records. Alarm and display data are
generated to provide monitoring of all data streams and
network performance in real time.

-Designated RTM control data for configuring the DSSs
are sent via the Network Support Controller (NSC) to the
DSSs. RTM display data are generated and sent to the
NOCA. Local RTM displays are available as backup for
NOCA.

The NSC provides support computation for each RTM
data type via a demand-responsive data processing inter-
face. The NSC is the hub of NCS NDPA operation, but
does not preclude stand-alone operation of each RTM.
Data processed or generated by the RTM may be trans-
ferred to the NSC for subsequent transmission to the DSS
via GCF NCE/GCF CCT. Data are also transferred from
each RTM to the NSC for output on magnetic tape to
provide System Data Records for each RTM. The NSC
receives other data from the GCF data log in CCT, and
from NOCA. These data may receive special processing
in the NSC for analysis and records, or they may be for-
matted for transmission to DSSs, GCF CCT data log,
NOCA, MCCC, or RMOC. The NSC backup processor
runs support programs, for subsequent NSC processor
transmission within NCS/GCF/DSN. The backup pro-
cessor and its peripherals may be selected for NSC oper-
ation.

The Test and Training Subsystem (TTS) generates
High-Speed System/Wideband System (HSS/WBS) test
data for all NCS subsystems and NCS/DSS system testing.
Testing is unique to NCS/DSS performance validation

requirements, and is not a duplication of project flight
data model simulation provided by the MCCC.

The NOCA, located in the Space Flight Operations
Facility (SFOF) area at JPL, provides all NCS Operations
display/control. All NCS processor modes and functions
are selected in the NOCA, but may also be operated
stand-alone locally. DSS/NCS data and equipment status
is displayed in the NOCA. Incoming DSS data to the
GCF CCT are formatted and routed per NOCA control.
Video data formats are generated for local NOCA console
selection of desired data display. NCS display data are
also available for distribution to MCCC Operations video
displays, and vice versa. Magnetic tape data may be
transmitted bilaterally from NOCA to NDPA. Peripheral
equipment data outputs are available for Network Analy-
sis Team support. The equipment tabulations in Fig. 2
indicate the hardware configuration planned for July
1974 operational capability.

The implementation of the interim NCS "will provide
DSN Monitor/Control in a cost-effective configuration
providing limited mission support requirements from
July 1973 to July 1974.

The interim capability will be a subset of the NCS re-
quirements identified in the 822-Series documents. The
system configuration reflects performance requirements,
existing hardware, and available resources. The interim
NCS interface block diagram is shown in Fig. 3.

The interim NOCA will be located in the SFOF, and
interim NCS data processing equipment will also be
located at JPL. DSS data will be received via the GCF
CCT at JPL.

The interim NCS will receive and process data from up
to six HSD and one WBD GCF input data lines. All data
will be routed directly from GCF to MCCC. One RMOC
will be accommodated by a GCF-FM, as described for
the final NCS.

The interim NCS processing for all real-time control,
display, data validation, tracking, and monitoring is pro-
vided by a single central processor located at JPL. GCF
input/output (I/O) functions are provided by a second
small processor located in the GCF CCT, with a data
link to the central processor. Local controls and displays
are provided at the central processor. Controls and dis-
plays for interim NCS Operations are remoted in the
SFOF area. A backup central processor is available for
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the real-time operations. The backup processor also per-
forms nonreal-time data processing to support the real-
time operation. Magnetic tape is used for data transfer
between the real-time and nonreal-time processors. The
predicts/sequence of events (SOE)/schedule data transfer
interfaces from the MCCC to NCS are magnetic tape for
the interim system. A GCF Tracking Data Log may be
recalled to MCCC via HSDL. A subsequent interim con-
figuration (Jan. 1974) will provide for additional MCCC
data processing to be accomplished in the interim NCS
backup processor.

Coordination between interim NCS Operations and
MCCC Operations will be via telephone in a localized
area of the SFOF. In addition, existing MCCC video dis-
plays of DSS data will be viewed by interim NCS Opera-
tions on MCCC consoles. Designated NCS monitor func-
tions will be performed at each DSS to supplement the
centralized control/monitor operations.

An interim NCS hardware block diagram is shown in
Fig. 4. The display area includes interim NCS hardware/
data status records, displays, and controls. The real-time
video displays are part of the MCCC video system, and
are not included in Fig. 4.

The data processing area includes the real-time/backup
processors and associated peripherals. Switched controller/
data sets to the separate areas utilize existing hardware
for minimum-cost implementation.

The GCF data are preprocessed in an existing I/O
processor to simplify inter-building data transfer, and to
reduce core requirements of the central processor.

The interim NCS hardware/software is currently in
development for July 1973 operation. Design features and
applications will include future use in the final NCS
where applicable.
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Fig. 1. NCS data and message flow requirements
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Hydrostatic Bearing Runner Damage at the
Spain 64-m-Diameter Antenna

J. Chapman
DSN Quality Assurance Section

K. Bartos
DSIF Engineering Section

On November 12, 1972 the rear pad of the 64-m-diameter antenna in Spain
grounded upon a foreign object in the hydrostatic bearing runner oil trough. The
rear pad and the runner were damaged. The antenna was being operated by the
contractor, Collins Radio, Dallas, Texas, while conducting final analog pointing
accuracy tests. This article describes the damage incurred by the three hydro-
static bearing pads and the runner surfaces and the methods of repair used by
the contractor to return the antenna to testing status.

I. Introduction

The 64-m-diameter antenna rotates in azimuth on a hy-
drostatic bearing that consists of a 7-in.-thick steel runner
of eleven segments, segments A through L less I (Fig. 1),
and three pads spaced 120° apart through which high pres-
sure oil is pumped to support or "float" the 5.5-million-lb
antenna. The plan view of Fig. 1 shows a typical relative
orientation of the antenna base triangle, pads, and runner
segments. On November 12, 1972, the rear pad grounded
upon a foreign object resulting in damage to the runner
and the rear pad.

II. Damage to Runner

A. Major Damage

The major runner damage was confined to a 3-m length
of runner segment K. As the antenna was being rotated

clockwise, a foreign object became caught between the
runner and the film height sensor (skateboard). As the
antenna motion continued, the foreign object gouged the
runner that in turn precipitated pad damage as the pad
moved over the damaged runner area. Damage to both
the pad and runner continued until the friction force
equaled the antenna rotating force. The damage consisted
of a gouge varying from zero depth at the start point to
approximately 1 cm deep near the end of the gouge.

The width varied from 1 cm to 5 cm. Figure 2 shows
the maximum point of clockwise rotation, the damaged
film height sensor, and the edge of the pad acting as a
machine tool for cutting metal from the runner surface.
(It is noted that the antenna was moved counterclockwise
about 30 cm while trying to pinpoint the reason for non-
motion immediately after the grounding occurred.)
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Figure 3 shows the trailing edge of the pad, the starting
point of the damage, and the typical film height sensors.
Figures 4 and 5 show the characteristic print left by the
foreign object on the runner at the starting point of
damage and on the film height sensor.

B. Minor Damage

Nearly the entire runner showed minor damage in the
form of single and multiple scratches caused by a foreign
object, presumably the same object that precipitated the
grounding. The scratches varied in depth and width—a
maximum depth of 0.1 mm and a maximum width of
1.5 mm. The scratches also showed characteristic upset
material on either side of the scratch due to Poisson's ratio
effect on the order of 0.05 mm above the runner surface.
The radii of the scratches near the outside of the runner
(Fig. 1) can be directly attributed to the foreign object
being lodged under the outside corner film height sensor
assemblies of the left front and rear pads and under the
film height sensor assembly corresponding to the ground-
ing on segment K while the antenna was being rotated.
These three height sensor assemblies showed the same
characteristic imprint pattern (Fig. 5). The multiplicity
of the scratches implies that the object was either long
or that the object was in the trough during several antenna
rotations. Figure 6 shows the maps of the scratches on
each individual runner segments.

III. Damage of the Pads

A. Rear Pad

Rear pad damage was directly related and was a mirror
image of the runner damage. Figure 7 shows the rear pad
after removal. The other minor scratches are of the order
of 0.07 mm in depth and correspond to the scratches that
were made in the runner and then transferred to the pad,
either by the upset material or small chips removed from
the runner.

B. Front Pads

The front pads were removed to verify that no unknown
major damage was hidden. As was expected only minor
scratches existed, similar to those in Fig. 7 and of the order
of magnitude of 0.05 mm deep and upset of 0.02 mm.

IV. Method of Repair

A. Runner Major Damage

The major damage of segment K was repaired by first
removing all loose material. Dye penetrant was used to

assure that no cracks or laminar material remained prior
to welding. The gouge was filled to above the level of the
runner surface with E7018 weld material placed as
stringer beads with spacing techniques used to prevent
heat distortion of the runner. The temperature of the work
area was maintained between 20 and 30°C. After welding
the repair area was ground, filed, and hand stoned to
remove excess weld material. The area was carefully
measured to assure that the original runner flatness of
0.07 mm was obtained. In fact the flatness was better than
0.025 mm. Four isolated instances, three related to the
foreign object, required welding repair and finishing as
above.

B. Runner Minor Damage

The entire runner surface was hand stoned to re-
move all upset material along the sides of individual and
multiple scratches.

C. Rear Pad

The damaged areas on the rear pad were ground out
and inspected using dye penetrant to assure that no cracks
or laminar material remained before welding. The pad
was then shipped to Bilbao, Spain, to be placed in an
oven for preheat prior to weld repair.

The fabrication shop and oven of Talleres San Miguel,
a Collins Radio subcontractor, was used to preheat the
pad. The pad was preheated for 6 h to 315°C and weld-
ing by a certified welder was started. After one hour the
preheat decreased to 260° C the minimum set prior to
starting repair. The pad was returned to the oven and
heated again for 12 h at an oven temperature of 480°C.
When the pad was removed, the temperature was 425 to
460°C, as checked with temperature sensitive crayons.
The welding was done using an E 8018 welding rod
placed as stringer passes. Each pass was cleaned with a
wire brush and the weld checked using the magnetic
particle method. As in the runner repair, sufficient weld
material was placed to be sure that the repair areas were
above the plane of the pad surface. After welding the pad
was returned to the oven and heat treated to 650°C for
20 h.

After cooling the pad surface was measured and found
slightly warped, a peak-to-peak measurement of 0.25 mm.
The pad surface was ground in 0.02-mm increments until
flat. After machining the pad surface was phosphate
coated in accordance with MIL-P-16232 D, Type Z,
Class 2.
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D. Front Pads

The raised material on either side of the minor scratches
on both pads was removed with a hand stone. The pad
faces were cleaned and the pads reassembled.

V. Reassembly of Hydrostatic Bearing

The rear pad was returned to the site after repair and
all parts and cavities cleaned before reinstallation.

The runner surface was vacuumed and wiped clean
with solvent to remove all foreign particles, and visually

inspected before bolting down each access cover plate.
The hydrostatic bearing oil was filtered before being re-
turned to the oil trough and refiltered in the trough. All
the film height recording devices were refurbished with
new bearings and recalibrated. The antenna was rotated
and returned to testing status on December 5, 1972.

VI. Conclusion

The repair was completed in an expeditious manner by
the contractor, and operational tests and rotation checks
have shown no deterioration in operation parameters.
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Fig. 2. Runner segment K

Fig. 3. Starting point of damage
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Fig. 4. Damage print on runner

Fig. 5. Damage print on the film height sensor
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Fig. 7. Rear pad after removal
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Mariner 9 Doppler Noise Study
A. L. Berman

Network Operations Office i

Doppler noise data as calculated by and compiled from the near-real-time 360/75
pseudo-residual program during the Mariner 1971 mission are presented as a
function of uplink and downlink signal strength. Some observations are made
about the nature of this relationship, as well as about the functional dependence
of doppler noise 'on round-trip light time and ground frequency standards.

I. Introduction

One of the strongest tools in monitoring the perfor-
mance of the DSN tracking system is the doppler data
standard deviation, or, as it is commonly referred to,
doppler noise. However, to get maximum use out of this
tool, one really needs to have a noise model as a function
of the relevant parameters which determine the noise,
such as doppler mode, doppler count time, ground station
frequency standard, uplink signal strength, downlink
signal strength, etc. The DSN is responsible for develop-
ing such a model based on the characteristics of the
tracking system, but as of this date, a tracking system
noise model has been unavailable. Until such time as one
becomes available, it was felt that, as an interim solution,
an empirical approach could be adopted whereby an
attempt would be made to correlate doppler noise during
the Mariner mission with ground station frequency
standard, uplink signal strength, downlink signal strength,
etc.

The study herein described was restricted to two-way,
60-s-count doppler. First, this would reduce the number
of variables upon which doppler noise is dependent, and
secondly, two-way, 60-s-count doppler data are the pre-
dominant data type taken by the DSN and are used
almost exclusively by the orbit determination process.

The data base selected to provide the doppler noise
during the Mariner 9 mission was the pseudo-residual
program. Briefly, the pseudo-residual program is a near-
real-time, 360/75 program, which, among other things,
computes a running standard deviation of the last 8 to 15
doppler samples received, on a point-by-point basis. No
editing is done except for gross blunder points, and the
method of computation has remained constant through-
out the Mariner 9 mission. The Orbit Determination Pro-
gram was an alternate source of data, albeit unsatisfac-
tory, because the data were readily available only in
compressed form (alternate 600-s samples) and were sub-
ject to varying editing techniques.
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The statistical technique selected for this study was
intended to produce a lower limit of the standard devia-
tion for any given pass, or- to determine the least noisy
data achieved for some reasonable period of time during
any given pass. This was accomplished by searching each
two-way, 60-s-count pass for the three lowest groups of
approximately 20 points of running standard deviation.
The average value of the noise of each 20-sample group
was estimated, and then the three groups were averaged
to produce a final figure for the pass.

The final noise value produced for each pass is plotted
in Figs. 1 through 6 vs. the day of year of each pass; also
plotted as a function of day of year is uplink signal
strength and downlink signal strength. Finally, included
on the graphs are the frequency standards used, uplink
and downlink thresholds, and points at which round-trip
light time (RTLT) equaled doppler count time (60 s) and
when the spacecraft switched to the high-gain antenna.

The initial impression of the results was disappointing,
as a strong correlation between noise and uplink and
downlink signal strengths was not apparent. However,
the study has proved to be useful in three areas, namely:

(1) Observations about noise when RTLT is less than
the doppler sample rate (60 s), observations about
the relative noise characteristics of the different
ground frequency standards, and finally, some
observations about noise as a function of signal
strength.

(2) As an historical record of the noise encountered
during the Mariner 9 mission.

(3) As a data base against which future DSN-produced
noise models can be validated. The observations de-
scribed in (1) above are discussed in the sections
that follow.

II. Noise Characteristics When RTLT Is Less
Than the Doppler Sample Rate

When the RTLT is less than the sample rate (60 s),
noise is lower because any noise in the transmitted signal
has an easily calculable probability of being subtracted
when the received signal is beat against the transmitted
frequency. The amount of noise not subtracted out would
be

RTLT

so that one might expect that, in this early mission phase,
the noise might appear as

noise 55 A + B
RTLT \
60s /

An attempt to roughly fit a linear curve through this
region (Figs. 1, 2, 4, and 5) yields the following (approxi-
mate) results:

Deep Space
Station (DSS)

12

14

41

51

A, Hz

0.0008

0.0007

0.0014

0.0008

B,Hz

0.0023

0.0032

0.0048

0.0019

60s

The figure for DSS 41 is significantly higher than that for
the other DSSs; therefore, restricting ourselves to DSS 12,
DSS 14, and DSS 51, we would have

/ RTLT \
noise (Hz) 55 0.0008 + 0.0025 ( —^— )

when RTLT < 1 min and under conditions of great
signal strength.

III. Different Ground Frequency Standards

A. Differences Between the R20 and H5065 Rubidium
Frequency Standards

At DSS 62, a switch was made from the R20 ("old") to
the H5065 ("new") Rubidium on day 301 of the Mariner
mission. The spacecraft had switched to the high-gain
antenna 35 days earlier, and went into orbit 20 days
later, both these events having some effect on the noise.
However, if one takes the average noise 30 days prior to
the frequency standard change and 20 days after the
change, one arrives at the rough figures:

average noise prior to change (R20) ̂  0.0027 Hz

average noise after change (H5056) X 0.0020 Hz

leading to a difference of

A ss 0.0007 Hz

A% = 26
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However, since the numbers are so close and the graph-
ical analysis is so rough, the results are subject to some
question. All in all, one might say that the R5065 Rubi-
dium certainly appears at least as quiet as the R20, and
possibly, somewhat quieter.

B. Differences Between the R20 Rubidium and the
Hydrogen Maser

On day 265, three stations, DSS 12, DSS 41, and DSS 51,
made a switch from the R20 Rubidium to the Hydrogen
Maser. In all three cases, a dramatic drop in the doppler
noise occurred (see Figs. 1, 4, and 5). Once again, using
rough graphical techniques, the noise levels before and
after the switch were as follows:

DSS R20 Rubidium, Hz Hydrogen Maser, Hz

12

41

51

Average

0.0031

0.0046

0.0029

0.0035

0.0015

0.0013

0.0012

0.0013

Thus, we have:

average noise prior to change (R20 Rubidium) ̂  0.0035

average noise after change (Hydrogen Maser) £Z 0.0013

t A ^ 0.0022 Hz

A % ss 63

These figures are, of course, only approximate, but they
do indicate a considerable improvement from the R20
Rubidium to the Hydrogen Maser.

IV. Noise as a Function of Signal Strength

It had been hoped to arrive at some definite conclu-
sions regarding the effect of signal strength on doppler
noise level. Unfortunately, no specific statements can be
made on the basis of the results as presented in Figs. 1
through 6. However, there are two regions in which we
might expect to find some signal strength effects.

On day 265, the spacecraft switched to the high-gain
antenna, and this produced an increase of 17 dBm in
downlink signal strength over about a 2-week period.
However, in the case of DSS 12, DSS 41, and DSS 51 this
occurred concurrently with the switch to the Hydrogen
Maser, so that any minor effect on the noise by the in-
crease in signal strength was totally overshadowed by the
noise reduction due to the implementation of the Hydro-
gen Maser. The one station where the effect of the
17-dBm increase in signal strength can be seen is DSS 62.
However, inspection of Fig. 6 leads one to the conclusion
that, at the most, it decreased the noise by only 0.0001 or
0.0002 Hz.

The second region showing some effect is where the
signal strength came close to threshold. This occurred
when Mariner 9 was in orbit, and at a time when the
noise bandwidth reported by the pseudo-residual pro-
gram had widened considerably compared to pre-
insertion (day 310; see Figs. 1, 4, and 6) data. The reason
was that, after insertion, the predicts supplied to the
pseudo-residual program by the Navigation Team had
large oscillating trends, and since the program can only
fit a second-degree polynominal to the raw residuals
(actual data-predicted data), some amount of trend could
not be correctly accounted for in the standard deviation
computation.

In Figs. 1 and 4, an increase in noise is noted from
about day 035 to day 075. In both these cases, the uplink
signal strength stayed almost constant at approximately
— 143 dBm (9 dBm above threshold), while the down-
link signal strength fell from —154 (18 dBm above
threshold) to -159 dBm (13 dBm above threshold), so
that one might guess that the noise was sensitive to down-
link signal strength and increased as downlink signal
strength approached 10 dBm above threshold. However,
this appears to be contradicted by the drop in downlink
signal strength to about —165 dBm (7 dBm above
threshold) at DSS 62 (see Fig. 6), without a noticeable
increase in noise. It is known that noise is sensitive to
signal strength, but the results of this study appear to
yield little information about that relationship.

JPL TECHNICAL REPORT 32-1526, VOL. XIII 229



0.007

0.006

* 0.005

§0.004
z
CM 0.003
Q

0.002

0.001

-170

E -'6°

"„ -150

£ -140

° -130

-120
<

-150

J -140

</? -130

^ -120

-110

1 T

RTLT = 60 s -

"I 1

DSS 12

-R20 RUBIDIUM- -H MASER-

- SPACECRAFT SWITCH
TO HIGH-GAIN ANTENNA

.«*.
«••*• >j

I I I I I I I I

UPLINK THRESHOLD = -152 dBm

DOWNLINK THRESHOLD = -172 dBm

I I I I
150 170 190 210 230 250 270 290 310 330 350 005 025 045 065 085 105

DAY OF YEAR 1971 - 1972

Fig. 1. Mariner 9 doppler noise and uplink and downlink signal strength vs. day of year, DSS 12
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JPL TECHNICAL REPORT 32-1526, VOL. XIII 231



0.007

0.006

^ 0.005
LU

§ 0.004

S 0.003
Q

0.002

0.001

-170

-160

-150

-140

-130

-120

z
o

-150

I -140
-D

<J -130
t/1

^ -120

-110

DSS 14

I I I

UPLINK THRESHOLD = -152 dBm
DOWNLINK THRESHOLD = -174 dBm '
(UNTIL DAY 118)
DOWNLINK THRESHOLD = -177.8 dBm
(AFTER DAY 118)

I I I |
050 070 090 110 130 150

DAY OF YEAR 1972

170 190 210 230 250

Fig. 3. Mariner 9 doppler noise and uplink and downlink signal strength vs. day of year, OSS 14 (1972)

232 JPL TECHNICAL REPORT 32-1526, VOL. XIII



0.007

0.006

* 0.005

§0.004

<N 0.003
Q

0.002

0.001

-170

E
m

~\ -150

00 -140

Q -130

-120
<

-150

,§ -140
"D

<J -130

^ -120

-110

n 1

DSS41

RTLT = 60 s - R20 RUBIDIUM- -H MASER-

-SPACECRAFT SWITCH
TO HIGH-GAIN ANTENNA

UPLINK THRESHOLD = -152 dBm

DOWNLINK THRESHOLD = -172 dBm

150 170 190 210 230 250 270 290 310 330 350 005 025 045 065 085 105

DAY OF YEAR 1971 - 1972

Fig. 4. Mariner 9 doppler noise and uplink and downlink signal strength vs. day of year, DSS 41

JPL TECHNICAL REPORT 32-1526, VOL. XIII 233



0.007
0.006

1 0.005

§0.004

<N 0.003
Q

0.002

0.001

-170

E -160
CO

'- "15°
^ -140

° -130

-120
-s

-150

I -140
-o

<; -130
LO"

% -120

-110

~l I 1 T ~1 T ~1 T
RTLT = 60s-

DSS51

-R20RUBIDIUM- -H MASER-

- SPACECRAFT SWITCH
TO HIGH-GAIN ANTENNA

UPLINK THRESHOLD = -152 dBm

DOWNLINK THRESHOLD = -172 dBm

I I I I I I I I I I I I I I I
150 170 190 210 230 250 270 290 310 330 350 005 025 045 065 085 015

DAY OF YEAR 1971 - 1972

Fig. 5. Mariner 9 doppler noise and uplink and downlink signal strength vs. day of year, DSS 51

234 JPL TECHNICAL REPORT 32-1526, VOL. XII!



0.007

0.006
M
1 0.005

g 0.004

CM 0.003
o

0.002

0.001

<:
-170

6 -160
CO

"". -150

^ -140

° -130

• -,: -120

• -150

j/v -130

^ -120

-110

I T
RTLT = 60 s

-R20RUBIDIUM-

DSS 62

-H5065 RUBIDIUM-

- SPACECRAFT SWITCH
TO HIGH-GAIN ANTENNA

I I I

UPLINK THRESHOLD = -152 dBm

DOWNLINK THRESHOLD = -172 dBm

I I I I
150 170 190 210 230 250 270 290 310 330 350

DAY OF YEAR 1971 - 1972

005 025 045 065

Fig. 6. Mariner 9 doppler noise and uplink and downlink signal strength vs. day of year, OSS 62

085 105

JPL TECHNICAL REPORT 32-1526, VOL. XIII 235



Bandlimited Power of an Asynchronously
Biphase-Modulated Squarewave

J. R. Lesh

DSN Operations

Expressions for the bandlimited power of a squarewave which is biphase-
modulated by an asynchronous binary data stream are determined by means of
spectral integration. The utility of these expressions is demonstrated through
examples using typical Mariner Venus/Mercury 1973 mission parameters.

I. Introduction

In a previous article (Ref. 1), an expression for the spec-
trum of a squarewave carrier biphase-modulated by an
asynchronous binary data stream was determined. While
this expression is useful in calculating the power spectral
density at a particular frequency, it sheds little light on
the calculation of the total power contained in a specified
bandwidth (or equivalently, how much power is lost due
to band limitations). In this article, expressions for the
total power contained within an arbitrary spectral band
are presented. Some sample calculations are made using
Mariner/Venus Mercury 1973 mission parameters to show
the utility of these expressions.

II. Derivation of Equations

Consider a squarewave carrier signal, assuming values
of ±1 with period Ts. Consider also a random binary
data stream, taking on values of ±1 with equal proba-
bility and bit period TV We assume that the data stream
is generated asynchronously with respect to the carrier
signal and that the data stream biphase-modulates the
carrier. Now, if we let n denote the number of carrier
half-periods which can be totally contained within one
bit time, i.e.,

(1)n = greatest integer in I -=-
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then the spectrum of the modulated carrier S (/) is given
by (Ref. 1, Eq. 9)

S (/ =

cos (fcTr/Ts) + TrfTb cos (fc7r/rs)

(-!)" 4 (2n + 1)~ ~ ~ cos

(2)

If we denote Pf j i ,2 as the power contained in the spectral
window from j± to /2 Hz, then

Pf,r, = 'S(/)d/

1̂̂

I I>7r
-d/

/"'2 cOS^TT/Ts)

•/'l ^2

(TS + 4r») r i

(-D-T4 r2 COS (27rf Tj)

(3)

These integrals can be evaluated by relatively straight-
forward techniques to yield

fc=l

fcirf»r«n

f* J

( - 1)* [Si (fcirfiTs) - Si

(-l)"(2n + l) rcos(27r/2Ti,) cos IWJ^n
A J

(-i)» rsi ZTrfzTj,) sin (27r/iT;,) 1

Ji n J
(Tg + 4T6) f 1 1

where Sj (x) is the sine integral defined by

fz sinu
Si (*) = / —— du

Jo u (5)

Unfortunately, no closed form has yet been determined
for the sine integral. Thus, we must resort to approximate
solutions. For \x\ < 1, we can expand S{ (x) in a Taylor
series, so that

r3
C * / \ I

' W ~ * ~ ~
i

18 600 35280 3265920
1 1 1

'*' "^

(6)

For | x | ̂  1, we can use the approximation (Ref. 2)

si (4 ~ IT - f (4cos (4 ~ g(*)sin (4 I * I —:

(7)

where

X8

x8 + biX6 + b2x* + b3x
2 + b4

C3X
2 + C4

(8)

P =/ ' '

^x8 + dix? + d2x
4 + d3x

2 + dtt
n

S V sin (ItTrf T" ^ sin I'^TT/ T ")"!
(— l)ft TT^ , 2 S- and the coefficients a;-, fo;-, c;-? and d;-;/ = 1,2,3,4 are given

L H 72 J •„ Pof oin Ref. 2.
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Equation (4) can be used to compute the power in any
spectral band, provided neither of the frequencies fi or /2

is zero. To compute the corresponding power when one
of these frequencies (say, fi) is zero, we can use the appro-
priate limit expression. Thus, we find that the power
within the 0 to /2 Hz band is

P0, f = lim
/,-*o

sin (kirf2Ts)

4=1

L>

fc = l

Finally, we note that if f2 is allowed to increase with-
out bound, then

Pa,x = lim {P0.,2} = y (10)

which says, as one would expect, that half of the power
occupies the positive frequency region.

III. Example of Band-Limited Power Loss
Consider a squarewave subcarrier of 177.1 kHz, modu-

lated by a data stream of 117.6 kbps. This modulated sig-
nal is to be passed through a low-pass filter having a
2.0-MHz cutoff frequency. To compute the power lost
due to this finite bandwidth, we can first compute the
power passed by the filter from Eq. (9). If this result is
doubled to account for negative frequencies, the power
passed is found to be 0.959, which corresponds to a power
loss of 0.18 dB.

(T8 + 4Tt)
(9)

IV. Example of Band Interference Power
Consider the same modulated subcarrier as in the previ-

ous example. This time, however, we are interested in
the percentage of this signal power that occupies the
region of a lower-rate channel extending from 75.483 to
102.617 kHz. Folding the spectrum and using Eq. (4):

reveals that 2.1% of the high-rate signal power occupies
the low-rate channel region.
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The Traceability and Reporting Program:
Mariner Mars 1971— Integration,

Review, Evolution
J. A. Miccio

DSN Operations

The Traceability and Reporting Program (TARP) is the basic support software
utilized by the DSN Operational Data Center (ODC). It is used during mission
operations to provide administrative control and selective dissemination of infor-
mation concerning transferable DSN mission data products. Significant qualitative
information relative to data record production, quality, logistics, and recydeability
status are entered into the data base with respective operational data. Data records
covered in TARP consist of original, system, and master magnetic tapes with sup-
plemental microfilmed hard-copy records. The execution of this program within
ODC in support of Mariner Mars 1971 (MM'71) operations is reviewed in this
article, focusing on the evolution of the program through MM'71, into its current
status, and planned configuration for Pioneer G and Manner Venus/Mercury 1973
mission support. The program's current organization structure is adaptive to both
mission operation support and management information support environments.
Thus concurrent efforts are being expended on the adaptability of the present
system to data management systems involved in hierarchical reporting relationships
concerned with user-operations—management interfaces.

I. Introduction

The Traceability and Reporting Program (TARP) is a
file management scheme based on Informatics MARK IV
software, operating in either an IBM 370/155 or 360/75
system environment. Specifically, TARP is utilized to pro-
vide data administration, i.e., the accountability of and
accessibility to network data records, and the retrieval

and reporting of information concerning those records for
network management and users. The significant capabil-
ity of TARP is the linkage developed for coordination of
information from multiple network sources (Deep Space
Stations, Ground Communications Facility, Monitor,
Operations Support) enabling summary profiles for a par-
ticular spacecraft, station, and GMT day of year (DOY)
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combination to be assembled. Linkage is established
within the DSN Scheduling System by assigning a "key"
to scheduled spacecraft, station, "and DOY combinations.
Thus, all network system records, hard copy, and mag-
netic data generated during a tracking sequence are com-
monly addressed under a key assigned to that particular
sequence (Fig. 1).

There are four methods used in TARP to enable a re-
questor to narrow the search for a desired item. They are
used sequentially, in order of selectivity and efficiency of
search. The first method provides an efficient way to
initially narrow the search, while in the last, a much higher
selectivity of the remaining items is provided. The meth-
ods are:

(1) Hierarchical classification—basic subject category
breakdown

(2) Semantical characterization—subject distinction/
qualification

(3) Free-form search—specific word or phrase search

(4) Data content examination—selected item reduction
and analysis

II. Mariner Performance Review
Management of information implies the understanding

of the requirements acquired data must serve or meet.
Of the different types of data acquired and recorded by
the DSN during the Mariner Mars 1971 (MM71) mis-
sion, engineering data concerning the functions of the
spacecraft and performance data concerning the functions
of the DSN operations were basic to TARP. Engineering
data were used for System Data Record (SDR) and sub-
sequent Master Data Record (MDR) production as de-
liverable products to the Project for Experimenter Data
Record generation. The utility of DSN performance data
was directed toward the effective management of the
DSN itself.

A Management Information System (MIS) such as
TARP, unlike most information systems designed to per-
form specific functions, has greater utility and potential
when utilizing input information from a broad base to
produce reports that enable accurate and expeditious user
analysis/judgment.

TARP operates in a nonreal-time mode; data are trans-
ferred into ODC from real-time systems either by card
input or manual abstraction of information from source
hard-copy and/or network monitor summaries (Ref. 1).

This information interface resulted in the development of
forms to expedite the transfer of information, as well as
to minimize the translation of information from one form
to another for keypunching functions. It became obvious
that in order to secure the needed inputs reliably, the
information had to be accepted by the system in the form
that was most useful to the source activity (Network
Monitor) responsible for its submission. Resultant forms
had system compatible formats requiring the entry of
specific information into predefined areas from which key-
punching or abstration could take place without any addi-
tional or transitional forms being required. This process
enabled efficient and expeditious entry of information into
TARP. In addition, it introduced a sense of discipline re-
garding the recording and reporting of information in
such a way as to facilitate retrieval and search strategies
to meet user requests.

As previously reported (Refs. 2 and 3), information sys-
tem design is based on two "knowns": (1) the type of data
or information generated or put into the system and (2)
end user requirements—specifically, quantity, quality, for-v

mat, form, and frequency of information. Throughout
MM'71, the type of data entering the system remained
constant; however, user request characteristics and pat-
terns for information requests changed frequently. It was
found that- once data entered TARP in specific order and
coding, concomitant with the frequency of change in
request patterns, the program was somewhat inflexible in.
meeting those requests. By pursuing trade-off analysis of
physical vs. logical data structure, a solution for data
definition (preparation and. entry) was derived. It con-
sisted of reducing the detailed coding or indexing of
specific information units, and creating "classes" of infor-
mation in which specific units could be entered as well as
retrieved either by unit or collectively with no loss in time.

Figure 2 represents a page generated by TARP for the
DSN Monthly Operations Report showing classes of data
from individual systems. In the generation of the Monthly
Operations Report, the TARP process replaced a lengthy
manual collection and documentation function, allowing
earlier publication of the document by a minimum of
3 weeks. Additionally, owing to its flexibility, the docu-
ment format has become a standard user reference, and a
base for further report generation.

The information concerning magnetic tape data records,
including original, system and master data records—a sig-
nificant portion of the operations information—was segre-
gated into a sub-function of TARP in terms of method for
input and record structure. This information was entered
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into the Traceability and Accountability (TRACC) sub-
file. As a subfunction, TRACC is a necessary transaction-
oriented step in the DSN/project data transfer and
logistics activities (Fig. 3). The occurrence which necessi-
tated the incorporation of TRACC was the requirement
to lengthen Original Data Record retention cycles and
to retain SDRs until MDRs were transferred to and
accepted by project. Subsequent to MM'71, the SDR/
MDR production was transferred from the DSN to the
Mission Control and Computing Center; future DSN em-
phasis, in terms of TRACC, will be oriented toward the
accountability of system and Network Performance Rec-
ords, along with various Ground Communications Facility
and Deep Space Station log tapes.

III. Evolution and Development

The characteristics of Network Performance informa-
tion requirements place limiters on the scope or latitude
of possible systems design. These characteristics differ
with respect to (1) the type of information storage medium
to be utilized, (2) the complexity of retrieval algorithms
that can be employed efficiently, and (3) the types of func-
tional activities necessary on the part of the information
analyst to effect retrieval of information. Thus, to maxi-
mize the efficiency of an existing system within a new
environment (structured by data processing, hardware and
software innovations, and new user requirements), the
information processing flow must be segmented into its
three principal modules and evaluated as to their respec-
tive individual capabilities and possibilities.

The three basic information processing modules are
(1) data definition (entry and coding) and abstraction,

(2) processing, and (3) selective dissemination of informa-
tion. Of the three modules, only the first offers individual
flexibility, yet it determines overall system performance.
From this point of reasoning, TARP development has
emphasized data definition and entry in software and
hardware consideration. Subsequent to MM'71, TARP has
been operating exclusively on the 370/155 system, allow-
ing execution from an IBM 2780 remote job entry (RJE)
terminal and offering on-line system access for data entry,
deletions, reorganization controls, and report generation.
In the near future, the 370 system will be upgraded to a
level which allows for "virtual storage" and provisions for
multiple RJE terminal access for on-line operations.

Internally, within the Network Operations Program
Support element, it is hoped that a closer interface of
nonreal-time software files will establish a paradigm for
commonality, in terms of accessibility via a linkage con-
cept somewhat like that within TARP. The development
of such a paradigm would enhance the completeness and
responsiveness of a Network Operations Information
Process.

IV. Conclusion

Mariner Mars 1971 TARP operations have successfully
identified areas of information acquisition and dissemina-
tion not heretofore considered. Those concepts developed
during the course of MM'71 provide a basis for further
development and planning toward a common network
data base indifferent to software consideration, yet ad-
dressed to user requirements and satisfaction.
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ô
o
u
o
a

p*
,̂*
o
ce
a

CP
in
IO
CM

o
pg
CM

•̂
P»

"
a
CM
<M
p-

*UJ

~

0

z
c

UJ

X
z
o
u

e

IM
p-

1

1
CO

o
ac

a
H-

CC
UJ
u.
X

in
p-
co
o

g
0

a.

t̂n
p-
co
ac
o
z

t̂n
CM

0
•N
CM

CP
O
o
CM

O
CM
CM

UJ

I/j
O

Z
o

UJ

CM
P-
1
in
•4

1
CO

<s>

8
o

o
CP

CO
1
c

CP
o
0

o
CL

in
(71

o
• sc

c

ro

^2
• c.

CN

0
o
o
0

o
pg
pg. p^«

UJ

tn
0

z
c

UJ

pg
p-
1
in
•4

t

' CO

>/>

o

o

ô
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