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- ABSTRACT

- A linear shift-invariant image preprocessing technique is
examined which requires no specific knowledge of any parameter
of the original image and which is sufficiehtly general to allow
the effective radius of the composite imaging system to be arbi-
trarily shaped and reduced, subject primarily to the noise power
constraint. In addition, the size of the point-spread function
of the pfeprécessing filter can be arbitrarily controlled, thus

minimizing truncation errors.

iii



-I.- INTRODUCTION -

~ The general problém'of image processing. has received much

attention within. the last decade. The intense intgfest.infthis
area- arises from the need for the highest possible image. quality:
in the increasing application of the many forms of imagery, from
X-rays in medicine to data collected from satellite-based multi-
spectral optical line scanners for monitoring earth.resources, to
_the solution. of various related problems in many. fields of;Science
~ and engineering, made feasible by recent imprgveméntsvin digital
computer hardware. Thebgeneral.area of image;pchessing may be.
’divided'into three major categories: image p;eprocéssingl effi~
cient image coding, and pattern recognition, There are several
comprehensive tutorial surveys which cite the.significant. tech-
niques for handling problems in each of these categories- and
which contain extensive feferences. (1, 12, 23), 

Since no image collecting or imaging system will produce a
perfect replica of the original image, some further prodeséing is
usually required. image preprocessing deals. primarily with the
problem of processing the output of an imaging.system in such a
way that the significant parameters or features of»the'originai
image are, in some-senée,-enhanced or restored. This processing
may be linear or nonlinear, shift—variant or invariant depending
upon the type of degradation produced by the imaging system.



II. STATEMENT OF PROBLEM

The purpose of this research is the development of a tech-
nique to reduce the effective aperture radius of multispectral
optical line scanners used for remote sensing of earth resources.
‘The data gathered from such systems is used principally for the
classification of individual resolution elements by pattern recog-
nition techniques. The accuracy of such classification techniques
is usually based upon the supposition that each_resolution element
-of the imaging system output exactly represents a sample of a _
correspendingly located element of the original image. Because
of the finite aperture size of the Scanner, which is not only a
. function of the optics of the scanner but also the impulse response
of any analog 51gnal conditioning or recording equipment, (14) a
two-dimensional -spatial smearing or blurring of the original image
is produced. This type of imaging degradation essentially maps-
many points from the original image into a.single resolution ele-
ment. In other words, a single resolution element of the imaging
system output represents a two-dimensional weiqhted sum of many

points adjacent to the correspondingly located sample of the
4 originai image. Thus, dependlng upon the density and shape of
~ the aperture and the spatial and multlspectral characterlstlcs
of the orlglnal 1mage,ser10us classification errors may result
This smearlng has been observed to seriously affect classification
~accuracy within several aperature diameters of the boundaries of
"data classes. In addition, the classification accuracy of any
topographical feature of approximately two apefture diameters or
less; for example, roads, streams, and buildings at an altitude
of 1.5 kilometers or more, is substantially reduced.

It is expected that a reduction of the aperture radius will

decouple the_spatial correlatioh between adjacent resolution ele-

ments of the'imaging'sysfem Qutput; thus correcting each resolution



element so that it more accurately represents a single sample of
a correspondingly locatedvelement'of the original image and not
a weighted sum of adjacent points. Consequently classification
accuracy of both small topographical features and in the bound-
ary areas of large data classes should be improved, as well as
overall spatial resolution of the 'imaging system output.

An analysis of the multispectral optical. line scanner system (14)
indicates that the imaging system degradation could be assumed to

be linear shift-invariaht.(zo' 23)

The proposed preprocessing
technique is based upon this assumption. The principle advantage

‘in making such an assumption was to reduce the cost of preprocessing.



IIT. COMPARISON OF PROPOSED TECHNIQUE TO EXISTING TECHNIQUES

Numerous techniques have been proposed for (2, 4,5, 6, 9,

10, 15, 19, 22 27)proce551ng linear shlft-lnvarlant degraded
images. The majority of these technlques requlre some knowledge

(23)

of the original image. For example, when the mean-square

error of the processed image is mlnlmlzed "which incidently is

(23)

not a very effective performance crlterlon, the resulting.

filter requlres a knowledge of the power spectral density of the

(3, 11 13 18, 23) When prec1se knowledge of

orlglnal 1mage.
the required parameter of the 1nput signal is not known, the
resulting error produced by the processor may often negate any
'possible image improvement. Such techniques must necessarily
require that a differentpprocessing filter be used for each
specific image claSstomprising images having similar “a prior "
statistics. L ' A | :

In view of the potentlally large number of 1mage classes
comprising the data processed at LARS, the cost of such a pre-
_‘processing technique requiring a separate "matched" filter for
‘each specific image class would be prohibitive. The technique
- examined in this research does not require specific information
- about the original image. Thus a single processing filter for
all image classes would be requlred However, it should be noted
that the resultlng processing filter is suboptimal in the sense
that "a prlorl statlstlcs of the orlglnal image are ‘ignored.

The fundamental ob]ectlves of this technlque are similar to
(24) and Stuller. ‘25)
the basic 1mage preproce551ng system 1s shown in Figure 1. The

. those examlned by Smith The dlagram of
}problem is to determine the optimal preproce551ng filter point-
spread function, h (v), which will make the comp051te imaging
system p01nt-spread function g(v), arbitrarily close to-an. 1mpulse
functlon, subject to a constralnt on the mean—square noise compon-
"ent in the’ processed lmage 11T(—).



Stated more precisely, the problem is to choose the h (v)
that will minimize the functlonal

oo
I w(v) g?(¥)av - =  where v is a two-dimensional vector

- 00

and
g(v) = hy(v)*n_(v)

subject to the constraints -

1 = E {nz(Q)}

2: f'gf(5)¢5-

- 00

K

=
it

‘The function m(G) is a penalty function designed to force the -
composite imaging point-spread function, g(v), to be arbitrarily
duratlon limited, thus approxlmatlng the desired 1mpulse functlon.'
The more rapidly w(v) increases with 1ncrea31ng v, the more
rapidly g(v) will -decrease with increasing v. Both.Smlth and
Stuller chose w(v} = v?, because of resulting mathematical conven-
iences; although a more general formulation allowing for a'higher
order penalty function would be desirable. It would provide the
"filter designer with an'additional parameter for.controlling the
degree of resolution imp;ovement. ' ‘ |

In practice it is also desirable to have h (v) duration limi-
ted. Ultimately any preprocessing will be performed digitally:
and since only a finite record length of h (v) may be used,  serious

(12, 21) qpe technique proposed

' truncation errors may result.
by Smith did not provide a means for arbitrarily controlling the

duration of h_(v]. The lack of such a constraint also leads to a
difficulty in obtaining hr(G) from the solution of a differential

equation. The ‘technique proposed by Stuller provided for an
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arbltrary control on the duratlon of h (v) by aIIOW1ng tre
solution for h_ (v) to contaln only a spec1f1ed number of data
points.

The technlque proposed in this research adds an add1t10na1

constraint to the previous two .constraints

P

Ki= I s(G)h;(G)dG_

-

where S(;) is an arbitrary'penalty function designed to duration
limit the preprocessing filter point-spread functlon, h (v). The
addltlon of this constraint provides a control on the rate of
decay as well as the duration of hr(v).' In addltlon the proposed
technique allows for an arbitrary w(v) and obtains a solution
for hr(G) by using a different épptoach from that of Smith or
Stuller, which may be easily adapted to additional constraints.



IV.  ANALYSIS OF PROPOSED PREPROCESSING TECHNIQUE

The block diagram of the basic preprocessing system is
shown in Figure 1. The fundamental design objective is to
‘choose h (V) so that the functional
S . - -

Fe [ w@ePEer o
is minimized “where the "bar" over a variable indicates that
the variable 1s a two—d1mens1onal spatial vector and where
_9(Y)-= .f hr(z)hb(v - 3)ai - ORI

where "*" denotes a convolutlon, subject to the constralnts

-

Ky ff gz(G)dG R i - (3)
B 's(vm @ W

Ae‘stated previously, w(v) is aﬁ arbitrary penalty func- -
tion'deSighed:ﬁo inflﬁence»the'solution fer”hrf-) sb-that
g(v) is duration limited. The more rapidly w(v) increases
with increasing v, the more rapidly g(v) will decrease with
_increasing V. Thus by choosing w(v), g(¥) can be made arbitrarily
‘clese to the desired impulse function. Slmllarly s(v) is an
arbltrary penalty function de51gned to duration limit h ( ].
eSlnce any preproce551ng will be performed dlgltally,‘lt is
'de31rable to duratlon limit h (v) so that truncation -errors
~are mlnlmlzed ' '



As a criterion for the degree of resolution improvement -
provided by a particular h (v), the effective radius of the
scanner aperture is deflned as’ ‘ ' '

- [w|6|2g2(;)qé1%;
r fmgz(e)d; :

L =o _.

>

(6)

Without preprocessing, the effective radiusjqf'the scanner
aperture will be similarly defined as ' “

S ] q%
: -2, 2 oy -
I Ivl hb(V)dv

(1)

>

rd S
- [dhg(;)d;

Lagrange multlpllers and the methods of functxonal ana1y3147 8)
-will be used to solve Eq. 1 subject to the constralnts of Eq. 3
to 5. Eq.. 1, 3, 4, and 5 may be combined into an augmented func-
tional, I, which must be minimized with respect to h_(v),
_ o L . ' o - _
I=| w(@)g?(¥)av + A, gz(;)a; + o[ s(F)n2(%)av
g , M _ 2 r

- 00 : -0 ) " —-00

R
o J w(v) I " (z)hb(V - z)dzf ‘:(ﬁ)hst?,iuﬁ)dﬁde;;d

+Aljwj (z)hb[v -‘z)dzI h,(u) b(v - ' {)auav

-0 _ -0
[- - T

'¥AZJ,!VSIG)6[G'; %), (7)h, (&) asav
| +A3E{'fmn(G'-dE)hr(E)dEfmn(G_f G)h?(ﬁ)dﬁ} - (8)

- OO - 00
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Eg. 8 may be written in quadratic functional form as,

B ECCINCINCE

.+A1I [{az(a;;)hr(;)hr(a)d;da

+A2[ I-§3(G,;)§r(§]hr(ﬁ)d§dﬁ |

| [ a4(ﬁ,§]hr(§)hr(G)d§dG‘“ RN €)
where a, (u,2), g?[ﬁ,ij( a3[ﬁ,5]'andva4[ﬁ;5) are linear opera-
~ tors defined ad S

a8 = [ e@n,E - )y (7 - D)es ."; : o)
%@j)=f%ﬁf§hd§-aﬁ - ‘_. qn
]f-a3(a,z)ja's(a)s(a?;’z), e az
 a4(a;z).g_E{n(; - E)n( - 5)}, ',";.- o ay
=R_(£ - §), for n(+) a

stationary ergodic randomt
process. T
By taking the gradient ofqu{19.with’respectvto hr(.)
where the adjoint linear operators of Eq. 10.to 13 are

8y [@F) = a,(E,E) - o asy



-.11 -

S 23" (8,2) = ay(u,z) ok ae)

and

a,'(3,%) = a,(3,2) | (17)
and.setting the gradient equal to zero, a homogeneous Fredholm
lntegral equatlon of the second kind sometimes referred to as

a Fredholm 1ntegra1 equatlon of the thlrd kind, is obtained as

(60« 1100 + 1@

The. solution of this equation coupled with the constraint
equatlons, Eq. 3, 4, and 5, would give the requlred p01nt-
spread function of the preprocessing fllter, h (v) However,
because of the numerical difficulties which may arise in the
general solution .of this type of equation and in order -to more
conveniently use the results of.the multispectral scanner system
- analysiél , the solution for h_(v) will be formulated in the two-
dimensional -spatial frequency domaln.

 Eq. 9 may be rewrltten u51ng ‘inner product notatloée) as

I = (‘alhr,hr) + Al.(a' h.,h, ) + Az( 3hr h );

+1A3( 4 r'h ) _ (19)

L1 See Appendix A for derivation.
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Eg. 19 may also be written as a quadratic functional in the

spatial ffequency domain as
I= (BiHr,Hr) + A (ByH ,H ) + A, (ByH ,H )
| f A3(B4Hr,H£] - (20)
-where i ) | . 1Hr(;) = 3{hr(;)} and
3{.} Qenbtes-the.Eourier_traﬁsﬁorm '

and Bl' Bz,'B3, and B4 are the spatial frequency linear
operators which are the Fourier transforms of the spatial.

domain linear operators a,, a,, a;, and a,. Thus
| o (T = oy o427EQ j2003 _
Bl(f,v)-s I Ial(u,z)e'. - e’ . dudz © (21a)
. which after'substituting Eq. 10 into Eq. Zla may be simplified

B, (2,3) = B,* (B)m, (9)W(E - 3) - (21b)
“-wﬁe;e »: _ '.Hb(-{;=vz{hb(5)}
W(e) = 3{w(->}
and Hb*(°) is the_complek conjugate of H, ().

The adjoint of Bl(f,§), defined as Bl'(f,G),‘may be written as

B (E5) =300 @
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which from Eq. 21b becomes

B (£,9) = H, (V) a,* (E)w (S - 7). (22b)
Similarly, . o
B, (,9) = #,* (B)m, (58 (F - 5) (23
B (B9) = m, (I @sG -8 @
o B3(ED) = s(f -9 o | (25)
where '. _ - 8(*) =3{s(~)},
B, (E,5) = s+ - B) (26)
B, (£,5) = ¢,4(%) 5(f f‘s} - (27)
where énﬁ(.) =:3{Rnn(')}
anda - B(ES) = (BSG-F- 0 en<

The gradient’ef the quadratic functiqneiibf'Eq, 201beeomes
= ) ) : ' :
vi = (B, + By JH, + A1(32,+ B,')H_

+ A, (By + By'}H, + A (B- + B ')H © (29a)
_whlch upon expandlng the linear operator notatlon of Eq. 29a

becomes

l 2 See Appendlx B for a complete derlvatlon of these
spatial frequency linear operators.~
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VI = j‘[ B, (£,5) + B, (£,5) + A { (£,3)

+ B, (£,5)) + A2{33(g;;)4+}33'(f,3)}
. A { (.5) +'B (E, v)} ] H_(3)a% = 0.  (29b)

Substituting Eq. 21b, 22b, 23, 24, 25, 26, 27, and 28 into
Eq. 29b, :

T =Iw[nb*(f)nb(31{w(f - ;) e (s - E)}

e ‘_{s(f - 3) + s (S - f]}] nr(;jds'

+ [21\ lﬂb(f)l + 2050 (E )]-Hr(f) = 0 .I (30)

Eq. 30 represents the general expressxon for the gradient
of Eq. 20_w1th respect to.Hr( ), which, when combined with the
constraint equations, completely specifies the spatial frequency
spectrum of the preprOCeesing filter. The constraint equations,
Eq. 3, 4, and 5, may be rewritten in the spatial frequency domain

as
which after substituting Eq. 23 ihto 3la becomes

S f“b*(f),*‘b(;).*’r(;’)“r*(?)6(? - S)asat
- [1m@ @)%, O am

‘
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( 3HL‘ H ) T L - (32a)

whlch after substltutlng Eq..25 1nto 32a becomes j

X = [ [sE - 9n G @avar, . o
and
Ky = (ByH,,H). . | - (33a)

which after substituting Eq. 27 into 33a becomes

6 = | [2an()6(E - 9 (), (B)aSaR

[ m@m@E e

- : _ : :
Before Eq..30 can. be reduced to a form more sultable for

the evaluatlon of the spatlal frequency spectrum of the pre-

processing filter, the penalty functions w(v) and s(v) in

Eq. 1 and 4 respectively, must be further examined. Since

w(v) is designed to influence the solution of h_(v) so.that

the composite imaging system point-spread functlon, g(v), is

‘duratlon 11m1ted, a possible choice for w(v)/would be

«(7)

]
.

for _Vl'i y < YZ

©, otherwise.

However, such a choice for w(v) would lead to analytical diffi-'
‘culties in Eq. 30, since the Fourier transform of w(v) does not
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exist. Thus the expression for w(v) must be chosen in such a
manner that it allows enough'flexibility to arbitrarily control

" the duratlon as well as the rate of decay of g(v) and, in addi-
tion, to have a Fourler transform(zg). Also, because of the form
of Eq. 1, w(v) must be a positive valued function and also be
 convex to 1nsure the exlstence of a global minimum to Eq. 1.

)(16)

One function for w(v which satisfies all the previous-

requirements, wrltten_ln terms of one variable, is

o : 2k
- 2v - v, =v, |~ o .
w(v) = L2 . (34
for - ) o 0<ec<l

and k a positive'integer, as shown in Figqgure 2. For convenience,
s (v) will also be described by the same type of function.

The follow1ng analysis is based upon a rectangular coordinate
,system. Eq. 30 may. be rewrltten in terms of the x- and y~- com-

ponents of f and V':»

VI =1J_I[}gb*(fxffy)nb(y*ivy) {;w(f* - Vo s fys-lvy)
+ W*(\)x- fx'_'.?y - fy)} +.A'2‘ { S(fx -\)x, fY .-,_\)'y)
v

+ s*(vx - £, Vg " fy]}] Hr(vx,vy)dv#dvv

+ [ 21\1 [Hb‘(f )l + 2A3¢nn(f#,fy)]-n'r(fx,fy) = 0. (35)
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,,,,,,,,,,

I+ c

<V

Figure 2 One-~-Dimensional Penalty Weighting Function
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For'convenience-in handling the anaiysis with respect to a
‘rectangular coordinate system, both w(v) and s(v) will be
defined as the product of their x- and y- components, from
Eq. 34, ' '

w(v) = wx‘x)qy(y)_ | | (36a)
- -~ - 2k - 2k
- {Zx s xwz} wx+ . {2y “Ya1 T sz} wy
= _ , tc, : _ -t
w2 T *wl Yw2 = Yu2
(36b)
where :'" ' 3' | 0 < Cy <.,l' : o -
S : - . o _ (36c) -
0<c,6 < 1 o o
| | Y
and for kwx_and kwy pos;tlve 1nt9ger$;
Similarly, A
. s(v) = sx(x)sy‘y)h o | ’. ’. o . ' " (37a)
o 2k . . 2k
. 2x - x - X "8X 2y - y -y sy
_ { | sl 32} +a, { sl "~ sz} . dy
Xs2 T *g1 ' Yg2 ~ ¥g1
| (37b)
whéref o o b_f d¥ <1
| - | (37¢)
0 <d <1 S
A S

and fg?'ksx an§ ksy pq51t1vg_integers. | | |
Choosing.kw* =1 = kwy;'the Fourier transform of Eq. 36b
‘becomes ' ' o



w(fx,fy) = wk(fx)w&ﬁfy) - (38a)
whgrgi .

. 1 1 2y, +oxy,) -
We(£) = - - 7 |~ —z 8" () - 3 5t (£,)
(X2 = %) T - T

+ {(xwl;+ -xw'z-).z«.+ (xwz —xwl)zicx}'_ﬁ(fg'):l" - (38Db)
and
Wofy= 1 T 1 2y, * )
y((y)S ————s |- — §"(£,) -3 . 5 (£,)
' (Yoo = Y1) - _ m
+{(y t v )2+ (yen - v )2c} 5(£.) (38¢)
ColMwL w2l T w2 - el Ty vl

‘A similar expression results from taking the Fourier transform .
of Eq. 37b,

 S(f¥'fY) = S(fds,(ey)) - (39a)
-whefe
v e 2w xy)
Sx(fx)_= . > |- Zsll(fx)__j sl s2 6'(fx)
A ' (x52>-fxsl) T m

+ {(xsl f.x52)1‘+ (xg5 - xsl]z dx}~6(fx) - (39p)
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2(y , +

v | e,

| 2 - )2 .
+ {(ysl + ysz) +_(ysz - ysl) dY}G(fyi] (39c¢)
If it'is'assumed, asvwould usually be the case, that the penalty
, functions,'w(x,y) and s(x,y), are centeredAabout'the_origin,
then o

CETEg2 T ¥y

¥y Y S Yy

(394)

‘331 é-XSZ =Xy
, Yg1 " Y2 T ys} :
- Substituting Eq. 394 into 38b, 38c, 39b, and 39c,

W (£) = - . - e

.x( x) :.;;7;;:.5 (£,) + cxé(fx] - (39)
N 1 S -
,wy(fy) = - 2;5;77 5 (fy).f cys(fy)j_' (391)
| Sx(fx)' = = 4—"2:-2- " (fx] + dx6 (fx) . . (39qg)

. ’ 8 ’
"SY(fy)-é.f-Z;7;_7 Gl(fy) + dyq(fy). S  (39h)
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Substituting Eq.-39e)“§9f; 39g, 39%h, 39a, hnd>38a'intg Eq. 35,°

.4
H *(f_,f ) 37 -
_ b X g
VI = 13 ;%}, by 2 b(f JE )H (f y).,
T ¥y Yo x'a y .

2 2 | o
- anty ey -——5 b(f ‘y)gr(fx,fy):;

32

, 2 2 . f -
- 4% Xy Cx ;;—7 Hb(fx,fy)ﬂr(fx,fy)L

' .4 - D 2

A : - : . -2
e vg, g {—s—g H_(£_,£) - 4ﬁ2y82d —— H_(£,,£ )
) 8 x Y anHaf . o Y . - 'y afx ? r X b4
N T . 4. 2.2 e
- 4m%x_“a, o Hr(fx.fy) +8mx Ty ddg Hr(fx,fy]}

2 ‘ N .
-+ [5A1,|?b(fxrfy)| + 2A3¢nn(fx fy]] Hr(fx,fy).= 0 (40a)

‘which, whenvexpanded in terms of'Hr(fx,fy), becomes
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34Hr (fX'fX)
VI ;_[g(fx,fy)nb(fx,fy) +~B(fxffyi] ot 2oz 2
| X 4

3
+ 2A(f £ )aHb:: ¥) _av::(::;€¥)
Y x Ty
S b(f ) 33Hr(f )
+ A (e, ) 3f - Y: a: 7
: X xTy

S 2., ’ N
_ - 3“H, (£_,f 3%H_(£f_,f
- 4A(fx,fy) By X'gy) r(fy x)

afxafy TS
.l a%u, (£.,£.) I £ Lo € )
+ |A(f, £ )- b XYy E(f £ )Hb(f ] + G(f*.fy) :
b x i
E ‘2% (f -azu £ ,f
+ |a(f b %’ Y + D(£, £ )my (£,,8 ) + F(E,£ (e
2 b'"x 2
| fy of - Y_J' 3
o £_,£ : aH (£.,£.) | aH_(£.,£.
+ |2a(f.,£.) b(zx'-y) + 2E(f_,£.) b(¥'Y). ?ﬁ X _Y)
B o€, “of af ot
[ 33u, (£ 4f an, (£, ,£ aH. £ 5
+ l2a(f , ) s (Fx zy) + zo(f £,)- b( X AY) "ty )
3f OF . | ef
- Y X
r o )
3°H,_(£_,£.) 3°n, (£_,£.)
+ |c(g,.£,) + —Pr XY 4 p(£ £ ) — 2%
af_“af af
% (ee) | -
+ E(f y Tty H(f £ ) H (f R ) =0 . (40b)
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where ‘ ( ) .
- H *(f_ ,f ] _ -
' A, f) = XY | . (40¢)
- . ' 84" 2 -2 - LT LT ) )
: XY
: . *(f fA)_ _ :
. : Hy

B(f ,f ) = | (40d)

( x'"y 8n4x 2y 2

_ | | , .
_C(fx,fy] =_2A1|Hb(fx,fy)| + 28,0 (£, fy) (4o§)
- H*(f_,f )c N
n(f =- 2 (.g'g)-z'. ST (40f)
Y o 2Aﬂ'xw ' | .

 H.*(£.,f )c. o
'E(f ) == 2 ;l‘g =N o (40g)
L Zvaw ‘ v _ _ :
| B N | A |
F(£ £ ) = - —54= : S (40h)
& 2w X ' o . .
) = - 2 x : s .
G(fx'fy) = ;—1:2;—2- : . ‘ (401)
H(E,, y) e e IHb(f £ )l2 + A,d By - (409)

Thus/Eq.'40'iﬁ conjunction'with the constraint equations, .
Eq. 31b, 32b, and 33b,xspec1fy the general form of the requlred
preprocessing filter spatial frequency transform
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l. Separable Aperture

A large class of physically realizable apertures
may ‘be modelled as separable apertures, where it is
_ assumed that

b(fx y’ = be(f )Hby( y) v (41)
, ¢nn(f*,fy)f= °nnx(fx)°nny(fy) i (42)
(£ 8 )-nrx( LN (f) B

With the'assumptions~of_Eq. 41 to 43, the solution of
Eq. 40 can beVCOhSiderably,simplified by use of the
" method 6f~separation of variables. Instead of substi-
- stuting Eg. 41, 42, and 43 into Eq. 40 and separating
'Eq. 40 into two differential equations, one a function
of £, and the other a function of fy, a somewhat more
fundamental approach will be used
o Taklng the inverse two-dlmen81onal Fourler transform
}.hof Eq. 41, a

by (k,y) = by OB (y), o (44)
-Similariy,,Eq. 42-and 43 become respectively,

Rnn'_(x,y)” = .Rm.lx (X)'Rnhy (y) (45)

and' L - _ A :
LR y) =h B (y), 0 (46)
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Writing Eq. 1. in.terms of the two spatial dimensions,

-

F = ] fw(qu)qz(x.y)dxdy (47)
- where from Eq. 2,
. glx,y) = h (x,y)**h (x,y), - (48)

Substituting Eq. 44 and 46 into 48 and using the
properties of two-dimensional .convolution ’

g(x,y)'=_[ﬁix(¥)hf§(y)]**[hbx(X)hby(xf]eﬁ

=@mmﬂ%ﬂﬁ”ﬂ¢meWd

= g, (g, (y) | (49a)
where _ o , .
| g (x) = h__(x)*h, (x) - (49p)
: 9y(Y)'f hry(y)*hby(y)f o (49¢)

_ -Substituting Eq. 36a and,49a‘iht6fEdQ 47,

. ' | e B . o
r o= e mg2max | e (ngliyay
o XTSI Ty T Ty Y-

- 00 - 00

=FF “"" z ' - | (SOaf:
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[ wx(x)gi(x)dx ’ ' {(50b)

- where F

- -]

4 2 : ,
Iwy(y)gy(y)dyf S (se)

- 00

F
y .

Substituting Eq. 49a into Eq. 3,
oo ' .
K =f g, 2 (x)ax f g, 2(y)dy
1l X Yy ,

'. ‘=»leKly;* (51&)

where o K = I g, (x)dx | .v‘(Slb)

and K

| 2 . - '
K1y = f 9, (¥)dy . o . (51c)

Substituting Eq. 37a and 46 into Eq. 4,
ok, = [ s B 2dx | s (yh_2(y)dy
T2 T S px IO Sy Wy WYICY
=»K2XK2Y‘ . (52a)
I PR I
: where. . _ K2x .j sx(x)hrx (x)dx_ : (52b)

- QO

"

E "_f:.- .'_f - :  '2 . ' 
.and o sz I sy(y)hry (y)dy;. : (52c)

00
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-Substituting Eq. 42 and 43 .into Eq. .33b,:. -

T g P e ,
kg = [ e e 1n ()12 dg, [o (510 (5,
K3xK3y o L : ;;.ﬂif (53a)
where  K; = j o nx (B TH (£ 7 a0 (53b)
= f nnTx(f )df o ‘:- (53c)
where anTx(fx)Ais the power sbectfai'dénsity of the

x-component noise in the processed image, and since
the noise is assumed to be a sample function from a
stationary ergodic random process,

K3y = ﬁ{nsz(x,}. I

_ Simila:ly,' o | ) “ |
K3y.= I °§;y(f})|ﬂr§(fyjlz‘df§ (542)
n E{#TQZ;y;}; .H_ A '4 ‘  (54bi

Thus, the problem of determlnlng the. optlmum prepro-
cessing fllter p01nt spread functlon h (x,y), reduces
" to finding the hrx(x) that will minimize Eq. 50b
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subject to .the constraints'of Eq. 51b, 52b, and 534,
and to flndlng the h (y) that will minimize Eq. 50c
subject to the constralnts of Eq. 51lc, 52c, and 54b.
The original twoédimensional preprocessing problem
reduces to two one-dimensional processes which have
similar equations. From the preceeding vector nota-
tional analysis used in Eq. 1 to 34 and Eq. 36 to 39,
the system of equations necessary to solve for h (x)'
and h (y) may be formulated.

To solve for (x), the augmented quadratic
functional of the form of Eq. 8 determlned by Eq. 50b
'51b, 52b, and 53d becomes

. ; _ '2 o | ”f é S

}va—.[ wx(X)gx!(X)dx + Alx[_ng(x)dy_

AL [.s (x)h__2(x)dx + A ‘E{n AZ(x)} (55)
- 2% X X _ 3Ix7| Tx. ’

whlch may be wr1tten as a quadratlc functional in
. the spatlal frequency ‘domain from Eq. 20 as,

er)

(le rx'er) + Alx(BZx rx
+ 2x(B3x rx'er) + A3x(B4x rx'Hr#)'r (56)

where from Eq. 21b,

B (Eyrvy) = Bt (E ) H, ()W (£, - vy (57)
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Eq. 22b, ° :

, | . S I N
Blx (Fxrvyd = B (v, ()W, (v, - £))

Eq. 23,

Box (ExrVy) =_be*(fx)be(vx)6(fx = V)

Eq. 24,

Béx(fx’fy)’?-3bx(vx)be*(fx)6{°xl—'fx)

Eq. 25,

 Bay(fervy) = 8,5 - v )
Eq. 26 . |
Eq. 27, .

| B4x(f#'vx) = onnx*._(vx)-fs(fk'_ Vx)

-

V ;;nx(fx)a(vx - fx); '

B (V%)

(58)

(59)

(60)

(61)

(62)

(63)

D T L T T O

(64)
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‘The gradient of Eq. 56 may be written in the
form of Eq. 29a -

Vi# =:(Pl¥ + hlxk er + A1x(Béx + B2x )er
;+_52x(33x'¥ By, ')H. + A3¥(B4x + B4xf)er','(65)
;whichvma§ ?e'gxPanaed #o the fprm bf ﬁq. 30(
VI, = fw[nb;?(fx)nbx('v*) {W’x.(fx':A-_v*)”‘:-k Wt (v = 1)

gy fgleg - v + 500y - 20 )] e,

.+4..

[2Alx|be(fx)| + 2A3x°nnx(f )] ( ) =0, (66)

Substltutlng Eq. 3% and 39g lnto Eq. 66 the following

d1fferent1al equatlon arises .

o 2m #(£)H '(f )%
ern (fx)+ bx ,X2. bxz X ‘S‘ 3 _'F-'er'(f‘x)
S -Inbx(fx)',_ gt Ay

| 2 [59 (f ]ng"(f ) 4n {(c } Alx)lﬂbx(f )| +A3x nnxtfx]+dx£]

2 2
Jbe(fo' *_A2xxw

' L3; For derivation"seé7Appendik_C.

1 
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- From Eq. 31 and 51,
ko= [ 18 (£.)1218 (£.)]% af (68)
1x A O AN RS ST S S
o0 .
"and from Eq. 32, 39g, and 52
o ) o
C Kx = - 4nx Q-I [ rrx(f )Hrrx(fx)
- s Lo

+_H;1x(f )Hrix(fx)]dfx

<o

+ dx'f Ier(f )| df x: o (69a)
where. ,'nrx(fx) = Hrrx(fx) +_jHrix(fx),- (69b)
and where H__ (f ) is the real part and H_, (£) is =
the imaginary part of er(f ). ‘

Restating Eq. 53b,
e : _ |
e , w o Te 112 af PR
- K3y ='I'¢nnx(fx)lﬁrx{fx)J af, . (53b)

- 00

Thus the sxmultaneous solutlon of the dlfferentlal
equation Eq..67, and the constraint equatlons, . :. '
Eq. 68, 69, and 53b, specify the form of the x-compon-.
‘ent of the spatial’ frequency transform, or equivalently

-£4 For derivation see Appendix D.
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the point-spread function, of the preprocessing
filter.

In a similar manner it is possible to solve
for h (y) by formlng an augmented quadratic func-

tlonal of the form of Eq. 8 determlned by Eq. 50c, 51c

52c, and. 54b

S FUI .2
I, = J wy (Y)g,"(yldy + Ay f 9y (y)dy
4 A 'Af ; (y)h, % (y)dy + A E{ﬁ z(y)}{ (70)
2y.) Yy ry U0 3y Ty S ,

- 00 .

By following an‘analogous procedure to that used for
determlnlng h (x) in Eq. 55-69, the equatlons which
spec1fy h (y) may be formulated Only the results

'; will: be stated 51nce the derlvatlon of the equatlons_
for. hry(y) is identical in form to that given for

.(x) with the appropriate change in varlables from

' x- to Y- dependency. ,
The differential equatlon spec1fy1ng the form -

(71)

[
=

of Hry( ) becomes.
H;y(fy) + 2 ‘f%' L= 2’Hry(fy)
. | o | by( y)l * hayYy
, [ﬁbyf(fy)ﬂgy(fy)’4V {(cy lyjlﬁby(fy]l *13y%any ( )+dY}]q (£.)
—— T 22 2 ey
IHbY(fy)l Ys + A2y
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while.the~constraiht equations become, -

. 00

- K = H. (£ H (f af 72
Ky = [ I (g) 1210 (2 )17 2, (72)
fay =~ anly 2 f [ rry(fy) Hery (y)
- g o
) | »2 A
+. . -H df + d H (f df 73
'Hrly(. r1y Y{] "I;I_ry( Y)l 4 (73)-

and - K3, =_I'¢nny(fy)fnry( y)l (54a)
'Thus‘the simultaneous solution of Eq. 71, 72, 73,_and:
54a will specify the y-component of the preprocessing

filter. -

- Radially Symmetric Apertugg-

Probably the most common type_of'apérture, because
of the physical ease in construction, is the radially

symmetrlc aperture.'

Forlthis case it is assumed that

(f ;)'flﬁb:(fr) (74)

nn(fx Y = éﬁnr(fr) (75)
and '_H;(f;;fy) - n__(£,) (76)
whe;e : fxz +Afy2,= frz. (77)i
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The solution to Eq. 40 is analogous to the

solution for h _(x) where all variables dependent

upon x are replaced by corresponding variables

'dependent upon r. From Eq. 36a,

(@) = w_(x)

_ i o 2k
: 2r - Tl L N wr
Twz2 7 Fwl
‘ fo:ﬁkwr a positive integer and
r2‘= x2 + Yze
From Eq. 37a,
s(¥) = s () |
B o 4 2k
_ 2r -~ r y - rg, | sr
‘Tgp T rey
Afor k8rja positivevinteger,
" Choosing D ,kwr'= 1= ksr-'andA
' rwl-§ —?w2 = rwv

Ty T g =T

(78aY

(78b)

(79')' -

(80)
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the Fourier‘transfdrmszof,Eq;,78a;apq‘7gvbecome

1

w_(£) = - ——s 8" (£ (81)
£ »r 4 T, ’( r)
:v:fﬂl“%f.;.“1Ja;kf<f_?;~jdﬂ-i ]
<0 - .6.“ (f.) o ceerns e (82)!
S \f ) = ——  Mrl™ :
r( r) CAntr S

To solve for h (r), the augmented quadratic
functlonal of the form of Eq. 8 which must be mini-
mized with respect to hrr(r)_beqqmgghlj

: 2
| Irl=.!’wr(r)g (r)dr + Alr I Iy (r)de
+ A I s (r)h. 2(r)dr
' 2r .xr rr

00

+ Ay E {nirz(r)} ] - (83)

'By following an.analogous procedure to that used

for determinihg h (x) in'Eq. 55~69, the equations
which Specify h (r) may be formulated. Again ohly
the results w111 be stated since the derlvatlon of
the equations for_h (r) is 1dent1ca1 in form to that
- given for hrxkx) With thelapproprlate change in

_ varlables. o

R ‘The different1a1 equatlon spec1fy1ng the form

Cof i (£,) becomes,
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;nbr*(f (£, )r
JHbr{fr)l? r527+ A

Her(f) +

2 rr(f )
2r-w

[ (e ) (6] 442 2{ el (e 10 () )]

H_(£)
lef(fr)l rs2 + A2rrw2 ' E

=0, e

while the constraint equations become,

AR ‘é'. o R _
S KL :_I 4|Hbr.(fr)v| 1 (€))% ag_ (84)
1 o , |
Koy T 4nlr E.IA[-Hrrr(fr)Hrrr(fr)'
o T8 = : : .
L Hglr(fr)ﬂrif(fr)];dfrv L (85)_
- Kir © f anr (fr)lnrr(fr)‘_:dfr T (86)

~ Thus the simultaneous solution of Eq. 83, 84, 85, and

86 will give the spatlal frequency spectrum of the
requlred preproce381ng filter. '
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V. NUMERICAL SOLUTION TECHNIQUE FOR ' PREPROCESSING: FILTER

‘Since the form of the’differential:eoudtions specifying
the shape of h (x),'Eq. 67, h (y), Eq. 71 and h (r), Eq. 83,
is the same,-a 51ngle method of solution is appllcable. In this
discussion specific reference will be made to the solution of
Eq. 67, 68, 69, and 53b for H_ (f ).

Eg. 67 may be written in. the form,

my (£,) + a(e )ul (£.) + B(EJH (£} =0 - (87) .
2
‘ : bx‘"x s 2X"w
and - : o D
’xiv[ﬁbx*(fx)ﬁgx(fx)f4“2xw2{ﬁcx Alx)IH (fx)|2+A3x nnx }] (89)
*Ibe(fx) T A2xxw2

It should be noted that H_ (f,), A(£,) and B(£,) are complex.

Defining

Hex(fx) = Hpe (£, % 30, (80 7 0 (6op)
.;A(fx)_é-Ar(fx)_+'inI?x) R O

and o - - , .

B(g,) = B, (£,) + 38; (f ) ey

as the sum of real and 1mag1nary components, then by substltutlng
Eq 69b, 90, and 91 into Eq. 87,

[t s )] + [4 (5] + 90 (5] [z ) + 3o ﬂ
| ;-T [ e(f ) + 3By (£ f][ rrx( I:§3jurix(fx)]:; Ov:';(éz)
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or by collecting the real and imaginary components,
rrx(f ) t A (f )Hérx(f ) - By (f )Hrlx(fx) + Br(fx)Hrrx(fx)
- Bi(fx)Hrix(f*) + J[ (f ) +a;(f )Hrrx(f )

+ A (f' )ﬁ;lx(f‘x) . Bi[fx)Hrrx[fx) + Brl_l(fx)Hrix(fx)]= 0.
| ‘ | (93) |

Eq. 93 may be separated into two differential equatlons formed

by the real and 1mag1nary components of Eq. 3(17)

rrx(f ) + A (f )Hrrx(f ) - A, (f )H}lx(f-) f Br(fx)Hrfx[fx)
- Bi(fx)Hrix(fx) = 0. : (94)'
and | |
] H;I*(f ) + A, (f )Hrf%[f¥)“+tA (f )Hé;x(f ) + B (£ )Hrrx(fx)

:+’Br(fk)Hrix(fx) = 0. :.“- o | (95)

© . Thus, the otiginal cemplex'Second order differential equation,
Eq. 87 has been ‘reduced to a system of second’ order differential -

j equatlons, Eq 94,y95.

To make use of the many subprograms avallable for handling
' systems of first order dlfferentlal equations, Egq. 94 and 95 may
be reduced to a system of flrst—order differential equatlons(l7)

by 1ntroduc1ng the . varlables, g

() = e

o Rle) = (g)

() = (e
) = il
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By substituting Eq.96 into 94 and 95, ‘the follow1ng system ‘of -
flrst-order dlfferentlal equatlons is formed o T

HitE) =) - e e

‘Hé(f)-'%w-B(f)H(f)-A(f)H(f)+B(f)H(f)'<

+ A () H4(fx)

Hy(£,) = - B, (f,) H (£ ‘) - A (f ) Hy(£) —-Bgn(ffx‘)wxlii(.gx’) : B
'-A(f)n(f) o O (97)

After spec1fy1ng initial condltlons for Hy (0), H, (o), H (O)
and H, (0), H (f ) may be obtalned as
_ rx ,

H  (£) = Hl(fx) + 3 33(fx)‘. : | | (98)

In order to solve'for.er(f*), the system of differential
equations, Eg. 97, plus the constraint equations, Eq. 67, 69,
and 53b, must be solved simﬁltaneously. The constralnt equatlons
may be - con51dered to be a system of non-linear equations where
" the unknown parameters are Alx' A2x’ and A3x' For a given value
- of these parameters, Eq.97 may be used to determine er(fx)
and the constraint equations checked to determine if they are
satiefied. If the constraintvequations are not'satisfied,
appropriate pertubations in Al ;'Azx, and A3x can be made and a
new value of er(fx) computed. This procedure would be repeated
until the constraint equations are Satisfied. A program for
solving a system of non-llnear equatlons has been developed and

A and A
1x’ “2x’ 3x°
Two ' p0351ble problems which might prevent obtaining a solu-

could be used for determlnlng A

tion for H (f ) using the procedure described above must be
considered One problem would be the p0551b111ty of obtalnlnq
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a solution which would represent a local minimum to Eq. 55 but

nét necessarily the best solution which would represent a

-global minimum, This problem should not arise because of the

choice of the functionals in Eq. 50b, Slb; 52b, and 534. Since

all of these functionals are convex, a global minimum is assured
. The second problem that could arise is related to the

(16)

solution of the system ofldifferéntial equations, Eq. 97. Is
it‘possible-for a given set. of Alx’ Azx' and A3x that either no
‘solution or several solutions to Eq. 97 exists? A theorem in
Section 7 of (26) states that as long ‘as Br(fx)' Bi(fx)' Ar(fx),
and Ai(fx)1are continuous functions, then for a given set of
initial conditions one and only one set of solutions exist.
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VI. CONCLUSIONS. .. . . _ .., .

The preceedlng analysxs was based upon k \—”k;;epk;¥='k;; 1,
or for k '= k = l, as a convenlence for formulatlng the equatlons

sr
spec1fy1ng the requlred preprocessxng fllter. The 1arger the

.1nteger value of k or k ’ the greater the reduction in the effec—
tive scanner radlus of the compOSLte 1magery system.' However,
the size of the system of dlfferentlal equatlons 1ncreases and
ak linear dlfferentlal equatlons, where
k is the largest 1nteger value of k k k- , or k

max wx, wy' “sx’ -sy - wr '’

ksr' For example, if kwx= 3, kwy= 2, ksx= ksy= 1, then a system of .

differential equations similar to equation. 97 will result composed

results in a system of 4k

-of 12 simultaneous linear differential equations. AHowever,
one of the major advantages of this proposed technique for image.
preprocessing is that.it is sufficiently general to alIOW‘for_
any integer value of k and k “and thus allows the effective
scanner radius of the comp031te imaging system to be: arbltrarlly
reduced, subject primarily to the noise constraint. '
Although Equetien 40 in conjunction with Equation 31b, 32b,
and 33b, specify the general form of the spatial frequency trans-
form of any preproce551ng fllter, it was shown that in the case
of a separable aperture or a radially symmetric aperture the solu-
tion can be considerable simplified. These two classes represent
the most common tYpes of apertures used for data collection;
There exist many functions which are separable in the sense
that-the function canvbe expressed as the product of its x- and
y~ components. By appropriately“choesing such a function, many'
types of asymmetric apertures may be approximated as»symnetric,
separable apertures._'For example, by properly selecting the para-
meters of a two-dimensional Gaussian function, an elliptical aper-
ture of uniforﬁ‘density could be approximated. By using a two-
fdlmen51onal Gaussian functlon, it is also poss1ble to approximate
a radlally symmetrlc aperture as a separable aperture. The



- 42 -

_7pr1nc1pal advantage for ch0051ng a separable aperture is that
two-dimensional convolutlons with such an aperture is equlvalent
to two one-dimensional convolutions along each orthogonal axis.
‘Thus preprocessing_time_for a given data set can be significantly"
reduced by using a separable aperture.

The preprocessing filter theory presented in this paper,
and in particular the filters described in Equations 67, 71, and
83, will be applied to the mulﬁispectralascanner_data at LARS to
determine the best set of parameters for reducinglthe effective
scanner aperture and tﬁe'effect of such a reduction on classifi-

- cation accuracy.
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APPENDIX A - DERIVATION OF EQUATION 18

- The gradient of Eq. 9 may be‘written as

]

vi = j"[-al--(,ﬁ;. z) +.a} (u, z)] h, (z) dz

od

S+ A [v[az-(ﬁ, z) + aj (G, g)l hy (z) dz

00

w=

+ A, IV.{a3 (§, z) + ay (u, 2)] hr»(é)fdi"

(4, 2)] . h (z) dz .. = - | (A1)

N
A
R
o]
Do -

by I‘Ia4»(ﬁ(-f= r

Substituting Eq. 12, 14, 15, 16, and 17 with Eq. Al,

oo

: N O e - . - -
VI = 'J [a1 (u, z) + A; a, (u, 2) + Ay a, (u, 2)] h_ (z) dz
+ A, ‘I‘ s(ﬁ). §(§”— z) H, (2) d?

ay (3, 2) + Apay (8, 2 + 432, & 2] h (2) az

w

'+'A21s(ﬁ) hr(ﬁ) = 0. , , - | (n2)
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APPENDIX B - DERIVATION OF EQUATIONS V.21b,
23 25, and 27

Substituting-Eq; 10 1nto 21a,

-3

rhl
-
<\
A d
]

- 00

Introducing aAchaﬁQe'bf_vériable ih'Eq; Bl’Whéfeﬁ

v-u= a
B, (£,9) =-[JJ W) h (- 2) h (@) e2TE ‘“’ ?Z"vz & a3 4
. Hb*'kf) Ji w (%) h, v - 2) ejanvz jzﬁv?<d§ az

and introducing another change of variable in Eq.lB3wwhere

z= B

<
1

@5 = w2 ® [[w@) n, @)

K

Hb.*('f') Hb_(;)AJ w (V) 5_j2nv(f - V) 55

ﬁb*‘(f) Hb(.G). ,W(f - V),

Fol;pwing a simila; developﬁent

'wﬁich'aftef.subétituging Eq;.;ifinto Bsa 5ecomes;'"'
f,s)l= :jTIflhsfé': z) hﬂ(vné a) Jz”f“. JZ"fz av dQ dz

LT

.III w(v) h (vA; z) h v - u) dv e]2nfu J2wvz dﬁ d

janty 32V -B) 45 a5

z.

(B1)

(B2)

- (B3)

(B4)

- (B5)

(B6a)

. (B6b)
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Introducing the change of variable of Eq. B2 into Béb,

B, (E,9) = JJJ hy (v -2 ny @ er"f‘V ") I2MZ 43 a5 az
- = Hb*(f) II h, (v - z) eJZTer ejz“Yz dG_dzA,

" and introducing the change of variable of.Eq; B4 into B7,

Hb*‘f)-JJ 5b(B)'5jZva 32T -B) 4o am

—-.m

Bz(f,vf

g e | 9E D

= 'H

p*(B) H (D) &(F ;3).

B, (%, V) f[.a3(ﬁ,'2) ‘JZ"fu 32"“2 du dz.

-Q0

Substituting Eq. 12 into B9,

= = N 2nfu _j2mvz - .=
B3(f, V) = ’J s (u) d(u - z) eJ U el 2 qu dz

(. _iam3(E -3 -
= s(z) eijz(f  Y);dz'
) .
= S(f -Vv)

B4(f, G)'=_.Jj~a4(ﬁ, z) eJzTrfu Jznvz,dﬁ dz.
Substituting Eq. 13 into Bl1l,
-j2nfu j2nG§

'fag(f; 3).=',JJ (z - u) e % du dz.

- (B7)

(B8)

(B9)

.(B10)

-(B11)

(B12)
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Introducing the  change of variable - . . = ST s

z-u=a ey

into Eq. B12,

L)
Hh
b
<
A
I

R__ (o)

£,9 JI (a) el2mfu G32mvlu + a) 45 45 -
. “nn : !

I

oo
0t @ [ IZTRE 9 o
nn .

§nn*(6) Aa(f - G)T" < y B ..' R fB;A)



VI

or

vI
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- APPENDIX C - DERIVATION OF EQUATION 67

Substituting Ea. 39e and 39g into Eq.” 66,

[+

.— _ l v. "' _ . _
x j'[ﬁbx*(fx) be(vx) { Z;?f~; 8 (fx vx) + cxd(fx v

X
w

o]

- ___l_— .5" (vx:- fx)”+ cxdkv* -"fx)}

A+,A2x { . 6‘. (f‘x Vk)' + dxﬁ(fx vx)
.. _..___];.._ V(S"' (\) ._ f ) V+ 4a 6(\) - f ) . -.— H (\) ) .d\)v
' X X x x o TxD rx X X

o+ EAlx l,be(fx) o+ 20, nnx(f] H () =0,

H, *(f) e
-..bx_"x _d [H, (£) H_(£)]
21]'2‘x 2 . af 2 - B X X rx X
w R

f_zcx_ be(fx) -er(fx)

A’ .

: 2x d?‘-“'V L - : .
T ' He (£ + zdx'er(fx)

2m%x_ %  gf.?
. s - X

+ [2A X Ibe(fx) 2'+ 2A3x nnx (fx)] er(fx) = 0,

(Cl1)

(c2)
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or, : -
be*(fx) i
VI, =- (1, " (£ H_ (f)+2H"(f)H«.-'~(f)
X 22 2 bx X
T*X
w . L . i .
XX x 2n2x 2 1 rx 'y
2
+ [20c, + A} ) tH x(fx)l A+ 204, nnx(f_ ) + 24 1 H
HOO(E)|2 A T
Vig = [' =2 . = 22] Hex' £y :
27 X 2 x * _
be*(fx) be'(fx) '
- H__'"(f.)
mlx 2 pd X
\'
H, *(£f. ) H__" (£f.) )
bx 4 bx X
- oan2x 2 ' - 2(cx + Alx)'be(fx),
W
+ 2h5, nnx(fx) + 24 :} (£) = 0,
_ 2 2 2
o1 _ 'be(fx)l x ° o+ A2xxw § v (e
X om2x 2x 2 rx X
w s
*
be (fx) be'(fx) '
H (£.)
n2x 2 rx X
W

< (£)

0,

(C3)

(c4)

2, 2 2
- [be*(fx) Hp, " (£) - 4nix {(cx + Ay lex(fx)l + Ag, nnx(f ) + 4 } j

2wy 2
W

(C5)
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or in normalized form, -
H* H
2 bx (fx)

[} 2
bx (fx)~xs

’ 2 2 A e 2
lex(fx)l Xg + AZxxw'

VIx = H__" (fx) +

rx H Mg

* " 2 2 2 .2 . ) 2 .
* [be (fx) be (fx)xs an X xs {(cx+A1x)lex(fx)l +'A3xq>nnx(f-x) +dx}]

|H x(fx)!2 x 2+ A, x ¥

b s 2x “w

“H_(£) =0 . | o . (C6)
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APPENDIX D - DERIVATION OF EQUATION 69

From Eq. 32, 39g, d 52,

+qu_ IJ»é(fx:jxvx) H *(fx)?Hri(y$l'dYX

. rx
R S .H.*(f).H" (£) df
dn?x 2 rx X rx “"x". X
1. 2 .
+d [ | (£ |2 af, .

From Eq. 69b,

Hrx (£) = le"rx(fx).+ j Hglk(fx)r

and

(E) ix ()

Wl
Hyx (fx) Hrrx'Ex: Hrix

From Eq. D3 and D4,
rrx . rrx x

H;*‘fx) er*‘fx) =.H r (f ) H (£

rix X rlx X rix x

+ H". (f.) H (f)+J[H"7(f)

- Hp (£ H (50 ).

K2=1E _fyA.;h;_"ff'ﬁny(f = v ) H *(f ). H

'rrx

df
X

kf’) 

(D1)

.  (02)

':j(D3)

(D4)

(D5)
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Substituting Eq. D5 into D2,

= =- _—-—l.-_— ” . ‘ " ) .
Kox = amix 2 - J { Hrrx(fx)i rrx(fx) + Hrlx(fx) Hrix‘fx)} as

¥ jl[ { H;ix(fx) Hrrx(f ) - H;rx(fx)'ﬂrix(fx)v}_df*

. 2 : S : | : - -
+ d I | rx(fx)l af,_ . : L (D6)

Since_hr*(x) is assumed to be a real function, then
" ] . - 3
Hrrx (fx) is an even function

and

"n
Hrlx(fx) is an odd functlon.

- Thus, the second integral in Eq. D6 is zero, and

. 1 n . " - ‘ -
fax =7 T I s Ex) Hppge () + Mg (Fi) Mgy (£ 48,
s ® : -

+ d J larx(fx)l af . SR SRR L)

[

(»



