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The problems of designing, mathematically processing, and determining the accuracy of three-dimensional geodetic nets compiled from synchronous observations of artificial earth satellites are examined. The first part gives brief historical information, and the second part describes the main methods of space triangulation from photographic, laser, and doppler measurements. The third part discusses the apriori determination of the accuracy of elementary figures, series, and continuous nets of space triangulation.
The problems are examined of plotting, mathematically processing, and determining the accuracy of three-dimensional geodetic nets compiled from synchronous observations of artificial earth satellites. The first part (Chapters I - III) gives brief historical information, and describes the types of geodetic satellites and equipment used for observations. An examination is made of the coordinate systems and sequence of coordinate transformations for reducing all measured values to one system, the basic moments and the order of preliminary (astrometric) processing of artificial earth satellite photographs, as well as laser and doppler measurements.

The second part (Chapters IV - V) describes the principal methods of space triangulation from photographic, laser, and doppler measurements, and from different combinations. This section is primarily devoted to problems of adjusting space triangulation. The adjusting methods are divided into two groups: the first group includes those in which coordinates of points on the earth and on the satellites are determined concurrently, and the other — only the coordinates of points on the Earth. Since many elements of space triangulation are functions of the measurement results, the generalized principle of least squares is used for their adjustment.

A comparative summary of different methods of adjusting space triangulation is given in conclusion.

The third part (Chapters VI - VII) examines the problems of an apriori determination of the accuracy of elementary figures,
series, and continuous nets of space triangulation. The optimal figure forms are studied, and some considerations on plotting space triangulation are presented.

The majority of the classifications in the second and third parts have been developed by the authors, and are first presented in systematic form.

The book is designed for scientists and engineers studying space geodesy, and also students in advanced courses and candidates for degrees in geodesy.
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LITERATURE                                                                 | 304  |
The main problems of modern geodesy are determination of the position of points of the Earth's surface in a single coordinate system and the characteristics of the Earth's gravitational field. Solution of these problems within the framework of classical geodesy is characterized by the use of two three-dimensional coordinate systems to determine the position of the same point.

The position of a point is calculated on an ellipsoid, and the height of this same point — with respect to a quasi-geoid. This duality is aggravated even more by the fact that every country (or group of countries) has its own reference ellipsoid, i.e., it establishes a special coordinate system even to calculate a systematic system of points. This is how the large number of national coordinate systems developed and, as a result, the problem of establishing relationships between them.

Up to the second half of the 1950's, the main source of information to solve geodetic problems was the results of observations carried out on the Earth's surface, and of the sighting targets located on it. This naturally limited the possibilities of studying the Earth's shape by geometric methods primarily due

*Numbers in the margin indicate pagination in the original foreign text.
to the relatively small lengths of the sides, providing visibility of the sighting target. Because of this, it was impossible to relate the continuous triangulation net of a territory, divided by large water expanses, to obtain sufficiently large arcs of degree measurements and to create a single coordinate system for the entire Earth.

Solution of this problem is possible in principle on the basis of using gravimetric data. As a result, local systems will be reduced to a single system with the origin at the center of the Earth's mass. However, a detailed study of the Earth's gravitational field entails a number of difficulties and, primarily, the necessity of measuring gravity at sea. In connection with this, the problem obtains only an approximate solution.

A complex solution of basic geodetic problems would be possible by observations of space objects, moving in the Earth's gravitational field. Such objects, being high-altitude sighting targets, would expand the possibilities of the geometric method considerably. Study of the motion of these objects in the Earth's gravitational field would lead to a determination of its characteristics.

Attempts to use the natural satellite of the Earth — the Moon — as such an object led to the development of a new branch of science — space (satellite) geodesy. However, observations of the Moon as an object for space geodesy had no important practical significance.

The appearance of artificial Earth satellites (AES) contributed to the development of space geodesy and led to important results within short periods both in determination of the location of points in a unified global system and in a study of the Earth's gravitational field.
Two main trends of space geodesy have now quite clearly formed. The first trend includes a group of methods for the joint determination of the Earth's geophysical parameters and the coordinates of points. This section is often called the dynamic method. A vast literature is devoted to a description of this method. It is more completely and thoroughly outlined in the investigation of W. Kaula "Satellite Geodesy," written in 1966 and published in 1970 in the Russian language by the "Mir" Publishing House.

Construction of three-dimensional geodetic nets with the aid of synchronous observations of AES comprises the second trend, which has been called the geometric method, or space triangulation. This method cannot be considered as a simple improvement of known methods of classical geodesy, leading only to an increase in the length of the sides of geodetic nets. A number of characteristics of measuring information and its mathematical treatment generated a large number of new problems, not characteristic of the methods of ordinary geodesy.

In connection with this, numerous investigations have appeared both in domestic and in the foreign literature, devoted to problems of applying different systems of coordinates, to a consideration of optimum plotting of space triangulation and its preliminary processing and adjustment.

An attempt has been made in the present investigation to systematically outline the problems of a priori evaluation of the accuracy, projection and mathematical treatment of measurements in space geodetic nets, created by synchronous observations of AES. Taking into account the great importance of these problems for solution of scientific and technical problems, the authors attempted, along with the necessary theoretical justification, to reduce the final results to a form convenient for practical use.
In conclusion, we note that space geodesy, like any new branch of science, is developing very rapidly, and its individual disciplines and the relationships between them have not yet been settled and have not yet passed the necessary test of time. The authors well understand that there are many sections and problems in the book, exposition of which could be improved; therefore, they will gratefully accept all critical comments of readers.
CHAPTER 1

DEVELOPMENT OF METHODS OF GEODETIC UTILIZATION
OF ARTIFICIAL EARTH SATELLITES

1. Historical Statement

Use of the Moon

Long before the appearance of artificial Earth satellites (AES), the possibilities of geodetic utilization of the observations of space objects, having a discernible diurnal parallax, were evaluated for their merit. Prior to the launch of the first AES, the only such method was the Earth's natural satellite — the Moon. Scientists attempted to use observations of it for geodetic purposes for about 200 years.

The diurnal parallax of the Moon does not exceed 61'32". Consequently, the maximum parallactic shift of the Moon with respect to the stars, even when it is observed on the horizon at points opposite the Earth's surface, will comprise a little more than 2°. As a result, when purely geometric methods of transmission of coordinates between points of the Earth's surface using observations of the Moon are utilized, satisfactory geometric plots cannot be obtained.

It is easy to calculate that, even if the geocentric motion of the Moon is known with high accuracy, and the bearings toward the center of the Moon are measured with an error of 0.02", the position of a point on the Earth cannot be calculated more precisely than 100 m.
Therefore, it is quite natural that, in turning to the problem of geodetic utilization of the Moon, scientists were faced primarily with the problem of developing those methods and equipment for observation which would provide the highest accuracy. The problem of geodetic treatment of observations has moved aside to a secondary position.

Phenomena of solar eclipses and osculations of stars by the Moon are employed in visual observations of the Moon. The essence of observations in this case reduced to fixation of the moments of contact of the edges of the visible disks of the Moon and Sun or moments of osculation of the stars by the Moon. The measurement accuracy is affected by a large number of factors, primarily by the unevenness of the visible edge of the Moon.

Special maps of lunar profiles have been created to take into account corrections for "lunar topography." Such maps, for example, were created by Hain in 1914 and by the Tartu Observatory in 1952. The accuracy with which the position of an individual point of the lunar limit is calculated by these maps is apparently no greater than ±0.1" [5], which naturally does not satisfy the requirements of geodetic measurement. Lunar profile maps, created at the Observatory imeni Engel'gardt in Kazan' in 1958 [39] and at the Naval Observatory in Washington in 1963, are possibly somewhat more accurate. However, a considerable increase in accuracy may be expected only from a direct study of the Moon by photography of its surface from an artificial lunar satellite and by making direct geodetic measurements both between points of the Earth, Moon and spacecraft, and on the lunar surface.
Besides the creation of lunar profile maps, special methods and equipment for recording the moments of observation have been proposed which raise the accuracy of results. These are, for example, the method of observation at equal position angles [63] and photoelectric recording of osculations [75].

Methods of obtaining topocentric directions toward the Moon by direct photography of it on a background of the stellar sky are well known. Attempts to obtain photographic images of celestial objects were undertaken soon after discovery of the photographic process.

It is interesting to note that the first celestial object recorded on photographs was the Moon [6]. The first good photograph of the Moon was obtained by Draper in 1840. During the period 1911 - 1917, King obtained a bearing toward the Moon with an error of $m_a = \pm 1"$. During the period 1920 - 1928, Boehm, using Hain's photographs, raised the accuracy of determining the bearing toward the Moon to $\pm 0.5 - 0.7"$. The main difficulty in obtaining good images of the stars and Moon on a single negative occurred due to the comparatively high speed of motion of the Moon with respect to the stars and its great brightness. These difficulties were overcome as a result of creating special lunar cameras [5, 38], in which the motion of the Moon and attenuation of its brightness (a dark plane-parallel Markowitz plate) were compensated for, and exposures of different length (Mikhaylov's "shutter") were made for the Moon and stars. Observations made by Markowitz during the International Geophysical Year (IGY) determined the central position of the visible disk of the Moon with respect to reference stars on a photographic plate with an accuracy of $\pm 0.15"$. Markowitz concludes from this that multiple photographic observations of the Moon determine the geocentric
position of the observation point with an accuracy of ±30 - 40 m [61]. Apparently, this is the limit of accuracy, the approximation of which is theoretically possible by photographic observations of the Moon.

Despite the great success in improving methods of geodetic use of the Moon, creation of special equipment and methods of observation, these investigations did not go beyond the limits of individual experiments. A good illustration of this is two predictions. The first was made in 1768 by Johann Albert Euler, the son of the famous Leonard Euler. Considering the possibility of deriving a meridian ellipse from observations of the Moon from a number of points located on a single meridian, he wrote: "... If the Moon were closer to the Earth or there were other bodies close to the Earth which could be observed from different points of a single meridian, this method of determining the shape of the Earth would be simpler and more convenient than a method based on degree measurements in triangles" (Snellius's triangulation method). The second proposition belongs to the renowned Soviet scientist, academician A. A. Mikhaylov, and was made in 1957 literally on the eve of the launch of the first artificial satellite in the USSR: "The distance of the Moon from the Earth and the smallness of the lunar parallax caused by this, make geodetic use of the Moon a difficult if not a thankless task." And further: "Perhaps, in the future the Moon will be replaced by an artificial satellite, moving near the Earth, the observation of which will solve geodetic problems more accurately" [38].

Väisälä's Method

In 1945, the Finnish scientist Väisälä [70] proposed calculating the direction of a chord, connecting two ground points, by simultaneous observation of flares fired from aircraft or balloons. In this case, unlike the previous triangulation with
high-altitude moving sighting targets, it was proposed to photograph the flare on the background of the stellar sky rather than to use goniometric instruments to measure the bearings toward the flare. Then the direction toward the flare could be calculated by the camera method after photographic measurement of the position of the flare with respect to stars with known coordinates.

Experimental calculations of the direction of the chord between two points (at Helsinki and near Turku) were carried out in 1946. Magnesium flares fired from a balloon were photographed. This first experiment may be considered the beginning of three-dimensional astral triangulation, but this method has not found extensive use, because the altitudes to which the sighting targets were raised were not adequate for increasing the length of the triangulation sides.

**Space Geodesy**

Only after the launch of the first artificial Earth satellite in the USSR on 4 October 1957 did the real possibility of constructing three-dimensional triangulation with large sides appear. The first practical experiments carried out both in the USSR and abroad [53, 72] indicated the great promise and possibility of high accuracy of the new method.

Construction of the first experimental network of AES observation points for geodetic purposes was begun by the Smithsonian Astrophysical Observatory (United States) in 1959. It included 12 points equipped with equipment to photograph AES on the background of the stellar sky. Investigations on the observation of AES for geodetic purposes have been conducted in the USSR and the socialist countries since 1961 upon the
initiative of scientists of Pulkova Observatory and of the Astronomical Council of the Academy of Sciences of the USSR. Photographic observations of different AES have already yielded extensive material which leads to the construction of a geodetic net, encompassing a considerable area [53]. These investigations are being continued successfully even now in a program of international cooperation.

With the development of space geodetic nets, photographic observations have begun to be supplemented by laser and radiotechnical measurements, independently of weather conditions, which yield the distances, radial components of AES speed and differences of the distances from the observation point to the AES positions with high accuracy.

2. Principal Fundamentals of Methods of Using AES Observations for Geodetic Purposes

Three vectors (Figure 1) are connected by the relation

\[ \mathbf{r}_K = \mathbf{r}_C + \mathbf{\rho}_{CK} \]  

(2.1)

Essentially, Equation (2.1) is the basic equation of space geodesy [15].

If point C corresponds to the AES observation point and point K corresponds to the position of the satellite, radius vector \( \mathbf{r}_C \) determines the position of the observation point, radius vector \( \mathbf{r}_K \) determines the position of the satellite, and vector \( \mathbf{\rho}_{CK} \) determines the position of the satellite with respect to the observation point (the topocentric position of the satellite).
As we know, every fixed vector in space is determined by the point of application, by the direction and by the modulus. Depending on which, values determining the three vectors of Equation (2.1) are known, the following problems may be distinguished.

1. The direct problem is calculation of vector $\vec{r}_K$, i.e., the position of the satellite $K$. In this case, the position of the observation point is assumed to be known, i.e., vector $\vec{r}_C$ has been calculated. Vector $\vec{p}_{CK}$ must be measured. It is possible in this case that if all three of its components have been measured, the problem is solved directly by a single Equation (2.1). If only the angles characterizing the direction of vector $\vec{p}_{CK}$ have been measured, yet another Equation (2.1), compiled for another observation point, is required for the solution. If only the distances to the satellite (the modulus of vectors $\vec{p}_{CK}$) are measured, it becomes necessary to make observations from three points to obtain three equations of (2.1). When measuring the difference of distances according to two positions of the satellite, observation from six points is necessary.

2. The inverse problem is calculation of vector $\vec{r}_C$, i.e., the position of observation point $C$. We shall assume that vector $\vec{r}_K$ has been calculated — the position of the satellite is known. The vector $\vec{p}_{CK}$ is measured. When all three of its components have been measured, the problem is solved by a single Equation (2.1). When measuring only the angles characterizing the direction of vector $\vec{p}_{CK}$, it is necessary to observe two positions of the satellite to compile two Equations (2.1). When measuring only
distances to the satellite, three observations are required to compile three equations of observation. When calculating the position of a point by the measured differences of distances, three pairs of AES positions are required.

In connection with the fact that the direction and value of vector $\vec{r}_K$ varies in time — the satellite moves — the necessary element of all constructions is time $S$. In individual cases, time may emerge as the measured value, and sometimes it must be calculated along with other unknowns.

To construct geodetic nets from AES observations, joint solution of many direct and inverse problems is required. Essentially, two methods are possible.

1. Combination of the direct and inverse problems by calculation of the variation of vector $\vec{r}_K$ in time, i.e., the orbital method. In this case the direct problem is used to calculate the satellite orbits — $\vec{r}_K(S)$, and the inverse problem — to calculate the position of observation points (although mathematical treatment of all measurements is carried out jointly). It is natural that time displacement of observations, made for solution of direct and inverse problems (Figure 2a) is not required in this case.

2. Calculation of individual (instantaneous) values of vector $\vec{r}_K$. In this case observations should be made simultaneously (synchronously) from the calculated and initial points, i.e., from a point which is taken either as the initial or may be calculated by other positions of the satellite. Such observations, in particular, may be photographic, Doppler and laser (Figure 2b).
The first method, in which the intermediate elements for transmission of observation point coordinates are the orbital parameters, are called the orbital elements. The second method, based on synchronous observations, has been named space triangulation.*

Both methods (the orbital and triangulation) solve the same problem — calculation of the point coordinates. However, the methods of solution differ considerably.

In space triangulation all constructions are based on geometric functions; therefore, space triangulation is a purely geometric method.

*Sometimes the term "astral triangulation," meaning that the directions to the AES are calculated with respect to the stars, or the term "satellite triangulation" are used in the literature. In our view, these terms are just as justified (or unjustified) as the term "space triangulation." Moreover, it should be noted that the angular values may be measured not only in a stellar coordinate system, but linear measurements in general are invariant with respect to coordinate transformations.
In the orbital method laws of satellite motion are used which are based on an accurate knowledge of all effective forces. The dynamic method of processing the results of AES observations is used to obtain these data. The ultimate purpose of this method is the problem of calculating the Earth's gravitational field and shape. The essence of the method is that the precalculated motion of the satellite is compared to the observed motion, and the characteristics of the Earth's gravitational field and shape are refined with respect to the perturbations. Circumterrestrial artificial satellites are much more convenient for these purposes (in any case more convenient than the Moon), since their motion is almost completely determined by the Earth's gravity field. In connection with the fact that calculation of the density of the upper layers of the atmosphere and the effect of a number of space factors have not yet been adequately studied, very extensive observational material must be included in the processing to reduce their effect.

Until adequately extensive, accurate and well distributed measurements are obtained and carefully processed, the basic problem of the dynamic method cannot be solved and, consequently, precise laws of AES motion cannot be obtained.

Therefore, at present the use of the orbital method to calculate the point coordinates with a high degree of accuracy is limited. Space triangulation does not depend on the theory of AES motion and, therefore, its accuracy is determined only by the merits of geometric construction and by measurement errors. This also explains the overwhelming use of the space triangulation method to calculate point coordinates.
It should be noted that there is no absolute boundary between the methods of processing the results, since, for example, both the dynamic and orbital methods are connected by a common theory of satellite motion.

Observation methods may be identified with those of processing the results, since the results of optical or radiotechnical observations may be used to solve both dynamic and geometric problems. In turn, synchronous observations may be used for both orbital and triangulation methods.

3. Satellites Used for Geodetic Observations

The process of AES observation reduces to fixation of certain signals coming from it. If on-board devices, emitting or relaying signals sent from the Earth, are used for geodetic purposes in observation of AES, such AES are called active. If the satellite is observed only in reflected solar light, it is called passive.

Usually, passive AES are specially not designated for geodetic measurements. Therefore, if they are equipped with on-board equipment, it is not used for geodetic purposes. In the opposite case, the satellite should be related to active satellites.

American communication satellites — balloons — should be primarily included among the satellites of no special geodetic designation. The first of these, Echo-1, was launched in August of 1960. It was an inflated sphere, made of a special film, which was filled after insertion of the satellite into orbit. A second similar satellite, Echo-2, was launched in January 1964.
Satellites of the Echo class, having a rather large diameter (up to 40 m), are easily visible on the background of the stellar sky and are accessible for observations by simple optical means.

Observations of these satellites laid the basis for creation of space triangulation nets. Observations of Echo-1 and Echo-2 for geodetic purposes permitted a primary space triangulation net to be constructed, which encompasses a number of points on the territory of the USSR and the socialist countries [53]. The Echo-1 and Echo-2 satellites have now ceased to exist. The successes achieved with geodetic use of these satellites have led to creation of a special geodetic passive AES — Pageos. This balloon satellite, launched in June of 1966, has a diameter of about 30 m, and its outer surface is covered with a thin layer of aluminum, which ensures a high reflectivity. The orbital altitude of the Pageos satellite (at the moment of launch — 4600 km above the Earth's surface) permits simultaneous photography of it from points located at distances up to 5000 - 6000 km from each other.

Successful use of passive Echo AES for geodetic purposes brought to light the problem of creating special active geodetic satellites, corresponding to the characteristics for solution of geodetic problems. The requirements for geodetic satellites were formulated in May of 1964 after the Sixth Session of the International Committee on Space Research. These requirements reduce to provision of minimum effects of atmospheric drag and their variation, best optical visibility and to selection of optimum orbital parameters. The general requirements for satellite orbits, intended to solve geometric problems, are the following: orbital altitude should be, on the one hand, sufficiently low to increase the accuracy of calculating point coordinates, and, on
the other hand, should be sufficiently high to ensure visibility from points remote from each other. The orbital inclination should be sufficiently high that the satellite may be observed at high latitudes, and eccentricity selected such that the required variation of altitudes is provided for observation from points located at different distances.

For the successful solution of geodetic problems, it is desirable to have the following on-board equipment on the satellite:

- an optical beacon emitting momentary powerful light flashes. Generation of light flashes should be accomplished by a previously designated program, providing the best geometric construction of the net. The program may be executed by single commands from Earth or by signals of special on-board devices;

- radio transmitters of highly stable frequency to produce Doppler variations, operating in no less than two bands;

- relays for radio signals transmitted from Earth for measurement of distances;

- angle reflectors to make laser measurements;

- highly accurate clocks and data storage to perform programmed activation of the on-board equipment. Moreover, time checks may be accomplished by the signals of on-board time transmitted to the observation points;

- a radio altimeter.
Among the active satellites, the American Geos (Geodetic Earth Orbiting Satellite) should be noted. The satellites are equipped with an optical beacon, which emits a series of seven flashes each with intervals of four seconds between flashes. Along with the optical beacon, there are Doppler transmitters, angle laser reflectors and a system for simultaneous determination of distance and radial velocity on the satellite [62]. Atomic clocks, which emit signals for measurements at the given programmed moments with a high degree of accuracy (up to 50 microns/second), are installed on the satellite.

The French geodetic satellites the "Diadem," launched in February 1967, play an important role in the creation of a worldwide geodetic net. These are two similar satellites, equipped with a system of Doppler transmitters and laser reflectors.

The number of active and passive AES, used for geodetic purposes, is increasing from year to year. Interesting designs of special geodetic satellites and systems have been proposed. One of such design envisions the creation of a satellite whose motion is not affected by the atmosphere. Elimination of the effect of the atmosphere opens up extensive possibilities in a study of the Earth's gravitational field from observations of low-orbiting AES. This is achieved by inclusion of a heavy satellite into a lightweight correcting shell.

The design of the Geos-C program, which envisions joint use of several AES in different orbits, is of great interest.
Among the requirements placed on equipment designed for observation of AES are operativeness, reliability, and accuracy of measurements. Depending on the problem being solved, one of these requirements becomes decisive. High accuracy of measurements with comparatively small dimensions and weight of the equipment are primarily required for geodetic purposes. Therefore, numerous optical (aerological theodolites, phototheodolites, AT, TZK*, etc.) and radiotechnical goniometric equipment is not used for geodetic purposes because of its low accuracy (bearings are measured with an accuracy up to several minutes). Among goniometric equipment, the highest accuracy is provided by photographic units, which permit a satellite to be photographed against the background of stars.

Both radiotechnical and laser systems are employed to measure distances to AES. However, laser systems provide higher accuracy of measurements. Moreover, Doppler systems, which measure variation of AES distance at a fixed time interval (or radial velocity component), are widely used for observations of AES.

Photographic devices, intended for observations of AES for geodetic purposes, despite their variety, may be divided into three large groups: fixed (azimuthal and ballistic), star trackers (star and equatorial) and satellite trackers.

The simplest in working principle are photographic devices of the first group. In these devices the camera is rigidly secured with respect to the horizontal coordinate system at the moment of observation. Images of stars and AES are obtained in

*[Translator's Note: Expansion unknown.]
the form of hatchings and dots on the photographic plate (Figure 3). Only point images of stars and AES are used for astrometric processing. However, due to the different velocity and brightness of stars and AES, it is impossible to receive their point images simultaneously. The required length of satellite exposures is from several hundredths to tenths of a fraction of a second, and that of star exposures — several seconds. Therefore, a corresponding number of satellite exposures is made at an interval of 10 - 20\textsuperscript{s}, and before and after — 2 - 3 star exposures. The moments of opening and closing of the shutter during each exposure are recorded to calculate the time of receipt of the point images of the stars and AES.

The first mass photographic observations of AES for geodetic purposes were carried out with fixed devices. They soon became extensively used due to the simplicity of design, small size, and convenience in operation. Usually, the first cameras of this group were produced on the basis of available aerial photographic equipment.

The first unit of this group in the Soviet Union was the UFISZ-25, created in 1959 on the basis of the aerial photography apparatus the NAFA-25/3S [36]. The focal distance of this camera is 25 cm, aperture ratio is 1:2.5, the objective is an Uran-9, the shutter is a louver type and the weight is about 30 kg. The opening and closing time of the shutter is recorded by a digital chronograph, operating from a quartz generator. The camera permits passive satellites with a brightness up to 4\textsuperscript{m} to be photographed at an angular velocity up to 1\textdegree/second. The bearing to the AES is calculated with an error of ±5 - 7\textdegree.
The fixed photographic units Wild-WC-4 and the RC-1000 have been widely used abroad.

The Wild-WC-4 unit has been produced since 1962. It is designed on the basis of the aerial photography camera RC-5 and is mounted on a modified support of the Wild-T-4 astronomical universal theodolite. The focal distance of the camera is 305 mm; the objective is an "Astrotar" and the aperture ratio is 1:2.6. The Wild-WC-4 unit permits both active and passive satellites with a brightness up to $7^m$ to be photographed. The accuracy of determining direction to the AES is about $\pm 2"$.

The RC-1000 photographic unit was developed in 1961 with the main purpose of photographing the flashes of the optical beacon of an active geodesic AES. The focal distance of the camera is 1000 mm. The objective is a telescopic "Telephoto" type, and the aperture ratio is 1:5.0. The camera provides images of flashes no weaker than $8^m$. The direction to the AES is determined with an error of $\pm 1 - 2"$.

Photography is accomplished in the Wild-WC-4 and RC-1000 units on glass plates, unlike the UFISZ-25 unit, in which film is used.

The photographic unit of the second group maintains a fixed bearing of the camera's optical axis in the stellar coordinate system during observations. Because of this, the star images on the plate (film) do not shift during photographing and all stars are received in the form of points. The type of photograph obtained during observation of a passive AES by a star-tracking camera is shown in Figure 4. The process of photographing passive AES on these cameras differs from that of photography by fixed cameras in that it is unnecessary to
produce special star exposures. The process of photographing the flashes of active AES is reduced to opening of the shutter until the moment of transmission of the first flash in the series and closing it after transmission of the last flash.

Figure 4.

One of the most accurate devices of this group is the FAS-3A, created in the USSR in 1969 [36]. This unit is similar to the above RC-1000 in accuracy. The camera of this unit has a mirror- lens objective a focal distance of 480 mm and an aperture ratio of 1:1.9. Photography is accomplished on glass plates. Unlike the foreign cameras of this group, tracking of the stellar sky in the FAS-3A is accomplished during photography with the aid of an original device, developed by K. Lapushnaya and M. Abele [36] in 1965 for the AFU-75 unit. This device has been named an equatorial platform.

Cameras of the third group are more universal and photograph satellites over a wide range of brightnesses and speeds. The distinctive feature of these cameras is the possibility of tracking AES. Tracking is accomplished either by shifting the plate (film) to compensate for the shift of the AES image or by the camera tracking the satellite. As a result, the satellite image is maintained for a long period on one point of the plate (film), and at the same time an increase in the length of satellite exposure is achieved. The most typical representatives of this group are the domestic AFU-75 (Figure 5) and the VAU, the American Baker-Nunn (Figure 6) and the camera built by the Zeiss Company — the SBG (East Germany).
The AFU-75 camera was designed in 1965. This camera has an equatorial platform for tracking stars. Tracking of AES is accomplished by shifting a clamped plate with a film in a cassette. The focal distance of the camera is 735 mm and the aperture ratio is 1:3.5. The camera permits satellites with a brightness up to the ninth stellar magnitude to be photographed in the tracking mode. The accuracy of determining the direction to the AES is ±2 - 3". The camera weighs about 350 kg.

The VAU camera (Figure 7) began operation at the Zvenigorod Station of the Astronomical Council of the USSR Academy of Sciences in 1969. This is a universal camera which permits not only AES, but distant space objects to be photographed. Operational control of the camera is automated to the maximum extent. The camera has a highly accurate timing device. A more detailed description of this camera is presented in [36].
Laser devices measure distances to AES and, moreover, they may be used to illuminate a satellite when it is being photographed against a star background. However, in the latter case a considerable increase of emissivity is required. Therefore, the laser devices used by the United States (Figure 8), France and Japan (a total of nine units) up to 1971 for geodesic purposes were used mainly for ranging measurements. When designing laser units, the fact is taken into account that the effective range of the system is proportional to the fourth power of emitted energy, inversely proportional to the square root of the beam width, and directly proportional to the square root of the diameter of the receiver aperture.

The divergence (width) of the laser beam of the transmitter is established as a function of the accuracy of predicting AES motion and the accuracy of laser guidance. Laser units now have a beam divergence from 0.5' to 20'. This angle may be changed during the operation of some units, for example, on the Japanese...
device. The power of the laser varies from 10 to 50 mW, pulse length — from 10 to 60 nanoseconds, and pulse energy — from 0.5 to 7.5 J.

A laser unit includes a laser transmitter (ruby lasers with \( \lambda = 0.694 \) microns are used), a receiver, a platform and a system for measuring and recording the results. The measuring process reduces to determining the time interval of passage of a light pulse from the device to the AES return. Laser guidance on the AES may be accomplished visually with the aid of a sighting device or by a program using previously established ephemerides. At the moment the laser pulse leaves the transmitter, a frequency cycle counter of 100 MHz or 1 GHz is triggered. The counter is closed at the moment the reflected pulse enters the receiver. The time interval \( \tau \), measured in this manner, makes it possible, by knowing the speed of light \( c \), to calculate the range

\[
\rho = \frac{1}{2} ct. \tag{19}
\]

Range measurement accuracy is mainly determined by three factors:

— by the steepness of the front and the length of the signal returned from the AES;

— by the resolving power of the time interval counter;

— by the correct calculation of the variation of the speed of light in the atmosphere.

Because of the low power of the signal returned from the AES, only its presence rather than its shape is often established. Therefore, the pulse length is of great importance to increase measurement accuracy; the less it is, the less is the error of
recording the returned pulse. It is assumed that the transmitted and returned signal, which provides a range measurement with an accuracy of ±0.6 m [59, 60], may be made to agree by increasing the power and decreasing the pulse length.

The resolving power of the counter depends on the frequency of its generator, by which the number of cycles from transmission to reception of the pulse is calculated. The counters in modern laser devices operate from generators of 100 MHz or 1 GHz, and accordingly, their resolving power (scale division) comprises 10 or 1 nanoseconds (1.5 or 0.15 m). It is assumed that the resolving power of the counters may be increased up to 0.1 nanoseconds and, consequently, the range measurement error may be reduced from 0.015 m.

Range measurement accuracy is affected by the atmosphere, but the effect of this factor may be reduced to 0.15 m at the moment of observation if adequate consideration is given to temperature and pressure.

Thus, taking into account the main error sources, we may assume that an accuracy of measuring distance to AES of ±0.6 - 0.7 m may be achieved. However, laser devices are fixed and, obviously, unlike photographic cameras, may be used for long periods at a few space triangulation points for scaling.

The simplest radio engineering apparatus for observation of AES are Doppler devices. They measure the Doppler frequency shift, caused by motion of the AES with respect to the observation point. The devices consist of a receiver for the frequency emitted by the satellite, a highly stable ground-based generator and recording devices. The principle of operation of the devices is based on comparing the frequency received from the AES with
that of the ground-based generator and in deriving the Doppler shift from their difference in the form of numerical characteristics (n) at small time intervals (τ). These characteristics are proportional to the variation of distance (Δρ) to the AES during time τ

\[ Δρ = \frac{c}{f} n, \]

where c is the propagation velocity of radio waves; and f is the frequency with respect to which the numerical characteristic is measured.

If the measurement of the characteristic is related to the average moment, we may obtain the value of the radial component of the topocentric velocity of the AES (ρ)

\[ \dot{ρ} = \frac{c}{fτ} n. \]

Due to the simplicity and small dimensions of the device, Doppler units of different designs are widely used in observation of AES for different purposes, including those for solution of geodesic problems.

As in laser units, measurement accuracy depends primarily on the correct allowances for radiowave propagation conditions, the stability of generators being used, and the resolving power of the counters. At present, an accuracy of receiving ρ up to 0.02 m/sec has been reached [71].
CHAPTER 2

COORDINATE SYSTEMS AND THEIR TRANSFORMATION

Among the many coordinate systems used in space geodesy, we shall consider only those which are required for the following discussion.

5. Stellar Coordinate Systems

Stellar coordinate systems are spherical. In connection with the fact that the diurnal parallax of all stars is essentially equal to zero, the origin of these systems may be placed at any point both inside (including the center of mass) and on the surface of the Earth, the spherical coordinates which characterize the bearing toward the star being varied negligibly.

The coordinate surfaces of these systems are: a sphere of unit radius ($R = 1$); conical surfaces ($\delta = \text{const}$) with an apex at the origin of the coordinates and with an axis parallel to some position of the Earth's rotational axis; and half-planes limited by the axis of the conical surfaces.

If the initial half-plane passes through the point of the vernal equinox, the system does not take part in the diurnal rotation of the Earth and is fixed in this sense. Such a coordinate system is usually employed in practical astronomy and is called a secondary equatorial system. The bearings to stars in this system are given by right ascension $\alpha$ and declination $\delta$ (Figure 9).
Based on to which position of the equator and which equinox the coordinate system is related, the following are distinguished:

—the instantaneous system determined by the instantaneous equator and the true point of the vernal equinox;

—the average system for the epoch T, in which the mean equator and the point of the vernal equinox to this epoch are used.

A system for a specific epoch T₀ is fixed by the stellar coordinates in the catalog. Variation of them in time is caused only by the natural motions of the stars.

An instantaneous stellar system is not an inertial system. Because of the fact that it is fixed in space at every moment by the direction of the Earth's rotational axis, which varies under the effect of precession and nutation, the stellar coordinates in this system vary continuously (the stars shift their position by 20" per year).

When considering problems of space triangulation, a stellar coordinate system must be used which differs from an instantaneous system in the fact that its initial half-plane does not pass through the point of the vernal equinox, but is located parallel...
to the instantaneous plane of the Greenwich meridian. This system participates in the diurnal rotation of the Earth and in this sense is a rotational system. This system corresponds to the primary equatorial Greenwich coordinate system used in astronomy. The bearings toward stars in this coordinate system are given by the Greenwich horary angle $t$, or by angle $\gamma$ opposite in sign to it, and by declination $\delta$ (Figure 10).

Along with equatorial coordinate systems, a coordinate system is used in which the coordinate planes are the planes of the horizon and the meridian of the point. This coordinate system is called a horizontal system. Direction in this system is determined by the zenith angle $z$ and azimuth $A$.

6. Transformation of Stellar Coordinate Systems

Satellite coordinates are calculated in the stellar system which includes reference stars from the results of photographic observations. For geodesic treatment of such measurements, it is necessary that the mutual position of the coordinate axes of the stellar and ground coordinate systems be correlated.

The coordinates of reference stars are selected from star catalogs, compiled in the coordinate system given for a specific epoch $(1900.0 + T_c)$ — the catalog epoch. Because of the fact that the Earth's rotational axis does not maintain a constant direction in space with respect to stars, but varies under the effect of precession, secular rotation, and nutation — the number of periodic oscillations — the problem arises of recalculating (reduction) the stellar coordinates from the catalog system to an instantaneous system for the observation date $(1900.0 + T_H)$. 
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The procedure for such reduction in a matrix notation of formulas more convenient for use by computers, is presented in the article of N. I. Idel'son [23] and in a number of more recent investigations [11, 46], etc.

Let us select from the coordinate catalog any star \((\alpha_{\text{C}}^{(1)}, \delta_{\text{C}}^{(1)})\). Let us correct them for natural motions from the catalog epoch to the moment of observations, and let us write the direction cosines of the bearing toward the star

\[
\begin{align*}
\xi & = \cos \alpha_{\text{C}}^{(0)} \cos \delta_{\text{C}}^{(0)}, \\
m & = \sin \alpha_{\text{C}}^{(0)} \cos \delta_{\text{C}}^{(0)}, \\
\eta & = \sin \delta_{\text{C}}^{(0)}. 
\end{align*}
\]

(6.1)

The effect of precession leads to a variation of the direction cosines, which is given by the transformation

\[
\begin{align*}
\xi' & = \cos \xi \cos z + \cos \xi \sin z - \sin \xi \cos 0, \\
m' & = \sin \xi \cos z + \cos \xi \cos 0 - \sin \xi \sin 0, \\
\eta' & = \cos \xi \sin 0 - \sin \xi \cos 0 \\
\end{align*}
\]

(6.2)

The Eulerian angles in transformation (6.2) are calculated with an accuracy to small numbers of the third order by the Newcomb–Andway expressions:

\[
\begin{align*}
\xi & = (2304^\circ, 253 + 1^\circ, 397 T_{\text{C}}) \tau + 0^\circ, 302 \tau^2 + 0^\circ, 018 \tau^3, \\
z & = (2304^\circ, 253 + 1^\circ, 397 T_{\text{C}}) \tau + 1^\circ, 955 \tau^2 + 0^\circ, 018 \tau^3, \\
\theta & = (2004^\circ, 685 + 0^\circ, 853 T_{\text{C}}) \tau - 0^\circ, 427 \tau^2 - 0^\circ, 042 \tau^3, 
\end{align*}
\]

(6.3)

where \(\tau = T_{\text{C}} - T_{\text{C}}\), \(T_{\text{C}}\), \(T_{\text{C}}\), and \(\tau\) are given in tropic centuries, counting from the epoch of 1900.0.

*These expressions are sometimes transformed by substitution of the epoch of a specific catalog, for example, 1950.0.
The effect of nutation must be taken into account to convert from the mean coordinates with consideration of precession to true coordinates. With an accuracy up to the square of small values of $\delta \psi$ and $\delta \epsilon$, transformation of the direction cosines for nutation is calculated by the expression

$$
\begin{bmatrix}
I_i \\
m_i \\
\end{bmatrix} = \begin{bmatrix}
1 - \delta \psi \cos \epsilon - \delta \psi \sin \epsilon \\
\delta \psi \cos \epsilon & 1 - \delta \epsilon \\
\delta \psi \sin \epsilon & -\delta \epsilon & 1
\end{bmatrix} \begin{bmatrix}
l'_i \\
m'_i \\
n'_i \\
\end{bmatrix}
$$

(6.4)

The expansions presently used for nutation in terms of longitude $\delta \psi$ and inclination $\delta \epsilon$ are presented in Astronomical Papers, Vol. 25, p. 1, 1953, have been published since 1960 in the Astronomical Yearbook of the USSR. If we discard the terms of a series whose total effect on the accuracy of transformation $1/2^4$ does not exceed $\pm 0.05''$, the formulas for calculating the nutational elements assume the form:

— the long-period portion of nutation with respect to longitude

$$
\Delta \psi = -17'',2327 \sin \Omega - 1'',2729 \sin 2(\Omega + F - D) + \\
\div 0.2083 \sin 2 \Omega + 0.1261 \sin \nu - 0.0497 \sin (2 \Omega + \nu + 2F - 2D) + \\
\div 0.0214 \sin (2 \Omega - \nu + 2F - 2D) + 0.0124 \sin (\Omega + 2F - 2D) + \\
\div 0.0016 \sin 2 \Lambda - 0.0015 \sin 2 (\Omega + \nu + F - D) + \\
\div 0.0045 \sin (\Omega - 2\Lambda + 2F);
$$

(6.5)

— the short-period portion of nutation with respect to longitude

$$
d\psi = -0'',2037 \sin 2(\Omega + F) + 0.0675 \sin \lambda - 0.0342 \sin (\Omega + 2F) - \\
- 0.0261 \sin (2 \Omega + \lambda + 2F) - 0.0149 \sin (\lambda - 2D);
$$

(6.6)
— the long-period portion of nutation with respect to inclination

\[ \Delta \varepsilon = -9^\circ,2100 \cos \Omega + 0,5522 \cos 2(\Omega + F - D) - 0,0904 \cos 2\Omega + \\
+ 0,0216 \cos (2\Omega + l' + 2F - 2D) - 0,0093 \cos (2\Omega - l' + 2F - 2D) - \\
- 0,0066 \cos (\Omega + 2F - 2D) + 0,0007 \cos 2(\Omega + l' + F - D) - \\
- 0,0024 \cos (\Omega - 2l + 2F); \quad (6.7) \]

— the short-period portion of nutation with respect to inclination

\[ d\varepsilon = +0^\circ,0884 \cos 2(\Omega + F) + 0,0183 \cos (\Omega + 2F) + \\
+ 0,0113 \cos (2\Omega + l + 2F); \quad (6.8) \]

\[ \delta \psi = \Delta \psi + d\phi \]
\[ \delta \varepsilon = \Delta \varepsilon + d\varepsilon. \quad (6.9) \]

The arguments in the expansion of the nutation, which are fundamental Brown constants, are calculated by the formulas

\[ \Omega = 250^\circ 40' 59",79 - 1934^\circ 08' 31",23T + 7",48T^2 + 0",0080T^3, \]
\[ l = 296^\circ 06' 16",59 - 477198^\circ 50' 56",79T + 33",09T^2 + 0",0518T^3, \]
\[ l' = 358^\circ 28' 33",00 + 359990^\circ 02' 59",10T - 0",54T^2 - 0",0120T^3, \]
\[ F = 11^\circ 15' 03",20 + 483202^\circ 01' 30",54T - 11",56T^2 - 0",0012T^3, \]
\[ D = 350^\circ 44' 14",95 + 445267^\circ 06' 51",18T - 5",17T^2 + 0",0068T^3. \quad (6.10) \]

As a result of the transformations carried out, we calculate \( \alpha^1 \) and \( \delta^1 \)
\[ u_t = \arctg \frac{m_t}{l_t}, \]
\[ \delta_t = \arctg \frac{n_t}{\sqrt{(m_t)^2 + (l_t)^2}}, \]  
(6.11)
i.e., the angles characterizing the direction toward the star with respect to the Earth's instantaneous rotational axis (angle \( \delta \)) and in the plane of the instantaneous equator with respect to the true point of the vernal equinox (angle \( \alpha \)).

Conversion from a secondary equatorial to a horizontal coordinate system is accomplished by rotation around the Earth's rotational axis at the angle \( s \), equal to the local sidereal time of the point, and angle \( \varphi \), equal to the latitude of the point, by formulas

\[ \tan A = \frac{\cos \delta \sin s}{-\sin \delta \cos \varphi + \cos \delta \sin \varphi \cos s}, \]
\[ \cos Z = \sin \varphi \sin \delta - \cos \varphi \cos \delta \cos s. \]  
(6.12)

When converting from a primary equatorial system to a horizontal system, rotation by angle \( s \) is replaced by rotation by angle \( \lambda \), equal to the longitude of the point.

7. Geodetic Coordinate Systems

The position of the point in a geodetic coordinate system is determined by the altitude \( H \) above the accepted reference ellipsoid, latitude \( B \) and longitude \( L \). Geodetic latitude is calculated as the angle formed by the normal to the ellipsoid surface with the plane of its equator, and geodetic longitude — the dihedral angle between the planes of the initial meridian and the meridian of the given point.
Such an ellipsoidal coordinate system is used in processing ground geodetic measurements. A system of three-dimensional rectilinear coordinates X, Y, Z is more convenient in space triangulation, which in its essence is three-dimensional and is not physically connected to any reference surface. Transformation of ellipsoidal geodetic coordinates to rectilinear coordinates is accomplished by the formulas:

\[
\begin{align*}
X &= (N + H) \cos^2 \beta \cos \lambda, \\
Y &= (N + H) \cos \beta \sin \lambda, \\
Z &= \left( \frac{b^2}{a^2} \right) \sin \beta (7.1)
\end{align*}
\]

where

\[N = \frac{a^3}{\sqrt{a^2 \cos^2 \beta + b^2 \sin^2 \beta}},\]

a and b are the semi-major and semi-minor axes of the reference ellipsoid, respectively.

Conversion from X, Y and Z to B, L and H is inevitably related to iterations when calculating latitude B and altitude H. Formulas convenient for calculations on electronic computers may be derived from (7.1) after raising the first two expressions to the second power and adding them, and after dividing the third expression by the result obtained

\[
\begin{align*}
tg L &= \frac{Y}{X}; \\
tg B &= \frac{Z}{(X^2 + Y^2)^{1/2}} + \frac{N \epsilon^2}{N + H} \tan B = c + d \tan B. (7.2)
\end{align*}
\]

Formula (7.2) permits the cycle of approximations to be organized. For the first approximation, it is assumed

\[\tan B = c.\]
For the second and successive approximation of the value of B, from the preceding approximation we calculate the values

\[ H = \frac{(X^2 + Y^2)^{1/2}}{\sec B} - N, \]

\[ N = \frac{a}{(1 - e^2 \sin^2 B)^{1/2}}, \]

after which the derivations from Formula (7.2) are repeated. The process of approximations is completed with divergence of \( \Delta B \) from the next two approximations which is less than the given tolerance \( \delta B_{tol} \). Essentially three approximations are adequate in all cases to obtain tolerance \( \delta B_{tol} = 0.03" \).

Ellipsoidal and triangular systems are different in form, but both are geodetic by definition.

Different geodetic systems are used in the treatment of geodetic nets of different continents and even countries. Each of them has its own point of origin, in which is accomplished the "external" orientation of "its own" reference ellipsoid. The vertical line at the point of origin in such an orientation is correlated with the normal to the reference ellipsoid, and the plane of the meridian of the point of origin is established parallel to the Earth's rotational axis in terms of the astronomical azimuth. In this case the vertical line and azimuth at the point of origin are calculated from astronomical observations and may be corrected for deflection of the vertical. Thus, geodetic systems are oriented for a specific epoch in a stellar coordinate system. Failure to take into account deflection of the vertical line at the point of origin, as well as to distinguish the shape and dimensions of the accepted reference ellipsoid from the general Earth ellipsoid, leads to a shift of the origin of the coordinate system (the center of the reference ellipsoid).
with respect to the Earth's center of mass, without violating the parallelism of the minor axis of the reference ellipsoid with the Earth's rotational axis [29].

8. A Common Ground Coordinate System

Until recently the problem of establishing a common ground coordinate system was considered more in theoretical than in practical formulations. This is explained by the difficulties of making the necessary sufficiently accurate and extensive gravimetric and geodetic measurements on the Earth's surface (especially the surface of the ocean). Geodetic use of satellites (the orbital method) in combination with gravimetric methods now permits the calculation of a ground coordinate system.

Compared to geodetic systems, a ground coordinate system includes a reference surface, which may be the surface of an ellipsoid of rotation with parameters $a = 6,378,165$ m and $\alpha = 1:298.25$, recommended by the 13th Assembly of the International Astronomical Union (1967). The origin of the coordinate system is located at the Earth's center of mass. The position of the point defined as the Earth's center of mass is sufficiently stable. As Professor I. D. Zhongolovich [19] points out, a mass with an area of $10 \times 10$ equatorial degrees and altitude of $10$ km on the Earth's surface would have to be shifted by a distance on the order of $1$ km in order to shift it on the Earth by only $1$ centimeter.

The minor axis of the common Earth ellipsoid coincides with the mean rotational axis of the Earth. The three-dimensional direction of the mean rotational axis of the Earth is fixed with respect to the stars by the coordinates of the mean pole for the mean epoch of 1900 - 1905, and its displacement with respect to
The instantaneous pole is calculated by the International Polar Service from observations at five points, located approximately along the parallel at 39° North Latitude. The invariability of the latitude of these points is naturally assumed in this case, since in the opposite case the concept of the mean pole would be very indefinite.

The plane of the initial meridian is established by determining the beginning of the calculation in a common time system.

In shape the common ground coordinate system may be elliptical ($B_*, L_*, H_*$) and spatial-rectangular ($X_*, Y_*, Z_*$). Conversion between them is accomplished by Formulas (7.1). It is more convenient in space geodesy to use the spatial-rectangular system.

9. Transformation of Coordinates from One Geodetic System to Another and Conversion to a Common Ground System

Establishment of a common ground coordinate system may be accomplished by a geodetic system (or several geodetic systems) by transfer of its origin to the Earth's center of mass, i.e., by calculating the vector $\Delta r_1(\Delta X_1, \Delta Y_1, \Delta Z_1)$ of the origin of the coordinates of a geodetic system in a common ground system. If, moreover, the geodetic system has misalignment of the axes, it is first necessary to rotate it by three Euler angles ($\epsilon, \omega, \psi$) to achieve parallelism of the axes of the geodetic and common ground systems. In this case the radius vector of each point $r_1$ of the geodetic system is transformed to the radius vector $r'_1$, where $r'_1 = Mr_1$.
The general transformation of coordinates of the points from a geodetic to a common ground system may now be represented by the expression

\[ M = \begin{pmatrix}
1 & -\omega & \psi \\
\omega & 1 & -\varepsilon \\
-\psi & \varepsilon & 1
\end{pmatrix} \] (9.1)

The orbital method of space geodesy permits the calculation of all six elements of transformation of (9.2), i.e., complete calculation of the orientation of the common ground coordinate system. The space triangulation method is used only to calculate the angles which characterize the inclinations of geodetic systems with respect to a common ground system, i.e., three elements of the transformation (9.2).

If transformation of (9.2) is established for each geodetic system, the mutual shift of their origins may still be calculated from the differences \( \Delta r'_{ij} \), and at the same time the problem of the relationship of geodetic coordinate systems may be solved.
In the future, taking into account the smallness of the possible inclinations of geodetic systems, we shall disregard them, with the exception of individual cases which will be indicated.

10. Time Measurement Systems

A knowledge of the precise time of observations is required for transition from a stellar coordinate system to one, rigidly coupled to the Earth. In connection with this, we shall present the brief characteristics of time measurement systems, used both in astronomy and in space geodesy.

Periodic processes, whose period is constant with a high accuracy, are used as the standards for time measurement. The Earth's rotation was the standard for many centuries, with a corresponding unit of measurement, days, and \( \frac{1}{86,400} \) part of a day — the second. However, in recent decades a whole series of seasonal, secular and irregular nonuniformities in the motion of our planet was determined. Therefore, a unit of time measurement, based on the resonance frequency of quantum transitions of cesium atoms, now is used in the International SI System. This unit is equal to \( 9,192,631,770 \) emission periods, corresponding to the transition between two super-thin levels of the basic state of an atom — a cesium isotope with a mass number of 133 in a zero magnetic field. The second calculated in this manner is very close \( \frac{1}{29} \) to \( \frac{1}{86,400} \) part of a day and is called an "atomic second," and the time scale determined by this unit is called "atomic time" (AT). The clocks for AT time are atomic clocks, which consist of a continuously operating quartz generator and a cesium frequency standard, which is switched on periodically to check the nominal frequency of the quartz generator.
The high stability of an atomic time scale led to the fact that it replaced the astronomical time scale during a study of most physical phenomena, and now astronomical time is only a characteristic of the Earth's rotation. However, when investigating the position of objects in coordinate systems, rigidly coupled to the Earth, astronomical time, which determines the Earth's rotations with respect to the inertial coordinate system, should be used.

Therefore, let us dwell on astronomical time systems. As we know, the length of days is different and depends on which point of the firmament, reflecting the Earth's rotation, describes a total revolution (for which points the interval between two successive culminations is taken): the point of the vernal equinox (stellar time) and the center of the visible Sun (true solar time) or "average" Sun — a fictitious point whose motion is assumed to be uniform during the course of a year (mean solar time).

Mean solar time, counted from midnight at the Greenwich meridian, is called Universal Time. Three systems of Universal Time are distinguished.

1. TU₀ — Universal Time, obtained on the basis of direct astronomical calculations. If time is considered as a phase angle of the Earth's rotation in space, TU₀ is the angle between the instantaneous position of the Greenwich meridian and the declination circle of the mean Sun.

2. TU₁ — this is TU₀ time, into which corrections are introduced for shifting of the terrestrial pole, caused by oscillation of the Earth with respect to its rotational axis. Thus, TU₁ may be regarded as the angle counted from the mean Greenwich meridian.
3. TU2 — this is TU1 time, into which are introduced corrections for the seasonal irregularity of the Earth's rotation. Unlike TU0 and TU1 time, which are not uniform due to seasonal variations in the Earth's motion, TU2 time may be regarded as uniform for a rather large time interval (up to several years, because the secular irregularities of the Earth's rotation are essentially discernible only at large time intervals). However, to solve various types of problems of celestial mechanics over prolonged time segments, strictly uniform "ephemerides" time TE with a constant unit of measurement — the second, equal to \(1/31,556,925.9747\) part of a tropical year, beginning on 31 December 1899, was introduced. Practical calculation of TE time is carried out from observations of the orbital motion of the Moon around the Earth.

As already indicated above, the TU0 time scale is obtained from astronomical calculations. These calculations are made at a number of time bureaus and then equalized by comparing readings of time bureau clocks. Corrections to TU0 time during transition to TU1 time are calculated from the coordinates of the instantaneous pole, determined by the International Pole Service. Transition to TU2 and TE time is accomplished by extrapolation of corrections, derived on the basis of investigating the irregularities of the Earth's motion during preceding years. In recent years, extrapolated TU2 and TE time systems have been replaced by highly stable atomic time, which may be measured with a high degree of accuracy \((10^{-10})\) and even more accurately) in several minutes, whereas observations over the course of a number of years are required to obtain TU2 and TE times with such accuracy.

The precise value of the difference of \(\Delta T = TE - TU1\) between ephemerides and Universal Time is calculated from an analysis of observations of the Moon, and the approximate value of \(\Delta T_{\text{extrap}}\)
is published for the current year in the astronomical yearbooks. This value was \( +38.0^s \) for 1970.5.

When calculating transition \((\text{TAI} - \text{TU2})\) from approximately uniform TU2 time to atomic time in the TAI scale of the State Standard of Time and Frequency of the USSR, it was assumed that these times coincided on 1 January 1964 at 12hTU. This difference was about \( 5^s \) by the beginning of 1970.

It may be discerned from the above that when solving problems of space triangulation, in which one of the coordinate planes is the plane of the mean Greenwich meridian, TAI time should be used.

For problems solved by orbital methods, a system of uniform time, atomic time, should be used for integration of equations of motion. To bring atomic time into agreement with TAI time, the origin of counting in atomic time may vary periodically so that the difference in these systems does not exceed \( 1^s \). Thus, the scale of such atomic time will be stepwise uniform.
CHAPTER 3

PRELIMINARY PROCESSING OF THE RESULTS OF OBSERVATIONS

11. Problems of Preliminary Processing

The results of AES observations obtained at points usually may not be directly used to adjust space triangulation. This is explained by the fact that these results sometimes do not contain numerical characteristics, as is true, for example, in photographic observations: in this case the result of observations is photographs of AES against the background of the stellar sky, subject to further measurements. Sometimes, for example, in radiotechnical measurements, the results are obtained in the form of numerical characteristics related to the elements of space triangulation by such complex mathematical functions that direct use of these measurements in space triangulation is essentially impossible.

In connection with this, the problem arises of obtaining from observational materials those numerical characteristics which are related by simple functions to the unknowns of space triangulation, which at the same time may be obtained with a sufficient degree of accuracy from the materials of direct observations. Thus, the main problem of preliminary processing is to obtain "measured values" of space triangulation with consideration of their real dependence on the results of direct measurements. Problems of preliminary processing also include analysis of the accuracy of the measured values,* determination and checking of observations.

*Usually, such an analysis may be accomplished only in terms of internal conformity of measurements.
which contain gross errors, introduction of corrections which take into account the effect of external factors and equipment corrections, and reduction of measured values to the centers of observation points.

During preliminary processing of measurement results, an attempt is made to consider all systematic equipment corrections and all corrections for external factors. However, there are a number of reasons which limit measurement accuracy. For radio-technical measurements, this is an inaccurate knowledge of the propagation speed of electromagnetic waves in the atmosphere and their refractive index in the ionosphere and troposphere, which means the corrections for refraction are inaccurate. There are several causes which limit accuracy for photographic observations. Let us dwell briefly on some of them.

The accuracy of calculating the direction toward an object from a photograph of the stellar sky depends on the accuracy of relating the stars on the photograph to an inertial coordinate system. In order to do this, it is necessary to have a sufficient number of stars on the photograph, the positions and natural motions of which are known with a high degree of accuracy.

Fundamental star catalogs, which may provide the necessary accuracy, contain only an insignificant number of stars. Thus, for example, catalog FK-4 (Fourth Fundamental Catalog, 1963), which is the most accurate at present, contains only 1,535 stars. But, as has been determined recently, this catalog contains a systematic error of about 0.01 sec for right ascensions between $\alpha = 15^h$ and $\alpha = 18^h$. The most complete of the fundamental catalogs, the General Catalog Boss (published in 1936) contains about 30,000 stars. It is insufficient to process the photographs of this catalog, because no more than 3-5 stars, available in this
catalog, impinge on the photograph of a satellite camera, usually having dimensions of 18 x 18 cm. It should be noted that systematic errors in the differences of coordinates of the Boss and FK-4 catalogs in right ascension (α cos δ) reach 0.038" and declination (δ) 0.37", and in natural motions (for 100 years) for right ascension, 0.067" and for declination, 0.48" [55].

Along with fundamental catalogs, different photographic catalogs are used whose accuracy is considerably lower; this is especially true of the natural motions of stars. Moreover, there are significant systematic inconsistencies between different photographic catalogs (and even their individual parts).

In 1966 the Smithsonian Astrophysical Observatory published a star catalog which included the coordinates and natural motions of 258,997 stars from different catalogs. The positions of these stars are presented for epoch 1950.0 in the FK-4 system. All errors of the primary source catalogs entered the newly compiled catalog. Therefore, the errors in star positions for epoch 1963.0 comprise an average of ±0.4". However, if approximately 100,000 stars have a mean square error up to 0.3", more than 20,000 stars have a mean square error exceeding 0.8". And since the greater part of the error occurs due to the imprecise natural motions of stars, by 1970 the errors of star positions had increased.

Random errors of star positions may be partially eliminated by increasing the number of stars used in each photograph, but the problem of increasing accuracy may be solved only after the compilation of star catalog AGK-3. This is an important work which is being carried out by astronomers of many countries and will be completed in the future.
Along with errors in the coordinates of reference stars, taken as fixed reference points, the accuracy of determining the bearing toward AES is affected by a number of other factors, which may only be partially eliminated by processing. For example, errors due to the non-rigorous perpendicularity of the photographic plane to the optical axis of the camera, inaccurate knowledge of the center of projection, and radial distortion are eliminated in calculations. The effect of random errors, caused by irregular deformations of the photoemulsion layer, the negligible portion of differential refraction, etc., may be appreciably attenuated by selection of a large number of reference stars, located as closely and as symmetrically as possible to the AES image. The effect of random guidance errors on star and AES images during measurements on coordinate-measuring machines is attenuated by repeated guidance with rotation by $180^\circ$ of the object being measured.

However, guidance errors in cases of very blurred and extended images usually systematically distort the calculated equatorial coordinates of the satellite. Such images are obtained if the camera objective has different discernible aberrations (for example, a large coma), with coarse graininess of the photoemulsion layer, due to different photoeffects. One of the main reasons for the fact that AES images are not received as points during observations in the tracking mode, is the poor compensation for the satellite's motion. There is only one way to reduce the effect of these errors — perfection of the observation equipment and improvement of the quality of photographic materials.

The error most difficult to consider and correct is caused by the scintillation effect, which occurs due to the various turbulent motions of the atmosphere. This effect is reflected in different ways on star images, photographed under long exposures, and AES images, photographed with very short exposures.
12. Preliminary Processing of the Materials of Photographic Observations

As a result of photographic observations, AES motions with respect to reference stars at specific moments of time are recorded on the photograph. In order to obtain angles which characterize the topocentric direction toward the AES and which are "measured values" of space triangulation, the coordinates of the star and AES images on the photograph must be measured, the coordinates of reference stars must be selected from star catalogs, the time recording data must be processed and the measured plane coordinates of AES must be recalculated to equatorial coordinates for the epoch of observation.*

For this purpose, stars which will be reference points on the photograph are first selected and their coordinates are determined from the star catalog, i.e., the one-two-one congruence of the stars represented on the photograph to stars having coordinates in the catalog is established. This process is called "star identification."

Star identification is usually carried out visually with the aid of different star atlases by comparison of the star configuration on the photograph with that on the pages of the atlas. However, identification may also be accomplished with the aid of electronic computers, by comparing the difference of star coordinates in the catalog to the corresponding image of scaled differences of the coordinates measured on the photograph. In this case it is first necessary, naturally, to have the star catalog recorded in the computer memory and secondly, to know rather precisely (no more roughly than 0.5°) the equatorial coordinates

*By analogy with calculation of star coordinates in photographic astrometry, the complex of these operations is sometimes called satellite astrometry.
of the center of the photograph. Star identification with the aid of electronic computers is accomplished by the method of sequential sorting of star coordinates and does not differ essentially from visual identification.

After the reference stars have been selected, the mutual dispositions of AES images and reference stars must be measured. The measurements are carried out on highly accurate coordinate-measuring machines, which provide a measurement accuracy of 1 — 3 microns. The most widely used machine for this purpose is the coordinate-measuring machine of the Karl Zeiss Company (GDR, Jena) the "Askorekord" (Figure 11), equipped with electronic apparatus for automatic recording of the readings and delivery of them for printout and perforation.

The congruence between the equatorial coordinates of stars and the measured plane coordinates of their images on the photograph must now be established. For this purpose, errors for refraction and annual aberration should first be introduced into
the equatorial coordinates of stars, at the moment of observations (Article 9) in order to obtain the visible coordinates of stars corresponding to their mutual disposition on the celestial sphere at the moment of observation.

Correction for refraction at the zenith distance is calculated by the formula [21]

$$\Delta z = -58^\circ.20 \tan z - 0^\circ.07 \tan^3 z.$$  \hspace{1cm} (12.1)

By decomposing this correction into components of right ascension and declination, we have

$$\Delta \alpha = \Delta z \sec \delta \sin q,$$
$$\Delta \delta = \Delta z \cos q,$$

(12.2)

where q is the parallactic angle.

Correction for annual aberration is calculated by formulas [21]

$$\Delta \alpha = Cc + Dd,$$
$$\Delta \delta = Cc' + Dd',$$

$$c = \frac{4}{15} \cos \alpha \sec \delta; \quad c' = \tan \varepsilon \cos \delta - \sin \alpha \sin \delta;$$
$$d = \frac{4}{15} \sin \alpha \sec \delta; \quad d' = \cos \alpha \sin \delta;$$
$$C = -k \cos L_\odot \cos \varepsilon; \quad D = -k \sin L_\odot,$$

(12.3)

where k is the constant of annual aberration and \(L_\odot\) is the longitude of the Sun at the moment of observation.

Correction of the star coordinates for diurnal aberration may be ignored due to its smallness.
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Let us now turn to consideration of the relationship between the equatorial coordinates of stars \((\alpha, \delta)\) and their plane rectangular coordinates on the plate. The image on the plate is the central projection from the second center point of the objective. Let us introduce on the plate a coordinate system with origin \(\overline{o}\) at the optical center of the photograph.*

Let us take the projection of the hour circle of the point on the celestial sphere with coordinates \(\alpha = A\) and \(\delta = D\), which is projected into the optical center, as the \(\eta\) axis, and the perpendicular to the \(\eta\) axis at the origin of the coordinates — as the \(\xi\) axis. Let us determine the positive direction of the axes by the increment of declination and right ascension, respectively. The coordinates on a photograph with such a direction of the axes are called ideal or standard in astrometry. Let us consider the projection \(\overline{s}\) of any star \(S\) with equatorial coordinates \(\alpha, \delta\). The distance \(\overline{SO}\) on the photograph will be

\[
\overline{SO} = F \tan \omega,
\]

(12.4)

where \(\omega\) is the angle at the center point of the objective, equal to the arc on the celestial sphere between the star and the point corresponding to the optical center.

Coordinates \(\xi\) and \(\eta\) of the star image will be

\[
\begin{align*}
\xi &= F \tan \omega \sin p, \\
\eta &= F \tan \omega \cos p,
\end{align*}
\]

(12.5)

where \(p\) is the position angle (Figure 12) and \(F\) is the focal distance of the objective.

*The base of a perpendicular, drawn from the second point of the objective to the plane of the photograph, is called the optical center of the photograph.
Let us consider the images of the hour circles of points $S$ and $O$ on the celestial sphere. From spherical triangle $SPO$, taking the fact into account that $SO = \omega$, $SP = 90^\circ - \delta$, and $OP = 90^\circ - D$, we have

$$\sin p \sin \omega = \sin (\alpha - A) \cos D,$$
$$\cos p \cos \omega = \sin \delta \cos D - \cos \delta \sin D \cos (\alpha - A).$$

(12.6)

Figure 12.

Angle $\omega$, in terms of the property of central projection, is equal to the angle between the direction toward the star and that toward point $O$.

The cosine of angle $\omega$ is found as the sum of the products of the direction cosines for the directions $O_1 S$ and $O_1 O$.

$$\cos \omega = \cos \delta \cos D \sin \alpha \sin A + \cos \delta \cos D \cos \alpha \cos A +$$
$$+ \sin \delta \sin D = \cos (\alpha - A) \cos \delta \cos D + \sin \alpha \sin D.$$

(12.7)

Dividing the right and left sides of Expressions (12.6) by (12.7), after simple transformations, we obtain

$$\xi = F, \quad \frac{\operatorname{ctg} \delta \sin (\alpha - A)}{\operatorname{ctg} \delta \cos (\alpha - A) \cos D \sin D},$$
$$\eta = F, \quad \frac{\cos D - \operatorname{ctg} \delta \sin (\alpha - A) \sin D}{\operatorname{ctg} \delta \cos (\alpha - A) \cos D \sin D}.$$

(12.8)
The inverse relation is defined by expressions

\[
\begin{align*}
\alpha &= \arctg \frac{\xi}{F \cos D - \eta \sin D} + A, \\
\delta &= \arctg \frac{\eta \cos D + F \sin D}{F \cos D - \eta \sin D} \cos (\alpha - A).
\end{align*}
\]

(12.9)

However, the coordinates of stars and AES, measured on the photograph, will not be ideal coordinates — the origin in the coordinate-measuring machine does not coincide with the optical center of the photograph, and the coordinate axes do not coincide with the directions of the axes of idea coordinates. Therefore, in order to convert from measured \((x, y)\) to idea \((\xi, \eta)\) coordinates, it is necessary to rotate and shift the system

\[
\begin{align*}
\xi &= a_0 + x \cos \theta - y \sin \theta, \\
\eta &= b_0 + x \sin \theta + y \cos \theta.
\end{align*}
\]

(12.10)

Essentially, the relationship between ideal and measured coordinate systems is more complex, because central projection is distorted considerably due to the different aberrations of the objective, inadequate clamping and non-equalizing of the film during photographing, irregular deformation of the photoemulsion layer, etc. This requires consideration of higher-order terms in the relationship between ideal and measured coordinates. Therefore, we usually use polynomials of the type

\[
\begin{align*}
\xi &= a_0 + a_1 x + a_2 x^2 + a_3 y + a_4 y^2 + a_5 (x^2 + y^2)x, \\
\eta &= b_0 + b_1 x + b_2 x y + b_3 y + b_4 y^2 + b_5 (x^2 + y^2)y.
\end{align*}
\]

(12.11)

Each reference star, for which coordinates \(x, y\) are measured and ideal coordinates \(\xi, \eta\) are calculated, yields a pair of equations (12.11), which may be considered as correcting equations for calculation of coefficients \(a_i\) and \(b_i\).
It is natural that no less than 10 — 12 reference stars are required for a reliable calculation of the coefficients of polynomial (12.11) by the least squares method. Having calculated coefficients $a_i$ and $b_i$, the ideal coordinates of the measured positions of AES may be calculated by Formulas (12.11) and then their equatorial coordinates — by Formulas (12.9). To analyze the accuracy, $\mu$ — the error of unit weight in terms of residual deviations $v_5$ and $v_7$, the weight of each unknown, obtained simultaneously with solution of normal equations for coefficient $a_i$ and $b_i$, and the mean square errors of AES coordinates are calculated.

When the dependence of ideal and measured coordinates is linear, the described method is called Turner's method in astrometry, and when higher-order terms are used, it is called Turner's generalized method, or Turner's higher-order method.

The formulas are valid in those cases when the random errors of the positions of individual images on the photographs are greater than those of the coordinates of reference stars in the catalogs.

We may assume at present that the accuracy of star coordinates in catalogs is 1 1/2 — 2 orders higher than that of the measured coordinates on the photographs. In the future, as equipment and photographic materials improve, the errors of star images on the photographs may be commensurable with the errors of star catalogs, and it will then be feasible to take into account the errors of initial reference stars.
Along with Turner's relations between ideal and measured coordinates, described above, other methods of calculating the ideal coordinates of AES are also used. For example, three reference stars, located at the apexes of a triangle, in approximately whose center of gravity the object is to be identified, are used in Schlesinger's method \[68\]. The coefficients $D_i$ are calculated from the measured coordinates of the images of three reference stars $(x_1, y_1; x_2, y_2; x_3, y_3)$ and the object to be identified $(x_0, y_0)$. Then, by using these coefficients and the ideal coordinates of reference stars $\xi_i, \eta_i$ \((i = 1, 2, 3)\), we calculate the ideal coordinates of the position of the AES to be determined from the formulas

\[
D_1 = (x_2 - x_0)(y_3 - y_0) - (y_2 - y_0)(x_3 - x_0),
D_2 = (x_3 - x_0)(y_1 - y_0) - (y_3 - y_0)(x_1 - x_0),
D_3 = (x_1 - x_0)(y_2 - y_0) - (y_1 - y_0)(x_2 - x_0),
D = (x_2 - x_1)(y_3 - y_1) - (x_3 - x_1)(y_2 - y_1),
\]

\[
\xi_0 = \frac{D_1 \xi_1 + D_2 \xi_2 + D_3 \xi_3}{D},
\eta_0 = \frac{D_1 \eta_1 + D_2 \eta_2 + D_3 \eta_3}{D}.
\]

Deych's method \[13\] is based on the linear-fractional relation between ideal and measured coordinates

\[
\xi = \frac{a_{11}x + a_{12}y + a_{13}}{a_{31}x + a_{32}y + 1},
\eta = \frac{a_{21}x + a_{22}y + a_{23}}{a_{31}x + a_{32}y + 1},
\]

and uses the correcting equations

\[
\nu_\xi = a_{11}x + a_{12}y + a_{13} - a_{31}\xi - a_{32}y\xi - \xi,
\nu_\eta = a_{21}x + a_{22}y + a_{23} - a_{31}\eta - a_{32}y\eta - \eta.
\]
There are a number of graphical and graphoanalytical methods in addition to the analytical methods of processing photographs. As an example, let us cite one method, proposed by Pulkovo astronomer A. A. Kiselev [27].

In Figure 13, S₁, S₂ and S₃ are the reference stars, S₀ is the position of the AES and N is the auxiliary point located at the intersection of the straight line connecting both reference stars and the straight line connected the third star and the position of the AES. We initially calculate the equatorial coordinates αₙ and δₙ of auxiliary point N

$$\tan(\alphaₙ - \alpha) = p \tan \frac{\Delta \alpha}{2},$$

$$\tan \deltaₙ = \left[ \tan \delta₁ \sin(\alpha₂ - \alphaₙ) + \tan \delta₂ \sin(\alphaₙ - \alpha₁) \right] \csc \Delta \alpha,$$

where α₁, δ₁, α₂, δ₂ are the equatorial coordinates of stars S₁ and S₂; αₙ, δₙ are the equatorial coordinates of auxiliary point N;

$$\Delta \alpha = \alpha₂ - \alpha₁;$$

$$\alpha = \frac{1}{2} (\alpha₁ + \alpha₂);$$

$$p = \frac{1 - \frac{m}{n} \left(1 - \frac{\Delta r}{F²} \right) \cos \delta₂}{1 + \frac{m}{n} \left(1 - \frac{\Delta r}{F²} \right) \cos \delta₁};$$

F is the focal distance of the camera;

$$\bar{r} = \frac{1}{2} (r₁ + r₂);$$

$$\Delta r = r₂ - r₁;$$

$$r₁ = \sqrt{\left(x₁ - x₀ \times S₁\right)^2 + \left(y₁ - y₀ \times S₁\right)^2};$$

$$r₂ = \sqrt{\left(x₂ - x₀ \times S₂\right)^2 + \left(y₂ - y₀ \times S₂\right)^2};$$

$$p = \frac{y₁(x₀ - x₂) + y₂(x₃ - x₁) + y₃(x₁ - x₂)}{y₃(x₀ - x₂) + y₂(x₂ - x₃) + y₁(x₃ - x₀)}.$$
After the coordinates of point N have been found, the coordinates of the AES position (S₀) are found from points Sₙ and N in a like manner.

Having obtained the ideal coordinates of the AES by one of the above-described methods, its equatorial coordinates may be calculated from Formulas (12.9). The equatorial coordinates of the AES will be in the same system as those of the reference stars. Because of the mutual motion of the AES and the Earth, the bearings toward the AES do not undergo annual aberrational displacement; therefore, the coordinates of the AES, obtained from the visible coordinates of stars, will be true, distorted only by the effect of refraction. The aberration caused by motion of the AES with respect to the observer is usually calculated by introduction of correction at the moment of observation, similarly to planetary aberration (Section 14). In order to eliminate the effect of refraction, we should introduce correction for refraction with a sign opposite to that of correction, introduced into the star coordinates. Moreover, we should take the fact into account that refraction has a different effect on stars, which we may assume to be infinitely distant, and for the satellite, which is located at a finite distance. The correction of the zenith angle of the satellite $\Delta z$ will be

$$\Delta z = 58^\circ.20 \tan z - 0^\circ.07 \tan^3 z - \frac{481.6}{d} \tan z \sec z,$$

(12.16)

where $d$ is the distance to the AES in kilometers. The last term of this formula is called the "refraction parallax."*

*In Weiss's investigation of 1960 [11], the coefficient is assumed equal to 435.0" rather than 481.6", and the last term of formula has the form $(435/d) \tan z \sec z (1 - e^{0.1308d \cos z})$. This divergence is negligible within the accuracies of the AES direction obtained at present.
In some cases [46], visible rather than true coordinates of reference stars, and their average values for the catalog epoch are used. Only the natural motions of stars are taken into account and only equatorial coordinates of the AES for the same epoch are obtained. In these cases, the coordinates of the AES are reduced to their true position. Computational operations are reduced somewhat with this method, but residual errors may occur due to the differential effect of refraction and aberration.

Besides the motion of the Earth as a solid, which is taken into account by reduction to true positions, the effect of motions of the poles in the Earth's mass should be taken into account, and corrections are introduced into the measured equatorial coordinates of the AES due to variation of the pole by formulas similar to the formulas for correcting latitude and longitude [21].

\[
\begin{align*}
\Delta \alpha &= \Delta \gamma = - [y \cos \gamma - x \sin \gamma] \tan \delta, \\
\Delta \delta &= -x \cos \gamma - y \sin \gamma,
\end{align*}
\]

(12.17)

where \(x, y\) are the coordinates of the instantaneous pole.

At observation points, cases may be encountered when they use different equipment for observations of AES, spaced at some distance from each other. In this case, the problem arises of reducing the measurements to a single point, used as the center of the observation point. For such reduction, the elements of reduction, similar to the centerings in ordinary geodetic or astronomical measurements, must be known with only the difference that, besides measurements of horizontal distances, excesses should also be measured without fail. We shall assume that all the required measurements have been completed and the differences
of the rectangular geocentric coordinates \((u, v, w)\) of equipment for observation of AES and the center of the observation point have been calculated.*

Let us find the extent to which the "measured values" of space triangulation — the equatorial coordinates of AES — change upon conversion from an observation point with coordinates \(X, Y, Z\) to a point with coordinates \(X + u, Y + v, Z + w\). After differentiating (15.2), we obtain, after elementary transformations of correction for centering,

\[
\begin{align*}
\Delta \alpha &= \frac{u \sin \gamma}{\rho \cos \delta} - \frac{v \cos \gamma}{\rho \cos \delta}, \\
\Delta \delta &= \frac{u \cos \gamma \sin \delta}{\rho} + \frac{v \sin \gamma \sin \delta}{\rho} - \frac{w \cos \delta}{\rho}.
\end{align*}
\]  

(12.18)

As can be seen from Formulas (12.18), distance \(\rho\) must be known to calculate corrections to equivalent coordinates \(\alpha\) and \(\delta\). Since the distances between different installations are usually small, it is sufficient to know the value of \(\rho\) approximately.**

13. Preliminary Processing of the Results of Doppler and Laser Measurements

As in photographic observations, those numerical characteristics which are further called the "measured values" of space triangulation, may not be immediately obtained from direct measurements in radio-technical observations. Only certain parameters of the propagating radio signal (a light signal in the

---

*When calculating \(u, v, w\), it is unnecessary to know the coordinates of the center or of the equipment, but it is important only to obtain the correct increments of the coordinates.

**In some cases, measurements may be included in equalization which are not reduced to the centers of observation points, but the coordinates obtained are corrected for values of \(u, v, w\) after completion of equalization.
case of laser observations) are recorded during observation. Such parameters may be: variation of signal frequency received from the AES, compared to some reference frequency of the ground observation point; phase delay of the signal relayed by the AES; and phase difference of the signal received by two spaced antennas. The following may be obtained from these measured parameters: in the first case — the topocentric radial velocity of the AES and the difference of distances to two positions of the AES; secondly — the range to the AES; and third — the angle between the bearings from the AES to the antennas.

In the process of measurements, the signal coming from the AES, after a number of transformations, is usually fed into the recording device, which gives the corresponding numerical characteristic. Further processing of observations consists in decoding the readings of the recording device, calculation of the preliminary values of the measured parameter from the numerical characteristics, and their elimination by equipment corrections and corrections for refraction in the atmosphere, ionosphere and troposphere. The nature of numerical characteristics and the method of preliminary processing depend on the method of signal transmission and the receiving apparatus used.

The distance \( p \) to the AES is obtained directly as a result of laser observations. However, this distance is related to specific values of atmospheric temperature \( T_0 \) and pressure \( p_0 \). Therefore, during preliminary processing, it is corrected by corrections for \( \Delta T = T - T_0 \) and \( \Delta p = p - p_0 \)

\[
\Delta p = \frac{a + b \Delta T + cH}{\sin \frac{h}{10^3} + 10^{-3} \lg h},
\]

(13.1)

where \( a, b, c \) are constant coefficients; \( T \) and \( p \) are the temperature and pressure measured at an observation point at the moment
of observation with an accuracy up to 0.1° and 0.2 mm Hg, respectively, and \( T_0 \) and \( p_0 \) are the initial values of the same parameters; \( h \) is the angular elevation of the AES above the level of the observation point; and \( H \) is the height of the observation point above sea level.

Moreover, correction for equipment delays is introduced into the measured range. If necessary, the measured range is reduced to the center of the observation point by formula

\[
c_p = u \cos \gamma + v \sin \gamma + w \sin \delta
\]  

(13.2)

The recording devices of Doppler equipment usually yield the numerical characteristics, equal to the Doppler frequency shift within a specific calculated time interval.* As already indicated above, this shift is proportional to the difference of the distances between the positions of the AES at the beginning and end of the computational interval. Therefore, preliminary processing is reduced to calculating the difference of distances \( \Delta p \) within the calculated time interval from the numerical characteristic \( N \), or to obtaining \( \dot{p} \) — radial velocity, which may be accomplished by dividing the difference of the distances by the calculated time interval. Moreover, in view of the non-linearity of variation of radial velocity, the value of \( \dot{p} \) obtained will not be related to the average of the calculated interval. The values of \( \Delta p \) and \( \dot{p} \) obtained should be corrected for refraction of the radio beam in the ionosphere and troposphere and for the relativistic effect [25]. The latter two corrections are sometimes disregarded [47], and two coherent frequencies are used to

*For example, this interval is equal to 10 seconds for the French Diadem satellite.
eliminate corrections for the ionospheric refraction from the satellite. Thus, for example, the Diadem satellite emits two frequencies: \( F_{150} = 150 \text{ MHz} \) and \( F_{400} = 400 \text{ MHz} \). The frequencies received at the observation points are equal to

\[
\begin{align*}
    f_{400} &= F_{400} + \Delta F_{400} + \frac{k}{F_{400}} + \varepsilon_1, \\
    f_{150} &= F_{150} + \Delta F_{150} + \frac{k}{F_{150}} = \varepsilon_2,
\end{align*}
\]

where \( k/F \) is correction for ionospheric refraction of first order; \( F_{400} \) and \( F_{150} \) are the emitted frequencies; \( f_{400} \) and \( f_{150} \) are the frequencies used; \( \Delta F_{400} \) and \( \Delta F_{150} \) is the Doppler frequency shift; and \( \varepsilon_1 \) and \( \varepsilon_2 \) are corrections in frequency for different equipment and external factors.

The frequencies in the receiver are equalized and a mixed frequency is fed to the recording device, equal to \( f_{400} - (3/8)f_{150} \), free of the effects of ionospheric refraction

\[
\begin{align*}
    f_{400} - \frac{3}{8} F_{150} &= \frac{9}{64} (F_{400} + \Delta F_{400}) + \frac{k}{F_{400}} - \frac{3}{8} F_{400} + \varepsilon_1 + \varepsilon_2 = \frac{55}{64} (F_{400} + \Delta F_{400}) + \varepsilon_1 + \varepsilon_2.
\end{align*}
\]

One of the important stages of preliminary processing of Doppler measurements is calculation of the so-called frequency substitution error. The fact is that numerical characteristics \( N \) are recorded at ground observation points, which are equal to

\[
N = C (f \Delta t - f' \Delta t'),
\]

where \( C \) is a coefficient dependent upon frequent multiplication in the ground equipment; \( f \) is the frequency emitted by the satellites; \( f' \) is the frequency of the standard generator at the
observation point; \( \Delta t' = 10^8 \) is the measured interval used to obtain a single numerical characteristic; \( t'_f \) and \( t'_D \) is the time of the beginning and end of the measured interval at the observation point; \( t_f \) and \( t_D \) are the corresponding \( t'_f \) and \( t'_D \) time of the beginning and end of frequency emission from the AES.

Frequencies \( f \) and \( f' \) are not known precisely due to instability of the generators, but only their nominal values \( f_n \) and \( f'_n \) are known. Therefore, the following corrections should be introduced into the measured value of \( N \)

\[
\Delta f_f = (f - f')\Delta t' - (f_n - f'_n)\Delta t'.
\]

The difference of \( (f_n - f'_n) \) is called frequency substitution or the frequency pedestal. Because of the slight decrease in frequencies of the ground and on-board generators during small time intervals, it is assumed that correction of frequency substitution \( \Delta f_f \) is constant during the measurement session. This value is calculated if it cannot be determined by the apparatus method, simultaneously with preliminary refinement of the orbital parameters of the AES.

If necessary, the derived values of \( \Delta \rho \) should be corrected for reduction to the observation point center by the formula

\[
e_{\text{obs}} = u (\cos \gamma_1 - \cos \gamma_2) + v (\sin \gamma_1 - \sin \gamma_2) + w (\sin \delta_1 - \sin \delta_2).
\]

14. Processing of Time Recording Data

An independent process of preliminary processing is calculation of the time of observation of the AES.
Only simultaneous (synchronous) observations of the AES from two or more observation points are used for construction of space triangulation. Synchronization of observations is provided by transmission of a brief light flash or, in the case of observation of passive AES, by reduction of the time-overlapping observations to a single moment, called the synchronous moment.

The time of photographic observation of AES at the observation point is understood as that moment to which the calculated equatorial topocentric coordinates of the AES are related. This time is:

— the average moment assumed for processing the star exposure when observing the light flash of an active AES by fixed cameras; and the selected synchronous moment when observing passive AES;

— the moment of transmission of the light flash from an active AES during observation with star-tracking cameras, and the selected synchronous moment during observation of passive AES.

The time of radiotechnical observations at a given observation point is understood as the moment to which the measured parameter is related. For example, this time for Doppler measurements is the middle of the calculated interval of frequency reception.

When processing any time recording data at the observation point, the scale of the instrument recording time must be compared to the radio signals of precise time.
Since the precise time signals are transmitted in a uniform atomic time system, additional corrections for conversion to the TU1 system must be introduced. These corrections are calculated from astronomical observations and are published in bulletins entitled "Standard Time at Mean Moments of Radio Signal Transmissions," published monthly by the All-Union Scientific Research Institute of Physicotechnical and Radiotechnical Measurements (VNIIFTRI). Corrections $\tau$ for reduction of the moments of radio signal transmissions to the TU1 system are given in these bulletins for all Soviet and a number of foreign radio stations. In order to convert from a TU1 to a TU2 system and from a $T_{AlC}$ system, if necessary, additional corrections of $\Delta t_s$ (for seasonal variation of the Earth's rotation) and $(T_{AlC} - TU2)$ are given.

Due to the fact that radio waves propagate with a finite velocity, correction for standard time should be added to the correction of $\tau_p$ for the propagation velocity of radio waves

$$\tau_p \approx \frac{d}{c},$$

where $d$ is the distance from the transmitting station to the observation point, and $c$ is the propagation velocity of radio waves.

Let us consider in more detail the problem of recording and calculating the time of photographic observations.

As indicated above, when observing flashes by star-tracking cameras, the time of production of the light flash on board the AES must be known. A time bureau at the observation points is optional in this case. For this, highly stable clocks, which control the operation of the on-board equipment and at the same time the program for transmission of the flashes [72], are
installed on board geodetic satellites of the ANNA and GEOS type, in addition to the equipment to produce the light flashes. The radio signals from the on-board clocks of the AES are received by special ground time bureaus* and these signals are compared to the radio signals of precise time. Thus, calculation of the flash time reduces to comparison of three time scales: (1) the radio station transmitting the precise time signal (T); (2) the ground time bureau (tH); and (3) the on-board clocks of the satellite (tb).

Corrections for the readings tH of the time bureau clocks to reduce them to the TU1 system will be

\[ \Delta t_H = T + \tau + \tau_p + \tau_d - t_H, \]

where \( \tau_d \) is the signal lag during passage through the time bureau receiver of the observation point.

Correction for the readings \( t^*_b \) of the on-board clocks at the moment of the flash will be

\[ \Delta t^*_b = t^*_H + \Delta t^*_H + \tau^*_p + \tau^*_d - t^*_b, \]

where the superscript (*) denotes that the readout (correction) refers to the moment of the flash, and \( \tau^*_p \) and \( \tau^*_d \) are the signal passage time from the AES to the ground time bureau and the delay of the time signal in the transmitting apparatus of the AES, respectively. The time of the flash will be

\[ T^* = \tau^*_b + \Delta \tau^*_b. \]

*This time bureau may be regarded as the time bureau of the observation point, if it is equipped with highly accurate quartz or atomic clocks, regulated systematically against the State time and frequency standard.
If the flash is photographed by a fixed camera, the bearing from the observation point to the satellite will be rigidly coupled to the Earth and will not participate in rotation of the celestial sphere; therefore, angle \( \gamma \) will not vary during the time of observations, whereas angle \( \alpha \) varies by a value equal to the difference in the time of receipt of the star image and the flash. Consequently, recording the moment of the flash image receipt is not required in this case for space triangulation, but only the time of receipt of the working images of reference stars must be known, with an accuracy providing only calculation of the diurnal rotation of the Earth.

When observing a passive AES, the use of star-tracking cameras does not free one from the necessity of having high-speed shutters and time recording equipment. The time of each exposure of the satellite is determined in this case by the clocks at the observation point. The clocks are compared to the radio signals of precise time in order to reduce them to the TU1 system.

As a result of simultaneous photography of passive AES, pictures containing 10 or more point images of the satellite are received at a number of observation points within an overlapping time interval. The time \( T \) recorded by the clocks corresponds to each such image.

In the case of observing passive AES, this method permits the coordinates of the AES, uncorrected for satellite aberration, to be calculated. Introduction of corrections for satellite aberration into the AES coordinates, obtained by the photograph, is equivalent to introduction of corrections at moment \( T_0 \). Therefore, it is possible to introduce its own correction for \( T_0 \) for each observation point, equal to
\[ \Delta T_0 = -\frac{D}{c}, \]

where \( D \) is the distance to the AES at the moment of observation; and \( c \) is the average speed of light propagation along the path.

The coordinates \( x_0, y_0 \) of a fictitious flash are calculated for each photograph from moments \( T \) and the observation point images of the AES measured on the coordinate-measuring machine. It is sufficient to use an approximately by the least squares method with a third-power polynomial

\[
x = a_0 + a_1 T + a_2 T^2 + a_3 T^3, \\
y = b_0 + b_1 T + b_2 T^2 + b_3 T^3.
\]

Finding coefficients \( a_i \) and \( b_i \) \((i = 0, 1, 2, 3)\) and substituting synchronous moment \( T_0 \) for \( T \), we calculate \( x_0, y_0 \) — the rectangular coordinates of the fictitious flash at the synchronous moment of time.

When processing AES photographs by this method, the exposure time of the AES must be known with a high degree of accuracy in order to take into account not only the effect of the Earth's rotation, but the natural motion of the satellite as well.

We note in conclusion that all the assumptions of this section apply to the space triangulation method.
CHAPTER 4

SPACE TRIANGULATION PROCEDURE

15. Measured and Unknown Values of Space Triangulation

The main volume of measuring information for space triangulation are synchronous photographic observations of AES against the background of the stellar sky. Angles $\gamma$ and $\delta$, obtained from preliminary processing of these observations, are taken as measured values in equalizing space triangulation.

Moreover, the distances to the satellite $\rho$ or the difference of distances $\Delta \rho$ to two of its adjoining positions during one passage, which are also included in equalization of space triangulation, may be measured from separate points. These measurements are usually made simultaneously (synchronously) with the photographic measurements.

The unknowns of space triangulation are the coordinates of the observation points and positions of the AES. The former are required unknowns, because their derivation is the main purpose of space triangulation, and the latter are auxiliary unknowns. In individual cases, the AES coordinates may generally not be calculated.

The functional dependence of measured values and unknowns of space triangulation is established by Expression (2.1), which in coordinate form in the spatial rectangular coordinate system has the form
\[ \begin{align*}
    x_k - X_i &= \Delta x_{ik} = \rho_{ik} \cos \delta_{ik} \cos \gamma_{ih}, \\
    y_k - Y_i &= \Delta y_{ik} = \rho_{ik} \cos \delta_{ik} \sin \gamma_{ih}, \\
    z_k - Z_i &= \Delta z_{ik} = \rho_{ik} \sin \delta_{ik}.
\end{align*} \] (15.1)

From (15.1), we obtain an expression for the measured values directly in terms of the unknowns

\[ \begin{align*}
    \gamma_{ih} &= \arctg \frac{\Delta y_{ih}}{\Delta x_{ih}}, \\
    \delta_{ik} &= \arctg \left( \frac{\Delta z_{ik}}{\sqrt{\Delta x_{ih}^2 + \Delta y_{ih}^2}} \right), \\
    \rho_{ik} &= \sqrt{\Delta x_{ih}^2 + \Delta y_{ih}^2 + \Delta z_{ih}^2}.
\end{align*} \] (15.2)

The expression for the measured difference of distance is obtained for the unknowns from the two Equations of (15.3), compiled for a single observation point \( i \) and two AES positions \( k = 1, 2 \),

\[ \Delta \rho_{ih} = \sqrt{\Delta x_{ih}^2 + \Delta y_{ih}^2 + \Delta z_{ih}^2} - \sqrt{\Delta x_{ih}^2 + \Delta y_{ih}^2 + \Delta z_{ih}^2}. \] (15.4)

16. The Principal Elements of Space Triangulation

Each space triangulation process may be regarded as a combination of a number of geometric elements, the main ones of which are: the vector connecting the observation point and the AES position, the plane of synchronization and the vector connecting the two observation points.

The orientation of each of these elements may be determined from the results of only photographic observations without introducing any other additional data.
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The bearing from the observation point $i$ to the satellite position $k$ is calculated directly from the results of observations — angles $\gamma_{ik}$ and $\delta_{ik}$. Moreover, it may be characterized by coordinates $l$, $m$ and $n$ of the unit vector of this bearing (its direction cosines)

$$
\begin{align*}
l_{ik} &= \cos \delta_{ik} \cos \gamma_{ik}, \\
m_{ik} &= \cos \delta_{ik} \sin \gamma_{ik}, \\
n_{ik} &= \sin \delta_{ik}.
\end{align*}
$$

(16.1)

Each two bearings from observation points $i_1$ and $i_2$ toward the satellite position $k$ determine the plane whose vector equation has the form

$$(\overrightarrow{R}_{i_1} - \overrightarrow{R}_{i_2}) \cdot \overrightarrow{d}_{i_1k} \times \overrightarrow{d}_{i_2k} = 0.$$

(16.2)

where $\overrightarrow{R}_{i_1}$ and $\overrightarrow{R}_{i_2}$ are the radius vectors of observation points $i_1$ and $i_2$; $\overrightarrow{d}_{i_1k}$ and $\overrightarrow{d}_{i_2k}$ are the unit vectors of the bearings to the AES. Equation (16.2) is the result of the simultaneity or the synchronism of observations; therefore, the plane which it defines is called the synchronization plane.

In coordinate form, Equation (16.2) assumes the form

$$A_k \Delta X_{i_1i_2} + B_k \Delta Y_{i_1i_2} + C_k \Delta Z_{i_1i_2} = 0.$$  

(16.2')

Coefficients $A_k$, $B_k$ and $C_k$ are calculated from the measured values using (16.1) by formulas

$$
\begin{align*}
A_k &= m_{i_1k}n_{i_2k} - m_{i_2k}n_{i_1k}, \\
B_k &= l_{i_1k}n_{i_2k} - l_{i_2k}n_{i_1k}, \\
C_k &= m_{i_2k}l_{i_1k} - m_{i_1k}l_{i_2k}.
\end{align*}
$$

(16.3)
The normalizing factor of the equation of the synchronization plane is equal to the sine of the angle between unit vectors $\vec{d}_{11k}$ and $\vec{d}_{12k}$, i.e., to the sine of the angle of intersection of bearings toward the satellite ($\beta_k$). Therefore, the direction cosines of unit vector $\vec{n_k}$, normal to the synchronization plane, may be calculated from the formulas

\[
l_k = \frac{A_k}{\sin \beta_k},
\]
\[
m_k = \frac{B_k}{\sin \beta_k},
\]
\[
n_k = \frac{C_k}{\sin \beta_k},
\]
\[
\sin \beta_k = \sqrt{1 - \left(\frac{1}{m_{i1h}m_{i2h}} + \frac{1}{n_{i1h}n_{i2h}}\right)^2}.
\]

If two AES positions ($k = 1, 2$) were observed from points $i_1$ and $i_2$, consequently, two synchronization planes and two unit vectors $\vec{n_k}$, normal to them (Figure 14), were obtained. The vectors $\vec{n}_{k1}$ and $\vec{n}_{k2}$ define the plane, the normal of which is the direction of the chord which connects the two observation points ($i_1$ and $i_2$), i.e., the direction vector $\vec{n}_{i1i2}$ of this chord is

\[
\vec{n}_{i1i2} = \vec{n}_{k1} + \vec{n}_{k2}.
\]

The direction cosines of the chord in accordance with Formula (16.5) are calculated by expressions

\[
L_{i1i2} = \frac{1}{\sin \lambda \sin \beta_1 \sin \beta_2} (B_1C_2 - C_1B_2),
\]
\[
M_{i1i2} = \frac{1}{\sin \lambda \sin \beta_1 \sin \beta_2} (C_1A_2 - C_2A_1),
\]
\[
N_{i1i2} = \frac{1}{\sin \lambda \sin \beta_1 \sin \beta_2} (A_1B_2 - A_2B_1).
\]
where $\lambda$ is the angle between the synchronization planes.

By analogy with $\gamma$ and $\delta$, angles $\Lambda$ and $\Phi$ are introduced which characterize the slope of the chord to the plane of the equator (angle $\Phi$) and in projection on the plane of the equator to the OX axis (angle $\Lambda$). Henceforth, we shall call them orienting angles. In accordance with Expressions (16.1), they are calculated by the formulas

$$A_{i1} = \arctg \left( \frac{M}{L} \right)_{i1},$$

$$\Phi_{i1} = \arctg \left( \frac{N}{\sqrt{L^2 - M^2}} \right)_{i1}. \quad (16.7)$$

The equation of the synchronization plane (16.2), after dividing it by $D_{i12}$ (the length of the chord), reduces to the form

$$A_k L_{i1} + R_k M_{i1} + C_k N_{i1} = 0. \quad (16.8)$$

Transforming (16.8) with consideration of (16.7), we obtain

$$\frac{\sin (\Lambda_{i1} - \gamma_{i1})}{\tan \delta_{i1}} + \frac{\sin (\gamma_{i1} - \Lambda_{i1})}{\tan \delta_{i1}} + \frac{\sin (\gamma_{i1} - \gamma_{i2})}{\tan \Phi_{i1}} = 0. \quad (16.9)$$

Expression (16.9) contains the spherical coordinates of three observation points at which the bearings $i_1 k$, $i_2 k$ and $i_1 i_2$ intersect the celestial sphere. It then follows from Formula (16.9) that all three points are located on a single arc of a large circle, which is the trace of intersection of the sphere with the synchronization plane. In the literature [41] this circle has been named the circule of simultaneity. A number of problems of space triangulation, for example, calculation of chord directions, may be solved both in spherical and in three-dimensional rectangular coordinates. In the first case, the
equation of the circle of simultaneity is used and in the second, the synchronization plane equation is used. Taking the fact into account that there are linear measurements in addition to angular measurements in space triangulation, as well as the simplicity of writing the formulas and calculations, a three-dimensional rectangular coordinate system is usually employed in space triangulation. Therefore, use of the circle of spontaneity will no longer be considered.

These elements, due to their orientational nature, facilitate space triangulation, if its scale is defined by even one basis — the length of one of the vectors of the observation point-satellite or observation point-observation point.

The combination of linear measurements with synchronous photographic observations permits a direct calculation of the length of the observation point-satellite vector $\rho_{ik}$, as well as the length of the vector connecting two observation points — the length of chord $D_{ij}$.

Thus, if the bearings toward the AES position $k$ are calculated from two observation points — the ends of chord $i$ and $j$ — and, moreover, the distance from observation point $i$ to this position $\rho_{ik}$ (Figure 15) and since

$$\frac{D_{ij}}{\rho_{ik}} = \frac{\sin \hat{\rho}_k}{\sin \hat{\rho}_j},$$

then

$$D_{ij} = \rho_{ik} \sqrt{\frac{1 - (l_{ik} l_{jk} + m_{ik} m_{jk} + n_{ik} n_{jk})^2}{1 - (l_{ik} l_{ji} + m_{ik} m_{ji} + n_{ik} n_{ji})^2}}. \quad (16.10)$$
If the distances to the AES position are measured from two observation points — the ends of the chord, then

\[
D_{ij} = \sqrt{\rho_{ih}^2 + \rho_{ik}^2 - 2\rho_{ih}\rho_{ik}(l_{ik}l_{jk} + m_{ik}m_{jk} + n_{ik}n_{jk})}. \tag{16.11}
\]

If the bearings from the observation points — the ends of chord 1 and 2 toward two AES positions 1 and 2 and, moreover, the difference of distances to these AES positions (Figure 16) from one of the observation points (1) are calculated, then on the basis of

\[
\Delta \rho = \rho_{ih} - \rho_{ih} = D_{ij} \left( \frac{\sin \beta_{jk}}{\sin \beta_{h1}} - \frac{\sin \beta_{jk}}{\sin \beta_{h2}} \right),
\]

we obtain

\[
D_{ij} = \Delta \rho_1 \frac{\sqrt{(1 - \cos^2 \beta_{h1})(1 - \cos^2 \beta_{h2})}}{\sqrt{(1 - \cos^2 \beta_{h1})(1 - \cos^2 \beta_{h2})}}. \tag{16.12}
\]

where \( \beta_{h} = l_{ih}l_{jk} + m_{ik}m_{jk} + n_{ik}n_{jk} \), etc.

Cases are possible when the components of the observation point-observation point vector are included directly in equalization of space triangulation as "measured" or "fixed" values.
The value of these components may be obtained, for example, by processing geodetic measurements, made on the Earth's surface (the basis of space triangulation), or from a previously adjusted space triangulation network.

The relationship of these "measured" values — the orienting angles of chords $\Lambda_{ij}$ and $\phi_{ij}$ or of the length of chords $D_{ij}$ to the unknowns of space triangulation may be represented by expressions similar to Expressions (15.2) and (15.3)

$$\Lambda_{ij} = \arctan \frac{\Delta Y_{ij}}{\Delta \lambda_{ij}},$$

$$\phi_{ij} = \arctan \frac{\Delta Z_{ij}}{\sqrt{\Delta \lambda_{ij}^2 + \Delta Y_{ij}^2}},$$

$$D_{ij} = \sqrt{\Delta \lambda_{ij}^2 + \Delta Y_{ij}^2 + \Delta Z_{ij}^2}.$$ (16.13)

Similar to the manner in which the measured bearings of ordinary triangulation form triangles, permitting sequential calculation of the coordinates of triangulation points and forming the triangulation network, the combinations of measured values and elements of space triangulation form figures which facilitate calculation of the coordinates of observation points. Space triangulation may thus be considered as a combination of separate figures.

We shall consider in detail below the principal types of figures of space triangulation. In this case only elementary figures will be considered, i.e., figures which contain a minimum number of measurements in input data, required for calculation of the position of the observation point.
17. Elementary Figures of Space Triangulation, Constructed From Photographic Observations of AES

Three-Dimensional Angular Intersections

If two AES positions \((k = 1, 2)\) were observed from two initial \((i = I, II)\) and one calculated \((j = III)\) observation point (Figure 17), calculation of the coordinates of the point being determined may be accomplished by sequential solution of two direct intersections and one inverse angular intersection.

In the general case, the result of errors in observations, the bearings \(\vec{\rho}_{1k}\) from the observation points toward the AES positions do not intersect. To derive the intersection formulas, we shall assume that the bearings do intersect, i.e., the conditions of coplanarity are fulfilled

\[
(\vec{\rho}_{11} \times \vec{\rho}_{II}) \vec{D}_{III} = 0, \\
(\vec{\rho}_{12} \times \vec{\rho}_{II}) \vec{D}_{III} = 0, \\
(\vec{\rho}_{II1} \times \vec{\rho}_{III}) \vec{\rho}_{12} = 0. 
\]

Figure 17.

The method of satisfying these conditions will be considered in the section on adjusting calculations.

Based on the solution sequence, let us determine the position of the satellite \(k = 1\). For this, we write the condition of the sum of three vectors

\[
\vec{D}_{III} + \vec{\rho}_{11} + \vec{\rho}_{III} = 0 
\]
or in projections on coordinate axes

\[
\begin{align*}
(X_1 - X_{II}) + \rho_{I1} \cos \gamma_{I1} \cos \delta_{I1} - \rho_{II1} \cos \gamma_{II1} \cos \delta_{II1} &= 0, \\
(Y_1 - Y_{II}) + \rho_{I1} \sin \gamma_{I1} \cos \delta_{I1} - \rho_{II1} \sin \gamma_{II1} \cos \delta_{II1} &= 0, \\
(Z_1 - Z_{II}) + \rho_{I1} \sin \delta_{I1} - \rho_{II1} \sin \delta_{II1} &= 0.
\end{align*}
\]  
(17.3)

From the solution of any two equations (for example, the first and second), we calculate the distances from the observation points to the satellite

\[
\begin{align*}
\rho_{I1} &= [(X_{II} - X_1) \sin \gamma_{II1} - (Y_{II} - Y_1) \cos \gamma_{II1}] \sec \delta_{II1} \cosec (\gamma_{I1} - \gamma_{II1}); \\
\rho_{II1} &= [(X_{II} - X_1) \sin \gamma_{I1} - (Y_{II} - Y_1) \cos \gamma_{I1}] \times \cosec \delta_{II1} \cosec (\gamma_{I1} - \gamma_{II1}).
\end{align*}
\]  
(17.4)

The third equation of (17.3) controls the calculation.

We obtain formulas directly from Equations (17.3) to calculate the satellite coordinates.

\[
\begin{align*}
x_1 &= X_1 + \rho_{I1} \cos \gamma_{I1} \cos \delta_{I1} = X_{II} + \rho_{II1} \cos \gamma_{II1} \cos \delta_{II1}; \\
y_1 &= Y_1 + \rho_{I1} \sin \gamma_{I1} \cos \delta_{I1} = Y_{II} + \rho_{II1} \sin \gamma_{II1} \cos \delta_{II1}; \\
z_1 &= Z_1 + \rho_{I1} \sin \delta_{I1} = Z_{II} + \rho_{II1} \sin \delta_{II1}.
\end{align*}
\]  
(17.5)

Instead of calculating the values of \( \rho_{I1} \) and \( \rho_{II1} \), we may, by eliminating them from Equations (17.5), obtain formulas for calculating the satellite coordinates in the form

\[
\begin{align*}
x_1 &= \frac{Y_{II} - Y_1 + X_1 \tan \gamma_{II1} - X_{II} \tan \gamma_{II1}}{\tan \gamma_{II1} - \tan \gamma_{II1}}; \\
y_1 &= \frac{X_{II} - X_1 + Y_1 \cot \gamma_{II1} - Y_{II} \cot \gamma_{II1}}{\cot \gamma_{II1} - \cot \gamma_{II1}}; \\
z_1 &= Z_1 + \Delta x_{II} \sec \gamma_{II1} \tan \delta_{II1} = Z_1 + \Delta y_{II} \cosec \gamma_{II1} \tan \delta_{II1}; \\
z_1 &= Z_{II} + \Delta x_{II} \sec \gamma_{II1} \tan \delta_{II1} = Z_{II} + \Delta Y_{II} \cosec \gamma_{II1} \tan \delta_{II1}.
\end{align*}
\]  
(17.6)
The last formula is for control of the calculations. It is obvious that the first two formulas of Expression (17.6) are obtained as formulas of plane intersection in projection of the three-dimensional construction on the equatorial plane. If the angle of intersection in the equatorial plane \((y_{II} - y_{I})\) is too acute or obtuse, we may obtain similar formulas from (17.5) by projection of the entire structure onto planes XOZ or YOZ.

The coordinates for the second position of the satellite are calculated in a similar manner, and for this, it is sufficient to replace subscript 1 by 2 in Formulas (17.5) — (17.6). From the calculated coordinates of two satellite positions, after substitution of subscripts I and II by 1 and 2, and also 1 by II in Formulas (17.5) — (17.6), we obtain the coordinates of the observation point being determined \((X_{III}, Y_{III}, Z_{III})\).

The time of each observation is assumed to be known in the construction considered. Of special interest is the special case of a construction, when the flashes of an active satellite of the GEOS type are observed, and the time of flashes are unknown with the required accuracy and, consequently, the angle \(\gamma\) for the moment of the flash is unknown. In order to use such observations for space triangulation purposes, it is necessary to either fix the time of star exposures, which is possible when the cameras are operating in a fixed mode, or to calculate the right ascensions of the flashes at the moments their images are obtained, for which the cameras should operate in the star-tracking mode (see Section 14). In the first case, the calculations do not differ in any way from those considered above. In the second case, the moments of the light flashes must first be calculated. For this, the first two equations of (17.1) may be used. After simple transformation of the first equation of (17.1), we have
\[ a \cos S_1 + b \sin S_1 + c = 0, \]  

where

\[ a = \tan \delta_1 \sin (\Lambda_{11} - \alpha_{11}) - \tan \delta_{11} \sin (\Lambda_{11} - \alpha_{11}), \]
\[ b = \tan \delta_1 \cos (\Lambda_{11} - \alpha_{11}) - \tan \delta_{11} \cos (\Lambda_{11} - \alpha_{11}), \]
\[ c = \sin (\alpha_{11} - \alpha_{11}) \tan \Phi_{11}. \]

From the solution of Equation (17.7), we calculate the value of \( S_1 \).

\[ S_1 = -\arcsin \left( \frac{c}{b} \cos q \right) - q, \]  

where

\[ q = \arctg \frac{a}{b}. \]

The time of observation of the second AES position, \( S_2 \), is calculated in a similar manner from the second equation of (17.1). After this, the coordinates of two positions of the satellite and of the point being determined are calculated in sequence by the method of three-dimensional angular intersections.

It is easy to see that each position of the AES must be observed from not less than three observation points — two initial and one calculated — during transfer of the coordinates with intermediate calculation of the time of the flashes. Consequently, the construction of the elementary figure of space triangulation shown in Figure 15 is compulsory in this case, unlike observations with fixed time, when, as will be shown below, the coordinate transfer is also possible through observation of the AES positions from two points.
Let us note the possibility of calculating the coordinates of the observation point being determined during observation of AES flashes at this point by fixed cameras in the absence of a time bureau. In this case, the measured values should be assumed to be only angles $\delta$ and, in order to determine the point, it is necessary to observe four AES positions from it, whose coordinates are calculated by observations from initial observation points. The formulas required for calculating the coordinates may be obtained from the four equations of (15.2), compiled for measured angles $\delta$.

Intersection of Synchronization Planes

Depending on the mutual distance of observation points, the nature of satellite trajectory, visibility conditions and a number of other reasons, it may be that each position of the satellite is observed simultaneously from two points only: the calculated and the initial ones. Such a construction is shown in Figure 18.

The previously considered method of obtaining the coordinates of the observation point being determined by three-dimensional angular intersections cannot be used in this case. Let us write the Equations (16.2) for three synchronization planes, formed in a single construction plot,*

$$\begin{align*}
\frac{(\vec{\rho}_{11,1} \times \vec{\rho}_{11,1}) \vec{D}_{11,111}}{|\vec{\rho}_{11,1} \times \vec{\rho}_{11,1}|} &= 0, \\
\frac{(\vec{\rho}_{11,2} \times \vec{\rho}_{11,2}) \vec{D}_{11,111}}{|\vec{\rho}_{11,2} \times \vec{\rho}_{11,2}|} &= 0, \\
\frac{(\vec{\rho}_{11,3} \times \vec{\rho}_{11,3}) \vec{D}_{11,111}}{|\vec{\rho}_{11,3} \times \vec{\rho}_{11,3}|} &= 0,
\end{align*}$$

*The initial observation points are denoted in the equations by subscripts I and II, the calculated observation point — by III, and the AES positions — by 1, 2, 3.
or in coordinate form

\[ \begin{align*}
A_1X_{III} + B_1Y_{III} + C_1Z_{III} + W_1 &= 0, \\
A_2X_{III} + B_2Y_{III} + C_2Z_{III} + W_2 &= 0, \\
A_3X_{III} + B_3Y_{III} + C_3Z_{III} + W_3 &= 0. 
\end{align*} \]  

(17.9)

where

\[ W_v = -A_iX_i - B_iY_i - C_iZ_i, \]

\[ v = 1, 2, 3 \]

\[ i = II \text{ at } v = 1, \]

\[ i = I \text{ at } v = 2, 3. \]

We obtain the coordinates of the observation point to be determined from solution of the three Equations (17.9), in which there are three unknowns.

**Angular Intersection of Chords**

If two positions each of the AES are observed from the ends of each bearing, connecting the initial and calculated points (Figure 19), to solve the problem we may use the bearings of the chords between the initial observation points \( i_I \) and \( i_{III} \) and the calculated observation point \( j_{III} \). To calculate the bearing of each of the chords (orienting angles), connecting two observation points (for example, \( i_I \) and \( i_{III} \)), we write the conditional equations of the synchronization planes resulting in this construction in the form

\[ \frac{(\vec{r}_{I} \times \vec{r}_{III})}{|\vec{r}_{I} \times \vec{r}_{III}|} \vec{D}_{I_{III}} = 0, \]

\[ \frac{(\vec{r}_{I} \times \vec{r}_{III})}{|\vec{r}_{I} \times \vec{r}_{III}|} \vec{D}_{I_{III}} = 0. \]
or

\[ A_1 L_{III} + B_1 M_{III} + C_1 N_{III} = 0 \]
\[ A_2 L_{III} + B_2 M_{III} + C_2 N_{III} = 0. \]  

(17.10)

Taking the fact into account that the direction cosines \( L, M \) and \( N \) are related by a single condition \( (L^2 + M^2 + N^2 = 1) \), it is sufficient to find two of them, or two of their ratios* from the solution of Equations (17.10). Having divided Equations (17.10) by one of the unknowns, known to be different from zero, for example, by \( N \), we obtain

\[ A_1 \left( \frac{L}{N} \right)_{III} + B_1 \left( \frac{M}{N} \right)_{III} + C_1 = 0, \]
\[ A_2 \left( \frac{L}{N} \right)_{III} + B_2 \left( \frac{M}{N} \right)_{III} + C_2 = 0. \]  

(17.11)

We find the ratios of the direction cosines from the solution of Equations (17.11) and, taking the fact into account that

\[ L = \cos \Phi \cos \Lambda, \]
\[ M = \cos \Phi \sin \Lambda, \]
\[ N = \sin \Phi, \]

we calculate the orienting angles of the chord

\[ \Lambda_{III} = \arctg \left[ \left( \frac{M}{N} \right)_{III} \right], \]
\[ \Phi_{III} = \arctg \left[ \left( \frac{L}{N} \right)_{III}^2 + \left( \frac{M}{N} \right)_{III}^2 \right]^{-1/2}. \]  

(17.12)

Angles \( \Lambda_{II III} \) and \( \Phi_{II III} \), which characterize the direction of the chord \( i_{II} - j_{III} \), are calculated in a similar manner.

*Instead of the ratio of the direction cosines, in a number of papers the ratios of coordinate increments are calculated, which is the same thing.
Expressions (17.11) and (17.12) acquire a somewhat different form when divided by \( L_{III} \neq 0 \) or \( M_{III} \neq 0 \).

The coordinates of observation point \( J_{III} \) being determined may now be calculated from the formulas of three-dimensional intersection (17.3) — (17.6), substituting in them the values \( \gamma \) and \( \delta \), respectively, for \( \Lambda \) and \( \phi \).

18. Elementary Figures of Space Triangulation, Constructed from Combinations of Photographic, Doppler and Laser Observations

The elementary figures for determination of the position of observation points, formed by combined observations, are very diverse and may be both simpler and more complex than the figures constructed only from photographic observations.

If the elementary figures of space triangulation, considered in the preceding section, provided only synchronous photographic observations, they may also contain bearings obtained from asynchronous photographs when combining photographic observations with measured distances or the differences in the distances of the figure.

Let us consider individually the elementary figures for determination of AES positions, and then — the observation points, since it would be very cumbersome to present all possible combinations of simultaneous determination of AES and observation point positions, which would only make it difficult to solve the problem.
Linear-Angular Intersections in Space

The simplest will be the elementary figure formed if the direction (angles $\gamma$ and $\delta$) and length ($\rho$) of the observation point-satellite vector are determined (Figure 20).

The coordinates of AES position may be obtained from the formulas of polar intersection in space:

$$
\begin{align*}
    x_k &= X_i + \rho_{ik} \cos \delta_{ik} \cos \gamma_{ik}, \\
    y_k &= Y_i + \rho_{ik} \cos \delta_{ik} \sin \gamma_{ik}, \\
    z_k &= Z_i + \rho_{ik} \sin \delta_{ik}.
\end{align*}
$$ (18.1)

On the other hand, if the position of the AES is known, we obtain the coordinates of the observation point from the same formulas.

A modification of the above-considered elementary figure for determination of AES position is the variant where the direction is measured from one of the observation points ($i_1$) and the distance to the same position of the AES ($k$) is measured from the other point ($i_2$) (Figure 21).
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1 — known position of AES.
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In this case, to calculate the coordinates of the AES, we may compile the following system of equations:

\[
\begin{align*}
    x_k - X_i &+ \rho_{i,k} l_{ik} = 0, \\
    y_k - Y_i &+ \rho_{i,k} m_{i,k} = 0, \\
    z_k - Z_i &+ \rho_{i,k} n_{i,k} = 0, \\
    (x_k - X_i)^2 + (y_k - Y_i)^2 + (z_k - Z_i)^2 &= \rho_{i,k}^2.
\end{align*}
\] (18.2)

The unknown distance \(\rho_{i,k}\) is determined from solution of this system of equations, along with the coordinates of the AES position. If the direction toward one unknown position of the AES and the distance to another is measured from the observation point being determined, the elementary figure (Figure 22) permits calculation of the position of the observation point by linear-angular intersection by resolving the system of equations similar to the system of (18.2), where the subscripts \(i_1, i_2\) and \(k\) should be replaced, respectively, by \(k_1, k_2\) and \(j\).

Finally, if the length and direction of the chord connecting two ground points \(i\) and \(j\) are calculated, and the position of one \((i)\) is known, the coordinates of point \(j\) are calculated from the formulas of linear-angular polar intersection:

\[
\begin{align*}
    X_j &= X_i + D_{ij} \cos \Phi_{ij} \cos \Lambda_{ij}, \\
    Y_j &= Y_i + D_{ij} \cos \Phi_{ij} \sin \Lambda_{ij}, \\
    Z_j &= Z_i + D_{ij} \sin \Phi_{ij}.
\end{align*}
\] (18.3)

Linear Intersection in Space

Let us consider the case of determining the position of an AES, when the directions from the observation points to the AES are not measured, but three distances to the position of the AES are measured (Figure 23). Then, obviously, the position of the AES is determined by solving the system of equations similar to (18.2), where the subscripts \(i_1, i_2\) and \(k\) should be replaced, respectively, by \(k_1, k_2\) and \(j\).
AES is determined by linear intersection and to calculate the coordinates of the AES we will have a system of three quadratic equations

\[
\begin{align*}
(x_k - X_{i_i})^2 + (y_k - Y_{i_i})^2 + (z_k - Z_{i_i})^2 &= \rho_{i_i}, \\
(x_k - X_{i_h})^2 + (y_k - Y_{i_h})^2 + (z_k - Z_{i_h})^2 &= \rho_{i_h}, \\
(x_k - X_{i_j})^2 + (y_k - Y_{i_j})^2 + (z_k - Z_{i_j})^2 &= \rho_{i_j}. \\
\end{align*}
\] (18.4)

A completely similar figure may be used to obtain the coordinates of the observation point, if the distances to the three known positions of the AES are measured from it.

**Figures for Determining the Position of AES from Directions and the Differences in Distances**

When combining the directions measured from the observation points with the differences in distances to the two AES positions, the elementary figures should permit simultaneous calculation of the coordinates of both unknown positions of the AES.

Two types of such elementary figures containing two each bearings toward the AES positions and two differences in distances from two observation points to the AES positions are essentially possible, differing by the fact that in the first case (Figure 24) the directions are measured from each of two
observation points to one of the AES positions, and in the second case (Figure 25), the directions are measured only from one observation point to both AES positions.

The coordinates of the AES positions in the first figure determine both the coordinates of the ends of vectors $\vec{\rho}_{11k_1}$ and $\vec{\rho}_{12k_2}$ from Formulas (18.1). In this case, the unknown values of the lengths of vectors $\rho_{11k_1}$ and $\rho_{12k_2}$ are determined from the solution of two quadratic equations, compiled on the basis of the cosine law

$$(p_{22} + \Delta p_2)^2 = p_{11}^2 + D_{ii}^2 - 2p_{11}D_{ii}(L_{ii}, l_{11} + M_{ii}m_{11} + N_{ii}n_{11}),$$

$$(p_{11} + \Delta p_1)^2 = p_{22}^2 + D_{ii}^2 - 2p_{22}D_{ii}(L_{ii}, l_{22} + M_{ii}m_{22} + N_{ii}n_{22}). \quad (18.5)$$

Similarly, in the second figure the coordinates of AES positions are calculated from the same formulas of (18.1) for vectors $\vec{\rho}_{11k_1}$ and $\vec{\rho}_{11k_2}$. The unknown values of the lengths of vectors $\rho_{11k_1}$ and $\rho_{11k_2}$, jointly with the distance $\rho_{12k_2}$ — which is unknown but unnecessary for solution of the problem — are calculated from the same equations of (18.5) with consideration of $\rho_{11k_2} = \rho_{11k} + \Delta \rho_1$.

Cases are possible when photographic observations are combined with the differences in distances, measured from the observation points, to two AES positions, of which only one is an unknown (the other is calculated, for example, with the aid of synchronous photographic observations alone).

Such combinations of measurements make it possible to consider the elementary figures for determining on position of the AES, which should be established by three measured values. Three types of such elementary figures are possible:
— the direction to one AES position is measured from one observation point and the difference in distances to this and still another unknown position of the AES — from another observation point (Figure 26). The problem is solved similarly, if the direction and difference in distances are measured from a single observation point (Figure 27);

— the differences in distances to two AES positions are measured from three observation points, one of which is unknown (Figure 28).

Let us consider the figure presented in Figure 26. The coordinates of the \( i \)th position of the AES may be obtained from Formulas (18.1), if distance \( \rho_{il} \) is calculated. Let us consider triangles \( ijZ \) and \( ikZ \) to calculate this distance. The distance \( \rho_{ki} \), \( \rho_{ij} \) and \( \rho_{kj} \) may be calculated by the unknown coordinates of the \( k \)th position of the AES and points \( i \) and \( j \), and we find distance \( \rho_{jZ} \) by using the measured difference in distances and distance \( \rho_{kj} \). We must now find distance \( \rho_{il} \). For this, we apply the cosine law to triangle \( ijZ \). The cosine of angle \( lij (\psi) \) may be calculated, because the direction cosines of bearing \( il \) are known (from measured angles \( \gamma \) and \( \delta \), and direction cosines of
bearing \(ij\) are calculated from the coordinates. Solving the quadratic equation and discarding the redundant solution, we will have

\[
\rho_{ij} = \rho_{ij} \cos \psi + \sqrt{\rho_{ij}^2 \cos^2 \psi - \rho_{H}^2 + (\rho_{K}^* + \Delta \rho)^2};
\]
\[
\cos \psi = l_{ij} l_{H} + m_{ij} m_{H} + n_{ij} n_{H}.
\]

In the case when the difference in distances and bearing are measured from a single observation point (see Figure 27), calculation of distance \(P_{ij}\) is simplified

\[
\rho_{ij} = \rho_{ik} + \Delta \rho.
\]

In the case when the difference in distances to two positions of the AES are measured from three observation points (see Figure 29), to calculate the coordinates of the point we may compile a system of three quadratic equations of the type

\[
(x_k - x_i)^2 + (y_k - y_i)^2 + (z_k - z_i)^2 + \Delta \rho_i =
\]
\[
(x_i - x_i)^2 + (y_i - y_i)^2 + (z_i - z_i)^2.
\]

Similar equations may be written for observations from observation points \(i_2\) and \(i_3\).

**Figures for Determining the Position of the Observation Point from the Bearings and Differences in Distances**

If we consider that the AES positions are known, combining the measured directions and differences in distances from the observation point being determined to the known positions of the AES produces two types of elementary figures.
In the first case, the difference in distances to two AES positions and the bearing toward the third position are obtained from the observation point being determined (Figure 29). In the second case, the bearing is measured to one of two AES positions, the difference in distances to which has been calculated (Figure 30).

The position of the observation point is calculated from the first elementary figure by Formulas (18.1). To find distance $\rho_{ik}$, two quadratic equations should be solved which are derived from the solution of triangles ik$l$ and ik$j$ from the cosine formula. In this case, the distance $\rho_{il}$ is calculated simultaneously with distance $\rho_{ik}$. Distances $\rho_{kl}$ and $\rho_{kj}$ are calculated from the known coordinates. The cosines of angles ik$l$ and ik$j$ are found in the product of the direction cosines of the bearings of their generatrices. For bearing ik, the direction cosines $l_{ki}$, $m_{ki}$ and $n_{ki}$ are found from measured angles $\gamma_{ik}$ and $\delta_{ik}$, taking the fact into account that $l_{ki} = -l_{ik}$, $m_{ki} = -m_{ik}$ and $n_{ki} = -n_{ik}$.

The direction cosines are calculated from the coordinates for bearings kl and kj. The distance $\rho_{ij} = \rho_{il} + \Delta \rho_{i}$, where $\Delta \rho_{i}$ is the measured difference in distances. We have:
\[ \rho_{ik}^2 + \rho_{ij}^2 - 2\rho_{ik}\rho_{ij} (l_{ki}l_{kj} + m_{ki}m_{kj} + n_{ki}n_{kj}) = (\rho_{il} + \Delta \rho)^2, \]
\[ \rho_{il}^2 + \rho_{ij}^2 - 2\rho_{il}\rho_{ij} (l_{li}l_{lj} + m_{li}m_{lj} + n_{li}n_{lj}) = \rho_{il}^2. \]  
\[(18.8)\]

In the second elementary figure, the coordinates of the observation point are also calculated from Formulas (18.1), but distance \( \rho_{ik} \) is calculated by the formula

\[ \rho_{ik} = \frac{\rho_{il}^2 - \Delta \rho^2}{2 [\Delta \rho + \rho_{il} (l_{ki}l_{kl} + m_{ki}m_{kl} + n_{ki}n_{kl})]]. \]
\[(18.9)\]

Let us now consider a case when only the differences in distances are observed from the observation point. Then three distances should be measured in the elementary figure — between the two pairs of AES positions (Figure 31). To find the coordinates of the point in this figure, it is easy to compile a system of three equations

\[ \rho_{ij}^2 = (\rho_{ik} + \Delta \rho_1)^2, \]
\[ \rho_{il}^2 = (\rho_{im} + \Delta \rho_2)^2, \]
\[ \rho_{in}^2 = (\rho_{ip} + \Delta \rho_3)^2 \]

or in coordinate form

\[ (X_i - x_j)^2 + (Y_i - y_j)^2 + (Z_i - z_j)^2 = (X_i - x_k)^2 + (Y_i - y_k)^2 + (Z_i - z_k)^2 \]
\[ + 2\Delta \rho_1 \sqrt{(X_i - x_k)^2 + (Y_i - y_k)^2 + (Z_i - z_k)^2 + \Delta \rho_1^2}, \]
\[ (X_i - x_l)^2 + (Y_i - y_l)^2 + (Z_i - z_l)^2 = (X_i - x_m)^2 + (Y_i - y_m)^2 + (Z_i - z_m)^2 + \]
\[ + 2\Delta \rho_2 \sqrt{(X_i - x_m)^2 + (Y_i - y_m)^2 + (Z_i - z_m)^2 + \Delta \rho_2^2}, \]
\[ (X_i - x_n)^2 + (Y_i - y_n)^2 + (Z_i - z_n)^2 = (X_i - x_p)^2 + (Y_i - y_p)^2 + (Z_i - z_p)^2 + \]
\[ + 2\Delta \rho_3 \sqrt{(X_i - x_p)^2 + (Y_i - y_p)^2 + (Z_i - z_p)^2 + \Delta \rho_3^2}, \]
\[(18.10)\]

where \( \Delta \rho_1, \Delta \rho_2 \) and \( \Delta \rho_3 \) are the measured differences in distances.

A case is possible when points \( k \) and \( l \) and \( m \) and \( n \) will coincide; the solution of the problem does not change in this case.
In conclusion, let us consider an elementary figure which permits the coordinates of the observation point to be calculated from synchronous photographic observations, combined with the measured difference in distances to two AES positions, for one initial observation point (see Figure 16). This figure permits both the direction and length of the observation point—observation point vector to be obtained immediately, i.e., in the final analysis, it reduces to the case of linear-angular polar intersection mentioned above. Earlier we obtained an expression to calculate the length of this vector from a similar figure (16.12). However, it is necessary in this figure that the positions of the AES form different synchronization planes, whose intersection permits simultaneous calculation of the length and direction of the chord, and at the same time — the position of the observation point.

It is easy to show that in this case we proceed without calculation of the coordinates of AES positions. Actually, to calculate the coordinates of the AES position we can compile four sets of three equations (18.1) from bearings \( \mathbf{i}k_1 \), \( \mathbf{i}k_2 \), \( \mathbf{j}k_1 \), and \( \mathbf{j}k_2 \). In these 12 equations there will be 13 unknowns — the coordinates \( x_{k_1}, y_{k_1}, z_{k_1}, x_{k_2}, y_{k_2}, z_{k_2}, x_j, y_j \) and \( z_j \) and four distances \( \rho_{ik_1}, \rho_{ik_2}, \rho_{jk_1} \) and \( \rho_{jk_2} \). The 13th equation is obtained with the aid of the measured difference in distances

\[
\Delta \rho_i = \rho_{ik_1} - \rho_{ik_2}.
\]

Eliminating the coordinates of AES positions and one of the distances from these 13 equations by simple algebraic transformations, we obtain the following system of six linear algebraic
equations to calculate the coordinates of observation point $j$ and three distances

\[-x_j + \rho_{ik_1} l_{ik_2} - \rho_{jk_2} l_{jk_2} + x_i - \Delta \rho l_{ik_2} = 0,
- y_j + \rho_{ik_1} m_{ik_2} - \rho_{jk_2} m_{jk_2} + y_i - \Delta \rho m_{ik_2} = 0,
- z_j + \rho_{ik_1} n_{ik_2} - \rho_{jk_2} n_{jk_2} + z_i - \Delta \rho n_{ik_2} = 0,
- x_j + \rho_{ik_1} l_{ik_1} - \rho_{jk_1} l_{jk_1} + x_i = 0,
- y_j + \rho_{ik_1} m_{ik_1} - \rho_{jk_1} m_{jk_1} + y_i = 0,
- z_j + \rho_{ik_1} n_{ik_1} - \rho_{jk_1} n_{jk_1} + z_i = 0.\]

(18.11)

Selection of Figures to Construct Space Triangulation

We have considered the simplest elementary figures which permit calculation of the position of the AES or the observation point, i.e., all three unknown coordinates.

Moreover, it was mentioned earlier that the figures for calculating the AES position are intermediate from the point of view of calculating the position of the observation point, because in themselves the AES positions do not interest us. Moreover, the figures for calculating the position of the observation points may be formed from synchronous observations of AES positions, carried out over a long period of time.

More complex figures than those which we have considered are formed in the process of real observations of AES positions from different observation points. In this case, the number and composition of measured values in these figures may permit immediate calculation of both the AES position as intermediate sighting targets and the position of the point being calculated, such as, for example, in Figure 16.
In some figures, combination of measurements permits (if the position of the observation points is assumed known) calculation of the position of the AES alone (see Figure 24) or even not to obtain this (Figure 32).

Figure 32.

Figure 33.

However, other figures may also arise which contain AES positions and those of a calculated observation point, in which the measured values are greater than necessary for calculation of the AES position, but inadequate for simultaneous calculation of the coordinates of the observation point being determined. Thus, for example, in each of two figures, one of which is shown in Figure 33 by the dashed line, and the other — by the solid lines, there are redundant measurements for determination of AES positions, if the position of both observation points i and j are assumed to be known. If observation point j is assumed to be calculated, none of the figures will determine either the position of the AES nor that of this observation point. Only by considering both figures jointly may the positions of the AES and of observation point j be calculated.

It is clear from the foregoing that figures which also contain redundant information in addition to the measurements determining the AES positions, are required to construct space triangulation for purposes of determining the position of observation points. Therefore, of the entire aggregate of real groups of AES
observations related among themselves in time, it is necessary to select those figures which contain not less than $3s + 1$ measurements, where $s$ is the number of AES positions in the figure, to include space triangulation in a mathematical treatment.

19. General Principles and Characteristics of Constructing Space Triangulation

Space triangulation is a geometric construction, based, as is evident from the figures forming it, on the possibility of determining the mutual position of observation points by observations from them of simultaneous positions of AES. Thus, a satellite in space triangulation is used as the intermediate high-altitude sighting target.

The figures considered in Section 17 determine three principles of construction of space triangulation from photographic observations.

Sequential solutions of pairs of groups of equations (18.1), obtained during synchronous observation of not less than two AES positions from three observation points — two initial and one calculated (Figure 34) — permits the coordinates of the observation points to be calculated by the method of angular intersections in space. This is the first principal method of space triangulation construction.

Elimination of the unknown coordinates of the AES position from two pairs of equations (18.1), obtained as a result of synchronous observation of one satellite position from two observation points, leads to the equation of the synchronization plane (16.2').
Joint solution of the equations of not less than three synchronization planes, compiled for not less than two initial and one calculated observation point, permits the position of the latter to be obtained. This principle of construction (see Figure 18) is called the method of planes.

Solution of two Equations (16.2') for each chord between the initial and calculated observation points determines the direction of each of the chords, and the position of the calculated observation point is found at their intersection (Figure 35). This principle of space triangulation construction has been called the method of chords (closing directions).

Depending on the purposes of creating space triangulation, three types of construction may be distinguished:
1. Separate figures used to determine the position of single points, for example, to tie in a local geodetic system (insular) to a unified geodetic net (mainland), as well as those which are integral parts of more complex types of constructions.

2. Series used to transmit coordinate systems for a considerable distance, or to combine very remote local systems into a unified system with minimum expenditures of labor.

3. Dense nets, used for propagation of a unified coordinate system over a vast territory, or to create a network of observation points of specific density.

These constructions differ in the distribution and number of AES observation points. However, they may all be regarded as a combination of the individual figures forming the space triangulation.

When considering all the problems of construction, adjustment, and analysis of the accuracy of space triangulation, two of its characteristic features should be taken into account. First, all measurements in space triangulation are carried out only from ground points and no measurements are carried out from the satellite. The absence of direct observations from the satellite and between ground triangulation points leads to the fact that all measurements in the space triangulation network, unlike ordinary triangulation, are unilateral.

Secondly, space triangulation is distinguished by less reliable determination of individual AES positions than of observation points. This is quite understandable, because each instantaneous position of the AES may be observed only from a specific number of observation points and only at one time.
A comparatively small number of synchronous observations of the instantaneous position of the AES creates a small number of redundant measurements to determine a given position. And a large number of redundant measurements is accumulated to determine the positions of a comparatively small number of observation points compared to the number of AES positions in a triangulation network constructed over a considerable period of observation time.

As in ordinary triangulation, the problem arises of adjusting measurements in space geodetic networks due to the presence of a considerably larger number of observations than is required for calculating the coordinate points. Adjustment is accomplished by the least squares method. In this case, a set of measured values obtained at the points within a specific period of observations is included in the processing.

The three possible principles of construction of space triangulation which we have outlined, as well as their characteristics, have revealed the different methods of applying the least squares method to adjustment of space triangulation, which will be elucidated in the following chapter.
20. Types of Conditions Arising in Space Triangulation Networks

When adjusting space triangulation, it is necessary to cope with a number of characteristics which are apparently inherent only to a given type of geodetic network. We recall that the directions between the observation points of space triangulation are determined independently of each other in a unified stellar coordinate system. Therefore, conditions similar to those of sums and azimuths (directional angles) may not arise in such a network. In other words, not one of those conditions which are combined under the general name of angular conditions in an ordinary geodetic network occur in space triangulation.

Polar, base and coordinate conditions are completely retained in space triangulation. But besides them, specific geometric conditions appear in space geodetic networks which have no analogs in plane networks — the conditions of coplanarity of three vectors, plane bundles, and plane sheafs.

A specific type of conditions arising in the figures of space triangulation is considered below.

Conditions of the Coplanarity of Three Vectors

In more general form, the condition of coplanarity of three topocentric vectors \( \Delta \mathbf{R}_1, \Delta \mathbf{R}_2 \) and \( \Delta \mathbf{R}_3 \) will be
\[ \Delta R_1 \Delta R_2 \Delta R_3 = 0 \] (20.1)

or

\[ [\bar{r}_1 - \bar{r}_2] [\bar{r}_1 - \bar{r}_3] [\bar{r}_2 - \bar{r}_3] = 0, \] (20.2)

where \( \bar{r}_1 \) is the value of the radius vectors.

After normalization, we obtain

\[ F = \frac{(\bar{r}_1 - \bar{r}_2) (\bar{r}_1 - \bar{r}_3) (\bar{r}_2 - \bar{r}_3)}{|\bar{r}_1 - \bar{r}_2| |\bar{r}_1 - \bar{r}_3| |\bar{r}_2 - \bar{r}_3|} = 0 \] (20.3)

or

\[ F = \bar{a}_{1.2} \cdot \bar{a}_{1.3} \cdot \bar{a}_{2.3} = 0, \] (20.4)

where

\[ a_{ij} = \frac{\bar{r}_i - \bar{r}_j}{|\bar{r}_i - \bar{r}_j|}. \]

Equation (20.4) is the condition of coplanarity of three free vectors. In coordinate form, it has the form

\[ F = \begin{vmatrix} l_{1.2} & m_{1.2} & n_{1.2} \\ l_{1.3} & m_{1.3} & n_{1.3} \\ l_{2.3} & m_{2.3} & n_{2.3} \end{vmatrix} = 0 \] (20.5)

This condition is the principal one in space triangulation and arises as a result of the synchronism of observation of a single satellite position from two observation points (synchronization planes) or arrangement of three vectors connecting the observation points in a single plane ("the plane of three observation points").
Conditions of a Bundle of Planes

The direction of the lines connecting two ground points is clearly determined as the result of intersection of two planes. The condition of the bundle of planes expresses the requirement that all synchronization planes intersect for two observation points on a single chord. Each new plane, added to the first two, will be redundant and, consequently, will lead to a single condition.

Let three planes be defined by their normal vectors \( \mathbf{N}_1(A_1B_1C_1) \), \( \mathbf{N}_2(A_2B_2C_2) \) and \( \mathbf{N}_3(A_3B_3C_3) \). Let us compose a mixed product of these vectors

\[
V = \mathbf{N}_1 \mathbf{N}_2 \mathbf{N}_3. \tag{20.6}
\]

The mixed product is numerically equal to the volume of a parallelipiped, constructed on vectors \( \mathbf{N}_1 \), \( \mathbf{N}_2 \) and \( \mathbf{N}_3 \). However, if the planes belong to a single bundle, the parallelipiped degenerates into a line and, consequently, \( V = 0 \). Turning to the coordinate form of a mixed product, we obtain the conditional equation of intersection of three planes on a single line

\[
V = \begin{vmatrix} A_1 & B_1 & C_1 \\ A_2 & B_2 & C_2 \\ A_3 & B_3 & C_3 \end{vmatrix} = 0, \tag{20.7}
\]

Condition of the Sheaf of Planes

Intersection of three planes in space clearly determines a point and each additional plane leads to a single condition, expressing a requirement for intersection of four planes at a single point.
We know that four planes pass through a single point when the fourth-order determinant, compiled from the coefficients and free terms of planar equations, is equal to zero, i.e.,

\[
\Phi = \begin{vmatrix}
A_1 & B_1 & C_1 & D_1 \\
A_2 & B_2 & C_2 & D_2 \\
A_3 & B_3 & C_3 & D_3 \\
A_4 & B_4 & C_4 & D_4
\end{vmatrix} = 0.
\]

(20.8)

**Base and Polar Conditions**

The conditional base equation arises in the case when two or more initial or measured sides are contained in a space triangulation network provided that there is a direct relationship between these sides through a chain of three-dimensional triangles.

As an example, let us write the base equation for the figure shown in Figure 36. Solving triangles $i_1k_i$ and $i_2kj$ sequentially, it is easy to obtain an expression completely analogous to the conditional base equation for plane figures

\[
F = \frac{\sin \beta_1 \sin \beta_3 \Delta D_{i_1k}}{\sin \beta_2 \sin \beta_3 \Delta D_{i_2j}} - 1 = 0,
\]

(20.9)

in which $\beta$ are the angles formed by topocentric directions.

**Figure 36.**

1 — measured base of chord.

A unique feature of the base equation is the condition which arises when the differences from the observation points to the AES positions are measured along with simultaneous photographic observations.
The polar condition occurs in space triangulation figures in the case when there are closed chains of triangles, which begin and end on the same side. Three-dimensional polar conditional equations are compiled in a similar manner as is done in geodetic networks on a plane.

The form of the conditional polar equation formally precisely gives the expression obtained for the conditional base equation.

Coordinate Conditions

Coordinate conditions occur in the case when there are isolated initial points or systems of them in the space triangulation network. A space triangulation figure is shown in Figure 37, in which the spherical coordinates of all lines connecting the apexes of the given figure are known, where A and B are the initial points, P is the calculated point and $k_i$ is the AES positions.

The coordinate condition in vector form for the figure may be written

$$
\vec{\rho}_1 + \vec{\rho}_2 + \vec{\rho}_3 + \vec{\rho}_4 = \overrightarrow{AB}.
$$

This condition means that the coordinates calculated from point A along the course line $A k_2 P k_3 B$, precisely coincides with the coordinates of initial point B. For the coordinate increments the following equations must be satisfied.
\[
\begin{align*}
X_B - X_A &= \Delta X = \sum_{1}^{n-1} l_{ik} \delta_{ik}, \\
Y_B - Y_A &= \Delta Y = \sum_{1}^{n-1} m_{ik} \delta_{ik}, \\
Z_B - Z_A &= \Delta Z = \sum_{1}^{n-1} n_{ik} \delta_{ik},
\end{align*}
\]
(20.11)

where \(i\) is the number of the observation point \((i = 1, 2, \ldots, n)\) and \(k\) is the number of the AES position \((k = 1, 2, \ldots, n - 1)\), from which the conditional equations for the coordinates are easily obtained

\[
\begin{align*}
q_x &= \sum_{1}^{n-1} l_{ik} \delta_{ik} - \Delta X_{n,1} = 0, \\
q_y &= \sum_{1}^{n-1} m_{ik} \delta_{ik} - \Delta Y_{n,1} = 0, \\
q_z &= \sum_{1}^{n-1} n_{ik} \delta_{ik} - \Delta Z_{n,1} = 0.
\end{align*}
\]
(20.12)

Selection of Conditions

Most conditions arising in ordinary geodetic networks have the property of equivalency or interchangeability, which leads to the selection of the simpler in form or that containing the least number of unknowns compared to other conditions, from several relations linking any group of measured values.

The conditions arising in a space triangulation network also have the properties of equivalency.

The condition of a sheaf of planes, which expresses the requirement that the synchronization planes intersect at the points of AES observations, is more universal from the geometric point of view. Actually, synchronization planes must pass through the initial points (the three terms of the equations of these planes are calculated under this requirement). Moreover, the planes constructed with the aid of measurements from some calculated point, after adjustment, form their own sheaf with the
center at this point. Thus, after the conditions of sheaves of the planes in a given network have been satisfied, the polar and coordinate conditions should be automatically satisfied. In other words, the condition of the sheaf of planes is equivalent to any other condition, with the exception of the condition of base for directly measured sides.

The conditions of the sheaf of planes and the bundle of planes in turn are equivalent to definition of four and three equations of synchronization planes, respectively ("the planes of three points"). Therefore, any conditions of space triangulation, besides base conditions, may be described by the appropriate number of planar equations.

However, the planar condition requires definition of the coordinates of two points through which this plane passes. Consequently, for conditional planar equations, passing through calculated observation points, it is necessary that the coordinates of the latter be expressed by all the measured values, by means of which these coordinates are calculated, beginning from the initial points. This would lead to an extremely cumbersome and irregular form for each planar condition. In order to use single type and simpler planar conditions during adjustment, the coordinates of the calculated points may be regarded as additional unknowns (parameters).

The preliminary estimate of accuracy is another thing. The values of the free terms of conditional planar equations with additional unknowns depend both on measurement errors and on definition of the preliminary values of the unknowns. It is clear that the free terms of these equations may not be used to analyze the accuracy of the measurement results in terms of
the residuals discrepancies of the geometric conditions. Conditional equations without additional unknowns must be used to analyze accuracy.

21. Adjustment of Space Triangulation by the Parametric Method (the Method of Direct Measurements)

When adjusting an entire set of measured values of triangulation by the parametric method for each measured value, connecting the position of the observation point to that of the AES, a correction equation is compiled in which correction for the measured value in explicit form is expressed by corrections of unknown coordinates (parameters).

The Correction Equation for Angles $\gamma$ and $\delta$

The functional relationship of angle $\gamma$ to the geocentric coordinates is defined by Equation (15.2).

After it has been reduced to linear form, we will have

$$\gamma'_{ik} + \nu_{\gamma} = \arctg \left( \frac{y_k - Y_i}{x_k - X_i} \right)_0 + \frac{\partial \nu}{\partial x_k} dx_k + \frac{\partial \nu}{\partial y_k} dy_k + \frac{\partial \nu}{\partial X_i} dX_i + \frac{\partial \nu}{\partial Y_i} dY_i. \tag{21.1}$$

Let us introduce the notations

$$dx_k = \xi_k;$$
$$dy_k = \eta_k;$$
$$dX_i = \xi_i;$$
$$dY_i = \eta_i;$$

$$s_{ik} = \sqrt{(x_k - X_i)^2 + (y_k - Y_i)^2} = \rho_{ik} \cos \delta_{ik},$$

$$l_i = \arctg \left( \frac{y_k - Y_i}{x_k - X_i} \right)_0 - \gamma'_{ik}.$$
It is assumed in Formulas (21.1): \( \rho \) is the distance from point \( i \) to the AES position \( k \); \( s \) is the projection of this distance on the coordinate plane \( XOY \) (the plane of the equator); \( X_0, Y_0, x_0, y_0 \) are the preliminary values of the coordinates, and \( \gamma ' \) and \( \delta ' \) are the measured values.

Let us find the partial derivatives contained in Expression (21.1),

\[
\frac{\partial \gamma}{\partial z_k} = \frac{\sin \gamma'}{s_0} = \frac{\sin \gamma'}{\rho_0 \cos \delta'} = -a, \\
\frac{\partial \gamma}{\partial y_k} = -\frac{\cos \gamma'}{s_0} = -\frac{\cos \gamma'}{\rho_0 \cos \delta'} = -b, \\
\frac{\partial \gamma}{\partial X_i} = -\frac{\sin \gamma'}{s_0} = -\frac{\sin \gamma'}{\rho_0 \cos \delta'} = -a, \\
\frac{\partial \gamma}{\partial Y_i} = \frac{\cos \gamma'}{s_0} = \frac{\cos \gamma'}{\rho_0 \cos \delta'} = b.
\]

(21.2)

Taking into account Formulas (21.2), Expression (21.1) acquires the form

\[
\nu_{ik} = a x_k + b y_k - a x_i - b y_i + l_{ik}; \\
\text{Weight } P_{ik}
\]

(21.3)

The coefficients of the correction equations are the functions of spherical coordinates \( \gamma \) and \( \delta \). In some cases, it is feasible to represent them in the form of functions of direction cosines of direction \( ik \).

Taking into account the known relations (16.1)

\[
l = \cos \delta \cos \gamma, \\
m = \cos \delta \sin \gamma, \\
n = \sin \delta,
\]
it is easy to obtain

\[
\begin{align*}
\sin \gamma &= \frac{m}{\sqrt{l^2 + m^2}}, \\
\sin \delta &= n, \\
\cos \gamma &= \frac{l}{\sqrt{l^2 + m^2}}, \\
\cos \delta &= \sqrt{1 - n^2}.
\end{align*}
\] (21.4)

We substitute (21.4) and Equation (21.3) with consideration of (21.2), and then we obtain the correction equation in the form

\[
v = \frac{1}{s \sqrt{l^2 + m^2}} \left( m \xi_k - m \xi_l + l \eta_l \right) + l_y. \] (21.5)

Angle \( \delta \) as a function of rectangular coordinates is described by Equation (15.2). Reducing it to linear form, we obtain

\[
v \delta_{ik} = \frac{\partial \delta}{\partial x_k} \xi_k + \frac{\partial \delta}{\partial y_k} \eta_k + \frac{\partial \delta}{\partial z_k} \xi_l + \frac{\partial \delta}{\partial X_i} \xi_l + \frac{\partial \delta}{\partial Y_i} \eta_l + \frac{\partial \delta}{\partial Z_i} \xi_l + l \delta_{ik},
\] (21.6)

where \( \xi = dz \),

\[
l_{\delta} = \arctg \left( \frac{z_k - z_i}{\sqrt{(x_k - X_i)^2 + (y_k - Y_i)^2}} \right) - \delta'.
\]

We find the partial derivatives

\[
\begin{align*}
\frac{\partial \delta}{\partial x_k} &= -\cos \gamma' \sin \delta' \rho_0 = +c; \\
\frac{\partial \delta}{\partial x_l} &= \cos \gamma' \sin \delta' \rho_0 = -c; \\
\frac{\partial \delta}{\partial X_i} &= \frac{\sin \gamma' \sin \delta'}{\rho_0} = +d; \\
\frac{\partial \delta}{\partial Y_i} &= \frac{\sin \gamma' \sin \delta'}{\rho_0} = -d; \\
\frac{\partial \delta}{\partial z_k} &= \frac{\cos \delta'}{\rho_0} = +e; \\
\frac{\partial \delta}{\partial Z_l} &= -\frac{\cos \delta'}{\rho_0} = -e; \\
\end{align*}
\] (21.7)
With consideration of (21.7), Expression (21.6) is written
\[ v_{\delta k} = -c_1\xi_t - d\eta_t - c_2\xi_k + c_3\eta_k + c_4\xi_k + l_{\delta k}; \text{ Weight } p_{\delta k}. \] (21.8)

If the partial derivatives of (21.7) are expressed by the direction cosines of a given straight line in space, using Formulas (21.4) for this, Equation (21.8) acquires the form
\[ v_{\delta k} = \frac{n}{\rho n^2 + m^2} (-l_{\xi t} - m\eta_t + l_{\xi_k} + m\eta_k) - \frac{\sqrt{1 - n^2}}{\rho} (\xi_t - \xi_k) + l_{\delta k}. \] (21.9)

The weights of the measured values for their correction equations are calculated from the relations of the squares of the mean square errors of the measured values. Taking the fact into account that \( m_\delta = m_\gamma \cos \delta \) holds as a result of astrometrical processing, the weights of the correcting equations of angular measurements may be written in the form
\[ p_\delta = \frac{c}{m_\delta^2}; \] (21.10)
\[ p_\gamma = \frac{c}{m_\gamma^2 \sec^2 \delta}. \]

If the observations are made by cameras of the same type, they may be considered balanced, and assuming \( p_\delta^2 = 1 \), consequently, \( C = m_\delta^2 \), we will have \( p_\gamma = \cos^2 \delta \).

The correction equation for \( \gamma \) is not compiled if the time of observation of a passive AES is not recorded.
If the errors of recording time \((m_s)\) are known, the weights of the correction equations will be calculated as

\[
P_y = \frac{C}{\sin^2 \delta m^2 + (1 + k^2) m^2 G}
\]

and

\[
P_6 = \frac{C}{m^2 + (k')^2 m^2 G},
\]

where \(k\) and \(k'\) are the components of the angular topocentric speed of motion of the AES along axes \(\alpha\) and \(\delta\).

Angles \(\gamma\) and \(\delta\) should be regarded as correlated due to their derivation from astrometric processing of the same photograph and their reference to a single moment. However, the results of adjustment hardly change if this correlation is disregarded.

Cases are possible when the direction of the chord between two points, obtained, for example, from ordinary triangulation, is used as the measured element of space triangulation.

In these cases, for angles \(\Lambda\) and \(\Phi\), which determine the direction of the chord, we may compile correction equations exactly like those for angles \(\gamma\) and \(\delta\)

\[
v_{\Lambda_{ij}} = -a_{\xi_{ij}} - b_{\eta_{ij}} + a_{\xi_{ij}} + b_{\eta_{ij}} + \lambda_{ij},
v_{\Phi_{ij}} = -C_{\xi_{ij}} - d_{\eta_{ij}} - e_{\xi_{ij}} + C_{\xi_{ij}} + d_{\eta_{ij}} + e_{\xi_{ij}} + \phi_{ij},
\]  

(21.12)

in which the coefficients and free terms are calculated from Formulas (21.1) and (21.2) replacing \(\gamma_{ik}\), \(\delta_{ik}\) and \(\rho_{ik}\) and the index \(k\), respectively, by \(\Lambda_{ij}\), \(\Phi_{ij}\), \(D_{ij}\) and \(J\).

The direction of the chord may also be the initial direction. In this case, the corresponding number of unknowns may be excluded from adjustment. However, to retain uniformity in adjustment,
it is feasible to compile correction equations for initial directions as well, giving to them such a large weight that they will almost be equal to zero as a result of the correction adjustment.

The Correction Equation for Distance

Reducing Equation (15.3) for measured distance to linear form, we have

\[ v_{\tau \chi} = \frac{\partial \phi}{\partial z_k} \xi_k + \frac{\partial \phi}{\partial y_k} \eta_k + \frac{\partial \phi}{\partial x_k} \zeta_k + \frac{\partial \phi}{\partial \chi} \xi_l + \frac{\partial \phi}{\partial \chi} \eta_l + \frac{\partial \phi}{\partial \chi} \zeta_l + \frac{\partial \phi}{\partial \chi} \xi_{\tau \chi} \]

(21.13)

where

\[ l_{\tau \chi} := \sqrt{(x_k - x\chi)^2 + (y_k - y\chi)^2 + (z_k - z\chi)^2} - \rho_{\chi}. \]

The partial derivatives of function \( \phi \) have a very simple form

\[ \frac{\partial \phi}{\partial z_k} = \frac{x_k - x\chi}{\rho_{\chi}} = l_{\chi k}; \]
\[ \frac{\partial \phi}{\partial x_k} = -\frac{x_k - x\chi}{\rho_{\chi}} = -l_{\chi k}; \]
\[ \frac{\partial \phi}{\partial y_k} = \frac{y_k - y\chi}{\rho_{\chi}} = \eta_{\chi k}; \]
\[ \frac{\partial \phi}{\partial \chi} = -\frac{z_k - z\chi}{\rho_{\chi}} = -n_{\chi k}; \]
\[ \frac{\partial \phi}{\partial \eta_k} = \frac{z_k - z\chi}{\rho_{\chi}} = n_{\chi k}; \]
\[ \frac{\partial \phi}{\partial \zeta_k} = -\frac{z_k - z\chi}{\rho_{\chi}} = -n_{\chi k}. \]

(21.14)

Having substituted (21.14) into Expression (21.13), we obtain

\[ v_{\tau \chi} = l_{\chi k} \xi_k + \eta_{\chi k} \eta_k + n_{\chi k} \zeta_k + l_{\chi k} \xi_l + \eta_{\chi k} \eta_l + n_{\chi k} \zeta_l + l_{\chi k} \]

(21.15)

\[ p_{\tau} = \frac{\sigma_{\tau \chi}^2}{m_{\tau}^\chi} \text{ at } \dot{\epsilon} = m_{\tau}^\chi \]

We have \( p_{\tau} = \frac{m_{\tau}^\chi \cdot \sigma_{\tau \chi}^2}{m_{\tau}^\chi} . \)
If the relative error of distance measurement is
\[
\frac{m_r}{\rho} = M_r, \quad \text{then} \quad P_r = \frac{m_r^2}{M_r^2}.
\]

To establish the scale of space triangulation, it may include the bases of the "space bases" between the observation points, obtained from a complex of highly accurate linear and angular measurements, made on the Earth's surface. The correction equations for these bases are included in adjustment of space triangulation by the parametric method with a weight corresponding to their accuracy. In the case when the base is taken as the initial value, they are formulated in the same manner as those with the initial direction of the chord.

The correction equation for the measured base corresponds completely to Expression (21.15). However, the unknown values in it, instead of corrections for the position of the AES, will be corrections for the coordinates of the observation point, and the coefficients with unknowns will be the direction cosines of the chord, connecting the ends of the base.

The Polish geodesist Y. A. Zelinskiy [22] proposed using the distances between AES positions, located on a single orbital revolution, as measured values to increase the rigidity of space triangulation and to establish its scale. These AES positions were observed simultaneously from the space triangulation points by the photographic method. The value of the distances (the celestial chords between the AES positions) should be determined by the orbital parameters obtained independently of these observations, on the condition of their small differential variation.
The correlation equation for measured bases of celestial chords obtained will have the form (21.15). However, the unknowns will be corrections for the coordinates of two AES positions, and coefficients $l, m, n$ will be the direction cosines of the celestial chord.

The correction equation for the measured distance as the base between points in the adjustment of space triangulation by the parametric method may also be used in a single aspect. We know that the heights of points above the reference ellipsoid are known with a considerably higher accuracy than the geodetic coordinates of points on any surface of this ellipsoid. Consequently, the preliminary values of the coordinates of the calculated points of space triangulation will contain one component which is more accurate than the two others, and, it is desirable that the corrections of it from the adjustment be less. During adjustment in geocentric coordinates, it is simpler to do this by using the following procedure.

The length of the geocentric radius vector of the point being determined is calculated from its preliminary coordinates.

The center of the Earth (coordinates $X = 0, Y = 0, Z = 0$) is taken as the additional initial point, and the length of the radius vector — as the "measured base" between the center of the Earth and the point being determined. When establishing the measurement weight, the accuracy of determining the altitude of the point above sea level and the accuracy of the altitude of the geoid above the ellipsoid at this point are taken into account.

Correction Equation (21.15) in this case has the form

$$ v_{RI} = L^{0}_{15i} + M^{0}_{15i} + N^{0}_{15i} + l_{RI}, $$

(21.16)
where

\[ l_{R_i} = \sqrt{X_i^2 + Y_i^2 + Z_i^2} \pm (N_0 + H + h) \sqrt{1 - (2e^2 - e^3) \sin^2 \beta} \]

or

\[ v_{R_i} = a_i \zeta_i + b_i \eta_i + c_i \xi_i + l_{R_i}, \quad (21.16') \]

where

\[ a_i = b_i = \frac{1 - T_i}{R_i} + \frac{R_i T_i^3}{a^2}, \]

\[ c_i = \frac{1 - T_i}{R_i} + \frac{a^2 (1 - e^2)}, \]

\[ T_i = \frac{a \sqrt{1 - e^2}}{\sqrt{1 - e^2} (X_i^2 + Y_i^2 + Z_i^2)}, \]

\[ l_{R_i} = R_i (1 - T_i) - (H + h). \]

**Correction Equation for Measured Difference in Distances**

To compile the correction equation for the difference in distances, it is necessary to reduce Expression (15.14) to linear form

\[ \Delta \rho = \rho_{ik} - \rho_{il}, \]

where \( k \) and \( l \) are the AES positions, and \( i \) is the observation point. As a result, we will have

\[ v_{\Delta \rho} = \frac{\partial \Delta \rho}{\partial X_i} \xi_i + \frac{\partial \Delta \rho}{\partial Y_i} \eta_i + \frac{\partial \Delta \rho}{\partial Z_i} \zeta_i + \frac{\partial \Delta \rho}{\partial x_k} \xi_k + \frac{\partial \Delta \rho}{\partial y_k} \eta_k + \frac{\partial \Delta \rho}{\partial z_k} \zeta_k + \frac{\partial \Delta \rho}{\partial x_l} \xi_l + \frac{\partial \Delta \rho}{\partial y_l} \eta_l + \frac{\partial \Delta \rho}{\partial z_l} \zeta_l \]

\[ + l_{\Delta \rho}, \quad (21.17) \]

where

\[ l_{\Delta \rho} = (V(x_k - X_i)^2 + (y_k - Y_i)^2 + (z_k - Z_i)^2) - (V(x_l - X_i)^2 + (y_l - Y_i)^2 + (z_l - Z_i)^2) - \Delta \rho'. \]
The values of the partial derivatives will be

\[
\frac{\partial \Delta \rho}{\partial x_i} = -l_{ik} + l_{il} = f,
\frac{\partial \Delta \rho}{\partial y_i} = -m_{ik} + m_{il} = g,
\frac{\partial \Delta \rho}{\partial z_i} = -n_{ik} + n_{il} = h,
\frac{\partial \Delta \rho}{\partial x_k} = -l_{ik}, \quad \frac{\partial \Delta \rho}{\partial x_i} = l_{il},
\frac{\partial \Delta \rho}{\partial y_k} = -m_{ik}, \quad \frac{\partial \Delta \rho}{\partial y_i} = m_{il},
\frac{\partial \Delta \rho}{\partial z_k} = -n_{ik}, \quad \frac{\partial \Delta \rho}{\partial z_i} = n_{il}.
\] (21.18)

Substituting (21.18) into (21.17), we obtain the final form of the correction equation for the difference in distances

\[
u_{\Delta t_i} = -f_{\Delta t_i} - g_{\Delta t_i} + h_{\Delta t_i} - l_{tk} + m_{ik} + n_{ik} - l_{il} - m_{il} + n_{il} - I_{\Delta t_i}
\] (21.19)

with the weight \( p_{\Delta t} = \frac{C}{m_{\Delta t}^2} \) or at \( C = m_{\Delta t}^2 \), \( p_{\Delta t} = \frac{m_{\Delta t}^2}{m_{\Delta t}^2} \).

Consideration of the Effect of Systematic Errors

When it is assumed that there are systematic errors of recording time at one or several points of space triangulation (including initial points), their effect may appear and be eliminated in the adjustment process. This problem may arise in observation of passive AES, where the synchronous moment must be known with high accuracy.

The error \( \sigma_{t_1} \) of the time recording affects the accuracy of calculating the topocentric equatorial coordinates of an AES, and it may be calculated from formulas

\[ \Delta \gamma = k^2 \sigma_{t_1}, \quad \Delta \delta = k \sigma_{t_1}, \]
where $k$ and $k'$, as in (21.11), are the rates of change of the equatorial topocentric coordinates.

If the errors of recording time $\sigma_{t_1}$ are included as additional unknowns in adjustment of space triangulation, the correction equations in adjustment by the parametric method, taking into account errors of recorded time, will have the form

$$
\begin{align*}
\nu_{v_{ik}} &= -a^\xi_i - b^\eta_i + k^\sigma_{t_1} + l_{ik}, \\
\nu_{\delta_{lk}} &= -c^\xi_i - d^\eta_i + e^\sigma_{t_1} + k' \sigma_{t_1} + l_{ik}.
\end{align*}
$$

(21.20)

The unknown $\sigma_{t_1}$ will be contained in all error equations, compiled for all AES positions observed from point $i$.

Inclusion of additional unknowns $\sigma_{t}$ increases the number of normal equations by the number of these unknowns.

The unknown error $\sigma_{\rho_1}$ or $\sigma_{\Delta \rho_1}$ may also be found in the presence of systematic constant errors in measurements of $\rho$ or $\Delta \rho$.

**The Order of Adjustment**

The main process preceding the calculations in the case of adjustment by the parametric method is establishment of the preliminary values of the parameters — the coordinates of all AES positions and observation points.

The preliminary values of coordinates are calculated sequentially, beginning from initial points, from measured values of $\gamma$ and $\delta$ (and if necessary, of both $\rho$ and $\Delta \rho$) from the formulas.
of Sections 17 and 18. In some cases, when the AES orbit is predicted with sufficient accuracy, the preliminary coordinates of the AES may also be calculated on the basis of this prediction.

In case of rough preliminary values of coordinates, adjustment of triangulation may be accomplished by approximations so that the equalized values of the coordinates of first approximation are used for new calculations of the coefficients of the correction equations and their free terms.

The number of correction equations is naturally equal to the number of measurements. Solution of these equations under the condition \[ \|p_{vv}\| = \text{min} \] leads to a system of normal equations for correction of coordinates, whose order is equal to \(3(s + P)\), where \(s\) is the number of AES positions observed and \(P\) is the number of observation points to be determined.

Since the AES positions are not related to each other, but are related only to the observation points,* \(s\) is usually considerably greater than \(P\).

Having numbered the unknowns for correction of the coordinates of AES positions first in order, and those for correction of the coordinates for the points to be determined as the last, we obtain a system of normal equations, whose form is shown schematically in Figure 38.

It is easy to see that the system decomposes into groups of partially independent equations, and therefore, it is ideal for solution by the Pranis-Pranevich method [42]. Solution of such a system of even very high order does not present technical difficulties when using modern computer technology.

*Only measured differences in distances or "measured" lengths of celestial chords may connect adjacent AES positions.
This method of equalization is valid for space triangulation of any construction.

22. Adjustment of Space Triangulation by the Conditional Method with Additional Unknowns

Implementation of the conditional method in its canonical form in the adjustment of angles $\gamma$ and $\delta$ entails considerable difficulties. Introduction of additional unknowns simplifies the compilation of conditional equations. The number of normal equations in this case increases and becomes equal to $N = r + 3P$, where $r$ is the number of independent conditions occurring in a given network, and $P$ is the number of ground points to be determined.
Since the coordinates of the AES position are intermediate data from the point of view of construction and adjustment of space triangulation, it is feasible to select coordinates of ground points only as additional unknowns. This selection of additional unknowns leads to the fact that three types of conditional equations will be mainly used in mathematical processing: the planar condition and the base conditions for measured distance and for the difference in distances.*

The Conditional Equation of the Synchronization Plane

After reduction to a linear form with respect to corrections for measured values and corrections for the coordinates of points, the conditional equation of the synchronization plane (16.2')

\[ F_k = A_k \Delta X_{ij} + B_k \Delta Y_{ij} + C_k \Delta Z_{ij} = 0 \]

is written

\[ a_1 \delta_{\gamma_{ik}} + a_2 \delta_{\phi_{ik}} + a_3 \delta_{\psi_{ik}} + a_4 \delta_{\delta_{ik}} + A_k (\xi_j - \xi_i) + B_k (\eta_j - \eta_i) + C_k (\zeta_j - \zeta_i) + W_k = 0, \]

where

\[ W_k = A_k \Delta X^0 + B_k \Delta Y^0 + C_k \Delta Z^0, \]

\[ a_1 = \frac{\partial F}{\partial \gamma_{ik}} = \tan \delta_{ik} (\Delta X_{ij} \cos \gamma_{ik} + \Delta Y_{ij} \sin \gamma_{ik}) - \Delta Z_{ij} \cos (\gamma_{jk} - \gamma_{ik}), \]

\[ a_2 = \frac{\partial F}{\partial \phi_{ik}} = \sec^2 \delta_{ik} (\Delta X_{ij} \sin \gamma_{jk} + \Delta Y_{ij} \cos \gamma_{jk}), \]

\[ a_3 = \frac{\partial F}{\partial \psi_{ik}} = -\tan \delta_{ik} (\Delta X_{ij} \cos \phi_{jk} + \Delta Y_{ij} \sin \phi_{jk}) + \Delta Z_{ij} \cos (\phi_{jk} - \phi_{ik}), \]

\[ a_4 = \frac{\partial F}{\partial \delta_{ik}} = \sec^2 \delta_{ik} (\Delta X_{ij} \sin \phi_{ik} - \Delta Y_{ij} \cos \phi_{ik}), \]

\[ A_k = \frac{\partial F}{\partial \Delta X_{ij}} = \tan \delta_{jk} \sin \gamma_{ik} - \tan \delta_{ik} \sin \gamma_{jk}, \]

\[ B_k = \frac{\partial F}{\partial \Delta Y_{ij}} = \tan \delta_{jk} \cos \gamma_{jk} - \tan \delta_{ik} \cos \gamma_{jk}, \]

\[ C_k = \frac{\partial F}{\partial \Delta Z_{ij}} = \sin (\gamma_{jk} - \gamma_{ik}). \]

*A special type of condition occurs in the presence of measured directions or bases of chords — conditions of chord elements. The uniqueness of these conditions is that they are related to each other only by the unknowns of triangulation.
If the measurement contains systematic errors in the determination of the time $\sigma$, conditional Equation (22.1) will assume the form

$$a_1 v_{\ell k} + a_2 v_{\ell k} + a_3 v_{\ell k} + a_4 v_{\ell j} - A_{\ell} - B_{\ell} - C_{\ell j} + A_{\ell j} +$$

$$+ B_{\ell j} + C_{\ell j} + (a_1 k_1 + a_2 k_2) \sigma_i + (a_3 k_3 + a_4 k_4) \sigma_j + W_k = 0. \quad (22.3)$$

Such equations are compiled for all synchronization planes passing through points for which corrections $\sigma_i$ and $\sigma_j$ are being sought.

### Conditional Equations for "Measured" Chord Elements

If the base of a chord connecting two ground points to be determined in a space triangulation network is measured, the base condition will occur in this network.

When using additional unknowns — corrections of the coordinates for the chord ends — the conditional base equation assumes the form of the correction equation for measured distance.

$$v_D - L_0 (\xi_i - \xi_j) - M_0 (\eta_i - \eta_j) - N_0 (\zeta_i - \zeta_j) + W_D = 0, \quad (22.4)$$

where

$$W_D = \sqrt{(\Delta X_{ij})^2 + (\Delta Y_{ij})^2 + (\Delta Z_{ij})^2} - D_{ij}. \quad (22.4)$$

In the case when the base of the chord is measured with a high degree of accuracy (comparable to the accuracy of the initial sides), correction of $v_D$ in Equation (22.4) is assumed equal to zero. A similar situation arises in the presence of a "fixed" direction of the chord in triangulation, determined by two angles $\phi$ and $\Lambda$. In this case, two conditions occur in which the coordinates of the chord ends coincide with angles $\Lambda$ and $\phi$. When
additional unknowns are introduced, these conditional equations
assume the form of correction equations for measured angles char-
acterizing the direction of chord A and chord \(\Phi (21.12)\), and
differ from them only in the fact that corrections \(v_A\) and \(v_\Phi\) vanish.

Thus, the conditional equations are written

\[
-a_{i\ell} - b_{i\ell} + a_{j\ell} + b_{j\ell} + W_{i\ell} = 0,
\]

\[
-c_{i\ell} - d_{i\ell} + c_{j\ell} + d_{j\ell} + e_{i\ell} + W_{i\ell} = 0,
\]

(22.5)

where the expressions for the coefficients may be found in Formulas
(21.7).

The Conditional Base Equation for Measured Distance of the AES

In space triangulation constructed from data of simultaneous
photographic observations, the scale of which is defined by the
system of initial points or bases, the coordinates of all points
to be calculated may be obtained. Therefore, the measured dis-
tance from an observation point to the position of an AES, the
directions toward which have already been determined, is redundant.

The conditional equation with additional unknowns — the
coordinates of observation points from which the AES position
was observed — may be obtained in a manner similar to the con-
dditional base equation (20.9). From triangle \(ikj\) (see Figure 15)
we will have

\[
F = \frac{p_{ik} \sin \beta_k}{D_{ii} \sin \beta_i} - 1 = 0.
\]

(22.6)

After reducing conditional Equations (22.5) to linear form, we obtain
\[
\alpha_k \nu_{ik} + \alpha_2 \nu_{ik} + \alpha_3 \nu_{jk} + \alpha_4 \nu_{ik} + \alpha_5 \nu_{ik} + a (\xi_j - \xi_i) + \\
+ b (\eta_j - \eta_i) + c (\zeta_j - \zeta_i) + W = 0, 
\quad (22.7)
\]

where

\[
\begin{align*}
\alpha_1 &= \frac{\partial F}{\partial \theta_k} \frac{\partial \theta_k}{\partial \nu_{ik}} = \frac{\text{ctg} \theta_k}{\text{sin} \theta_k} \cos \delta_{ik} \cos \delta_{jk} \sin (\gamma_j - \gamma_{ik}), \\
\alpha_2 &= \frac{\partial F}{\partial \theta_k} \cdot \frac{\partial \theta_k}{\partial \delta_{ik}} = \frac{\text{ctg} \theta_k}{\text{sin} \theta_k} [\sin \delta_{ik} \cos \delta_{jk} \cos (\gamma_j - \gamma_{ik}) - \cos \delta_{ik} \cos \delta_{jk}], \\
\alpha_3 &= \frac{\partial F}{\partial \theta_k} \cdot \frac{\partial \theta_k}{\partial \gamma_{jk}} + \frac{\partial F}{\partial \gamma_{jk}} \frac{\partial \theta_k}{\partial \theta_k} = - \frac{\text{ctg} \theta_k}{\text{sin} \theta_k} \cos \delta_{ik} \cos \delta_{jk} \sin (\gamma_j - \gamma_{ik}) + \\
&\quad + \frac{\text{ctg} \theta_j}{D \text{sin} \theta_j} (\Delta X_{ij} M_{ij} - \Delta Y_{ij} L_{ij}), \\
\alpha_4 &= \frac{\partial F}{\partial \theta_k} \cdot \frac{\partial \theta_k}{\partial \theta_{ij}} + \frac{\partial F}{\partial \theta_{ij}} = \frac{\text{ctg} \theta_j}{D \text{sin} \theta_j} \cos \delta_{ik} [\sin \delta_{jk} \cos \delta_{ik} \cos (\gamma_j - \gamma_{ik}) - \\
&\quad - \cos \delta_{jk} \sin \delta_{ik}] + \frac{\text{ctg} \theta_j \text{tg} \delta_{jk}}{D \text{sin} \theta_j} \times \\
&\quad \Delta X_{ij} L_{ij} + \Delta Y_{ij} M_{ij} - \frac{\cos \delta_{ij}}{\text{tg} \delta_{ij}} \Delta Z_{ij}, \\
\alpha_5 &= \frac{\partial F}{\partial \theta_k} = \frac{1}{\nu_{ik}}, \\
\alpha &= \frac{\partial F}{\partial D} \frac{\partial D}{\partial X_{ij}} + \frac{\partial F}{\partial \theta_j} \frac{\partial \theta_j}{\partial X_{ij}} = L_{ij} + \\
&\quad + \frac{\text{ctg} \theta_j}{D \text{sin} \theta_j} (L_{ij} + L_{ij} \cos \beta_j), \\
b &= \frac{\partial F}{\partial D} \frac{\partial D}{\partial Y_{ij}} + \frac{\partial F}{\partial \theta_j} \frac{\partial \theta_j}{\partial Y_{ij}} = M_{ij} + \\
&\quad + \frac{\text{ctg} \theta_j}{D \text{sin} \theta_j} (M_{ij} + M_{ij} \cos \beta_j), \\
c &= \frac{\partial F}{\partial D} \frac{\partial D}{\partial Z_{ij}} + \frac{\partial F}{\partial \theta_j} \frac{\partial \theta_j}{\partial Z_{ij}} = N_{ij} + \\
&\quad + \frac{\text{ctg} \theta_j}{D \text{sin} \theta_j} (N_{ij} + N_{ij} \cos \beta_j), \\
W &= \frac{\rho_{ik}^2}{D_{ij}^3} \times \frac{\sqrt{1 - \left( \frac{L_{ij}^3 + M_{ij}^3 + N_{ij}^3}{\rho_{ik}^3} \right)^2}}{\sqrt{1 - \left( \frac{L_{ij}^3 + M_{ij}^3 + N_{ij}^3}{\rho_{ik}^3} \right)^2} - 1}. 
\end{align*}
\quad (22.9)
\]
The conditional equation of measured distance may be obtained in another form, by eliminating the coordinates of the AES position from the basic equations of (18.1), after which three equations remain

\[
\begin{align*}
\Delta X_{ij} &= \rho_{ik} l_{ik} - \rho_{jk} l_{jk}, \\
\Delta Y_{ij} &= \rho_{ik} m_{ik} - \rho_{jk} m_{jk}, \\
\Delta Z_{ij} &= \rho_{ik} n_{ik} - \rho_{jk} n_{jk},
\end{align*}
\]

(22.10)

After both distances have been eliminated from these three equations, we obtain the conditional equation of the synchronization plane.

Calculation of one of the distances, for example \(\rho_{jk}\) (if distance \(\rho_{ik}\) is measured), from the first equation of (22.10)

\[
\rho_{jk} = \frac{\rho_{ik} l_{ik} - \Delta X_{ij}}{l_{jk}}
\]

(22.11)

and substitution of it into the second equation leads to the conditional equation of measured distance in the form

\[
F' = (\Delta X_{ij} - \rho_{ik} l_{ik}) m_{jk} - (\Delta Y_{ij} - \rho_{ik} m_{ik}) l_{jk} = 0.
\]

(22.12)

Reducing it to linear form, we will have a conditional equation in the form of (22.7), where
\[ a_1 = \frac{\partial F'}{\partial t_{ik}} + \frac{\partial F'}{\partial Y_{ik}} = \rho_{ik} \cos \delta_{ik} \cos \delta_{jk} \cos (\gamma_{jk} - \gamma_{ik}), \]
\[ a_2 = \frac{\partial F'}{\partial t_{ik}} + \frac{\partial F'}{\partial Y_{ik}} = \rho_{ik} \sin \delta_{ik} \cos \delta_{jk} \cos (\gamma_{jk} - \gamma_{ik}), \]
\[ a_3 = \frac{\partial F'}{\partial t_{jk}} + \frac{\partial F'}{\partial Y_{jk}} = -\rho_{ik} \cos \delta_{ik} \cos \delta_{jk} \cos (\gamma_{jk} - \gamma_{ik}) + \Delta X_{ij}^k \Delta Y_{ij}^m_{jk}, \]
\[ a_4 = \frac{\partial F'}{\partial t_{jk}} + \frac{\partial F'}{\partial Y_{jk}} = \tan \delta_{jk} (\Delta Y_{ij}^l_{jk} - \Delta X_{ij}^m_{jk}) + \rho_{ik} \cos \delta_{ik} \cos \delta_{jk} \sin (\gamma_{jk} - \gamma_{ik}), \]
\[ a_5 = \frac{\partial F'}{\partial t_{jk}} = \cos \delta_{jk} \cos \delta_{jk} \sin (\gamma_{jk} - \gamma_{ik}). \]

In the case when, besides the directions to the AES position, both distances to this position \( \rho_{ik} \) and \( \rho_{jk} \) are calculated from two observation points, a conditional equation of the form (22.6) or the form (22.12) may be compiled for each of the distances. Moreover, one of these equations may be replaced by the condition which expresses the cosine formula for a plane triangle. This condition is obtained as a result of adding the squares of the three basic equations of (18.1)

\[ \varphi = D_{ij} - \rho_{ik} - \rho_{jk} + 2\rho_{ik}\rho_{jk} \cos \beta_k. \]

Reduction of (22.15) to linear form yields the conditional equation

\[ a_1 v_{ik} + a_2 v_{ik} + a_3 v_{jk} + a_4 v_{jk} + 
+ a_5 v_{ik} + a_6 v_{jk} + a \left( \xi_j - \xi_i \right) + 
+ b \left( \eta_j - \eta_i \right) + c \left( \xi_j - \xi_i \right) + W = 0, \]
where

\[ \alpha_1 = \frac{\partial \phi}{\partial \theta_k} \frac{\partial \theta_k}{\partial \gamma_{lk}} = \rho_{ik} \rho_{jk} \cos \delta_{ik} \cos \delta_{jk} \sin (\gamma_{lk} - \gamma_{jk}), \]
\[ \alpha_2 = -\rho_{ik} \rho_{jk} [\sin \delta_{ik} \cos \delta_{jk} \cos (\gamma_{lk} - \gamma_{jk}) - \cos \delta_{ik} \sin \delta_{jk}], \]
\[ \alpha_3 = \rho_{ik} \rho_{jk} \cos \delta_{ik} \cos \delta_{jk} \sin (\gamma_{lk} - \gamma_{jk}), \]
\[ \alpha_4 = -\rho_{ik} \rho_{jk} [\sin \delta_{ik} \cos \delta_{jk} \cos (\gamma_{lk} - \gamma_{jk}) - \cos \delta_{jk} \sin \delta_{ik}], \]
\[ \alpha_5 = \rho_{jk} \cos \theta_k - \rho_{ik}, \]
\[ \alpha_6 = \rho_{ik} \cos \theta_k - \rho_{jk}, \]
\[ a = \frac{\partial \phi}{\partial \Delta X_{ij}} = \Delta X_{ij}, \]
\[ b = \frac{\partial \phi}{\partial \Delta Y_{ij}} = \Delta Y_{ij}, \]
\[ c = \frac{\partial \phi}{\partial \Delta Z_{ij}} = \Delta Z_{ij}, \]
\[ W = \frac{1}{2} [D_{ik}^2 - \rho_{ik}^2 - \rho_{jk}^2 + 2\rho_{ik} \rho_{jk} (l_{ik} l_{jk} + m_{ik} m_{jk} + n_{ik} n_{jk})]. \]

Finally, for this same condition, the equations (22.10) may be used directly as conditions

\[ \phi_1 = \Delta X_{ij} - (\rho_{ik} l_{ik} - \rho_{jk} l_{jk}) = 0, \]
\[ \phi_2 = \Delta Y_{ij} - (\rho_{ik} m_{ik} - \rho_{jk} m_{jk}) = 0, \]
\[ \phi_3 = \Delta Z_{ij} - (\rho_{ik} n_{ik} - \rho_{jk} n_{jk}) = 0. \]

After reducing them to linear form, we obtain

\[ a_1 v_{1k} + a_2 v_{1k} + a_3 v_{jk} + a_4 v_{jk} + \]
\[ + a_5 v_{jk} + a_6 v_{jk} + a_7 (\xi_j - \xi_i) + \]
\[ + b_1 (\eta_j - \eta_i) + c_1 (\xi_j - \xi_i) + W_k = 0, \]
\[ \beta_1 v_{1k} + \beta_2 v_{1k} + \beta_3 v_{jk} + \beta_4 v_{jk} + \]
\[ + \beta_5 v_{jk} + \beta_6 v_{jk} + a_7 (\xi_j - \xi_i) + \]
\[ + b_2 (\eta_j - \eta_i) + c_2 (\xi_j - \xi_i) + W_k = 0, \]
\[ e_1 v_{1k} + e_2 v_{1k} + e_3 v_{jk} + e_4 v_{jk} + \]
\[ + e_5 v_{jk} + e_6 v_{jk} + a_7 (\xi_j - \xi_i) + \]
\[ + b_3 (\eta_j - \eta_i) + c_3 (\xi_j - \xi_i) + W_k = 0. \]
where

\[
\begin{align*}
\alpha_1 &= \rho_{ik} \cos \delta_{ik} \sin \gamma_{ik}, \\
\alpha_2 &= \rho_{ik} \sin \delta_{ik} \cos \gamma_{ik}, \\
\alpha_3 &= -\rho_{jk} \cos \delta_{jk} \sin \gamma_{jk}, \\
\alpha_4 &= -\rho_{jk} \sin \delta_{jk} \cos \gamma_{jk}, \\
\alpha_5 &= -\cos \delta_{ik} \cos \gamma_{ik}, \\
\alpha_6 &= \cos \delta_{jk} \cos \gamma_{jk},
\end{align*}
\]

\[a_1 = 1, \quad b_1 = 0, \quad c_1 = 0, \quad \beta_1 = -\rho_{ik} \cos \delta_{ik} \cos \gamma_{ik}, \]
\[\beta_2 = \rho_{ik} \sin \delta_{ik} \sin \gamma_{ik}, \quad \beta_3 = \rho_{ik} \cos \delta_{ik} \cos \gamma_{ik}, \]
\[\beta_4 = -\rho_{jk} \sin \delta_{jk} \sin \gamma_{jk}, \quad \beta_6 = -\cos \delta_{ijk} \sin \gamma_{ij}, \]
\[\beta_5 = \cos \delta_{ijk} \sin \gamma_{ijk}, \quad a_2 = 0, \quad b_2 = 1, \quad c_2 = 0, \quad \epsilon_1 = 0, \]
\[\epsilon_2 = -\rho_{ik} \cos \delta_{ijk}, \quad \epsilon_3 = 0, \]
\[\epsilon_4 = \rho_{jk} \cos \delta_{ijk}, \quad \epsilon_5 = -\sin \delta_{ijk}, \quad \epsilon_6 = \sin \delta_{ijk}, \]
\[a_3 = 0, \quad b_3 = 0, \quad c_3 = 1;
\]

\[
\begin{align*}
W_a &= \Delta X_{ij} - \rho_{ik} \cos \delta_{ik} \cos \gamma_{ik}, \\
&+ \rho_{jk} \cos \delta_{jk} \cos \gamma_{jk}, \\
W_b &= \Delta Y_{ij} - \rho_{ik} \cos \delta_{ik} \sin \gamma_{ik}, \\
&+ \rho_{jk} \cos \delta_{jk} \sin \gamma_{jk}, \\
W_c &= \Delta Z_{ij} - \rho_{ik} \sin \delta_{ik} + \rho_{jk} \sin \delta_{jk}.
\end{align*}
\]

**Conditional Equation of the Difference in Distances**

Let us consider a space triangulation figure (see Figure 16), in which photographic observation of two AES positions is accomplished from two ground points, and, moreover, the difference in
distances to these same AES positions is calculated from one of the ground points. Two conditions of the synchronization plane and one base condition for the measured difference in distances occur in this figure, which has the form

\[ F = \Delta \rho_i + D \Delta X_{ij} + E \Delta Z_{ij} = 0 \]  
(22.23)

(Another equation with functions of other coordinates may also be obtained), where

\begin{align*}
D &= \frac{\cos \delta_{ikh} \sin \gamma_{jk}}{\sin (\gamma_{jh} - \gamma_{ik})} - \frac{\cos \delta_{ikh} \sin \gamma_{jk}}{\sin (\gamma_{jh} - \gamma_{ik})}, \\
E &= \frac{\cos \delta_{ikh} \cos \gamma_{jk}}{\sin (\gamma_{jh} - \gamma_{ik})} + \frac{\cos \delta_{ikh} \cos \gamma_{jk}}{\sin (\gamma_{jh} - \gamma_{ik})}.
\end{align*}

(22.24)

After reduction to linear form, we obtain the conditional correction equation

\[ -a_1 \varphi_{ijk} + a_2 \varphi_{ijk} + a_3 \varphi_{ijk} + a_4 \varphi_{ijk} + a_5 \varphi_{ijk} + a_6 \varphi_{ijk} + \\
+ a_7 \varphi_{ijk} + a_8 \varphi_{ijk} + a_9 \varphi_{ijk} + a_9 \varphi_{ijk} + a_9 \varphi_{ijk} + a_9 \varphi_{ijk} + a_9 \varphi_{ijk} + a_9 \varphi_{ijk} + W = 0,
\]

(22.25)
in which

\[ a_1 = \frac{\partial F}{\partial \gamma_{jh1}} = \frac{\cos \delta_{ikh} \cos \gamma_{jk}}{\sin^2 (\gamma_{jh} - \gamma_{ik})} (\Delta X_{ij} \sin \gamma_{jk} + \Delta Z_{ij} \cos \gamma_{jk}), \]
\[ a_2 = \frac{\partial F}{\partial \delta_{ikh}} = -\frac{\sin \delta_{ikh}}{\sin (\gamma_{jh} - \gamma_{ik})} (\Delta X_{ij} \sin \gamma_{jk} + \Delta Z_{ij} \cos \gamma_{jk}), \]
\[ a_3 = \frac{\partial F}{\partial \gamma_{jh1}} = -\frac{\cos \delta_{ikh} \cos \gamma_{jk}}{\sin^2 (\gamma_{jh} - \gamma_{ik})} (\Delta X_{ij} \sin \gamma_{jk} + \Delta Z_{ij} \cos \gamma_{jk}), \]
\[ a_4 = \frac{\partial F}{\partial \gamma_{jh1}} = \frac{\cos \delta_{ikh} \cos \gamma_{jk}}{\sin^2 (\gamma_{jh} - \gamma_{ik})} (\Delta X_{ij} \sin \gamma_{jk} + \Delta Z_{ij} \cos \gamma_{jk}), \]
\[ a_5 = \frac{\partial F}{\partial \gamma_{jh1}} = \frac{\cos \delta_{ikh} \cos \gamma_{jk}}{\sin^2 (\gamma_{jh} - \gamma_{ik})} (-\Delta X_{ij} \sin \gamma_{jk} - \Delta Z_{ij} \cos \gamma_{jk}), \]
\[ a_6 = \frac{\partial F}{\partial \gamma_{jh1}} = \frac{\cos \delta_{ikh} \cos \gamma_{jk}}{\sin^2 (\gamma_{jh} - \gamma_{ik})} (-\Delta X_{ij} \sin \gamma_{jk} - \Delta Z_{ij} \cos \gamma_{jk}), \]
\[ a_7 = \frac{\partial F}{\partial \gamma_{jh1}} = \frac{\cos \delta_{ikh} \cos \gamma_{jk}}{\sin^2 (\gamma_{jh} - \gamma_{ik})} (-\Delta X_{ij} \sin \gamma_{jk} - \Delta Z_{ij} \cos \gamma_{jk}), \]
\[ a_8 = \frac{\partial F}{\partial \gamma_{jh1}} = \frac{\cos \delta_{ikh} \cos \gamma_{jk}}{\sin^2 (\gamma_{jh} - \gamma_{ik})} (-\Delta X_{ij} \sin \gamma_{jk} - \Delta Z_{ij} \cos \gamma_{jk}), \]
\[ a_9 = \frac{\partial F}{\partial \gamma_{jh1}} = \frac{\cos \delta_{ikh} \cos \gamma_{jk}}{\sin^2 (\gamma_{jh} - \gamma_{ik})} (-\Delta X_{ij} \sin \gamma_{jk} - \Delta Z_{ij} \cos \gamma_{jk}), \]
\[ a_9 = \frac{\partial F}{\partial \gamma_{jh1}} = \frac{\cos \delta_{ikh} \cos \gamma_{jk}}{\sin^2 (\gamma_{jh} - \gamma_{ik})} (-\Delta X_{ij} \sin \gamma_{jk} - \Delta Z_{ij} \cos \gamma_{jk}), \]
\[ a_9 = \frac{\partial F}{\partial \gamma_{jh1}} = \frac{\cos \delta_{ikh} \cos \gamma_{jk}}{\sin^2 (\gamma_{jh} - \gamma_{ik})} (-\Delta X_{ij} \sin \gamma_{jk} - \Delta Z_{ij} \cos \gamma_{jk}), \]

(22.26)

\[ W = \Delta \rho_i + D' \Delta X_{ij} + E' \Delta Z_{ij}.
\]

(22.27)
In complex space triangulation figures, we may encounter the most varied combination of measured directions and differences in distances. However, the conditional equations occurring in this case may be reduced in the final analysis to conditional equations of synchronization planes and to conditional equations of the differences in distances, similar to those which we have presented.

The Order of Adjustment

Preliminary values of the coordinates of the observation points to be determined should first be established in order to compile conditional equations. This may be accomplished by different methods, for example, by sequential transfer of the coordinates from initial points through elementary space triangulation figures, omitting calculation of AES coordinates.

An important process preceding adjusting calculations is the selection of conditional equations and enumeration of their number.

The number of equations of the synchronization planes may be calculated by the formula

$$p = \sum_{i=1}^{s} s_i [m_i + (m_i - 3)],$$  \hspace{1cm} (22.28)

where \(s\) is the number of observed AES; and \(m\) is the number of directions converging at a given AES position. The number of base conditional equations for chord bases, the measured distances to the AES, or the difference in distances is equal to the number of these values.

The weights of the measured values are established by the rules outlined in Section 21.
Joint solution of the conditional equations under the condition

$$[p_{uv}] - 2 \sum k_r [l_{uv}] + c_i x_i + b_i y_i + c_i z_i = \min$$

leads to a system of normal correlation equations and coordinate corrections of the observation points, which has order \(r + 3P\), where \(r\) is the number of correlates equal to the number of conditional equations, and \(P\) is the number of observation points to be calculated.

By combining into separate groups the conditional equations containing corrections for the same measurements, partial independence of the normal equations corresponding to them is achieved.

The described method is rigorous for adjustment of space triangulation networks of any construction.

23. Adjustment of Space Triangulation, Formed by Planes by the Parametric Method

If space triangulation is constructed by simultaneous photographic observations of each AES position from two observation points only, the conditional equations of the synchronization planes are independent of each other.

Having expressed the conditional equation of plane (22.1) in explicit form with respect to corrections for additional unknowns, we obtain

$$-A_k \xi_i - B_k \eta_i - C_k \zeta_i + A_k \xi_j + B_k \eta_j + C_k \zeta_j + l_k = \varepsilon_k,$$  \(23.1\)

where \(A_k\), \(B_k\), and \(C_k\) are the coefficients of the plane equations which are calculated by Formulas (22.2). The free term is
\[ l_k = A'_k (X'_i - X'_j) + B'_k (Y'_i - Y'_j) + C'_k (Z'_i - Z'_j), \]  
(23.2)

where \( X^0, Y^0, \) and \( Z^0 \) are the preliminary values of the coordinates of points \( i \) and \( j \). The right side of the equation is

\[ \varepsilon = -(a_i v_{ik} + a_j v_{jk} + a_2 v_{ik} + a_3 v_{jk}), \]  
(23.3)

where \( a_i \) are the partial derivatives whose values are calculated by Formulas (22.2).

If the measurements have systematic time errors, the equation assumes the form

\[ \varepsilon = -(A_k \xi_i - B_k \eta_i + C_k \zeta_i + A_k \xi_j + B_k \eta_j + C_k \zeta_j + \sigma_{ij} + \sigma_{ij}) \]  
(23.4)

The unique feature of Equation (23.1) is that the value which it describes is actually not measured. It is a single geometric image (plane), obtained on the basis of several measurements. Nevertheless, Expression (23.1) may be considered as a correction equation both formally and in essence, since the value \( \varepsilon_k \) expresses the error of calculating the given plane.

The weight of the equation of the synchronization plane is calculated by the expression

\[ p_k = \frac{\sigma_1^2 + \sigma_2^2 + \sigma_3^2 + \sigma_4^2}{p_{ik} + p_{ik} + p_{jk} + p_{jk}}. \]  
(23.5)

Joint solution of the system of correction equations (23.1) under the condition \( [p_k \varepsilon_k \varepsilon_k] = \min \), which is equivalent to condition \( [p_{\gamma \gamma} v_{\gamma \gamma}] + [p_{\delta \delta} v_{\delta \delta}] = \min \), leads to a system of normal equations whose order will be equal only to the number of the unknown coordinates of the observation points to be calculated, i.e., \( 3P \).
If there are separate AES positions in the space triangulation network observed from more than two observation points, and (or) there are linear measurements, the combined method of adjustment by the parametric method may be used, when the synchronization planes and direct measurements are considered jointly as measured values. When adjusting for AES positions, observed from three or more observation points, by this method, as well as for linear measurements, the correction equations are compiled in the same way as in the parametric method. The equations for correction of planes (23.1) are compiled for AES positions observed from two observation points only. Two partial systems of normal equations are compiled for the two groups of correction equations obtained. The first system includes the unknown corrections of the coordinates of observation points and AES positions. This system is solved until elimination of the corrections of the coordinates of AES positions. Afterwards, all the coefficients of the transformed system are added to the coefficients in the case of the corresponding corrections of the second partial system. The order of the connecting system of normal equations obtained, whose solution gives the corrections of the observation points to be determined, will be equal to 3P.

The combined method will also be rigorous for adjustment of triangulation of any construction.

24. Adjustment of Space Triangulation Constructed from Chords

If each AES position in space triangulation is observed from two points only, all measured values may be divided into groups, each of which is related only to a single chord, connecting the observation points. Adjustment may be carried out in two stages, with such a construction of space triangulation. In the first stage, the most probable values of the unknowns which characterize
the position of the chord itself are calculated as a result of adjustment of the values measured directly. The second stage consists of adjustment of a three-dimensional triangulation network constructed from chords. This method of adjustment (if simultaneous photographic observations only are carried out in the network) has been named the "method of closing directions" in the literature.

The orientation angles of chord A and φ and its base D are used as the "measured values" in adjustment of triangulation of chords (in the second stage). However, all these values will be dependent, because their values are calculated as a result of adjustment of the same measurements in the first stage. Therefore, as a result of the first stage, along with the most probable values of corrections of values $A^0$, $\phi^0$, and $D^0$, we must calculate the elements of the correlation matrix

$$Q_{A\phi D} = \begin{bmatrix} q_{AA} & q_{A\phi} & q_{AD} \\ q_{\phi A} & q_{\phi\phi} & q_{\phi D} \\ q_{D A} & q_{D \phi} & q_{DD} \end{bmatrix},$$

which is required for the second stage of adjustment.

The parametric and conditional methods are applicable in both the first and second stages of adjustment of space triangulation constructed from chords.

Let us consider specific uses of these methods.

Adjustment in the First Stage by the Parametric Method

If space triangulation is constructed only from simultaneous photographic observations, each measured value $\gamma$ and $\delta$ is contained only in a single equation of the synchronization plane and, consequently, these equations will be independent.
In this case, each planar equation of (16.9)

\[ F_k = \tan \delta_{ik} \sin (\Lambda_{ij} - \gamma_{jk}) + \tan \delta_{ik} \sin (\gamma_{ik} - \Lambda_{ij}) + \tan \Phi_{ik} \sin (\gamma_{ik} - \gamma_{ik}) = 0 \]

may be represented in the form of correction equations. By reducing it to linear form, we obtain

\[ \varepsilon_k = a_k \Delta \Lambda_{ij} + b_k \Delta \Phi_{ij} + l_k, \text{ weight } p_k, \quad (24.2) \]

where

\[ a_k = \frac{\partial F_k}{\partial \Lambda_{ij}} = \tan \delta_{ik} \cos (\gamma_{ij} - \Lambda_{ij}) + \tan \delta_{ik} \cos (\gamma_{ik} - \Lambda_{ij}) \]

\[ b_k = \frac{\partial F_k}{\partial \Phi_{ij}} = \frac{\sin (\gamma_{ij} - \gamma_{ik})}{\cos^2 \Phi_{ij}} \]

\[ l_k = \tan \delta_{ik} \sin (\Lambda_{ij} - \gamma_{jk}) + \tan \delta_{ik} \sin (\gamma_{ij} - \Lambda_{ij}) + \tan \Phi_{ij} \sin (\gamma_{ik} - \gamma_{ik}) \quad (24.4) \]

The values \( \Lambda^0_{ij} \) and \( \Phi^0_{ij} \) are calculated from the preliminary coordinates of points i and j according to Expressions (16.13). The weight of each Equation (24.2) is found from Formula (23.5), in which

\[ a_1 = \frac{\partial F_k}{\partial \gamma_{ik}} = \tan \delta_{ik} \cos (\gamma_{ik} - \Lambda_{ij}) - \tan \Phi_{ij} \cos (\gamma_{ik} - \gamma_{ik}) \]

\[ a_2 = \frac{\partial F_k}{\partial \Lambda_{ij}} = \frac{\sin (\Lambda_{ij} - \gamma_{ik})}{\cos^2 \delta_{ik}} \]

\[ a_3 = \frac{\partial F_k}{\partial \gamma_{ik}} = -\tan \delta_{ik} \cos (\Lambda_{ij} - \gamma_{jk}) + \tan \Phi_{ij} \cos (\gamma_{ik} - \gamma_{ik}) \]

\[ a_4 = \frac{\partial F_k}{\partial \Phi_{ij}} = \frac{\sin (\gamma_{ik} - \Lambda_{ij})}{\cos^2 \delta_{jk}} \]

Solution of the system of Equations (24.2) under the condition \([p_k \varepsilon_k \varepsilon_k] = \min\) leads for each chord to a system of two normal equations, as a result of which the correction values of \( \Lambda^1 \) and \( \Phi^1 \) are obtained, as well as the elements of the correlation matrix.
If space triangulation contains both the angular measured values \((\gamma, \delta)\) and linear values \((\rho, \Delta \rho)\), the conditional equations of the synchronization planes become dependent, because the measured values \(\gamma\) and \(\delta\) will also be contained in the conditional equations which occur from being combined with the distances and differences in distances. In this case, the plane equations may not be considered as correction equations, and corrections of directly measured values may not be expressed in explicit form only by the unknowns \(A\), \(\Phi\), and \(D\), which characterize the direction and length of the chord.

For this situation, the coordinates of AES positions and the coordinates of one of the observation points at the end of the chord may be selected as unknowns in the first stage in adjustment by the parametric method. The second point should be considered as the reference point, because we are interested in the given case only in the mutual position of the chord ends.

The equations for correcting the measured values \(v_{\gamma}\), \(v_{\delta}\), \(v_{\rho}\), and \(v_{\Delta \rho}\) have exactly the same form as adjustment of the entire triangulation by the parametric method (21.3), (21.8), (21.15), and (21.19). However, these equations do not contain corrections of the coordinates of point \(i\), and the corrections of the coordinates of the other point \(j\) actually become the corrections of the differences in the coordinates \((\xi_j = d\Delta X_{ij}, \eta_j = d\Delta Y_{ij}, \zeta_j = d\Delta Z_{ij})\).
As a result of solving the system of normal equations for each chord separately, the value of the differences in coordinates \( \Delta X, \Delta Y, \) and \( \Delta Z \) and their correlation matrix are calculated

\[
Q_{\Delta X, \Delta Y, \Delta Z} = \begin{bmatrix}
q_{\Delta X \Delta X} & q_{\Delta X \Delta Y} & q_{\Delta X \Delta Z} \\
q_{\Delta Y \Delta X} & q_{\Delta Y \Delta Y} & q_{\Delta Y \Delta Z} \\
q_{\Delta Z \Delta X} & q_{\Delta Z \Delta Y} & q_{\Delta Z \Delta Z}
\end{bmatrix}.
\] (24.7)

In conclusion, the values of \( \Lambda, \Phi, \) and \( D \), which correspond to the adjusted values of \( \Delta X, \Delta Y, \) and \( \Delta Z \) from Formulas (16.13), are calculated for the second stage of adjustment.

To obtain the correlation matrix (24.1), and taking the fact into account that \( \Lambda, \Phi, \) and \( D \) are complex functions related to the measurements by \( \Delta X, \Delta Y, \) and \( \Delta Z \), by differentiation of (16.13), we find

\[
\begin{bmatrix}
\frac{d\Lambda}{d\Phi} \\
\frac{d\Phi}{dD} \\
\frac{dD}{d\Lambda}
\end{bmatrix} = \begin{bmatrix}
f_{11} & f_{12} & f_{13} \\
f_{21} & f_{22} & f_{23} \\
f_{31} & f_{32} & f_{33}
\end{bmatrix} \begin{bmatrix}
\xi \\
\eta \\
\zeta
\end{bmatrix},
\] (24.8)

where

\[
f_{11} = \frac{\partial \Lambda}{\partial \Delta X} = -\frac{\Delta Y}{\Delta X^2 + \Delta Y^2};
\]

\[
f_{12} = \frac{\partial \Lambda}{\partial \Delta Y} = \frac{\Delta X}{\Delta X^2 + \Delta Y^2};
\]

\[
f_{13} = \frac{\partial \Lambda}{\partial \Delta Z} = 0;
\]

\[
f_{21} = \frac{\partial \Phi}{\partial \Delta X} = -\frac{\Delta X + \Delta Z}{(\Delta X^2 + \Delta Y^2 + \Delta Z^2)^{\frac{3}{2}}};
\]

\[
f_{22} = \frac{\partial \Phi}{\partial \Delta Y} = -\frac{\Delta Y + \Delta Z}{(\Delta X^2 + \Delta Y^2 + \Delta Z^2)^{\frac{3}{2}}};
\]

\[
f_{23} = \frac{\partial \Phi}{\partial \Delta Z} = -\frac{\Delta X + \Delta Y}{(\Delta X^2 + \Delta Y^2 + \Delta Z^2)^{\frac{3}{2}}};
\]

\[
f_{31} = \frac{\partial D}{\partial \Delta X} = \frac{\Delta X}{\sqrt{\Delta X^2 + \Delta Y^2 + \Delta Z^2}};
\]

\[
f_{32} = \frac{\partial D}{\partial \Delta Y} = \frac{\Delta Y}{\sqrt{\Delta X^2 + \Delta Y^2 + \Delta Z^2}};
\]

\[
f_{33} = \frac{\partial D}{\partial \Delta Z} = \frac{\Delta Z}{\sqrt{\Delta X^2 + \Delta Y^2 + \Delta Z^2}}.
\] (24.9)
Now,

\[
Q_{\Delta \Phi D} = \begin{bmatrix}
  f_{11} & f_{12} & f_{13} \\
  f_{21} & f_{22} & f_{23} \\
  f_{31} & f_{32} & f_{33}
\end{bmatrix}
\begin{bmatrix}
  g_{\Delta x \Delta x} & g_{\Delta x \Delta y} & g_{\Delta x \Delta z} \\
  g_{\Delta y \Delta x} & g_{\Delta y \Delta y} & g_{\Delta y \Delta z} \\
  g_{\Delta z \Delta x} & g_{\Delta z \Delta y} & g_{\Delta z \Delta z}
\end{bmatrix}
\times
\begin{bmatrix}
  f_{11} & f_{12} & f_{13} \\
  f_{21} & f_{22} & f_{23} \\
  f_{31} & f_{32} & f_{33}
\end{bmatrix}^T
\begin{bmatrix}
  q_{\Lambda \Lambda} & q_{\Lambda \Phi} & q_{\Delta D} \\
  q_{\Phi \Lambda} & q_{\Phi \Phi} & q_{\Phi D} \\
  q_{D \Lambda} & q_{D \Phi} & q_{D D}
\end{bmatrix}
\]

\[(24.10)\]

Adjustment in the First Stage by the Conditional Method with Additional Unknowns

Depending on the composition of measurements in the space triangulation figure from which the given chord is calculated, plane conditions and base conditions for the measured distances and their differences may occur. It is obvious that corrections must be introduced into the orientation angles \( \Delta_\Lambda \) and \( \Delta_\Phi \) and correction in its base \( \Delta_D \) in this case, as additional unknowns.

In the general case, the conditional equation with additional unknowns for any composition of measurements will be

\[
\sum a_k v_k + a_\Lambda \Delta_\Lambda + b_\phi \Delta_\phi + c_\Delta \Delta_D + W_r = 0,
\]

\[(24.11)\]

where \( v_k \) are corrections of the values measured directly, and the coefficients \( a_k \) are calculated by the formulas of Section 22.

The values \( a_r, b_r, \) and \( c_r \) are partial derivatives of the form

\[
a = \partial F/\partial \Lambda, \quad b = \partial F/\partial \Phi, \quad \text{and} \quad c = \partial F/\partial D,
\]

which may be easily obtained from consideration of expressions for specific geometric conditions.

One correlate in the system of the normal correlation equations and corrections of additional unknowns will correspond to each conditional equation. Thus, a system of normal equations will have an order equal to \( r + 3 \), where \( r \) is the number of
conditions and 3 corresponds to the number of additional unknowns — corrections $\Delta_{ij}$, $\Delta_{ij}'$, and $\Delta_{ij}''$.

As a result of solving the system of equations under the condition

$$[p,v,w]-2\sum_k k, ([w]+a,\Delta_{ij}+b,\Delta_{ij}'+c,\Delta_{ij}'') = \text{min}$$

for each chord, the corrections of orientation angles ($\Delta_{ij}$, $\Delta_{ij}'$) and chord base ($\Delta_{ij}''$) of interest to us, as well as the correlation matrix (24.1), will be obtained in addition to the values of the correlates.

Adjustment of Chords in the Second Stage by the Parametric Method

In adjustment of space triangulation constructed from chords, the values of $\Lambda'$, $\Phi'$, and $D'$, found from adjustment in the first stage, are used as the measured values in the second stage. The correction equations for this case are presented in Expressions (21.12) and (21.15), where the symbols $l_{1k}$, $m_{ik}$, and $n_{ik}$ should be replaced by $L_{ij}$, $M_{ij}$, and $N_{ij}$. The free terms of the correction equations are calculated by the formulas

$$l_{ij} = \Lambda^0 - \Lambda'$$
$$l_{ij}' = \Phi^0 - \Phi'$$
$$l_{ij}'' = D^0 - D'$$

(24.12)

where $\Lambda^0$, $\Phi^0$, and $D^0$ are the orientation angles of the chord and its length, obtained from the preliminary coordinates of ground points.
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Since the values of $\Lambda$, $\Phi$, and $D$ for each chord will be dependent, the generalized least squares principle $v^TQ^{-1}v = \min$ must be used for joint solution of the system of correction equations. The use of this condition leads to a system of normal equations of order $3P$ ($P$ is the number of observation points to be calculated)

$$A^TQ^{-1}AX = A^TQ^{-1}L,$$  \hspace{1cm} (24.13)

where $A$ is the matrix of the coefficients of correction equations, $L$ is the vector of the free terms of the same equations, and $X$ is the vector of corrections in the coordinates of ground points. The elements of the correlation matrix $Q$ are calculated in the first stage of adjustment.

We note in conclusion that the reciprocal correlation matrix $Q^{-1}$ is simpler to calculate if the correction equations, in which the unknowns are corrections $\Delta_{\Lambda}$, $\Delta_{\Phi}$, and $\Delta_D$, are used in the first stage of adjustment. Actually, the system of correction equations, related to the given chord, is written

$$a_1 b_1 c_1 \begin{bmatrix} \Delta_{\Lambda} \\ \Delta_{\Phi} \\ \Delta_D \end{bmatrix} + \begin{bmatrix} l_1 \\ l_2 \\ \ldots \end{bmatrix} = \begin{bmatrix} e_1 \\ e_2 \\ \ldots \end{bmatrix},$$ \hspace{1cm} (24.14)

or in generalized form

$$a\Delta + L = e.$$ \hspace{1cm} (24.15)

The normal system, corresponding to (24.15), will be

$$a^T P_a a\Delta + a^T P_e L = 0$$ \hspace{1cm} (24.16)
Hence, we find the correction vector \( \Delta \{ \Delta_A, \Delta_\phi, \Delta_D \} \),

\[
\Delta = -(a^TP_a)^{-1} a^TP_P L = - Q a^TP_P L,
\]

(24.17)

where \( Q \) is the correlation matrix (the matrix of weighting factors) of system (24.16).

The reciprocal correlation matrix \( Q^{-1} \), which is required for adjustment of chords in the second stage by the parametric method, has the form

\[
Q^{-1} = [(a^TP_a)^{-1}]^{-1} = a^TP_a.
\]

(24.18)

Thus, if corrections \( \Delta_A, \Delta_\phi, \) and \( \Delta_D \) are calculated directly in the first stage, matrix \( Q^{-1} \) coincides with the matrix of normal equations of the first stage.

Adjustment of Chords in the Second Stage by the Conditional Method

In adjustment of space triangulation constructed from chords, introduction of additional unknowns — corrections in the ground point coordinates — is useless, because the planar equation passing through three observation points is satisfied for any values of the coordinate of these observation points. Therefore, the conditional equations of coplanarity of three free vectors, as well as the polar, base and coordinate conditional equations must be used in the second stage. Calculation of the number of conditions of each type may be carried out by the same rules as for two-dimensional networks. We should add that the polar and base conditions in a space network formed by chords are perceived "by the eye" as similar conditions in a two-dimensional network, and the conditions of the coplanarity of three free vectors are perceived as the conditions of triangles with variable angles.
The coplanarity condition of three chords, belonging to a single three-dimensional triangle (the condition of the plane of three observation points), according to (20.5), has the form

$$F = \begin{bmatrix} L_1 & L_2 & L_3 \\ M_1 & M_2 & M_3 \\ N_1 & N_2 & N_3 \end{bmatrix} = 0,$$  \hspace{1cm} (24.19)

where $L_1$, $M_1$, and $N_1$ are the direction cosines of the chords calculated from the orientation angles of chord $A'$ and $\Phi'$, adjusted in the first stage. By reducing (24.19) to a linear form with respect to corrections in the orientation angles $v_\Lambda$ and $v_\Phi$, we obtain

$$\sum_{i=1}^{3} \frac{\partial F}{\partial \Lambda_i} v_{\Lambda_i} + \sum_{i=1}^{3} \frac{\partial F}{\partial \Phi_i} v_{\Phi_i} + W = 0.$$ \hspace{1cm} (24.20)

Representing the partial derivatives of (24.19) in the form

$$\frac{\partial F}{\partial \Lambda} = \frac{\partial F}{\partial L} \cdot \frac{\partial L}{\partial \Lambda} + \frac{\partial F}{\partial M} \cdot \frac{\partial M}{\partial \Lambda} + \frac{\partial F}{\partial N} \cdot \frac{\partial N}{\partial \Lambda},$$

$$\frac{\partial F}{\partial \Phi} = \frac{\partial F}{\partial L} \cdot \frac{\partial L}{\partial \Phi} + \frac{\partial F}{\partial M} \cdot \frac{\partial M}{\partial \Phi} + \frac{\partial F}{\partial N} \cdot \frac{\partial N}{\partial \Phi},$$ \hspace{1cm} (24.21)

we obtain

$$\frac{\partial F}{\partial \Lambda_i} = -M_i A_i + L_i B_i$$ \hspace{1cm} (24.22)

$$\frac{\partial F}{\partial \Phi_i} = \frac{C_i}{\cos \Phi_i},$$

where $A$, $B$ and $C$ are found from Expressions (16.3) with replacement of symbols $l$, $m$, and $n$ by $L$, $M$, and $N$ in them. The free term of Equation (24.20) is calculated by the formula

$$W = L'A' + M'B' + N'C',$$ \hspace{1cm} (24.23)
in which all values are calculated from the values of \( \Lambda' \) and \( \Phi' \), obtained in the first stage of adjustment.

The conditional base and polar equations formally have the same form (otherwise, only the free term will be calculated). Expanding Expression (20.9) in a series, we obtain

\[
\sum \frac{\partial F}{\partial \Lambda_i} v_{\Lambda_i} + \sum \frac{\partial F}{\partial \Phi_i} v_{\Phi_i} + W = 0, \tag{24.24}
\]

The coefficients of Equation (24.24) may be represented by

\[
\frac{\partial F}{\partial \Lambda_i} = \sum_k \left( \frac{\partial F}{\partial \beta_k} \cdot \frac{\partial \beta_k}{\partial \Lambda_i} + \frac{\partial F}{\partial M_i} \cdot \frac{\partial M_i}{\partial \Lambda_i} + \frac{\partial F}{\partial N_i} \cdot \frac{\partial N_i}{\partial \Lambda_i} \right),
\]

\[
\frac{\partial F}{\partial \Phi_i} = \sum_k \left( \frac{\partial F}{\partial \beta_k} \cdot \frac{\partial \beta_k}{\partial \Phi_i} + \frac{\partial F}{\partial M_i} \cdot \frac{\partial M_i}{\partial \Phi_i} + \frac{\partial F}{\partial N_i} \cdot \frac{\partial N_i}{\partial \Phi_i} \right), \tag{24.25}
\]

where \( \beta_k \) are the angles of the three-dimensional triangles formed by the chords and \( t \) is the number of angles in which the given chord is contained.

Having calculated the partial derivatives in (24.25), we find the following expressions for the coefficients of Equation (24.24)

\[
\frac{\partial F}{\partial \Lambda_i} = \sum_k (-1)^k \frac{\text{ctg} \beta_k}{\sin \beta_k} (L_i M_j - L_j M_i),
\]

\[
\frac{\partial F}{\partial \Phi_i} = \sum_k (-1)^k \frac{\text{ctg} \beta_k}{\sin \beta_k \cos \Phi_i} (N_j - N_i \cos \beta_k), \tag{24.26}
\]

where \( i \) and \( j \) are the numbers of the chords which form angle \( \beta_k \).

If the bases of the chords are measured in the network, Equation (24.24) assumes the form

\[
\sum \frac{\partial F}{\partial \Lambda_i} v_{\Lambda_i} + \sum \frac{\partial F}{\partial \Phi_i} v_{\Phi_i} + \frac{v_{D_1}}{D_1} - \frac{v_{D_2}}{D_2} + W = 0, \tag{24.27}
\]
where $v_D$ are the corrections for the measured chord bases.

The coordinate conditions for a network constructed from chords have the form

$$
\varphi_x = \sum L_i D_i - \Delta X,
\varphi_y = \sum M_i D_i - \Delta Y,
\varphi_z = \sum N_i D_i - \Delta Z.
$$

(24.28)

Henceforth, we will use the conditional equation only for the abscissas, since the other equations may be obtained in a similar manner.

By reducing the function $\varphi_X$ to linear form, we obtain the following conditional equation

$$
\sum a_i \varphi_{\varphi_i} + W_X = 0,
$$

(24.29)

in which

$$
\frac{\partial \varphi_X}{\partial \varphi_i} = \frac{\partial L_i}{\partial \varphi_i} D_i - \frac{\partial D_i}{\partial \varphi_i} L_i,
\frac{\partial \varphi_X}{\partial \varphi_i} = \frac{\partial L_i}{\partial \varphi_i} D_i + \frac{\partial D_i}{\partial \varphi_i} L_i.
$$

(24.30)

Having calculated the partial derivatives which are contained in (24.30), we obtain

$$
\frac{\partial \varphi_X}{\partial \varphi_i} = -M_i D_i + L_i D_i \sum_{k=1}^t \frac{(-1)^{2n-1}}{\sin \beta_k} \frac{\cot \beta_k}{\sin \beta_k \cos \beta_k} (L_i M_j - L_j M_i),
\frac{\partial \varphi_X}{\partial \varphi_i} = -N_i D_i \cos \Lambda_i + L_i D_i \sum_{k=1}^t \frac{(-1)^{2n-1}}{\sin \beta_k \cos \beta_k} \frac{\cot \beta_k}{\sin \beta_k \cos \beta_k} (N_j - N_i \cos \beta_k),
$$

(24.31)

where the symbols $t, i, j$, and $\beta_k$ have the same meanings as in Expressions (24.26).
If the chord bases in the network are measured, the form of the coordinate conditional equations will be simplified considerably; thus, the equation for the abscissas is written

\[-\sum Y_i \nu \Lambda_i - \sum \frac{\Delta X_i}{\cos \Phi_i} \nu \Phi_i + \sum \frac{\Delta X_i}{D_i} \nu \Phi_i + W_X = 0.\] (24.32)

The set of conditional equations which occur in the given space triangulation network is written in matrix form

\[aV + W = 0,\] (24.33)

where \(a\) is the matrix of the coefficients of the conditional equations, \(V\) is the correction vector for values \(\Lambda\) and \(\Phi\), and \(W\) is the vector of free terms. Joint solution of Equations (24.33) under the conditions of the generalized least squares principle \(V^TQ^{-1}V = \min\) leads to a system of normal correlate equations

\[aQa^TK + W = 0,\] (24.34)

in which \(K\) is the correlate vector and \(Q\) is the correlation matrix, obtained in the first stage of adjustment. Having calculated the correlate vector from System (24.34), it is easy to find the desired correction vector for the orientation angles of chords \(\Lambda\), \(\Phi\), and \(D\)

\[V = Qu^TK.\] (24.35)

We can avoid the use of the correlation matrix of "measured values" in the second stage of adjustment by introducing a special local coordinate system for each chord in the first stage of adjustment. Introduction of this system, one of whose axes is aligned along the displacement of the end of the chord
in terms of altitude (h), and the second — along the displacement in terms of azimuth (a), was proposed by L. Aardom, A. Hirnius, and G. Veis for adjustment of space triangulation constructed by the Smithsonian Astrophysical Observatory [46]. Due to the fact that the axes of the error ellipse in the direction of chord ij are oriented along axes h and a in a plane perpendicular to the direction of the chord at point j, correlation between corrections for the direction of chord dh and da will be negligible.

Let us consider the relationship between corrections of the orientation angles of chord A and $\phi$, and corrections of dh and da.

The corrections of $d\phi$ and $dA \cos \phi$ are also located in a plane perpendicular to the direction of the chord at point j, along the axes of a plane rectangular coordinate system, which are the traces of intersection of this plane by a plane passing through the chord parallel to the Z-axis of a geocentric coordinate system (z) and a plane passing through a chord perpendicular to the first plane (s), respectively.

The axes h and a in a plane perpendicular to the direction of the chord are traces of a plane passing through the chord and the origin of geocentric rectangular coordinates and of a plane passing through the chord perpendicular to the first, respectively. Thus, the axis h is approximately perpendicular to the Earth's surface.

The coordinate system h, a is rotated with respect to the system z, a by angle $\alpha$ between a plane passing through the chord and the origin of the ground coordinate system, and a plane passing through the chord parallel to the Z-axis. This angle may be found from the expression
\[
\cos \alpha = \frac{(Y_1Z_j - Y_jZ_i)(Y_j - Y_i) + (Z_iX_j - Z_jX_i)(X_i - X_j)}{\sqrt{(Y_1Z_j - Y_jZ_i)^2 + (Z_iX_j - Z_jX_i)^2 + (X_iY_j - X_jY_i)^2)} [((Y_j - Y_i)^2 + (X_i - X_j)^2)}.
\] (24.36)

For adjustment in the first stage, let us represent the correction equation of the synchronization plane (23.1), having divided it by \(D_{ij}\), in the form

\[
\varepsilon_k = A_k dL_{ij} + B_k dM_{ij} + C_k dN_{ij} + W_k, \text{ weight } P_k. \] (24.37)

Transition from corrections of the orientation angles \(\Lambda_{ij}\) and \(\Phi_{ij}\) is calculated by the expression

\[
\begin{bmatrix}
-dL \\
-dM \\
-dN
\end{bmatrix} = \begin{bmatrix}
-sin \Lambda & -sin \Phi & cos \Lambda \\
-cos \Lambda & -sin \Phi & -sin \Lambda \\
0 & cos \Phi & 1
\end{bmatrix} \begin{bmatrix}
d\Lambda cos \Phi \\
d\Phi
\end{bmatrix}. \] (24.38)

Accordingly, transition from corrections of orientation angles to corrections of \(dh_{ij}\) and \(da_{ij}\) is accomplished by the formula

\[
\begin{bmatrix}
d\Lambda cos \Phi \\
d\Phi
\end{bmatrix} = \begin{bmatrix}
-sin \alpha & cos \alpha \\
cos \alpha & sin \alpha
\end{bmatrix} \begin{bmatrix}
dh \\
da
\end{bmatrix}. \] (24.39)

The correction equations in the first stage, on the basis of (24.37) and taking into account (24.38) and (24.39), will be
\[ \varepsilon'_k = \left\{ A \left[ \frac{\partial L}{\partial \Lambda \cos \Phi} \cdot \frac{\partial \Lambda \cos \Phi}{\partial h} + \frac{\partial L}{\partial \Phi} \cdot \frac{\partial \Phi}{\partial h} \right] + \\
+ B \left[ \frac{\partial M}{\partial \Lambda \cos \Phi} \cdot \frac{\partial \Lambda \cos \Phi}{\partial h} + \frac{\partial M}{\partial \Phi} \cdot \frac{\partial \Phi}{\partial h} \right] + \\
+ C \left[ \frac{\partial N}{\partial \Lambda \cos \Phi} \cdot \frac{\partial \Lambda \cos \Phi}{\partial h} + \frac{\partial N}{\partial \Phi} \cdot \frac{\partial \Phi}{\partial h} \right] \right\} dh + \\
+ \left\{ A \left[ \frac{\partial L}{\partial \Lambda \cos \Phi} \cdot \frac{\partial \Lambda \cos \Phi}{\partial a} + \frac{\partial L}{\partial \Phi} \cdot \frac{\partial \Phi}{\partial a} \right] + \\
+ B \left[ \frac{\partial M}{\partial \Lambda \cos \Phi} \cdot \frac{\partial \Lambda \cos \Phi}{\partial a} + \frac{\partial M}{\partial \Phi} \cdot \frac{\partial \Phi}{\partial a} \right] + \\
+ C \left[ \frac{\partial N}{\partial \Lambda \cos \Phi} \cdot \frac{\partial \Lambda \cos \Phi}{\partial a} + \frac{\partial N}{\partial \Phi} \cdot \frac{\partial \Phi}{\partial a} \right] \right\} da + W' = \\
= [A \left( \sin \Lambda \sin \alpha - \sin \Phi \cos \Lambda \cos \alpha \right) - B \left( \cos \Lambda \sin \alpha + \sin \Phi \sin \Lambda \cos \alpha \right) + \\
+ C \cos \Phi \cos \alpha] \ dh + \left[ -A \left( \sin \Lambda \cos \alpha + \sin \Phi \cos \Lambda \sin \alpha \right) + \\
+ B \left( \cos \Lambda \cos \alpha - \sin \Phi \sin \Lambda \sin \alpha \right) + C \cos \Phi \sin \alpha \right] \ da + W', \tag{24.40} \]

where

\[ \varepsilon'_k = - \left( L \frac{\partial A}{\partial h_k} + M \frac{\partial B}{\delta_{ik}} + N \frac{\partial C}{\delta_{ik}} \right) v_{Y_{ik}} - \\
- \left( L \frac{\partial A}{\delta_{ik}} + M \frac{\partial B}{\delta_{ik}} + N \frac{\partial C}{\delta_{ik}} \right) v_{\delta_{ik}} - \left( L \frac{\partial A}{\partial h_k} + M \frac{\partial B}{\partial h_k} + N \frac{\partial C}{\partial h_k} \right) v_{\delta_{jk}} \tag{24.41} \]

and the values of the partial derivatives are given in (22.2).

As a result of the first stage for the direction of each chord, we obtain the corrections of \( dh_{ij} \) and \( da_{ij} \) and the matrix

\[ Q = \begin{bmatrix} q_h & 0 \\ 0 & q_a \end{bmatrix} \tag{24.42} \]

or the weights \( p_h \) and \( p_a \).

The values of \( dh \) and \( da \) in the second stage are regarded as "independent measured" values.
For their adjustment by the parametric method, the following correction equations are compiled.

\[
v_{hij} = \left( \frac{\partial h}{\partial \Phi} \cdot \frac{\partial \Phi}{\partial \Delta X} + \frac{\partial h}{\partial \Delta \cos \Phi} \cdot \frac{\partial \Delta \cos \Phi}{\partial \Delta X} \right) (\xi_j - \xi_i) + \left( \frac{\partial h}{\partial \Phi} \cdot \frac{\partial \Phi}{\partial \Delta Y} + \frac{\partial h}{\partial \Delta \cos \Phi} \cdot \frac{\partial \Delta \cos \Phi}{\partial \Delta Y} \right) (\eta_j - \eta_i) + \left( \frac{\partial h}{\partial \Phi} \cdot \frac{\partial \Phi}{\partial \Delta Z} + \frac{\partial h}{\partial \Delta \cos \Phi} \cdot \frac{\partial \Delta \cos \Phi}{\partial \Delta Z} \right) (\zeta_j - \zeta_i) + dh_{ij}, \quad \eta_{ij}.
\]

Taking into account that

\[
\begin{bmatrix}
\frac{dh}{da} \\
\frac{d\Phi}{d\alpha}
\end{bmatrix} = \begin{bmatrix}
\cos \alpha & -\sin \alpha \\
\sin \alpha & \cos \alpha
\end{bmatrix} \begin{bmatrix}
\frac{d\Phi}{d\Delta \cos \Phi}
\end{bmatrix}
\]

and

\[
\begin{bmatrix}
\frac{d\Phi}{d\alpha} \\
\frac{d\Delta \cos \Phi}{d\alpha}
\end{bmatrix} = \begin{bmatrix}
\frac{\Delta X \Delta Z}{D^2 \sqrt{\Delta X^2 + \Delta Y^2}} & 0 & \frac{\Delta Y \Delta Z}{D^2 \sqrt{\Delta X^2 + \Delta Y^2}} & 0 & \frac{\sqrt{\Delta X^2 + \Delta Y^2}}{D^2}
\end{bmatrix}
\]

the equations will have the form

\[
v_{hij} = \frac{-1}{D \sqrt{\Delta X^2 + \Delta Y^2}^2} \left( \frac{\Delta X \Delta Z}{D} \cos \alpha + \Delta Y \sin \alpha \right) (\xi_j - \xi_i) + \left( \frac{\Delta Y \Delta Z}{D} \cos \alpha + \Delta X \sin \alpha \right) (\eta_j - \eta_i) + \left( \frac{\sqrt{\Delta X^2 + \Delta Y^2}}{D^2} \cos \alpha (\xi_j - \xi_i) + dh_{ij}, \quad \eta_{ij}.
\]

\[
v_{a_{ij}} = \frac{1}{D \sqrt{\Delta X^2 + \Delta Y^2}^2} \left( \frac{\Delta X \Delta Z}{D} \sin \alpha + \Delta Y \cos \alpha \right) (\xi_j - \xi_i) + \left( \frac{\Delta Y \Delta Z}{D} \sin \alpha + \Delta X \cos \alpha \right) (\eta_j - \eta_i) + \left( \frac{\sqrt{\Delta X^2 + \Delta Y^2}}{D^2} \sin \alpha (\xi_j - \xi_i) + da_{ij}.
\]
In adjustment by the conditional method, the conditional equation of the coplanarity of three vectors — the directions of chords (the condition of "a three-point plane") \( \mathbf{i}_j, \mathbf{j}_k, \) and \( \mathbf{k}_i, \) on the basis of (20.5), is written as

\[
\begin{align*}
\frac{\partial F}{\partial L_{ij}} \left( \frac{\partial L}{\partial \Phi} \frac{\partial \Phi}{\partial h} + \frac{\partial L}{\partial \Lambda \cos \Phi} \frac{\partial \Lambda \cos \Phi}{\partial h} \right) + \\
\frac{\partial F}{\partial M_{ij}} \left( \frac{\partial M}{\partial \Phi} \frac{\partial \Phi}{\partial h} + \frac{\partial M}{\partial \Lambda \cos \Phi} \frac{\partial \Lambda \cos \Phi}{\partial h} \right) + \\
\frac{\partial F}{\partial N_{ij}} \left( \frac{\partial N}{\partial \Phi} \frac{\partial \Phi}{\partial h} + \frac{\partial N}{\partial \Lambda \cos \Phi} \frac{\partial \Lambda \cos \Phi}{\partial h} \right) \right] \phi_{ij} + \\
+ \left[ \frac{\partial F}{\partial L_{ij}} \left( \frac{\partial L}{\partial \Phi} \frac{\partial \Phi}{\partial a} + \frac{\partial L}{\partial \Lambda \cos \Phi} \frac{\partial \Lambda \cos \Phi}{\partial a} \right) + \\
\frac{\partial F}{\partial M_{ij}} \left( \frac{\partial M}{\partial \Phi} \frac{\partial \Phi}{\partial a} + \frac{\partial M}{\partial \Lambda \cos \Phi} \frac{\partial \Lambda \cos \Phi}{\partial a} \right) + \\
\frac{\partial F}{\partial N_{ij}} \left( \frac{\partial N}{\partial \Phi} \frac{\partial \Phi}{\partial a} + \frac{\partial N}{\partial \Lambda \cos \Phi} \frac{\partial \Lambda \cos \Phi}{\partial a} \right) \right] \phi_{ij}' + \\
+ \left[ \frac{\partial F}{\partial L_{jk}} \left( \frac{\partial L}{\partial \Phi} \frac{\partial \Phi}{\partial h} + \frac{\partial L}{\partial \Lambda \cos \Phi} \frac{\partial \Lambda \cos \Phi}{\partial h} \right) + \\
\frac{\partial F}{\partial M_{jk}} \left( \frac{\partial M}{\partial \Phi} \frac{\partial \Phi}{\partial h} + \frac{\partial M}{\partial \Lambda \cos \Phi} \frac{\partial \Lambda \cos \Phi}{\partial h} \right) + \\
\frac{\partial F}{\partial N_{jk}} \left( \frac{\partial N}{\partial \Phi} \frac{\partial \Phi}{\partial h} + \frac{\partial N}{\partial \Lambda \cos \Phi} \frac{\partial \Lambda \cos \Phi}{\partial h} \right) \right] \phi_{jk} + \\
\ldots + \frac{\partial F}{\partial N_{kl}} \left( \frac{\partial N}{\partial \Phi} \frac{\partial \Phi}{\partial a} + \frac{\partial N}{\partial \Lambda \cos \Phi} \frac{\partial \Lambda \cos \Phi}{\partial a} \right) \right] \phi_{kl} + W_F = 0; \\
\end{align*}
\]

(24.47)

where

\[
W_F = F^0 - F',
\]

(24.48)

\( F^0 \) is calculated from the preliminary coordinates of points \( i, j, \) and \( k. \)

\( F' \) is calculated from the direction cosines \( L + d\Lambda, M + dM, \) and \( N + dN, \) adjusted in the first stage, of each chord by using (24.37) and (24.39) in succession.
Space triangulation is the basic, but not the only, method of creating space geodetic networks.

It is assumed in space triangulation that every AES position is not directly related to others. However, satellite motion is actually subject to specific laws. If at a given moment \( t_0 \) a satellite is located at point \( r_0(x_0, y_0, z_0) \) and has a velocity \( v_0(\dot{x}_0, \dot{y}_0, \dot{z}_0) \), at the next moment \( t_k \) it will be located at a quite specific point \( r_k(x_k, y_k, z_k) \) and will have a velocity \( v_k(\dot{x}_k, \dot{y}_k, \dot{z}_k) \). Consequently, at any moment \( t_k \) the coordinates and velocity of a satellite may be expressed by its coordinates and velocity at some initial moment \( t_0 \):

\[
\begin{align*}
  r_k &= v_1(x_0, y_0, z_0, \dot{x}_0, \dot{y}_0, \dot{z}_0, t_k), \\
  v_k &= v_2(x_0, y_0, z_0, \dot{x}_0, \dot{y}_0, \dot{z}_0, t_k).
\end{align*}
\]

(25.1)

For all measurements made at moments \( t_k \) within the interval \( \Delta t \), we may compile equations which connect the coordinates of observation points 1 and the running coordinates and components of the velocity vector of the AES. These equations are presented in Section 15 for measured values of \( a_{ik} \), \( \delta_{ik} \), and \( \rho_{ik} \). The equation for \( \Delta \rho \) is also presented there, but in the orbital method this measurement may be replaced by the radial component of AES velocity — \( \dot{\rho}_{ik} \). To derive the equation linking \( \dot{\rho} \) to the unknowns — the point coordinates \( (X_1, Y_1, Z_1) \) and the orbital parameters \( (x_k, y_k, z_k, \dot{x}_k, \dot{y}_k, \dot{z}_k) \), it is sufficient to use the relation which ensues from Figure 39,
\[ \dot{\rho}_{ik} = v_k \cos \beta. \]

Taking into account the fact that
\[ \cos \beta = \frac{1}{v_k \rho_{ik}} (\Delta X_{ik} \dot{x}_k + \Delta Y_{ik} \dot{y}_k + \Delta Z_{ik} \dot{z}_k), \]
we will have
\[ \dot{\rho}_{ik} = \frac{1}{v_k \rho_{ik}} (\Delta X_{ik} \dot{x}_k + \Delta Y_{ik} \dot{y}_k + \Delta Z_{ik} \dot{z}_k). \] (25.2)

Figure 39.

Linearization of the observation equations leads to the correction equations
\[ \begin{bmatrix} v_a \\ v_b \\ v_c \\ v_d \end{bmatrix} = (25.3) \]

or in reduced notation
\[ v = \frac{\partial (\alpha, \beta, \rho, \dot{\rho})_{ik}}{\partial (x, y, z, \dot{x}, \dot{y}, \dot{z})_k} d(x, y, z, \dot{x}, \dot{y}, \dot{z})_k \]
\[ - \frac{\partial (\alpha, \beta, \rho, \dot{\rho})_{ik}}{\partial (X, Y, Z)_l} d(X, Y, Z)_l + L. \] (25.4)
The weights of correction Equations (25.4) are established according to the measurement accuracy.

Reducing Equations (25.1) to linear form and substituting the result in (25.4), we obtain

\[
\begin{align*}
\psi &= \frac{\partial(a, \delta, \rho, \dot{\rho})_{ik}}{\partial(x, y, z, \dot{x}, \dot{y}, \dot{z})} \cdot \frac{\partial(x, y, z, \dot{x}, \dot{y}, \dot{z})_{k}}{\partial(x, y, z, \dot{x}, \dot{y}, \dot{z})_{0}} \times \\
&\times d(x, y, z, \dot{x}, \dot{y}, \dot{z})_{0} - \frac{\partial(a, \delta, \rho, \dot{\rho})_{ik}}{\partial(X, Y, Z)} \cdot d(X, Y, Z) + L
\end{align*}
\]  

(25.5)

Essentially, introduction of Equations (25.1) and the transition from correction Equations (25.4) to (25.5) indicates conversion from the space triangulation method to the orbital method of constructing space geodetic networks. In the orbital method, as can be seen from Equations (25.5), corrections for some elements which characterize the entire orbital arc in the assumed time interval \(\Delta t\) are sought rather than corrections for the coordinates of individual AES positions. Depending on the extent and distribution of the measurements, and the accuracy of the precalculations of the AES positions (the accuracy of numerical integration of the equations of motion), the values of the refined arcs may be different.

A group of correction Equations (25.5), to which corresponds a partially independent system of six normal equations, is compiled for each arc according to the number of measurements. The form of the upper right side of the general symmetric matrix of the coefficients of the normal equations, which occur in the orbital method, is shown in Figure 40. This matrix, as in adjustment of space triangulation by the parametric method, is ideal for solution of the system according to the Pranis-Pranevich method.
The orbital method, as already mentioned, makes it possible not only to calculate the mutual position of observation points, but to relate the origin of the coordinate system to the Earth's center of mass. Therefore, in adjustment of a network constructed by this method, along with correction of the coordinates of individual observation points, we can calculate the corrections common to all observation points by conversion of the coordinate system origin.

The initial equations of the orbital method are those Equations (25.1) which we formally introduced. Actually, obtaining these equations is a very complex matter and is one of the
important branches of celestial mechanics. The motion of a satellite in the general case is described by a system of three differential second-order equations

\[ \begin{align*}
\dot{x} &= \frac{\partial V}{\partial x} + \sum Q_x \\
\dot{y} &= \frac{\partial V}{\partial y} + \sum Q_y \\
\dot{z} &= \frac{\partial V}{\partial z} + \sum Q_z,
\end{align*} \tag{25.6} \]

where \( \partial V/\partial x, \partial V/\partial y, \) and \( \partial V/\partial z \) are the components of potential forces; and \( Q_x, Q_y, \) and \( Q_z \) are the components of forces having no potentials.

A large number of forces act on AES motion. These are primarily the gravitational forces of the Earth, Moon, and Sun, atmospheric drag, light pressure, etc. Rigorous integration of Equations (25.6) with consideration of all effective forces is impossible. Therefore, in all cases approximate methods of their integration must be used.

As can be seen from Formulas (25.5), integration of the equations of motion is required for two purposes: first, to obtain the free terms of the correction equations, and secondly, to calculate the coefficients of matrix \( R \).

It is natural that, in calculating the free terms, the errors committed in integration of the equations of motion will lead to methodical errors in the solution; therefore, in the given case the most accurate of the known methods of integration must be used, taking into account all known perturbing forces. It is now possible, due to the use of high-speed electronic computers, to employ numerical methods (for example, Runge-Kutta or Adams methods), which make it possible to obtain more accurate solution of Equations (25.6).
Using numerical integration of the equations of motion (25.6), we can calculate the matrix of the derivatives of $R$ as well. For this we must attach importance to the increments of the initial conditions and to the numerical difference method to obtain the values of the derivatives for the running moments of measurements of $t_k$, i.e., a total of 12 matrices must be calculated of the form

$$\left[\frac{\Delta x_k}{\sigma_i}; \frac{\Delta y_k}{\sigma_i}; \frac{\Delta z_k}{\sigma_i}; \frac{\Delta x_0}{\sigma_i}; \frac{\Delta y_0}{\sigma_i}; \frac{\Delta z_0}{\sigma_i}\right],$$

where $\sigma$ are the variations of the initial conditions to which must be added in sequence the values of $\pm \Delta x_0$, $\pm \Delta y_0$, $\pm \Delta z_0$, $\pm \Delta x_0$, $\pm \Delta y_0$, and $\pm \Delta z_0$. It is natural that this method of calculating the derivatives requires additional twelve-fold integration of Equations (25.6). Even with modern computers this entails significant expenditures of time.

Taking the fact into account that the coefficients of matrix $R$ may be known approximately, we may calculate only the main effective force in Equations (25.6), for example, by assuming that $V = fM/r$ and $Q = 0$. In this case the equations of motion may be integrated precisely and the analytical expressions in the form of (25.1) may be obtained for the coordinates and the velocity components of the AES as a function of the six integration constants. By differentiation of these expressions, we may obtain the analytical expressions for the derivatives of matrix $R$. The coefficients of matrix $R$ obtained in this way may be found in Charnyy's work [51]. Several more rigorous formulas which take into account the linear (with respect to time) secular variations of the orbital elements are presented in Kaula's work [26].
The orbital method has three main advantages compared to the space triangulation method:

- the number of parameters to be calculated is reduced;
- synchronization of observations is unnecessary, and the solution includes both simultaneous and non-simultaneous measurements, which makes it possible to increase their total number;
- it becomes possible to relate the origin of the coordinates to the Earth's center of mass.

However, this method has one considerable disadvantage which limits its use at present. In order to use this method, it is necessary to know with high accuracy all the forces affecting the AES motion.

Obviously, the best solution of geometric problems of space geodesy in the future may be provided by joint use of the orbital and space triangulation methods.

26. Comparative Survey of Methods of Space Triangulation Adjustment

The classification of space triangulation adjustment methods is based on their different features. Some methods permit joint adjustment of all observations, and others make it possible to divide adjustment into stages. In some methods, the coordinates of all points of the network, including the AES positions, are used as unknowns, and in others only the coordinates of ground points are used. There are methods based on the parametric method of adjustment and other methods use the conditional method and variations of it. Specific combinations of the different methods are also possible.
For subsequent comparative analysis of the advantages and disadvantages of these methods, we feel it is expedient to divide adjustment into stages as the basis of classification, which will correspond to a specific extent to the different methods of constructing space triangulation. A diagram of such a classification is presented in Figure 41.

The problem of selecting the space triangulation adjustment method is solved by the analysis of a number of factors. The main ones include the form of the measured geodetic data (only photographic observations or their combinations with linear observations), the rigorousness of the adjustment method, the nature of the construction of the net (free or bound), the predominant composition of the groups, the volume of computer operations, and the complexity of compiling programs for calculations on electronic computers. Let us dwell in more detail on some of these factors.

A rigorous solution of the adjustment problem by the least squares method is based on the following assumptions:

- the observations contain only random errors;
- a weight, inversely proportional to the dispersion value, is attributed to each measurement;
- adjustment is carried out provided that \[ \|[\text{pvv}]\| = \text{min}, \]
  where \( v_1 \) are corrections of directly measured values.

Measurements of the elements of space networks will entail inevitable errors whose nature and extent depend on the type of equipment, its analytical capability and reliability, the organization of simultaneous observations, the methods of preliminary processing, etc.
Methods of adjustment

Joint adjustment of all measurements in the network

With corrections of AES coordinates
- Parametric method
  \( \mathbf{y} = A \mathbf{z} \)
- Planar method
  \( \mathbf{e} = (\mathbf{z} - \mathbf{y}) + \mathbf{t} \)
- Combined method
  \( \mathbf{y} = A \mathbf{z} \)

Without corrections of AES coordinates
- Conditional method with additional unknowns
  \( \mathbf{y} = \mathbf{y} + \mathbf{v} \)

Adjustment in two stages

First stage (adjustment of measurements for chord)

With corrections of AES coordinates
- Parametric method
  \( \mathbf{y} = A \mathbf{z} \)
- Planar method
  \( \mathbf{e} = (\mathbf{z} - \mathbf{y}) + \mathbf{t} \)

Without corrections of AES coordinates
- Conditional method with additional unknowns
  \( \mathbf{y} = \mathbf{y} + \mathbf{v} \)

Second stage (adjustment of network of chords)

With corrections of AES coordinates
- Parametric method
  \( \mathbf{y} = A \mathbf{z} \)
- Planar method
  \( \mathbf{e} = (\mathbf{z} - \mathbf{y}) + \mathbf{t} \)

Without corrections of AES coordinates
- Conditional method
  \( f(\mathbf{v}) \)
Due to the complexity and variety of equipment used, as well as the enormous scale of investigations on development of space geodetic networks, the number of possible sources of errors is so great that the most careful investigations can hardly conceal, and even less eliminate, the resulting errors. Therefore, the probability of systematic errors in space triangulation is increased compared to ordinary geodetic networks.

In many cases, the variance or variance ratio for different measured values remains unknown, which undoubtedly makes it difficult to determine the system of weights correctly.

Thus, even the first two conditions of a rigorous solution of the problem of adjustment in the development of space geodetic networks by the least squares method may be disturbed to some extent.

This, of course, should not orient geodesists to the use of approximate methods of adjusting space networks. Depending on the depth of our knowledge, many sources of systematic errors will be eliminated, and then the rigorousness of mathematical treatment will begin to acquire even greater significance.

Joint adjustment of all observations of space triangulation by the parametric method and by the conditional method with additional unknowns is rigorous for networks of any construction.

Adjustment of the planes is applicable only to networks constructed from simultaneous photographic observations. Moreover, this method will be rigorous if each AES position is observed from two points only.
The situation is similar when using the two-stage method of adjusting three-dimensional triangulation constructed from chords. If the observation of AES positions, contained in simultaneous groups, consisting of three or more directions, are used to calculate the geometric elements of the chords, the rigorous nature of the method is disturbed.

However, the number of such groups and the relationship to the total number of measurements must be taken into account. Failure to consider single functions makes it difficult to determine the weights, whereas rejection of a large number of relationships may lead to a loss of accuracy.

Adjustment of space triangulation constructed from chords in the second stage of the two-stage method of adjustment will be rigorous if the generalized condition of the least squares method is used.

However, for example, this method may be used for a network of chords with well developed technology and computer programs for adjustment of the entire space triangulation by the parametric method. In this case, its use will not be rigorous if the diagonal coefficients instead of complete correlation matrices for each chord, are used as the weights of the chord elements. The correctness of assuming it is not rigorous will depend on the purposes of adjustment, the measurement accuracy and the desired results. In each specific case of using approximate weighting matrices, the anticipated methodical errors should be previously calculated theoretically or from calculations on the models of the networks.
The volume of calculating operations depends on the method of adjustment. This problem cannot be reduced only to determining the order of the matrix of normal equations, which originate with the conditional method or the parametric method. The simplicity of the algorithms, the cyclicity of operations, and the possibility of standardization of calculating procedures are of great importance.

Let us consider space triangulation adjustment methods from this point of view.

The preliminary coordinates of the AES positions must be calculated in adjustment of all observations of the network or of observations of each chord in the first stage of adjustment of triangulation, constructed from chords, by the parametric method. Calculation of the preliminary coordinates of AES positions is not required in adjustment of all measurements of the network by the conditional method with additional unknowns, as well as during the first stage of adjustment of a network constructed of chords, if the latter are obtained only from photographic observations.

The form of the correction equations (measured values of $\gamma$ and $\delta$) is simple and standard in adjustment by the parametric method.

The form of the conditional equations in the conditional method with additional unknowns is more complex, but also standard, if we remember that all conditions are described by the conditional equations of the synchronization planes, and the conditions of "fixed" lengths and directions of the chords are described by the corrections of these "fixed" values. The calculations in writing correction equations for the synchronization
planes do not differ in any way from those for conditional equations with additional unknowns, because the weights of the equations, which are functions of the coefficients in the case of corrections of measured values, must be calculated in addition to the coefficients of equations in the case of triangulation unknowns.

In order to compare the volume of calculations in the different methods, the number of arithmetic operations for each of them could be calculated. However, such a detailed comparison has hardly any practical value due to the two following factors. It was noted above that real measurement accuracy cannot be judged by the free terms of the conditional equations of the synchronization planes, since their value depends on the assumed values of the preliminary coordinates of the observation points. Nevertheless, calculation of the free terms of these equations, as indicated by practice, is an obligatory process of preliminary calculations, because it makes it possible to reveal crude errors in observations and especially errors in their synchronization. In view of this, the volume of preliminary calculations, including calculation of the preliminary AES coordinates and the points, the free terms of the conditional equations of all synchronization planes and of the coefficients of the equations, will be approximately the same for the different adjustment methods. The second factor is the fact that adjustment of space triangulation at present can hardly be assumed without the use of universal computers. Therefore, the slight deviations in the order and extent of preliminary calculations for the different methods of adjusting triangulation networks constructed only from simultaneous photographic observations may not be considered as significant.
The adjustment of space triangulation networks, constructed from combinations of photographic observations with measured distances and the differences in distances to the AES, is different. The equations for correction of the measured distances and the differences in distances are simple and the order of their compilation is standard in the parametric method of adjustment.

The conditional method with additional unknowns is considerably inferior in this regard to the parametric method of adjustment. We are not only concerned with the very complex form of the formulas from which the coefficients and free terms of the conditional equations are calculated. The main difficulty consists in the geometric "dissimilarity" of the figures of such networks. Any section of a network of specific dimensions may differ from another both in the number of conditions and in their form, as well as in the number of unknowns contained in the initial conditional equations. For this reason it is much more difficult to organize calculations by the conditional method with additional unknowns within the limits of a single computer program than in the parametric method. This will also be valid in adjustment of three-dimensional triangulation from chords. However, in the latter case the conditional method will make it possible to estimate the accuracy of calculating the geometric elements of the network from the residuals of the conditional equations.

The problem of the order of the systems of normal equations, solved jointly by a certain method, is of definite importance for comparative analysis of adjustment methods.

Data were presented above on the number of normal equations, solved in each method.
For simultaneous adjustment of all triangulation measurements, the number of normal equations will be \( N = 3s + 3P \) in the parametric method and in the conditional method with additional unknowns, \( N = \sum_{s=1}^{s} (2n - 3) - r - 3P \), where \( s \) is the number of AES positions; \( P \) is the number of points; \( r \) is the number of linear measurements; and \( n \) is the number of directions to the position of each AES.

It is easy to see that, if a three-dimensional network is constructed only from the measured directions which form synchronous pairs \( (n = 2) \), the number of normal equations in the parametric method of adjustment is greater by \( 2s \) than in the conditional method.

In synchronous groups consisting of three directions, the number of normal equations is identical, and with a greater number of directions in synchronous groups the number of correlates exceeds the number of corrections of the coordinates of AES positions. Addition of linear measurements to photographic observations increases the order of the systems of normal equations even more in the conditional method with additional unknowns.

A very large number of AES positions may be observed over a prolonged period of observations for construction of space triangulation. Simultaneous adjustment of the results of all observations may lead to a system of normal equations of very high order (several thousands). Even the use of modern computers requires a long time of continuous operation for solution of such a system. The use of a two-stage adjustment method makes it possible to divide this process into solution of independent systems of normal equations whose number will be equal to the number of chords in the network. Moreover, systems of only two normal equations will be solved in the first stage in the planar method.
The system of normal equations in the second stage of adjusting triangulation from chords in the case of the parametric method will have an order of $N = 3P$. The use of the method of conditional measurements in the second stage requires solution of a system of normal correlate equations of order $N = 2n - 3P + 3P_0 + B$ for a network of the directions of chords and of order $N = 3n - 3P + 3P_0 + B$ for a network of the directions and bases of chords. (It is assumed in the formulas that $n$ is the number of chords, $P$ is the number of observation points to be calculated, $P_0$ is the number of initial observation points, and $B$ is the number of "fixed bases.")

The expression for $N$ indicate that in a network constructed from the directions of the chords, the number of normal correlate equations will be less than the number of normal equations for correcting the coordinates, if there are no diagonal chords in the triangulation (by analogy with ordinary triangulation, there are no overlapping triangles). In the presence of diagonal chords and "measured" bases of the chords, the system of equations in the parametric method will be smaller than in the conditional method.

As a result of comparing the advantages and disadvantages of adjustment methods (Figure 41), we can make some recommendations on their use for adjusting triangulation networks of different construction.

Adjustment of space triangulation by the conditional method with additional unknowns is generally feasible, especially for networks constructed by a combination of photographic and range measurements.
Adjustment of space triangulation with relatively small
distances between observation points (small chord bases), when
most AES positions are observed from more than two observation
points, is feasible by the parametric method.

Adjustment of space triangulation with large chord bases,
when most AES positions are observed from two observation points
and when there are only photographic observations, is feasible by
the plane method. If a very large number of AES positions is
observed in such triangulation, and also if the observation data
are gradually accumulated in time, first for some chords and then
for others, adjustment in two stages may be used. In this case,
the parametric method is more convenient in both the first and
second stages.
CHAPTER 6

ERRORS IN THE POSITION OF POINTS IN SPACE TRIANGULATION

27. The Importance and the Problems of a Priori Analysis of the Accuracy of Space Triangulation

A priori investigation of the error distribution in geodetic networks is the theoretical foundation for solving an entire group of problems of geodesy, such as development of schematic diagrams for construction of geodetic networks, drafting designs and their evaluation, determination of the optimum forms of geodetic structures, and development of the technical requirements for the optimum values of the elements (angles and sides) of geodetic networks. All these problems have always been at the center of attention of geodesists and their investigation for ordinary geodetic networks has been continued up to the present time. These problems are even more timely for space geodetic networks.

We may assume that a priori evaluation of the accuracy of space triangulation structures follows two goals:

— determination of the anticipated accuracy of a specific design (comparison of the accuracy of several designs) of a space triangulation network;

— comparative analysis of different schemes of constructing space triangulation for purposes of selecting the optimum types and optimum dimensions of the geometric elements and figures for use in the design of space triangulation networks.
We note that in all cases the basic criterion of accuracy is the error in the position of the triangulation point.

It was mentioned above that space triangulation has no direct relationships (measurements) in it between observation points, but the instantaneous positions of the satellite are the intermediate points. In this regard, the number of measured values, connecting the AES position, is considerably less than the number of measurements connecting the ground point to the AES positions, observed from a given point over a prolonged period of time. Therefore, we should assume that the same requirements should be placed on analysis of the accuracy of AES positions as on the individual figures of space triangulation.

We feel that it is more convenient to obtain expressions which are rather simple and descriptive, even if this requires specific simplification of rigorous, but more complex formulas due to a decrease in the accuracy of the results obtained, for a priori analysis of the accuracy of the position of space triangulation points.

It is expedient to place requirements on the expressions for the error in the position of points of individual figures, so that they are invariant with respect to the transformation of the coordinate systems and contain only the parameters which characterize the "internal" geometry of these figures.

For figures forming a series of space triangulation, it is desirable to investigate the dependence of the position error on the form of the figure.
The expression for the error of the point of a space triangulation series should reflect the dependence of the error increment on the increase in the length of the series, i.e., the nature of the accumulation of errors.

Expressions for errors in the position of the points of a continuous space triangulation network should indicate the dependence of the errors on the distances from the initial points, as well as on the average values of the distances between points.

In the general case, the mean square error of the given function of measured values is described by the tensor

\[ M^2 = F^\intercal M^2 F, \]

(27.1)

where \( F \) is the vector of the partial derivatives of the given function, \( M^2 \) is the correlation matrix of the errors in the arguments of the function. For independent arguments, \( M^2 \) is transformed into a diagonal matrix.

For adjusted values of the arguments, Expression (27.1) assumes the form

\[ \tilde{M}^2 = \tilde{F}(\mu; Q)\tilde{F}^\intercal, \]

(27.2)

where \( \mu \) is the error of unit weight; and \( Q \) is the reciprocal matrix of the system of normal equations.

Tensor (27.1) is used to the full extent for a posteriori analysis of accuracy, possible after adjustment of space triangulation.

For a priori analysis of accuracy, the elements of tensor (27.1) are obtained with a greater or lesser degree of approximation.
The error in the unit weight depends primarily on the value of the free terms of the coupling equations between the measured values and the unknowns. In view of this, it expresses the effect of measurement errors. Moreover, in cases when the initial data contain errors which are commensurable with measurement errors, and the amount of initial data and their distribution in the triangulation network is such that they affect the value of the free terms of the equations, the error of unit weight includes the errors of the initial data.

The elements of the reciprocal matrix of the coefficients of the normal equations and of matrix F depend on the value of the coefficients of the coupling equations between the measured values and the unknowns and on the number of equations. Because of this, they reflect the effect of the geometric shape of space triangulation construction and the number of measurements.

Thus, an error in the function of the adjusted unknowns depends on:

- measurement errors,
- the errors in the initial data,
- the geometric construction of triangulation,
- the number of measurements.

Design of space triangulation is usually based on the fact that observations will be carried out by equipment which provides a given accuracy. In this regard, measurement errors are assumed to be the knowns for a priori analysis of accuracy. However, a certain dependence between measurement accuracy and the geometric shape of the triangulation figures, which has an opposite effect on the results of accuracy analysis, may exist. Thus, for
example, the refraction effects in photographic observations of AES reduce measurement accuracy at low AES elevation above the horizon of the observation point, whereas (as will be shown below) it is preferable to observe the AES at minimum elevation with respect to the optimum geometric shape of the figure from which the direction of the chord between two points is calculated.

The effect of errors in the initial data on the results of a priori accuracy analysis must be taken into account to a considerably greater extent than is permitted by a posteriori accuracy analysis.

Errors of initial data, when the latter number is small, are often of a systematic nature (error in the triangulation scale, the total shift or rotation of the network) and are not reflected in the value of the free terms of the equations, and consequently, do not appear in a posteriori analysis. The formulas of a priori accuracy analysis should also reflect such influences. Moreover, in many cases the formulas of a priori analysis of accuracy of space triangulation will be based on sequential analysis of the accuracy of the measurement function due to the complexity of the figures of space triangulation and its specific features, included in sequential calculation of first the AES positions, and then of the observation points. In this case, the errors in the results of each preceding construction emerge as the errors in initial data for a subsequent construction, and their effect on the final result must be taken into account.

The most important factor in a priori analysis of accuracy is the consideration of the effect of the geometric characteristics of space triangulation construction, because the essence of the design of space triangulation networks is also included, as was mentioned above, in a determination of the optimum mutual
position of the observation points and of the AES positions to be observed. Therefore, main attention in this chapter is devoted to selecting the formulas for a priori analysis of the accuracy of the elements and figures of space triangulation, which reflect the effect of the geometric shape of its structure.

An increase in the number of measurements increases the weight of the function of the adjusted values of space triangulation. However, this increase should be regarded as comparable to the required number of measurements to calculate the unknowns. An increase in redundant measurements when retaining the geometric shape of a triangulation structure increases the weight in proportion to this increase. The redundant measurements, which alter the structural shape, are reflected in the accuracy of the results in a more complex manner.

An inverse dependence, caused by the specific nature of the observation of space objects, may also exist between the effect of the number of measurements and the shape of the triangulation structure on the accuracy of the results, besides this dependence. It includes the fact that the probability of an AES passing through positions which are optimum with respect to the shape of the triangulation structure may be considerably less than that of passage through a more extensive, but geometrically less optimum zone of the celestial sphere. Therefore, in the given limited AES observation period, for example, the requirements on the number of observations may prevail over those on the optimum geometric shapes of the structures, to achieve a specific accuracy of results.

Space triangulation in any method of construction consists of individual figures; therefore, the method of estimating the accuracy of the points obtained from the individual figures of space triangulation will be primarily discussed below.
The expressions for approximate a priori analysis of the accuracy of elementary figures will be considered below. The effect of errors in the initial data and redundant measurements on the results of the accuracy analysis will then be investigated separately.

In conclusion, the problems of a priori analysis of the accuracy of the positions of the points of series and of continuous space triangulation networks, formed by the corresponding figures, will be discussed.

28. Methods of A Priori Accuracy Analysis

A priori determination of the elements of the error tensor of the function of measured or adjusted values of (27.1) and (27.2), and especially their analytical representation as a function of the perturbing factors, entails considerable difficulties. Hence, approximate and stochastic methods of analysis have become widespread. Let us present a somewhat more detailed description of the possible methods of a priori analysis of accuracy. They will depend on the complexity of the object being studied (the individual element, figure, series or network) and the permissible degree of approximation of the formulas. For example, the errors in such elements of a space triangulation network as the direction toward the AES, the synchronization plane, the chord, and the apexes of the elementary figures may be determined by using the general rules and procedures of the theory of measurement errors. The estimates obtained should have been rigorous, but due to the complex form of the functions, they had hardly any practical value. Moreover, the nature of the problem itself is such that it is more important to obtain approximate estimates of simple form, rather than rigorous but cumbersome formulas, taking into account their future engineering use.
It is expedient to use vector algebra — i.e., to consider the error in the position of a point or in the shift of a line as some random vector in three-dimensional space — to derive the formulas of approximate analysis of the accuracy of constructing the individual elements and figures of space triangulation. This usually simplifies the derivation of formulas considerably and gives them a descriptive geometric meaning. Moreover, vector representation makes it possible to obtain formulas for the accuracy analysis which are invariant with respect to coordinate transformations, i.e., to express them by the parameters which characterize the "internal" geometry of the figures of space triangulation (i.e., by the angles and sides of the given figure).

Geometric interpretation of the errors in the elements of space triangulation provides a certain simplicity and descriptive nature to the expressions of a priori accuracy analysis. In this case, we start with the fact that each measurement determines some position surface in space, i.e., the surface on which the observation point or the AES position to be calculated is located. Thus, for example, the measured values of space triangulation determine the position surface: \( \delta \) is a cone, \( \gamma \) is a plane, \( \rho \) is a sphere, and \( \Delta \rho \) is a hyperboloid.

Every measurement error leads to linear displacement of the corresponding position surface from the true position of the point to be calculated by a value

\[
\varepsilon = \frac{m_q}{|\nabla q|},
\]

(28.1)

where \( m_q \) is the error in the measured value \( q \),

\[
|\nabla q| = \sqrt{\left( \frac{dq}{dx} \right)^2 + \left( \frac{dq}{dy} \right)^2 + \left( \frac{dq}{dz} \right)^2}.
\]
Accordingly, when deriving formulas for a priori accuracy analysis, both direct measurement errors and displacements of the corresponding position surfaces may be used.

In adjustment of triangulation, the coupling equations of measurements with unknowns are linearized and, consequently, each position surface near the point to be calculated is replaced by a tangential plane. Approximation of any position surface by a tangential plane may also be used for a priori analysis of accuracy.

The use of geometric interpretation is especially effective for determining the effect of errors in initial data, because calculation of the coefficients of the reciprocal matrix of a system of normal equations prevents this effect from being taken into account.

Similar analyses for continuous space triangulation networks are more difficult to obtain due to the large number of connections between points and the complexity of the functional relationships.

The method of investigating accuracy with the aid of stochastic models of geodetic networks is used extensively at present. This method became possible through extensive introduction of electronic computers into geodetic analysis. The undoubted advantage of the modelling method is the possibility of determining the effect of different factors and thus of investigating them independently of each other, as well as the fact that an accurate value of Tensor (27.2) is obtained in these methods. However, this method has a number of disadvantages: each model of the geodetic network is a random sample — one of
the infinite number of possible states of the given system — after distortion of it. Therefore, the measurements of several tens of different variants of the distribution of measurement errors must be tested for the same model with the same mean square measurement error to obtain reliable estimates. This creates specific difficulties for any theoretical generalizations about the data of distorted model tests.

A method which is sometimes used to characterize the accuracy of the measured elements of networks after adjustment is the use of the theorem of the mean ratio of weights which is expressed by the formula:

\[
\frac{P_{\text{adj}}}{P_{\text{meas}}} = \frac{n}{k'}
\]  

(28.2)

where \(n\) is the number of all measurements; and \(k\) is the number of required measurements. However, the estimate obtained according to this theorem will be too general.

The theorem of the mean ratio of weights is insensitive to the form of geodetic data. For example, the same numerical characteristics will be obtained for a network with measured angular values and distances as for a network with the same number of angular values and differences in distances. In fact, even averaged indicators of the accuracy of these networks will be different. Thus, the use of the theorem of the mean ratio of weights is justified only for comparison of the accuracy of networks, obtained on the basis of homogeneous geodetic data.

The most complete analysis of the accuracy of the elements of geodetic networks, as can be seen from (27.2), is carried out with the aid of the reciprocal matrix of the system of normal equations.
As seen from Formulas (27.1) and (27.2), the reciprocal matrix operation must be carried out to analyze the accuracy of the different elements of a network, which is a difficult problem.

The problem may be simplified somewhat if a special coordinate system in n-dimensional space is introduced in which the matrix of the coefficients of normal equations has an especially simple form. As we know from linear algebra, any symmetric matrix may lead to a diagonal form, i.e., we must find a matrix \( *D \) such that

\[
DFD^{-1} = \Lambda = \begin{bmatrix}
\lambda_1 & 0 & \ldots & 0 \\
0 & \lambda_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \lambda_k
\end{bmatrix}
\]  

(28.3)

where the values \( \lambda_1, \ldots, \lambda_k \) are the eigenvalues of matrix \( F \).

A matrix reciprocal to \( \Lambda \) will also be a diagonal matrix

\[
\Lambda^{-1} = \begin{bmatrix}
\frac{1}{\lambda_1} & 0 & \ldots & 0 \\
0 & \frac{1}{\lambda_2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \frac{1}{\lambda_k}
\end{bmatrix}
\]  

(28.4)

It is easy to note that the analysis of accuracy for diagonal matrices is simplified to the maximum extent.

In practice, we must be concerned with arbitrary matrices. Therefore, we must consider the relationship of the eigenvalues of the matrix of the coefficients of normal equations to the weight coefficients.

\( *D \) is the matrix of transition from an arbitrary base to one comprised of eigenvectors.
The eigenvalues of matrices have a descriptive geometric meaning. Let us set a matrix of the coefficients of three normal equations

\[
F = \begin{bmatrix}
    f_{11} & f_{12} & f_{13} \\
    f_{21} & f_{22} & f_{23} \\
    f_{31} & f_{32} & f_{33}
\end{bmatrix}
\]  

(28.5)

and a reciprocal matrix

\[
F^{-1} = Q = \begin{bmatrix}
    g_{11} & g_{12} & g_{13} \\
    g_{21} & g_{22} & g_{23} \\
    g_{31} & g_{32} & g_{33}
\end{bmatrix}
\]  

(28.6)

The elements of matrix (28.6) may be regarded as the coefficients of the equation of an ellipsoid, arbitrarily located with respect to the coordinate axes. For example, the following ellipsoid corresponds to matrix (28.6)

\[
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix}
\begin{bmatrix}
g_{11} & g_{12} & g_{13} \\
g_{21} & g_{22} & g_{23} \\
g_{31} & g_{32} & g_{33}
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} + L = 0.
\]  

(28.7)

Reduction of the matrices to diagonal form corresponds to the transformation of coordinates, when the coordinate axes coincide with the axes of symmetry of the ellipsoid. We assume that matrix Q (28.6) is reduced to the diagonal form

\[
T = DQD^{-1} = \begin{bmatrix}
t_1 & 0 & 0 \\
0 & t_2 & 0 \\
0 & 0 & t_3
\end{bmatrix}
\]  

(28.8)
This means that the ellipsoid equation (28.7) assumes the canonical form

\[
\begin{bmatrix}
  x \\
  y \\
  z
\end{bmatrix}
\begin{bmatrix}
  t_1 & 0 & 0 \\
  0 & t_2 & 0 \\
  0 & 0 & t_3
\end{bmatrix}
\begin{bmatrix}
  x \\
  y \\
  z
\end{bmatrix}
= t_1x^2 + t_2y^2 + t_3z^2 = 1. 
\]

(28.9)

If the Equation (28.9) is multiplied by \( \mu^2 \) (the square of the mean square error of unit weight), we will obtain the so-called mean square ellipsoid of errors

\[
t_1^2x^2 + t_2^2y^2 + t_3^2z^2 = \mu^2, \]

(28.10)

where

\[
t_i' = t_i \mu^2.
\]

In the space of an arbitrary number of measurements, Formula (28.9) assumes the form

\[
t_1x_1^2 + t_2x_2^2 + \ldots + t_kx_k^2 = 1
\]

(28.11)

and describes an ellipsoid in a multidimensional space.

Thus, the eigenvalues of the matrices of the coefficients of normal equations are the inverse of the squares of the semi-axes of a multidimensional ellipsoid. The eigenvalues of a reciprocal matrix will be equal to the weight coefficients for the adjusted values of the unknowns only in the case when the axes of the coordinate base coincide with the principal axes (the axes of symmetry) of the ellipsoid (28.11). Taking the fact into account that the eigenvalues of matrix \( F \) and its reciprocal matrix \( Q \) are connected by the relation

\[
\frac{1}{t_i} = \lambda_i.
\]

(28.12)
we can state that, after matrix $F$ has been reduced to diagonal form, its eigenvalues will be equal to the weights of the adjusted values of the unknowns on the base, comprised of the eigenvectors of matrix $F$, i.e.,

$$q_i = t_i; \quad p_{xi} = \lambda_i.$$ (28.13)

Non-quadratic coefficients appear in the arbitrary coordinate system in the ellipsoid equation (28.11) in exactly the same manner as for the second order surface equation, when it is located arbitrarily with respect to the coordinate axes in three-measurement space.

A number of relationships exist between the coefficients of the ellipsoid equation which are invariant with respect to the coordinate transformations. One of these invariants is the sum of the coefficients in the case of the squares of the running coordinates. For matrices, these will be diagonal elements. Their sum is called the trace of the matrix and is denoted by $Sp$. Accordingly, for matrix $F$ we will have

$$SpF = 1_{11} + 1_{22} + \ldots + 1_{kk} = p_{11} + p_{22} + \ldots + p_{kk}.$$ (28.14)

Let us rewrite this expression in another form with consideration of Formula (28.13)

$$\frac{1}{k} SpF = \frac{1}{k} \sum_{i=1}^{k} \lambda_i = \frac{1}{k} \sum_{i=1}^{k} p_{xi}. \quad (28.15)$$

Setting $\frac{1}{k} \sum_{i=1}^{k} p_{xi} = p_{e'}$, we obtain

$$p_{e'} = \frac{1}{k} \sum_{i=1}^{k} t_i.$$ (28.16)
From (28.16) we have the relation: the mean value of the weight of the adjusted coordinates in geodetic networks is equal to the mean value of the sum of the quadratic coefficients of the normal equations.

Formula (28.16), like the theorem on the mean ratio of weights, is the generalized characteristic of the accuracy of the network structure. However, unlike the latter, it takes into account the effect of both the number of redundant measurements, the form of the network, and the composition of the measurements from which the given network is constructed. Thus, this formula estimates the accuracy of networks of identical configuration, but with a different composition of measurements, or the accuracy of networks of different shape. Of course, Formula (28.16) may be used only for comparative analyses provided that the systems of weights in the compared networks are determined in the same manner (i.e., based on a single error value of unit weight). The accuracy of calculating the points in the networks will then be higher, the greater the value of $p_{cp}$, calculated by Formula (28.16). The generalized characteristics of accuracy, obtained according to the theorem of the mean ratio of weights or the formula for the mean weighting value, are essentially useless in an analysis of the accuracy of the position of a specific point in an adjusted network. It is a very complex problem to obtain a priori estimates from the elements of the reciprocal matrix and analysis of them. However, taking the fact into account that a priori analysis is in one way or another approximate, the requirements on the accuracy of calculating the elements of the reciprocal matrix and the requirement to use approximate methods of its construction naturally decrease.
Henceforth, we shall use those methods of a priori accuracy analysis, from those described in this section, which reduce more conveniently to a solution of the given specific problem.

29. Errors in Space Triangulation Elements

The entire range of the elementary figures of space triangulation, previously considered in Chapter 4, Sections 17 and 18, with respect to the a priori analysis of the accuracy of the position of observation points calculated by these figures, may be essentially reduced to three basic elementary figures:

— intersection of two directions (three-dimensional angular intersection),
— intersection of the direction and the plane,
— intersection of three planes (intersection of planes).

In this case, the third type of figure — intersection of planes — may in turn be reduced to a second type, because it may be assumed to be the intersection of a single plane with the direction of the line of intersection of two other planes.

Obviously, the main elements of these figures are the direction and the plane.

Because of the characteristics of space triangulation construction, the relationships between the measured values and their functions are much more complex than those in ordinary triangulation networks, since the position of points in space triangulation is often calculated with the aid of intermediate elements, which are very complex functions of the measured values. Therefore, consideration of the problems of a priori
accuracy analysis naturally begins with determination of the relationships between the errors in directly measured values and those in calculating the geometric elements of space triangulation.

In order to derive the formulas for a priori analysis of the accuracy of the position of points — the apexes of elementary figures — the errors in the elements of space triangulation may be represented in the form of linear shifts from the "true" position of the points. Accordingly, we are interested in the linear deviation of the plane passing through two points from one of them (calculated) — due to the errors in measuring the values which determine the position of the plane — rather than the total error of the position of the plane in space, which is naturally characterized by the shift of its normal vector $\bar{N}$.

Similarly, we are interested in the linear displacement of the direction in the plane, perpendicular to it and passing through a specific point, rather than in the angle at which the directional error may be represented, i.e., the angular value of the deviation $\beta$ of direction from its "true" position.

We shall use the following notation when considering the expressions for the errors in the elements of space triangulation:

- $M$ — the error in the position of the apex of the figure,
- $m_H$ — the directional error (linear displacement),
- $m_p$ — the error in the position of the plane,
- $m_\delta$ — the error of the topocentric declination of the AES,
- $m_\gamma$ — the error in the hour angle of the AES,
- $m_\beta$ — the error in the direction from the point to the AES position,
Errors in the Observation Point-Satellite Vector

In photographic observations, the direction from the observation point to the AES position is calculated by the two measured values $\gamma$ and $\delta$. The accuracy of calculating the direction will be characterized by the value of the displacement vector, which
is located in the plane perpendicular to the given direction and which passes through the calculated point, or by the angular value

$$\Delta \beta = \frac{|\overrightarrow{d\rho}|}{|\rho|},$$  \hspace{1cm} (29.1)

where \(\Delta \beta\) is the angle between the true and actually obtained directional position; \(\overrightarrow{d\rho}\) is the displacement vector; and \(\overrightarrow{\rho}\) is the vector coincident with the measured direction.

For the mean square error in the direction \(m_\beta\), we will have

$$m_\beta = \frac{m_H}{|\rho|},$$ \hspace{1cm} (29.2)

where \(m_H\) is the mean square value modulo the displacement vector.

Then, differentiating the expression for the direction cosine \(16.1\) by the variables \(\gamma, \delta, x, y, z\) and converting to the mean square errors, we obtain

$$m_{\tau_{\rho k}} = m_{\tau_{\rho k}} + m_{\nu_{\rho k}} + m_{\mu_{\rho k}} = m_{\nu_{\rho k}} - \cos^2 \delta_{\rho k} m_{\nu_{\rho k}},$$  \hspace{1cm} (29.3)

The mean square value of the linear directional displacement, on the basis of \(29.2\), will be

$$m_a = \rho_{\nu k} m_{\nu_{\rho k}}.$$  \hspace{1cm} (29.4)

In photographic observations, cases are possible when the time of photographing is unknown and because of this, only the declination of the AES position, rather than the two values which characterize the direction from the point to the AES position, is obtained from the astrometric processing of the photograph.
The declination defines the surface of a cone with an axis perpendicular to the equatorial plane, passing through the point and AES position. Because of the error in the declination, the surface of the cone deviates from the AES position. The conical surface near the AES position may be interpreted as the plane tangent to the generatrix of the cone. In this case

\[ m_p = \rho_{ik} m_{\delta_{ik}}, \]  

(29.5)

but, taking (29.3) into account and assuming \( m_{\delta}^2 = m_{\delta}^2 \cos^2 \delta, \)

\[ m_p = \rho_{ik} \frac{m_{\delta_{ik}}}{\sqrt{2}}. \]  

(29.6)

When the angular and linear measurements in space triangulation are combined, the spherical surface, defined by the measured distance from the observation point to the AES position, may be approximated in a priori accuracy analysis by the plane tangent to the sphere at the end of the measured radius vector and, consequently, normal to the latter.

In this case the error in the distance will determine the position error of the plane

\[ m_p = m_{\delta_{ik}}. \]  

(29.7)

If the photographic observations are combined with Doppler observations, cases are possible when the direction to the AES position and the difference in distances to this and another AES position are calculated from the point. For a priori analysis of the accuracy of triangulation structures, each measured value of
the difference in distances ($\Delta \rho$) may be interpreted geometrically as the surface of a double-surface hyperboloid of rotation, on which lies the observation point and whose foci are the two AES positions, the difference in distances to which is measured (as the difference in focal radii). In this case, the modulus of the observation point-AES position vector may be defined as the length of the focal radius of the hyperboloid.

Since we are interested in the elements of the internal geometry of the space triangulation figure independently of its position with respect to the geocentric coordinate system, we use the canonical equation of the double-surface hyperboloid of rotation

\[
\frac{x_0^2}{a^2} + \frac{y_0^2}{b^2} - \frac{z_0^2}{c^2} = -1, \tag{29.8}
\]

on the basis of which and of our assumed notations (Figure 42), the length of the focal radius is

\[
\rho_{ik, \nu_2} = \frac{d_{h, k, \nu}}{\Delta \rho_2} \pm \frac{\Delta \rho_2}{2}, \tag{29.9}
\]

where the sign in front of the second term is defined by the near or far focus of the hyperboloid (the AES position) with respect to the point.

Differentiating this expression with respect to $\Delta \rho$ — the measured value — and changing the mean square errors, we obtain the formula for estimating the accuracy of the length of the focal radius or the distance from the point to the AES position

\[
m_{ik}^2 = \left( \frac{d_{h, \nu}}{\Delta \rho^2} \pm \frac{1}{2} \right)^2 m_{\Delta \rho}^2. \tag{29.10}
\]
Simple calculations show that disregard of the second term in parentheses distortes the result in the worst case by no more than 25%. Therefore, taking into account (29.7), we can write Formula (29.10) in the form

\[ m_p^2 = m_{ik}^2 \frac{d_{12}^2}{\Delta_p^4} m_{\Delta_i}^2. \]  

(29.11)

The Position Error of the Plane

Since we will assume that the synchronization plane passes through one of the points and contains both directions, we will artificially transfer the direction from the second point parallel to itself by the value of the shortest distance between the cross directions. Accordingly, the synchronization plane is also shifted with respect to the second point by the value of this distance \( m_p \). This displacement is the normed value of the free term of the conditional equation of the synchronization plane and may be obtained in the process of a posteriori determination of accuracy.

The shortest distance between the intersecting straight lines may be represented as the difference in the projections of the displacement of the directions due to their errors on the normal to the plane

\[ \Delta_p = |\hat{\Lambda}_v| \cos a_1 - |\hat{\Lambda}_u| \cos a_2, \]  

(29.12)

where \( \alpha \) is the angle between the error vector of the direction \( \hat{\Lambda}_v \) and the normal to the plane of intersection (the synchronization plane).
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Assuming that $\alpha$ is a random value with uniform distribution, we obtain for the mathematical expectation $\cos^2 \alpha$

$$M(\cos^2 \alpha) = \int_0^{2\pi} \cos^2 \alpha \frac{d\alpha}{2\pi} = \frac{1}{2}.$$  \hfill (29.13)

Converting from (29.12) to the mean square errors, we obtain

$$m_p^2 = \frac{m_{\text{hit}} - m_{\text{hit}}}{2}.$$  \hfill (29.14)

Taking into account (29.4)

$$m_p^2 = \frac{\rho_1^2 m_{1k} + \rho_2^2 m_{2k}}{2}.$$  \hfill (29.15)

With uniformly precise measurements

$$m_p^2 = \frac{m_3}{2} \sum_{i=1}^{n} \rho_{ik}^2.$$  \hfill (29.16)

The ratio of the values $\rho_{1k}$ and $\rho_{2k}$ in photographic observations does not exceed 2 in the case when an AES at an altitude of $H \approx 1000 \text{ km}$ is observed from one point at its zenith, and from another point at the minimum elevation above the horizon ($z = 70^\circ$). In all remaining cases, as well as when the altitude of the AES increases, this ratio will tend toward unity.

Substitution of the values $\rho_{1k}$ in Expression (29.16) for the average distance from the points to the AES position, $\rho_{\text{cp}k}$, even with the indicated maximum difference of values, $\rho_{1k}$ changes the result by 10%. In most cases, this substitution hardly changes the result. Therefore, finally

$$m_p = |\rho_{\text{cp}k} m_3|.$$  \hfill (29.17)


As when determining the error in the position of the synchronization plane, we are interested in the deviation of the hyperboloid surface from the point through which the latter should pass, for measured differences in distances. This deviation is caused by the error in calculating the difference in distances, corresponding to this surface. To solve this problem, the surface of the hyperboloid near the observation point may be approximated with a sufficient degree of approximation by the surface of an asymptotic cone with a vertex in the center of the celestial chord.

The canonical equation of the hyperboloid makes it possible to derive an expression for angle \( \phi' \) between the real axis of the hyperboloid (the direction of the celestial chord) and the generatrix of the asymptotic cone (see Figure 42).

\[
\phi' = \arctg \sqrt{\frac{d^2}{\Delta \rho^2} - 1}.
\] (29.18)

Linear displacement of the surface of the cone \( \Delta \rho \) from position of the point, separated from the vertex of the cone by distance \( \rho_{cp} \), due to a variation of the value of angle \( \phi' \), will be

\[
\Delta \rho = \rho_{cp} d\phi'.
\] (29.19)

Having differentiated Expression (29.18) with respect to \( \Delta \rho \), having substituted the result obtained into (29.19) and converting to the mean square errors, we obtain an approximate formula for the error in the position of the hyperboloid, which causes an error in the measurement of the distance differences. This error near the point may be considered the error in the position of the plane, tangent to the generatrix of the asymptotic cone.
\[ m_p^2 = \frac{p_{\bar{p}}}{d^2 - \Delta p^2} m_{\bar{p}}^2. \]  

(29.20)

**Errors in the Chord Elements**

During construction and analysis of the accuracy of space triangulation, the figures and networks, formed directly by the chords between the observation points, may be considered. However, the chords and elements which characterize them are complex functions of the measurement results and are obtained in turn from the elementary figures, containing — besides the two points — the ends of the chord, the required AES positions.

As mentioned in Section 16, the direction of the chord is calculated as a result of the intersection of two planes, each of which is formed by photographic observations of a single AES position from two points — the ends of the chord. Thus, the elementary figure for calculating the direction of the chord contains two pairs of directions from the points to the AES (four pairs of measured values) (Figure 43).

The error in the direction of the chord will be calculated in a manner similar to the error in the direction from the point to the AES position (29.3) by the ratio of the displacement of the chord end \( m_H \) to its length \( D \):

\[ m_H = m_{\bar{H}} + m_A \cos \Phi \cdot \frac{m_H}{D^2}. \]  

(29.21)

**Figure 43.** Displacement of the chord end in a plane, perpendicular to the chord direction \( m_H \), is caused by the errors in the position of the synchronization planes, located in the same plane, intersection of which
determines the direction of the chord. Consequently, to find the value of chord displacement, the well-known formula for the error in the position of the apex of angular intersection in a plane may be used

\[ m_i^2 = \frac{m_1^2 - m_2^2}{\sin^2 \lambda} \tag{29.22} \]

with consideration of (29.15)

\[ m_i^2 = \sum_{i=1}^{2} \sum_{k=1}^{2} \rho_{ik}^2 m_{ik}^2 \frac{1}{2 \sin^2 \lambda} \tag{29.23} \]

From Expression (29.23), we obtain the formula for the error in the direction of the chord

\[ m_i^2 = \sum_{i=1}^{2} \sum_{k=1}^{2} \rho_{ik}^2 m_{ik}^2 \frac{1}{2 D \sin^2 \lambda} \tag{29.24} \]

Displacement of the direction of the chord due to its error in uniformly precise measurements will be

\[ m_i^2 = \sum_{i=1}^{2} \sum_{k=1}^{2} \rho_{ik}^2 m_{ik}^2 \frac{1}{2 \sin^2 \lambda} \] \( m_i^3 \tag{29.25} \]

and taking into account (29.17)

\[ m_i^3 = \frac{k-1}{\sin^2 \lambda} \] \( m_i^3 \tag{29.26} \]

and the error in the direction of the chord

\[ m_i^3 = \frac{\sum_{k=1}^{2} \rho_{ik}^2}{k-1} \frac{1}{D \sin^2 \lambda} \] \( m_i^3 \tag{29.27} \]
In the latter case $\rho_{cp}$ may be expressed by the angle of intersection $\phi_k$ for an AES (see Figure 44)

$$\rho_{cp} = \frac{D}{2 \sin \frac{\phi}{2}}. \quad \text{(29.28)}$$

From (29.27), taking into account (29.28), we may obtain

$$m^2 = \frac{m^2}{2 \sin^2 \lambda \sin^2 \frac{\phi_{cp}}{2}}. \quad \text{(29.29)}$$

This same expression may be obtained by inversion of the matrix of normal equations, which are formed in the figure for calculating the chord direction.

Two synchronization planes, formed by observations of two satellite positions $k_1$ and $k_2$ from two points $j_1$ and $j_2$, are shown in Figure 44.

Let us select a system of three-dimensional rectangular Descartes coordinates such that the OY-axis is parallel to the chord $j_1 j_2$, and the ZOY plane equally divides the two-sided angle $\lambda$, formed by the synchronization planes.

Let us write the equations of the two synchronization planes ($k = 1, 2$)

$$F_k = A_k \cos \Lambda \cos \Phi + B_k \sin \Lambda \cos \Phi + C_k \sin \Phi = 0. \quad \text{(29.30)}$$
Taking the fact into account that in the assumed coordinate system, the angles which characterize the direction of the chord, are $\Lambda = 90^\circ$ and $\Phi = 0$, we obtain from (29.30) the error equations:

\[-A_k d\Lambda + C_k d\Phi + W_k = \varepsilon_k, \quad \text{weight } p_k \quad (29.31)\]

Each of the two equations (29.31) is a function of four measured values; therefore, their weights are calculated by the formula

\[
p_k = \frac{\left(\frac{\partial F_k}{\partial \gamma_{j,k}}\right)^2 + \left(\frac{\partial F_k}{\partial \delta_{j,k}}\right)^2 + \left(\frac{\partial F_k}{\partial \gamma_{j,k}}\right)^2 + \left(\frac{\partial F_k}{\partial \delta_{j,k}}\right)^2}{p_{\gamma_{j,k}}^2 + p_{\delta_{j,k}}^2}.
\]

(29.32)

Let us set $\gamma_{j,1} = \gamma$ and $\delta_{j,1} = \delta$; then

$\gamma_{j,1} = 350^\circ - \gamma; \quad \gamma_{j,2} = 180^\circ - \gamma; \quad \gamma_{j,3} = 180^\circ + \gamma \quad \text{and} \quad \delta_{j,1} = \delta_{j,2} = \gamma_{j,2} = \delta$.

According to Expressions (29.31) and (29.32) and taking into account the values of the angles, the matrices of coefficients $K$ and of weights $P$ of the correction equations assume the form

\[
K = \begin{bmatrix}
-2 \tan \delta \sin \gamma & \sin 2\gamma \\
-2 \tan \delta \sin \gamma & -\sin 2\gamma
\end{bmatrix},
\]

(29.33)

\[
P = \begin{bmatrix}
\cos^4 \delta & 0 \\
2 (\sin^2 \gamma \sin^2 \delta - \cos^2 \gamma) & \cos^4 \delta
\end{bmatrix}.
\]

(29.34)

Let us compile the matrix of coefficients of normal equations

\[
N = K^T PK
\]
and, having transformed it, we obtain the matrix of the weight coefficients:

$$Q = \begin{bmatrix}
\frac{\sin^2 \gamma \sin^2 \delta + \cos^2 \gamma}{\sin^2 \gamma \sin^2 \delta + \cos^2 \gamma} & 0 \\
0 & \frac{\sin^2 \gamma \sin^2 \delta + \cos^2 \gamma}{\sin^2 2\gamma \cos^2 \delta}
\end{bmatrix}.\quad (29.35)
$$

Taking into account the relations

$$\sin \gamma = \frac{D}{2p \cos \delta}; \quad \cos \gamma = \frac{\frac{D}{2p \cos \delta}}{\cos \frac{\varphi}{2}} \sin \frac{\lambda}{2} \quad \text{and} \quad \sin \delta = \cos \frac{\varphi}{2} \cos \frac{\lambda}{2},$$

we transform the matrix (29.35)

$$Q = \begin{bmatrix}
\frac{1}{4 \cos^2 \frac{\lambda}{2} \sin^2 \frac{\varphi}{2}} & 0 \\
0 & \frac{1}{4 \sin^2 \frac{\lambda}{2} \sin^2 \frac{\varphi}{2}}
\end{bmatrix}.\quad (29.36)
$$

Directly from (29.36), introducing the error of unit weight \( \mu \), we obtain expressions for the errors in calculating angles \( \Lambda \cos \Phi \) and \( \Phi \), as well as those for the total error in the direction of the chord \( m_B \)

$$m_{\Lambda \cos \Phi} = \frac{\mu}{2 \cos \frac{\lambda}{2} \sin \frac{\varphi}{2}}; \quad m_{\Phi} = \frac{\mu}{2 \sin \frac{\lambda}{2} \sin \frac{\varphi}{2}}; \quad m_B = \frac{\mu}{\sin \lambda \sin \frac{\varphi}{2}}.\quad (29.37)$$

Knowing that \( \mu = m_B / \sqrt{2} \), we obtain the same expression (29.29).

When photographic observations are combined with measured distances, the elementary figure for calculation of the chord base (assuming that the chord direction has already been calculated) should contain the directions from the observation points
to one AES position and the measured distance from one of the observation points to this same AES position (see Figure 16, where angles $\beta$ are replaced by $\varphi$).

Differentiating the expression for chord base

$$D = \rho_{ik} \frac{\sin (\varphi_i - \varphi_j)}{\sin \varphi_j},$$

with respect to $\rho_{ik}$, we obtain

$$\frac{dD}{D} = \frac{d\rho_{ik}}{\rho_{ik}} + \frac{\rho_{ik}}{\rho_{ik} \sin \varphi_i} d\varphi_i.$$

When photographic observations are combined with measurement of the differences in distances from an observation point to two AES positions, the elementary figure for calculating the chord base should contain, besides the directions from two observation points — the ends of the chord — to two AES positions, and one difference in distances, measured from one of the observation points, to these AES positions (see Figure 16).

Differentiating the expression for chord base

$$D = \Delta \rho_i \frac{\sin (\varphi_i - \varphi_i') \sin (\varphi_i' - \varphi_j')}{\sin (\varphi_i' - \varphi_i') \sin (\varphi_i' - \varphi_j')},$$

we will have

$$\frac{dD}{D} = \frac{d\Delta \rho_i}{\Delta \rho_i} + \frac{1}{\Delta \rho_i} \left( \rho_{i'} \csc \varphi_{i'} d\varphi_{i'} - \rho_{i'} \csc \varphi_{i'} d\varphi_{i'}' \right).$$

$$+ \frac{\rho_{i'}}{\sin \varphi_{i'}} d\varphi_{i'} - \frac{\rho_{i'}}{\sin \varphi_{i'}} d\varphi_{i'}'. $$

(29.41)
A value appeared in Formulas (29.39) and (29.41), which we did not consider previously, the error in the angle between the directions toward the AES — $m_\varphi$. Since the directions toward the AES position are crossed due to errors, the angle between them is formed only after they become coplanar, i.e., one of them will be displaced parallel to itself by the value of the shortest distance between the directions.

Assuming that the error in the angle will be equal to the difference in the projections of direction errors on the plane

$$d_\varphi = \left( |\Delta_\alpha| \sin \alpha \right)_1 - \left( |\Delta_\alpha| \sin \alpha \right)_2,$$

(29.42)

and converting to mean square errors, taking into account (29.13), we obtain the expression for the error in the angle between directions

$$m_\varphi^2 = \frac{m_1^2 + m_2^2}{2},$$

(29.43)

or with equally precise measurements

$$m_\varphi^2 = m_1^2.$$  

(29.44)

The result should not be unexpected, since the error in angle $m_\varphi$ will be affected by only those components of the errors in the topocentric coordinates $\gamma$ and $\delta$, which are located in the plane of the angle itself.

Formula (29.43) is general. An expression may be easily obtained from it for the error in the angle formed by the direction toward the AES of a chord and two chords.
Converting to the mean square errors in (29.39) and using (29.44) for \( \varphi_k \) and \( \varphi_1 \), we obtain for the error in the chord base, which depends on the error in the angular measurements and the measurements of distances

\[
m^2_p = m^2_p = \frac{D^2 m^2_i}{\rho^2_k} + \frac{D^2}{2 \sin^2 \varphi_k \rho^2_k} \times \left[ \left( \cos^2 \varphi_k + \frac{\rho^2_k}{\rho^2_k} \right) m^2_i + \left( \cos \varphi_k - \frac{\rho^2_k}{\rho^2_k} \right)^2 m^2_i \right].
\]

(29.45)

Converting in a similar manner to the mean square errors in (29.41), and taking into account Expressions (29.44) for the error in angles \( \varphi \), we obtain the expression for the error in the chord base and, consequently, the error in the position of the plane normal to the chord, as a function of the errors in the angular measurements and measurements of the difference in distances

\[
m^2_p = m^2_p = \frac{D^2 m^2_i}{\Delta \rho^2_i} + \frac{D^2}{2 \Delta \rho^2_i} \left[ m^2_i \sum_{k=1}^{2} \frac{\rho^2_k \cos^2 \varphi_k + \rho^2_k}{\sin^2 \varphi_k} + m^2_i \sum_{k=1}^{2} \frac{(\rho^2_k \cos \varphi_k - \rho^2_k)^2}{\sin^2 \varphi_k} \right].
\]

(29.46)

30. Estimation of the Accuracy of Elementary Figures

The Error in the Vertex of Three-Dimensional Angular Intersection

The directions from two points to the vertex of three-dimensional angular intersection, as already mentioned previously, do not intersect in the general case due to errors and are crossed. The distance of the trace of each direction in the plane, normal to it and passing through the vertex, from the intersection plane will be equal to \( |\Delta H| \sin \alpha \), where \( \Delta H \) is the
shift in direction from the vertex
and \( \alpha \) is the angle formed by vector
\( \Delta_H \) with the intersection plane
(Figure 45).

Intersection of the directions
will be possible after their reduc-
tion in the intersection plane,
separated from the point to be
calculated by the value obtained
as the mean weight of the dis-
placements of both directions.

The mean square value of this value will be

\[
m_{\alpha}^2 = \frac{1}{2} \left( \frac{m_{nu}^2 + m_{ns}^2}{m_{nu}^2 + m_{ns}^2} \right).
\]

The projections of the direction displacements on the inter-
section plane will be equal to \( \Delta_{H_1} \cos \alpha_1 \) and \( \Delta_{H_2} \cos \alpha_2 \), and
the projections of the directions will intersect at the inter-
section angle \( \phi \). The point of intersections of the direction
projections will then be separated from the projection of the
true position of the vertex on this plane by a value which in
essence is the error in the angular intersection in the plane.
Therefore, we can write

\[
m_{\alpha}^2 = \frac{1}{2} \left( \frac{m_{nu}^2 + m_{ns}^2}{\sin^2 \phi} \right).
\]

The error in the position of the intersection vertex will
be calculated by the expression

\[
M^2 = m_{\alpha}^2 \cdot m_{\alpha}^2 = \frac{1}{2} \left( \frac{m_{nu}^2 + m_{ns}^2}{m_{nu}^2 + m_{ns}^2} - \frac{m_{nu}^2 + m_{ns}^2}{\sin^2 \phi} \right).
\]
and with equally precise measurements

\[ M^2 = m_H^3 \left( \frac{1}{4} + \frac{1}{\sin^2 \varphi} \right). \]  \hspace{1cm} (30.4)

Taking into account that disregard of the value 1/4 in the parentheses of Expression (30.4) will alter the value of the error (reduce it) by a total of 10% in the maximum case (at \( \varphi = \pi/2 \)), for simplicity we may assume

\[ M^2 = \frac{m_H^3}{\sin^2 \varphi}. \]  \hspace{1cm} (30.5)

The formula for the error in the position of the vertex of three-dimensional angular intersection (Expressions 30.3 — 30.5) is applicable when calculating the AES position by the directions toward it from two observation points, or calculating the position of the point by the directions from it toward two known AES positions. In this case, \( m_H \) is calculated by Formula (29.4) and with equally precise measurements.

\[ M_j = \frac{m_H^3}{2} \left( \frac{\rho_{j_1}^3 \rho_{j_2}^3}{\rho_{j_1}^3 + \rho_{j_2}^3} + \frac{\rho_{j_1}^3 \rho_{j_2}^3}{\sin^2 \varphi} \right). \]  \hspace{1cm} (30.6)

This expression may also be obtained directly by inversion of the matrix of normal equations, formed from measurements of the given figure.

Let angles \( \gamma \) and \( \delta \), which characterize the topocentric directions toward the satellite position \( k \), be measured from observation points \( j_1 \) and \( j_2 \) (Figure 46). Assuming that \( p_\gamma \cos \delta = p_\delta = 1 \), we write the equations for the errors in this construction

\[ [v_\gamma, \cos \delta; \ v_6; \ v_\gamma, \cos \delta; \ v_6] \]  \hspace{1cm} (30.7)
Let us assume that the chord $j_1j_2$ is parallel to the coordinate line $oy'$, and the synchronization plane $j_1k_j_2$ is parallel to the coordinate plane $z'oy'$.

In the selected coordinate system, the matrix of coefficients of the equations for the errors in the measured values assumes the form

$$K = \begin{bmatrix}
\frac{1}{\rho_1} & 0 & 0 \\
0 & -\frac{\sin \delta_1}{\rho_1} & \frac{\cos \delta_1}{\rho_1} \\
0 & \frac{1}{\rho_2} & 0 \\
0 & \frac{\sin \delta_2}{\rho_2} & \frac{\cos \delta_2}{\rho_2}
\end{bmatrix}.$$  

(30.8)

Matrix (30.8) corresponds to the matrix of normal equations

$$N = \begin{bmatrix}
\left(\frac{1}{\rho_1^2} + \frac{1}{\rho_2^2}\right) & 0 & 0 \\
0 & \left(\frac{\sin^2 \delta_1}{\rho_1^2} + \frac{\sin^2 \delta_2}{\rho_2^2}\right) & \left(\frac{\sin \delta_2 \cos \delta_2}{\rho_1^2} - \frac{\sin \delta_1 \cos \delta_1}{\rho_1^2}\right) \\
0 & \left(\frac{\sin \delta_2 \cos \delta_2}{\rho_2^2} - \frac{\sin \delta_1 \cos \delta_1}{\rho_1^2}\right) & \left(\frac{\cos^2 \delta_1}{\rho_1^2} + \frac{\cos^2 \delta_2}{\rho_2^2}\right)
\end{bmatrix}.$$  

(30.9)

where $\rho_1$ and $\rho_2$ are the distances from the observation points $j_1$ and $j_2$, respectively, to the satellite position $k$.

By inverting matrix $N$, we obtain the matrix of the weight coefficients...
Let us introduce the error in unit weight \( \mu = m_\gamma \cos \delta = m_\delta = m_\beta \sqrt{2} \), and from (30.10) we obtain the expression for the square of the error in the satellite position:

\[
M_h^2 = \mu^2 \left( \frac{\rho_1^2 \rho_2^2}{\rho_1^2 + \rho_2^2} + \frac{\rho_1^2 + \rho_2^2}{\sin^2 \varphi} \right), \quad \text{i.e., Expression (30.6)}
\]

Expression (30.6) is applicable for an analysis of the accuracy of the position of the point, calculated at the intersection of the chord directions, which connect it to two other points. In this case, the errors in the directions \( m_\beta \) in Formula (30.6) are replaced by the errors in the directions of chords \( m_B \), and the distances to the AES positions \( \rho_{jk} \) — by the chord lengths \( D_{ij} \).

**The Error in the Position of the Point Where the Direction Intersects the Plane**

Geometric interpretation of the effect of errors in the direction and plane on the error in the position of the point of their intersection is presented in Figure 47.
From Figure 47 we have

\[ \Delta^2 = \Delta_h^2 + \nu^2 + (c + d)^2; \]  

but

\[ b = \Delta_h \cos \alpha, \]
\[ c = \alpha \cosec \psi, \]
\[ a = \Delta_h \sin \alpha, \]
\[ d = \Delta_p \cot \psi, \]  

where \( \psi \) is the angle of intersection of the direction with the plane.

Having substituted the values \( a, b, c, \) and \( d \) from (30.12) into (30.11) and converting to the mean square errors, taking into account Formula (29.11), we obtain the expression of the mean square error at the point of intersection of the direction with the plane

\[ M^2 = m_a^2 + \frac{m_h^2 + m_n^2}{\sin^2 \psi}. \]  

The formula for the error in the point of intersection of the direction with the plane may be used for a priori analysis of accuracy of a rather large number of elementary figures.

Formula (30.13) may be used in photographic observations to estimate the accuracy of the position of the point, calculated by intersection of the chord direction, connecting it to one starting point, with the synchronization plane passing through the calculated and second starting point.
In this case $m_H$ is calculated by Expression (29.26), and $m_p$ — by Expression (29.16) and

$$M_j^i = \frac{1}{2} \left( D_{ji}^i m_{li}^i + \frac{D_{ji}^i m_{ij}^i}{\sin^2 \psi} \right).$$

The expression for the error in the point of intersection of the direction of the chord with the synchronization plane may be obtained with the aid of the inversion matrix.

Let two AES positions be observed from points $i_2$ and $j$ (Figure 48), as a result of which the direction of the chord $i_2j$ (angles $\Lambda$ and $\Phi$) is calculated by intersection of the two synchronization planes. Moreover, a third satellite position $k_3$ was observed from points $i_2$ and $j$. The position of point $j$ ($i_1$ and $i_2$ are the starting points) is calculated at the intersection of chord $i_2j$ with the synchronization plane $i_1k_3j$.

Let us select a coordinate system such that chord $i_2j$ is parallel to the coordinate plane $z'o'x'$, chord $i_1j$ is parallel to coordinate line $o'y'$, and the synchronization plane $i_1k_3j$ is parallel to the coordinate plane $x'o'y'$.

Let us write the equation for the synchronization plane $i_1k_3j$ in the form

$$F = A_3 \Delta x_{ii} + B_3 \Delta y_{ii} + C_3 \Delta z_{ii} = 0.$$

(Figure 48.)
Equation (30.15) corresponds to the correction equation in the form

$$A_3 dx + B_3 dy + C_3 dz + W_3 = v_3, \quad \text{weight } p_3,$$  

(30.16)

where $dx$, $dy$, and $dz$ are the corrections to the approximate coordinates of point $j$; $p_3$ is the weight calculated by Formula (29.32), replacing the subscripts $k$ by $3$ and $j_1$ by $i_1$.

The correction equations for angles $\Lambda$ and $\Phi$, which characterize the direction of the chord $i_2j$, have the form

$$e \cos\Phi \, dx + b \cos\Phi \, dy + l_{A \cos\Phi} = \cos\Phi; \quad \text{weight } p_{A \cos\Phi},$$

$$cdx + ddy + edz + l_{\Phi} = \cos\Phi; \quad \text{weight } p_{\Phi}.$$  

(30.17)

In the assumed coordinate system, the coefficients and weight $/135$ of Equation (30.16), as well as the coefficients of Equations (30.17), assume the values

$$A = 0; \quad B = 0;$$

$$C = \sin (v_{\mu_{k_s} - v_{\mu_{i_1}}}) = \sin \psi_{i_1};$$

$$p_3 = \frac{1}{2D_{i_1l} \cos^2 \frac{\gamma_2}{2}},$$

$$a = 0; \quad b = \frac{1}{D_{i_1l}}; \quad c = \frac{\sin \Phi}{D_{i_1l}};$$

$$d = 0; \quad e = \frac{\cos \Phi}{D_{i_1l}}.$$  

(30.18)

By introducing the weights of measurements $p_\delta = p_Y \cos \delta = 1/\mu^2 = 1$ and using the first two expressions of (29.37), we have

$$p_{A \cos\Phi} = 4 \cos^2 \frac{\lambda}{2} \sin^2 \frac{\Phi}{2},$$

$$p_{\Phi} = 4 \sin^2 \frac{\lambda}{2} \sin^2 \frac{\Phi}{2}.$$  

(30.19)
Finally, the matrices of the equations for the errors $K$ and weights $P$ for the construction considered assume the form

$$
K = \begin{bmatrix}
0 & 0 & -\sin q_3 \\
0 & \frac{1}{D_{ij}} & 0 \\
\sin \phi & 0 & \frac{\cos \phi}{D_{ij}}
\end{bmatrix},
$$

(30.20)

$$
P = \begin{bmatrix}
\frac{1}{2D_i^2 \cos^2 \frac{\phi}{2}} & 0 & 0 \\
0 & 4 \cos^2 \frac{\lambda}{2} \sin^2 \frac{q_3}{2} & 0 \\
0 & 0 & 4 \sin^2 \frac{\lambda}{2} \sin^2 \frac{q_3}{2}
\end{bmatrix}.
$$

(30.21)

Inverting matrix $K^T P K$, we have

$$
Q = \begin{bmatrix}
\frac{D_{ij}^2}{2 \sin^2 \frac{\phi}{2}} & 0 & -\frac{D_{ij}^2 \cot \phi}{2 \sin^2 \frac{\phi}{2}} \\
0 & \frac{D_{ij}^2}{4 \cos^2 \frac{\lambda}{2} \sin^2 \frac{q_3}{2}} & 0 \\
-\frac{D_{ij}^2 \cot \phi}{2 \sin^2 \frac{\phi}{2}} & 0 & \frac{D_{ij}^2}{4 \sin^2 \phi \sin^2 \frac{q_3}{2} \sin^2 \frac{\lambda}{2}} + \frac{D_{ij}^2 \cot^2 \phi}{2 \sin^2 \frac{\phi}{2}}
\end{bmatrix}.
$$

(30.22)

From (30.22) we obtain the expression for the square of the error in calculating the position of point $j$

$$
M_j^2 = \begin{bmatrix}
\frac{D_{ij}^2}{2 \sin^2 \frac{\phi}{2} \sin^2 \psi} + \frac{D_{ij}^2}{4 \sin^2 \frac{\phi}{2} \sin^2 \frac{\lambda}{2} \sin^2 \psi} \\
+ \frac{D_{ij}^2}{4 \sin^2 \frac{\phi}{2} \cos^2 \frac{\lambda}{2} \sin^2 \psi}
\end{bmatrix}.
$$

(30.23)
where \( \psi \) is the angle formed by chord \( i_2j \) with plane \( i_1k_3j \).

The error in the AES position — with synchronous calculation of the direction to it from one observation point and declination from another point, or the error in the observation position in a calculation of the direction from it toward one known AES position and declination of another point — may also be calculated by Formula (30.13). In this case, the error in the position of the plane should be calculated by Expression (29.6). The error in the AES position in this case will be

\[
M^2 = \frac{m_3^2}{2} \left( \rho^2_{h,k} + \frac{\rho^2_{i,k} - \rho^2_{i,h}}{\sin^2 \psi} \right). \tag{30.24}
\]

When optical measurements are combined with Doppler measurements, the elementary figure for calculation of the position of the observation point in the direction toward one known AES position and the difference in distances to two known AES positions may also be regarded as intersection of the direction with the plane. In this figure, the surface of the asymptotic cone of the hyperboloid, corresponding to the measured difference in distances, may be regarded as the plane, tangent to the generatrix of the cone, near the point. The error in the position of the point may then be found from Formula (30.15), which in the given case assumes the form

\[
M^j = \frac{1}{\sin^2 \psi} \left[ \frac{\rho^2_{i,k} - m^2_{i,k}}{\Delta^2_{i,k}} - \rho^2_{h,k} - (1 + \sin^2 \psi) \rho^2_{h,k} \right]. \tag{30.25}
\]

When the direction from the point is measured at one of the two AES positions, to which the distance differences were calculated, we can use the value of the angle \( \varphi \) between the measured
directions to the AES and the direction to the center of the celestial chord in (30.25) instead of angle $\psi$.

Let us consider another method of deriving the formula for the error in the position of the point from the measured difference in distances to two unknown AES positions and observation of $\gamma$ and $\delta$ from it to a single AES position.

Let us select a coordinate system such that plane $k_1k_2$ is parallel to plane $z'oy'$, and direction $k_1k_2$ is parallel to the coordinate axis $oy'$ (Figure 49).

![Figure 49.](image)

Let us consider the problem of calculating the position of point $j$, assuming that the position of points $k_1$ and $k_2$ is known. The matrix of coefficients of the equations for the errors in measured values $(\gamma \cos \delta)_{jk_2}$, $\delta_{jk_2}$ and $\Delta \rho_{j12}$ in the given construction has the form (subscript $j$ is omitted for simplicity)

$$K = \begin{bmatrix} 1 & 0 & 0 \\ \rho_2 \sin \delta_2 & \cos \delta_2 & 0 \\ \rho_2 \cos \delta_2 \sin \delta_1 & \sin \delta_2 \cos \delta_1 & \sin \delta_1 \end{bmatrix}.$$  \hspace{1cm} (30.26)

As in all preceding constructions, let us assume that $p_\delta = p_\gamma \cos \delta = 1$. Then

$$p_{\Delta \rho} = \frac{m_\Delta^2}{m_\rho^2} = \frac{\gamma^2}{p_\gamma^2 (1 - \cos \psi)^2} = \ell^2,$$ \hspace{1cm} (30.27)
where $\kappa$ is the ratio of the errors in the angular and linear measurements; and $\varphi$ is the angle of intersection of directions $jk_1$ and $jk_2$.

Accordingly, the weight matrix assumes the form

$$p = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1^2 \end{bmatrix}$$

(30.28)

Taking into account the equalities:

$$\cos \delta_2 + \cos \delta_1 = \cos \delta_2(1 - \cos \varphi) + \sin \varphi \sin \delta_2 = \kappa,$$

$$\sin \delta_2 - \sin \delta_1 = \sin \delta_2(1 - \cos \varphi) - \sin \varphi \cos \delta_2 = \kappa,$$

we compile the matrix of coefficients of the normal equations

$$N = K^T P K$$

(30.30)

and, transforming it, we obtain the matrix of weight coefficients

$$Q = \begin{bmatrix} \rho_2^2 & 0 & \cos^2 \delta_2 + l^2 \alpha^2 m^2 \rho_2^2 \\
0 & \frac{\sin \delta_2 \cos \delta_2 + l^2 \alpha^2 m \rho_2^2}{l^2 (1 - \cos \varphi)^2} & 0 \\
0 & \frac{\sin \delta_2 \cos \delta_2 + l^2 \alpha^2 m \rho_2^2}{l^2 (1 - \cos \varphi)^2} & \sin^2 \delta_2 + l^2 \alpha^2 m \rho_2^2 \end{bmatrix}.$$  

(30.31)

Introducing the error of unit weight $\mu$, from matrix (30.31), we obtain the expression for the square of the error in calculating the position of a point in the given construction

$$M_j = \mu \rho_2^2 \left(1 + \frac{2}{1 - \cos \varphi}\right) + \frac{m^2 \alpha^2}{(1 - \cos \varphi)^2}.$$  

(30.32)

Taking into account Formula (30.27), Expression (30.32) is transformed to the form

$$M_j = \mu \rho_2^2 \left(2 + \frac{1}{\alpha^2} + \frac{1 - \cos \varphi}{1 - \cos \varphi}\right).$$  

(30.33)
To estimate the accuracy of all types of three-dimensional linear-angular intersection, it is expedient to use angle $\phi$ between the direction and the line whose length is calculated (Figure 50), instead of angle $\psi$ between the direction and the plane in (30.13).

In this case in Formulas (30.13), $\sin \psi$ is replaced by $\cos \phi$ and Formula (30.13) assumes the form

$$M = \frac{m_3^2}{2} + \frac{m_1^2 + m_2^2}{\cos^2 \phi}. \quad (30.34)$$

Formula (30.34) is applicable for estimation of the accuracy: (1) of the figure for calculation of the AES position by the direction from one point and the distance from another observation point; (2) of the figure for calculating the position of the observation point by the direction from it to one known AES position, and the distance to another point.

In the latter case, $m_p$ is calculated from Expression (29.7) and the error in the position of the point will be

$$M^2 = \frac{m_p^2}{2} \left( m_p^3 + \frac{m_2^2 + m_3^2}{\cos^2 \phi} \right). \quad (30.35)$$

Formula (30.35) may be obtained in a somewhat different form. If angles $\alpha_1$ and $\delta_1$ in the construction shown in Figure 46 are measured from point $j_1$, and the distance $\rho_2$ is measured from point $j_2$ to the satellite position $k$, then in the assumed coordinate system the matrices of coefficients of the equations for errors $K$ and weights $P$ assume the form.
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Inverting the matrix of normal equations

\[ N = K^TPK = \begin{bmatrix}
\frac{1}{\rho_1} & 0 & 0 \\
0 & \frac{\sin\delta_1}{\rho_1} & \frac{\cos\delta_1}{\rho_1} \\
0 & \frac{-\cos\delta_2}{\rho_1} & \frac{\sin\delta_2}{\rho_1}
\end{bmatrix} \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
1 & 0 & \frac{x^2}{\rho_2^2}
\end{bmatrix} \begin{bmatrix}
\frac{1}{\rho_1} & 0 & 0 \\
0 & \frac{\sin\delta_1}{\rho_1} & \frac{\cos\delta_1}{\rho_1} \\
0 & \frac{-\cos\delta_2}{\rho_1} & \frac{\sin\delta_2}{\rho_1}
\end{bmatrix} \]

we obtain the matrix of coefficients, from which it follows that the error in calculating the position of the point (if the AES positions are known) or of the satellite (if the positions of the points are known) is equal to:

\[ M^2 = \mu \left( \rho_1^2 + \frac{x^2}{\cos^2\varphi} \right), \]

where \( \kappa \) is the error ratio of the angular and linear measurements.

Formula (30.34) is also applicable for analysis of the accuracy of the AES position, calculated by the direction to it from one point and by the difference in distances to it and another known AES position from another point. In the latter case, \( m_p \) is calculated by Expression (29.11) and the error in the AES position is

\[ M^2 = \frac{\rho_1^2}{2} - m^2 \left( 1 - \frac{x^2}{\cos^2\varphi} \right). \]
If the direction and distance are calculated from one starting point (polar intersection), angle \( \phi \) vanishes \( (\psi = 90^\circ) \), and Formula (30.34) assumes the form

\[
M^2 = m_0^2 + m_\rho^2
\]  

(30.40)

Expression (30.40) is used for estimating the accuracy of the AES position or the observation point by the direction measured from the point and by the distance to the AES position.

In this case the error formula assumes the form

\[
M_j^2 = \rho_j^2 \left( \frac{1}{x^2} \right) + m_\rho^2
\]  

(30.41)

For this same case, from Expression (30.38) we obtain

\[
M_j = \mu_\rho \sqrt{2 + \frac{1}{x^2}}
\]  

(30.42)

and, when the relative errors in measurement of the distance and angular values are equal,

\[
M_j = \mu_\rho \sqrt{3}
\]  

(30.43)

When calculating the AES position by the direction to it and by the difference in distances to it and another (known) AES position from the same point, the error formula for the AES position, on the basis of (30.39) will be

\[
M^K_\rho = \rho^2 m^K_\rho + \frac{\Delta \rho^2}{\Delta \rho} m^K_\rho
\]  

(30.44)
When calculating the position of the point by the direction and base of the chord, the error formula for the position of the point will be

\[ M_i = m_B D^2 + m_D, \]  

(30.45)
in which the expression for \( m_B \) is taken from (29.27) or (29.28), and \( m_D \) is calculated by Expression (29.45) when measuring the distance to the AES, or by (29.46) when measuring the difference in distances.

Formula (30.13) may be used to estimate the accuracy of the position of the point of intersection of three planes, if this figure is considered as the intersection of one of three planes with the line of intersection of two others. Then, for intersection of three synchronization planes, each passing through the calculated and one of the starting points, the error in the position of the point is described by the expression

\[ M_i = \frac{\sum P_i^2}{\frac{1}{2 \sin^2 \lambda} + \frac{1}{\sin^3 \psi}} + m_D = m_D \left[ \frac{\sum \delta_{pk}^2}{\frac{1}{2 \sin^2 \lambda_{12}} + \frac{1}{\sin^3 \psi_3}} \right]. \]

(30.46)

where \( \lambda \) is the angle between the synchronization planes, formed by AES positions \( k_1 \) and \( k_2 \), and \( \psi_3 \) is the angle between the line of intersection of these planes and the synchronization plane, formed by the third AES position \( k_3 \).

Cases are possible when, due to the absence of precise time at the observation point, only the declinations of the three known AES positions, rather than the directions from it, will be calculated. Then, taking into account (29.6), the expression for the error in the position of the point will assume the form
Similarly, when calculating the position of the point by three differences in distances, calculated from this point to three pairs of known AES positions, taking into account Expression (29.20) and assuming the relative errors in the differences in distances to be equal, we obtain

$$M^2 = \frac{m^2}{2} \left[ \frac{\rho_{h_1}^2 + \rho_{h_2}^2}{2 \sin^2 \lambda} + \frac{\rho_{h_3}^2 + \rho_{h_4}^2}{2 \sin^2 \psi} \right].$$

(30.47)

where $K$ is the number of the pair of AES positions to which $\Delta \rho$ is measured.

In the latter two cases, $\lambda$ is the angle between two planes, tangent to the generatrix of two conical surfaces, and $\psi$ is the angle between the line of intersection of these planes (or tangent to the line of intersection of the conical surfaces near the point to be calculated) and a third plane, tangent to the generatrix of the third conical surface.

The same Formula (30.13) is applicable for analysis of the accuracy of three-dimensional linear intersection in cases when the point or the AES position is calculated by the three measured distances or when the AES position is calculated by the three lengths of the focal radii.

If we assume that the relative errors in measurement of distances are equal, Formula (30.13) will assume the form

$$M^2 = \frac{m^2}{4} \left[ \sum_{K=1}^{2} \frac{\rho_{g_1}^2 \rho_{g_2}^2}{d^2 - \Delta \rho^2} + \frac{1}{2 \sin^2 \lambda} + \frac{1}{2 \sin^2 \psi} \right].$$

(30.48)
The Error in the Vertex of Intersection of Three Planes

As was shown, intersection of three planes may be regarded as intersection of one of the planes with the direction of the line of intersection of two others, and for estimating the accuracy of calculating the position of the point of intersection, Formula (30.46) may be used.

However, it is expedient to consider another derivation of the formula for the error in the point of intersection of the three planes.

The coordinates of the intersection point are found from solution of the system of equations for three planes

\[
\begin{align*}
A_1X + B_1Y + C_1Z - D_1 &= 0 \\
A_2X + B_2Y + C_2Z - D_2 &= 0 \\
A_3X + B_3Y + C_3Z - D_3 &= 0
\end{align*}
\]

or after transfer of the origin to the point to be determined and normalization of the coefficients and the free terms of equations

\[
\begin{align*}
A'_1X' + B'_1Y' + C'_1Z' - d_1 &= 0 \\
A'_2X' + B'_2Y' + C'_2Z' - d_2 &= 0 \\
A'_3X' + B'_3Y' + C'_3Z' - d_3 &= 0
\end{align*}
\]
In Formulas (30.51) the normalized free term is the error in construction of the given plane. Its mean square value is calculated by Formula (29.16) (for \(m_p\)). In matrix form, Expressions (30.51) are written

\[ AX = d, \quad (30.52) \]

Hence,

\[ X = A^{-1}d \quad (30.53) \]

and, according to (27.1)

\[ M^2_X = (A^{-1})M^2_p(A^{-1})^T. \quad (30.54) \]

In expanded form (30.54) is written

\[ M^2_X = \frac{4}{A^3} \begin{bmatrix} L_1 & L_2 & L_3 \\ M_1 & M_2 & M_3 \\ N_1 & N_2 & N_3 \end{bmatrix} \begin{bmatrix} m^2_{p1} & 0 & 0 \\ 0 & m^2_{p1} & 0 \\ 0 & 0 & m^2_{p1} \end{bmatrix} \begin{bmatrix} L_1 & M_1 & N_1 \\ L_2 & M_2 & N_2 \\ L_3 & M_3 & N_3 \end{bmatrix}, \quad (30.55) \]

where \(m_{p1}\) is the mean square error in the construction of the given plane; \(L_1, M_1,\) and \(N_1\) are the direction cosines of the lines of intersection of planes \(Q_2\) and \(Q_3, Q_1\) and \(Q_3, Q_1\) and \(Q_2\) respectively; and \(\Delta\) is the determinant of system (30.51).

Let us expand \(\Delta\) with respect to the elements of the first row

\[ \Delta = A_1 \begin{vmatrix} B_2' & C_2' \\ B_3' & C_3' \end{vmatrix} + B_1 \begin{vmatrix} C_2' & A_2' \\ C_3' & A_3' \end{vmatrix} + C_1 \begin{vmatrix} A_2' & B_2' \\ A_3' & B_3' \end{vmatrix} = \]

\[ = A_1 L_1 + B_1 M_1 + C_1 N_1 = \frac{A_1^2 L_1^2 + B_1^2 M_1^2 + C_1^2 N_1^2}{\lambda_1} \frac{\sin \psi_1}{\lambda_1}, \quad (30.56) \]

where \(\lambda_1\) is the normalizing factor

\[ \lambda_1 = \frac{1}{\sqrt{L_1^2 + M_1^2 + N_1^2}}, \quad (30.57) \]
\( \psi \) is the angle between plane \( Q_1 \) and the line of intersection of the other two planes \( Q_2 \) and \( Q_3 \). If the determinant \( \Delta \) is expanded with respect to the elements of the second and third rows, similarly, we will have

\[
\Delta = \frac{\sin \psi_2}{\lambda_2} = \frac{\sin \psi_3}{\lambda_3}.
\] (30.58)

After multiplication of the matrices contained in (30.55), we obtain the following expressions for the diagonal elements of matrix \( M^2 \):

\[
m_{x'} = \frac{1}{\Delta} \left( \frac{L^x_{1}}{\lambda_1} m_{p} \frac{L^x_{2}}{\lambda_2} m_{p} \frac{L^x_{3}}{\lambda_3} m_{p} \right),
\]

\[
m_{y'} = \frac{1}{\Delta} \left( \frac{M^x_{1}}{\lambda_1} m_{p} \frac{M^x_{2}}{\lambda_2} m_{p} \frac{M^x_{3}}{\lambda_3} m_{p} \right),
\] (30.59)

\[
m_{z'} = \frac{1}{\Delta} \left( \frac{N^x_{1}}{\lambda_1} m_{p} \frac{N^x_{2}}{\lambda_2} m_{p} \frac{N^x_{3}}{\lambda_3} m_{p} \right).
\]

Hence, taking the fact into account that \( L'_{1} + M'_{1} + N'_{1} = 1 \), and also Formulas (30.56) and (30.58), we obtain the final expression for the error in the position of the vertex of intersection of the three planes as a function of the measurement errors and the geometric characteristics of the given intersection

\[
M^2 = m_{x'}^2 + m_{y'} + m_{z'}, \quad m_{p} = \frac{m_{p} \Delta_{1}}{\sin^2 \psi_1} + \frac{m_{p} \Delta_{2}}{\sin^2 \psi_2} + \frac{m_{p} \Delta_{3}}{\sin^2 \psi_3} - \sum_{i=1}^{3} \frac{m_{p} \Delta_{i}}{\sin^2 \psi_i}. \] (30.60)

Formula (30.60) is used for analysis of the accuracy of the vertex of several elementary figures which we considered above, first, for analysis of the accuracy of the position of the observation point, calculated at the intersection of three synchronization planes. In this case \( m_{p} \) is calculated by Formula (29.16) or (29.17) and the expression for the error in the position of the point will be
Further, Formula (30.60) may be used to estimate the accuracy of elementary figures which are the intersection of three conical surfaces considered near the point to be calculated, as planes tangent to the generatrix of these conical surfaces. Such figures occur when the position of the point is calculated by the declinations of three known AES positions measured on it or by the differences in distances measured from it to three pairs of AES positions. In the first case $m_p$ is calculated by Expression (29.6), and $\psi$ is the angle between the direction from the point to one AES position and the plane passing through the direction from the point to two other AES positions. In the second case $m_p$ is calculated by Expression (29.20), and $\psi$ is the angle between the line connecting the point with the center of the celestial chord between one pair of AES positions (the difference in distances to which is measured) and the plane passing through the lines connecting the point with the center of the celestial chords of two other pairs of AES positions.

The expression for the error in the position of the point in the latter case has the form

$$M_j^2 = m_p^2 \sum_{k=1}^{3} \frac{\rho_{kp}^{2}}{\sin^2 \psi_k}.$$  

(30.61)

Formula (30.60) may be used for a priori estimation of the accuracy of the position of the vertex of all types of three-dimensional linear intersection in space. Such intersections include figures which occur upon calculation of the AES position.
by the distances measured to it from three observation points, upon calculation of the position of the point by the distances measured from it to three known AES positions, as well as upon calculation of AES positions by the differences in distances measured from the observation points to them, and at the same time — from the lengths of the focal radii of the hyperboloids.

The value of \( m_p \) in Expression (30.60) in the first two cases is calculated by Formula (29.7), and in the third case — by Formula (29.11).

The quantity \( \psi \) in these figures is the angle between one line whose length is measured and the plane passing through two other lines (one focal radius and the plane passing through two other radii).

Thus, for example, the error in calculating the position of a point by the distances measured from it to three known AES positions will be calculated by the formula

\[
N^2 = \sum_{k=1}^{3} \frac{m_{p_k}^2}{\sin^2 \psi_k}. \tag{30.63}
\]

31. The Effect of Errors in the Position of Starting Points

The effect of systematic errors in initial data, which cause a general shift of the entire triangulation or in the presence of more than one starting point — a general shift, rotation and an error in the scale of space triangulation is well known.

We have given approximate consideration below to the effect of random errors in the position of starting points and this effect on the previously derived formulas for an a priori estimation of the accuracy of the elements and figures of space triangulation.
Effect of Errors in Starting Points on Errors in Triangulation Elements

An error in the position of the point in a three-dimensional coordinate system may be represented by the expression

$$M^2 = m^2_1 + m^2_2 + m^2_3.$$  

(31.1)

If the components of errors on the coordinate axes are assumed to be equal, we may assume that, independently of the direction of the coordinate axes, we have

$$M^2 = 3m^2.$$  

(31.2)

On this basis, the error component of the starting point position in a direction moving away from this point, and, consequently, the effect of the error in the position of the point at a distance measured from it, or on the plane passing through this point, will be

$$m^2_p = \frac{M^2}{3}.$$  

(31.3)

The error component of the position of the starting point in the plane normal to the direction passing from the point, and consequently, the effect of the error on displacement of the direction passing through the point, will be

$$m^2_n = \frac{2}{3} M^2.$$  

(31.4)
We should especially discuss the effect of errors in the position of starting points on the errors in space triangulation elements, obtained as a result of measuring the differences in distances.

The error in the length of the focal radius depends on the distance between the observation point and the plane passing through the center of the celestial chord (l), i.e., on the displacement along one of the coordinate axes. Having differentiated Expression (29.9) with respect to l and converting to mean square errors, assuming that $m^2_l = M^2_l/3$, we obtain the error in the length of the focal radius due to the effect of the error in the position of the point

$$m^2_l = \frac{d^2}{3\Delta l^2} M^2_l.$$ (31.5)

The characteristic of the hyperboloid is the angle $\varphi'$ between the surface of the asymptotic cone and the axis of the hyperboloid (see Figure 42). It is obvious from Formula (29.18) that angle $\varphi'$ depends on the length of the celestial chord d.

Having differentiated (29.18) with respect to d, substituting it into (29.19) and converting to mean square errors, assuming that $m^2_d = 2/3M^2_k$, we obtain the error in the position of the plane, with which we approximate the asymptotic cone, caused by the effect of the error in the length of the celestial chord,

$$m^2_d = \frac{2\rho_d^2\Delta d^2}{3d^2(d^2 - \Delta d^2)} M^2_k.$$ (31.6)
The effect of the errors in AES positions, which are the foci of the hyperboloid, may also be reflected in rotation of the axis of the hyperboloid, which imparts an additional displacement to the hyperboloid surface, equal to

$$m_p^2 = \frac{2\sigma_p^2}{3d^2} M_k^k.$$  \hspace{1cm} (31.7)

The total effect of errors in the AES position on the error in the position of the hyperboloid will be

$$\frac{m_p^2}{p^2} = \frac{2\sigma_p^2}{5(d^2 - \Delta \rho^2)} M_k^k.$$  \hspace{1cm} (31.8)

Moreover, we should remember that, since the vertex of the cone is not the AES position, but the center of the celestial chord, the total displacement of the surface will be

$$m_p^2 = \left( \frac{2\sigma_p^2}{d^2 - \Delta \rho^2} + \frac{1}{2} \right) M_k^2.$$  \hspace{1cm} (31.9)

**Effect of Errors in Starting Points on Errors in the Position of the Vertices of Elementary Figures**

For the main types of elementary figures considered previously, the effect of errors in the position of starting points on the position of the calculated points may be represented in the following manner.

For three-dimensional angular intersection

$$M^2 = \frac{4}{3} \left( \frac{M_1^1 M_2^2}{M_3^3} + \frac{M_1^2 M_2^2}{\sin^2 \varphi} \right) \approx \frac{4}{3} \left( \frac{1}{4} + \frac{1}{\sin^2 \varphi} \right) \sum_{i=1}^{2} M_i^2,$$  \hspace{1cm} (31.10)

or with equally precise initial data
\[ M^2 = \frac{2M_i^2}{3 \sin^2 \psi}. \] 

(31.11)

For intersection of the direction with the plane

\[ M^2 = \frac{1}{3} \left( M_i^2 + \frac{M_i^2 + M_i^2}{\sin^2 \psi} \right) \] 

(31.12)

or

\[ M^2 = \left( 1 + \frac{2}{\sin^2 \psi} \right) \frac{M_i^2}{3}. \] 

(31.13)

For linear-angular intersection

\[ M^2 = \frac{1}{3} \left( M_i^2 + \frac{M_i^2 + M_i^2}{\cos^2 \psi} \right) \] 

(31.14)

or

\[ M^2 = \left( 1 + \frac{2}{\cos^2 \psi} \right) \frac{M_i^2}{3}. \] 

(31.15)

To calculate the position of the point by the polar method

\[ M^2 = M_i^2. \] 

(31.16)

For intersection of three planes or three-dimensional linear intersection

\[ M^2 = \frac{1}{3} \sum_{i=1}^{3} \frac{M_i^2}{\sin^3 \psi_i} \] 

(31.17)

or

\[ M^2 = \frac{M_i^2}{3} \sum_{i=1}^{3} \frac{1}{\sin^2 \psi_i}. \] 

(31.18)
Taking into account the dependence of the previously obtained errors in the elements of space triangulation, constructed by using the measured differences in distances, on the errors in initial data (31.5) and (31.8), we reduce the formulas of the total effect of errors in the initial data on the accuracy of the two main types of elementary figures of such triangulation.

For a figure for calculating the AES position by the direction to it from one point and the difference in distances to it and another AES position from another point, we have

$$M^2_2 = \frac{M^2_1}{3\cos^2 \varphi} \left(2 + \cos^2 \varphi + \frac{d^2}{\Delta \rho^2}\right). \quad (31.19)$$

For a figure for calculating the position of the point by the difference in distances from it to two known AES positions and by the direction to the third known AES position, we have

$$M^2_3 = \frac{M^2_1}{3\sin^2 \psi} \left(\frac{3}{2} + \sin^2 \psi + \frac{2p^2_\rho}{d^2 - \Delta \rho^2}\right). \quad (31.20)$$

32. Combining the Formulas for A Priori Estimation of the Accuracy of the Elements and Elementary Figures of Space Triangulation

For convenience in using the formulas for a priori estimation of accuracy, let us reduce them to a single table for a further analysis.

For illustration, the main figures in Table 1 are represented by diagrammatic drawings with the following notations:
- starting point;

A — calculated point;

O — known AES position;

* — calculated AES position;

** — direction from the point to the AES position;

*** — declaration of AES position;

|—|—| — distance from the point to the AES position;

...{* — difference in distances from the point to two AES positions;

|—|—| — direction of the chord;

|--|-- — length of the chord.

In Table 1 the formulas for a priori estimation of the accuracy of the elements and figures are first presented only for photographic measurements, then for combinations of photographic observations and measured distances, and for combinations of photographic observations and the differences in distances.

33. The Effect of the Number of Measurements on the Results of A Priori Estimation of the Accuracy of Space Triangulation Figures

We call the figures containing the minimum number of measurements required to obtain a result — for calculation of the position of the point or the value of some space triangulation element — an elementary figure.
<table>
<thead>
<tr>
<th>No. of</th>
<th>Calculated Elements</th>
<th>Diagram</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>32.1</td>
<td>Calculation of synchronization plane</td>
<td><img src="image1" alt="Diagram" /></td>
<td>$m^2_{p} = \frac{m^2_{p} (\psi^2 + \phi^2) + \frac{M_1^3}{3}}{k^2 (\psi^2 + \phi^2) + \frac{M_1^3}{3}} \approx \frac{\sum k_{p} m^2_{p} + \frac{M_1^3}{3}}{k}$</td>
</tr>
<tr>
<td>32.2</td>
<td>Calculation of chord direction</td>
<td><img src="image2" alt="Diagram" /></td>
<td>With a symmetric figure $m^2_{p} = \frac{2 \alpha_{p} \beta_{p} + m^2_{p} + \frac{M_1^3}{3}}{2 \sin^2 \lambda \sin^2 \frac{\beta_{p}}{2}}$</td>
</tr>
<tr>
<td>32.3</td>
<td>Calculation of the position of the point (AES) of three-dimensional angular intersection in space</td>
<td><img src="image3" alt="Diagram" /></td>
<td>$M_{1}^3 = \frac{1}{2} \left[ \frac{(\beta_{p} m^2_{p} + \frac{2}{3} M_1^3)}{\sin^2 \psi} + \frac{(\beta_{p} m^2_{p} + \frac{2}{3} M_1^3)}{\sin^2 \psi} \right] \approx \frac{m^2_{p} + \frac{2}{3} M_1^3}{\sin^2 \psi}$</td>
</tr>
<tr>
<td>32.4</td>
<td>Calculation of the position of sequential three-dimensional angular intersection in space (with a symmetric figure)</td>
<td><img src="image4" alt="Diagram" /></td>
<td>$M_{1}^3 = \left(\frac{1}{4} + \frac{1}{\sin^2 \psi} \right) \left[ \beta_{p} m^2_{p} + \frac{2}{3} \left(\frac{1}{4} + \frac{1}{\sin^2 \psi} \right) \beta_{p} m^2_{p} + \frac{2}{3} \left(\frac{1}{4} + \frac{1}{\sin^2 \psi} \right) \right] \approx \frac{m^2_{p} + \frac{2}{3} M_1^3}{\sin^2 \psi}$</td>
</tr>
<tr>
<td>32.5</td>
<td>Calculation of the position of the point at the intersection of the chord directions</td>
<td><img src="image5" alt="Diagram" /></td>
<td>$M_{1}^3 = \left(\frac{1}{4} + \frac{1}{\sin^2 \phi} \right) \left[ D_{2} m^2_{p} + \frac{2}{3} \left(\frac{1}{4} + \frac{1}{\sin^2 \phi} \right) \right] \approx \frac{m^2_{p} + \frac{2}{3} M_1^3}{\sin^2 \phi}$</td>
</tr>
<tr>
<td>No. of formula</td>
<td>Calculated elements</td>
<td>Diagram</td>
<td>Formula</td>
</tr>
<tr>
<td>----------------</td>
<td>--------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>32.6</td>
<td>Calculation of the AES position by the direction from one point and by the declination from another point</td>
<td><img src="image" alt="Diagram" /></td>
<td>[ M^2_k = \frac{(1 + \sin^2 \psi) \rho_k^2 + \rho_k^2 m_k^2 + (1 + \sin^2 \psi) M^2_k + M^3_k}{3 \sin^2 \psi} ]</td>
</tr>
<tr>
<td>32.7</td>
<td>Calculation of the position of the point at intersection of the chord direction with the synchronization plane</td>
<td><img src="image" alt="Diagram" /></td>
<td>[ M^2_j = \frac{1}{\sin^2 \psi} \left( \frac{(1 + \sin^2 \psi) \rho_j^2 m_j^2 + 2 \rho_j^2 m_j^2 + (1 + \sin^2 \psi) M^2_j + M^3_j}{3} \right) ]</td>
</tr>
<tr>
<td>32.8</td>
<td>Calculation of the position of the point by the declinations of three known AES positions</td>
<td><img src="image" alt="Diagram" /></td>
<td>[ M^2_j = \frac{1}{\sin^2 \psi} \left( \frac{1}{2} \rho_{k \rho} m_{k}^2 + 3 M^2_k \right) \sum_{k=1}^{3} \frac{1}{\sin^2 \psi} ]</td>
</tr>
<tr>
<td>32.9</td>
<td>Calculation of the position of the point at the intersection of three synchronization planes</td>
<td><img src="image" alt="Diagram" /></td>
<td>[ M^2_j = \frac{1}{\sin^2 \psi} \left( \frac{1}{3} \rho_{k \rho} m_{k}^2 + 1 \left[ \frac{1}{3} \frac{1 + \sin^2 \psi}{\sin^2 \lambda_{12}} \right] \right) ]</td>
</tr>
</tbody>
</table>

**Combinations of photographic observations with distance measurement**

<p>| 32.10          | Calculation of chord length                                                           | <img src="image" alt="Diagram" />                                                       | [ m^2_j = \frac{1}{\rho_{k \rho}^2} \left( m^2_j + \frac{1}{2 \sin^2 \psi_k} \left[ \cos^2 \psi_k + \rho_{k \rho}^2 \right] m^2_j + \left( \cos \psi_k - \frac{\rho_{k \rho}^2}{\rho_{k \rho}} \right)^2 m^2_j \right) ] |</p>
<table>
<thead>
<tr>
<th>No. of formula</th>
<th>Calculated elements</th>
<th>Diagram</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>32.11</td>
<td>Calculation of the position of the point (AES) by the direction and distance</td>
<td><img src="image" alt="Diagram" /></td>
<td>( M_j^2 = \frac{1}{\cos^2 \phi} \left[ \frac{(1 + \cos^2 \phi) \rho_k^2}{2} m_j^2 + m_j^2 + \frac{(1 + \cos^2 \phi) M_j^2 + M_j^2}{3} \right] \approx )</td>
</tr>
<tr>
<td>32.12</td>
<td>Calculation of the position of the point by the direction to one known AES position and the distance to another position</td>
<td><img src="image" alt="Diagram" /></td>
<td>( M_j^2 = \frac{1}{\cos^2 \phi} \left[ \frac{(1 + \cos^2 \phi) \rho_k^2}{2} m_j^2 + m_j^2 + \frac{(1 + \cos^2 \phi) M_j^2 + M_j^2}{3} \right] \approx )</td>
</tr>
<tr>
<td>32.13</td>
<td>Calculation of the position of the point by the direction and length of the chord</td>
<td><img src="image" alt="Diagram" /></td>
<td>( M_j^2 = D^2 m_j^2 + m_j^2 + M_j^2 )</td>
</tr>
<tr>
<td>32.14</td>
<td>Calculation of the position of the point by the distances to three known AES positions</td>
<td><img src="image" alt="Diagram" /></td>
<td>( M_j^2 = \sum_{k=1}^{3} \frac{m_k^2 + \frac{1}{3} M_k^2}{\sin^2 \phi} \approx (m_j^2 + \frac{1}{3} M_j^2) \sum_{k=1}^{3} \frac{1}{\sin^2 \phi} )</td>
</tr>
</tbody>
</table>

Combinations of photographic observations with measurement of differences in distances

<table>
<thead>
<tr>
<th>No. of formula</th>
<th>Calculation of chord length</th>
<th>Diagram</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>32.15</td>
<td>Calculation of the AES position by the direction from one point and by the difference in distances from another point</td>
<td><img src="image" alt="Diagram" /></td>
<td>( \frac{m_B^2}{\Delta \rho_i^2} = \frac{1}{2} \left[ m_B^2 + \frac{1}{2} \sum_{k=1}^{2} \frac{p_{ik}^2 \cos^2 \phi_k + \rho_{ik}^2}{\sin^2 \phi_k} + m_B^2 \sum_{k=1}^{2} \frac{(p_{ik} \cos \phi_k - \rho_{ik})^2}{\sin^2 \phi_k} \right] )</td>
</tr>
<tr>
<td>32.16</td>
<td></td>
<td><img src="image" alt="Diagram" /></td>
<td>( M_k^2 = \frac{1}{\cos^2 \phi_k} \left[ \frac{(1 + \cos^2 \phi_k) \rho_k^2}{2} m_k^2 + \frac{d^2 \Delta \rho_k^2}{\Delta \rho_k^2} m_k^2 + \right. )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \left. \frac{1}{3} \right] \left[ (1 + \cos^2 \phi_k) M_k^2 + (1 + \frac{d^2}{\Delta \rho_k^2}) M_k^2 \right] )</td>
</tr>
<tr>
<td>No. of formula</td>
<td>Calculated elements</td>
<td>Diagram</td>
<td>Formula</td>
</tr>
<tr>
<td>---------------</td>
<td>--------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
</tr>
<tr>
<td>32.17</td>
<td>Calculation of the AES position by the direction and difference in distances</td>
<td><img src="image1.png" alt="Diagram" /></td>
<td>$M_k^2 = \rho^2 m_3^2 + \frac{d^2 l_2}{\Delta \rho^2} m_3^2 + \left( 1 + \frac{d^2}{3 \Delta \rho^2} \right) M_k^2$</td>
</tr>
<tr>
<td>32.18</td>
<td>Calculation of the position of the point by the difference in distances to two known AES positions and by the direction to the third position</td>
<td><img src="image2.png" alt="Diagram" /></td>
<td>$M_j^2 = \frac{1}{\sin^2 \psi} \left[ \frac{\sin^2 \psi + \frac{1}{2} \rho^2 m_3^2 + \frac{\rho_2^2 p_{12}^2}{d_2^2 - \Delta \rho^2}}{2} m_3^2 + \frac{1}{3} \left( \frac{1}{2} + \text{sin}^2 \psi \right) \left( \frac{2 \rho_2^2 p_{12}^2}{d_2^2 - \Delta \rho^2} \right) M_k^2 \right]$</td>
</tr>
<tr>
<td>32.19</td>
<td>Calculation of the position of the point by the difference in distances to two known AES positions and by the direction to one of them</td>
<td><img src="image3.png" alt="Diagram" /></td>
<td>$M_j^2 = \frac{1}{\sin^2 \psi} \left[ \frac{\sin^2 \psi + \frac{1}{2} \rho^2 m_3^2 + \frac{\rho_2^2 p_{12}^2}{d_2^2 - \Delta \rho^2}}{2} m_3^2 + \frac{1}{3} \left( \frac{1}{2} + \text{sin}^2 \psi \right) \left( \frac{2 \rho_2^2 p_{12}^2}{d_2^2 - \Delta \rho^2} \right) M_k^2 \right]$</td>
</tr>
<tr>
<td>32.20</td>
<td>Calculation of the position of the point by the differences in the distances to three pairs of known AES positions.</td>
<td><img src="image4.png" alt="Diagram" /></td>
<td>$M_j^2 = \sum_{k=1}^{3} \frac{1}{\sin^2 \psi_k} \left[ \frac{\rho_2^2 p_j}{d_2^2 - \Delta \rho^2} m_3^2 + \left( \frac{2 \rho_2^2 p_j}{d_2^2 - \Delta \rho^2} + \frac{1}{2} \right) M_k^2 \right] \approx \rho_2^2 p_j \left( m_3^2 + \frac{2}{3} M_k^2 \right) \sum_{k=1}^{3} \frac{1}{(d_2^2 - \Delta \rho^2) \sin^2 \psi_k}$</td>
</tr>
</tbody>
</table>
The appearance of excess measurements in the figure should lead to variation of the previously derived formulas for estimation of accuracy. As we know, excess measurements in all cases increase the accuracy of the result, but the effect of an increase in the number of measurements may be different.

In order to establish the effect of excess measurements on the formulas for an a priori estimation of the accuracy of elementary figures, let us present an expression for the error in the elementary figures in general form as

$$ M_2 = \sum Q_i m_i, $$

where $m_i$ are the errors in measurements of the elements of the figures and $Q_i = 1/p_i$ are the weight coefficients.

Let us consider an increase in the number of measurements of elements of the figure without variation of its geometric shape.

If some element of the figure is measured repeatedly, assuming that there are no systematic errors in the measurements, the error of the calculated measurement may be

$$ m^2 = \frac{1}{n} \sum_{i=1}^{n} m_i, $$

where $n$ is the number of measurements; and $M_e$ is the error in single measurement of the element.

If the measurements are equally precise, then

$$ m^2 = \frac{m_e^2}{n}. $$

(33.3)
It is more complex to calculate the effect of excess measurements, which vary the geometric shape of the elementary figure.

Most of the figures which we considered are intersections, and their excess measured elements are geometrically interrelated in different ways. Since consideration of the effect of element errors on variation of expressions for the errors of elementary figures is rather complex, we will consider the simplest cases here.

If the elementary figure for calculation of a chord is considered as the intersection of two planes, and intersection of three planes is reduced to intersection of the direction with the plane, then, along with the figure for the intersection of the direction with the plane and three-dimensional angular intersection, all these elementary figures are formed by two elements, and should contain a term of the following form in the formulas for a priori analysis of accuracy

\[ M_i^2 = Q(m_i^2 + m_j^2). \]  

(33.4)

where \( Q = 1/\sin^2 \psi \) characterizes the geometric relationship between the measured elements.

An increase in the number of measurements above the two required to a number \( n \) increases the number of angles between the pairs of measured elements, which becomes equal to the \( 2 \binom{c^2}{n} \) number of combinations, out of \( n \).

To obtain the approximate expression for estimating the accuracy of such a non-elementary figure, let us use the formula obtained by Professor K. L. Provorov [44], for the error in multiple angular intersection
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or with equally precise measurements

\[
M^2 = \frac{\sum_{i=1}^{n} \frac{1}{m_i^2}}{\sum_{i=1}^{n} \frac{c_i^2 \sin^2 \psi_{i1} e_i}{m_i^2 \sin^2 \psi_{i1} e_i}} \tag{33.5}
\]

On the basis of Formula (33.5), we find the expression for estimation of accuracy for some basic space triangulation figures containing an excess number of measurements.

**Error in Chord Direction**

Usually, as a result of prolonged observations of space triangulation from each pair of points — the ends of the chord — a rather large number of AES positions will be observed synchronously, and the direction of the chord will be calculated at the intersection of \( n \) synchronization planes.

The error in the direction may be represented by the expression

\[
m_L^2 = \frac{\sum_{k=1}^{n} m_k^2}{P^2} = \frac{m_P^2}{P^2} \cdot \frac{1}{P^2} \sum_{k=1}^{n} \frac{1}{P^2 \sin^2 \lambda_{kP}} \tag{33.7}
\]
In the case when the average distances are similar, and the synchronization planes corresponding to the AES positions are uniformly located around the chord within the limits of the maximum angle between their extreme positions, equal to $\Omega$,

$$m_b = \frac{n \nu_{c_0} n \nu_{c_k} m_b^2}{B^2 \sum_{c=1}^{n-1} (n-c)^2 \sin^2 \left( \frac{\alpha}{n-1} \right)}.$$          \hspace{1cm} (33.8)

We may present one more simple approximation expression for the error in the chord direction, derived by Lambeck [57] for uniform distribution of the observed AES positions with respect to the center of the chord

$$m_h = \frac{m_b}{0.17n}.$$ \hspace{1cm} (33.9)

**Error in Chord Length**

We previously considered the elementary figures for calculation of chord length, in which the measured linear value was the distance from one of the points (32.10) or the difference in distances from one of the points (32.15).

Measurements of the distances and differences in distances from both points — the chord ends — are essentially possible.

Then, upon measurement of the distances, the error in the chord length will be calculated by the expression
The error in chord length, derived by Professor I. D. Zhongolovich [20], provided that the error in the chord direction, obtained from a considerable number of observations, is negligible, compared to the errors in measuring the differences and directions to the AES in the given figure.

\[
m_{B}^{2} = (\cos^{2}q_{f} + \cos^{2}q_{f}) m_{C}^{2} + 2l^{2}m_{C}^{2},
\]

(33.11)

Lambeck [58] presents the following expression for the error in chord length (in the notations of Figure 15)

\[
\frac{m_{B}^{2}}{m_{C}^{2}} = \frac{(AC_{f} - B^{2})}{(A + C - 2B)} m_{C}^{3}.
\]

(33.12)

where

\[
A = 1 + \frac{\cot^{2}f_{k}}{\sin^{2}f_{k}} + \frac{\sin^{2}f_{k}}{\sin^{3}f_{k} \sin^{2}f_{k}},
\]

\[
B = - \cot^{2}f_{k} + \frac{\sin^{4}f_{k}}{\sin^{3}f_{k} \sin^{2}f_{k}},
\]

\[
C = 1 + \frac{\cot^{2}f_{k}}{\sin^{3}f_{k}} + \frac{\sin^{2}f_{k}}{\sin^{4}f_{k} \sin^{2}f_{k}}.
\]

If the differences in distances from both points — the chord ends — are measured by the differences in distances from the point to two AES positions in the figure for calculating the chord length, the error in chord length will be calculated by the expression
When calculating the length of the chord from several such figures or elementary figures, its error may be calculated according to Expression (33.2).

**Error in Three-Dimensional Angular Intersection**

When calculating the position of the point, the formula for the error in the vertex of three-dimensional angular intersection \( n \) of the directions will have the form

\[
\frac{m_j^2}{\rho^2} = \frac{1}{m_{h1}^2} + \frac{\Delta p_j^2}{m_{h1}^2} + \sum_{k=1}^{2} \frac{\Delta p_j^2}{m_{j1}^2} + \sum_{k=1}^{2} \frac{\Delta p_k^2}{m_{j1}^2} - \frac{2}{m_{j1}^2} \sum_{k=1}^{2} \frac{\rho_{jk} \cos \varphi_k - \rho_{jk}}{\sin \varphi_k} \sum_{k=1}^{2} \frac{\rho_{jk} \cos \varphi_k + \rho_{jk}}{\sin \varphi_k} \tag{33.13}
\]

\[
M_j^2 = \frac{n \rho_{cpj}^2}{\sin^2 \varphi_{kj}} - m_l^2. \tag{33.14}
\]

A similar formula may be used to calculate the position of the point by the directions \( n \) of the chords with approximate equality of \( D_{ij} \).

If the point is calculated at the intersection of equally precise chord directions, located uniformly around the point and having an approximately identical length, then

\[
M_j^2 = \frac{n \rho_{cpi}^2}{\sin^2 \varphi_{kj}} - m_l^2. \tag{33.15}
\]
Error in Intersection of the Direction with the Plane

If the error in the vertex of the elementary figure is represented by Expression (30.13) when $n'$ directions and $n''$ planes are measured to estimate the accuracy of the figure, we may use the approximate formula

$$M^2 = \frac{1}{2n'} + \frac{1}{2n''} \left( \sum_{i=1}^{n'} \frac{1}{m_{ii}^{2}} + \sum_{j=1}^{n''} \frac{1}{m_{jj}^{2}} \right).$$

With equally precise measurements

$$M^2 = m_0^2 + \frac{(2n'm_0^4 + n''m_0^4) m_0^2 m_0^2}{2m_0^2 m_0^2 \sum \sin^2 \psi + 4m_0^2 \sum \sin^2 \varphi + m_0^2 \sum \sin^2 \lambda},$$

For all forms of linear-angular intersection

$$M^2 = \frac{m_0^2}{2n} + \frac{n''m_0^2}{2n''} + \frac{1}{2} \sum \cos^2 \varphi_{ij}.$$

When calculating the position of the point by the polar method, we have

$$M^2 = \frac{m_0^2}{n'} + \frac{m_0^2}{n''}.$$

Finally, for three-dimensional linear intersection in space, we will have
and with equally precise measurements

\[
M^2 = \frac{m_1^2 + m_2^2}{2 \sin^2 \theta_{12}} + \frac{2 \sin^2 \theta_{12}}{m_1^2 + m_2^2} \sum_{i=3}^{n} \frac{1}{m_i^2} \sin^2 \psi_{12} \sum_{i=1}^{n-2} \frac{1}{m_i^2} \sin^2 \psi_{1i} \sum_{i=1}^{n-2} \frac{1}{m_i^2} \sin^2 \psi_{1i} \quad (33.20)
\]

Error in the Vertex of Intersection of the Planes

Because of the complexity of the joint geometric relationships of the intersecting planes at \( n > 3 \), we can recommend that analysis of accuracy of multiple intersection of planes or multiple linear intersection be carried out by using the expression for the error in the arithmetic mean of the results of several elementary figures, i.e.,

\[
M^2 = \frac{(n-2) \left(1 + \sum_{i=3}^{n} \sin^2 \psi_{1i} \right) - \sin^2 \theta_{12}}{(n-2) \sin^2 \theta_{12} \sum_{i=1}^{n-2} \sin^2 \psi_{1i}} \quad (33.21)
\]

34. A Priori Estimation of the Accuracy of Coordinate Transfer in a Space Triangulation Series

Let us call a set of points, related by synchronous observations of AES positions such that we can sequentially calculate the positions of the entire set of points — using a minimum of one or two points at the beginning of the series as the starting points — a space triangulation series.
The error in the position of the point of a space triangulation series may be represented in the form of two terms, the first of which contains the effect of measurement errors, to calculate the given point, and the second term of which contains the effect of errors in the position of points, which are the starting points for calculating this point. The error in the position of the \(n\)th point of the series may then be calculated by the recursion relation

\[ M_j = M_0 + K^2 (M_1 + M_2), \]  

where \(M_0\) is the error in the position of the point, caused by observation errors in the given figure, and \(K\) is the coefficient of the effect of errors in the position of points 1, 2, ..., \((n - 1)\) which are the starting points for calculation of the given point.

The nature of accumulation of the effect of measurement errors on the error in the position of the point of the series depends on the sequence of calculating the points.

Space triangulation series for three groups may be calculated as a function of this.

We include in the first group a series of sequential figures when the starting point for each new point of the series is the one preceding (Figure 51).

The error in the position of the \(j\)th point of this series is calculated by the formula

\[ M_j = M_0 \sum_{i=1}^{j} K^{2(j-1)}. \]  

(34.2)
We relate the series of sequential elementary figures to the second group, when each new point is calculated from the two preceding points (Figure 52).

The error in the position of the $j$th point of the given series may be calculated by the formula

$$M_j = M_0 \sum_{i=1}^{j} a_i K^{2(i-1)},$$

where the coefficients $a_j$ are selected from the table, similar to Pasqual's triangle:

<table>
<thead>
<tr>
<th>$j$</th>
<th>1</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Here each element is equal to the sum of two elements: one of them is located above the calculated element, and the second is located to the left between them. For example, in the last row, 11 = 4 + 7.

Finally, we relate a series of sequential pairs of elementary figures in which the initial points for each new pair of points is the preceding pair of points (Figure 53) to the third group.
The error in the position of points of this series may be calculated by the formula

$$M^2_J = M^2_0 \sum_{J-1}^J K^2(j-1),$$

(34.4)

similar to Formula (34.2), if $J$ is not the number of the point, but the number of the pair of points.

35. Errors in the Position of Points in Continuous Space Triangulation Networks

The formulas for a priori estimation of accuracy, obtained above, are valid for individual isolated space triangulation figures. Moreover, an a priori estimation of the accuracy of continuous space triangulation networks is of interest, because in many existing designs, both foreign and Soviet [18], the development of space triangulation is in the form of a continuous network, distributed over the entire surface of the globe or a considerable part of it. It is clear that estimates of the errors for individual figures may not be simply generalized to systems of such figures of considerable length.

As we know, the accuracy of the elements of equated geodetic networks is established with the aid of weight coefficients, i.e., by the elements of the inversion matrix of a system of normal equations. Moreover, it is unnecessary to calculate the weight coefficients with the total accuracy possible for purposes of a priori estimation of accuracy. In many cases, it is sufficient to obtain the numerical characteristics with an accuracy of $20 - 30\%$* in order to calculate the characteristics of error distribution in the networks.

*This is equivalent to the requirement that the error in the analysis does not exceed $1/5$ or $1/3$ of the total error.
Approximate values of the elements of the inversion matrix may be obtained by a method known in the literature as the perturbation method. It is as follows.

It is simpler to invert diagonal matrices. Let us give the matrix of coefficients of normal equations in the form of the sum of two matrices

\[ B = P + \varepsilon C, \]  

where \( P \) is a diagonal matrix, comprised of the quadratic coefficients of normal equations; and \( \varepsilon \) is some factor, different from zero and subject to the condition \( \varepsilon \leq 1 \).

Thus, for matrices \( P \) and \( C \), we will have

\[
P = \begin{bmatrix}
    b_{11} & 0 & \ldots & 0 \\
    0 & b_{22} & \ldots & 0 \\
    \ldots & \ldots & \ldots & \ldots \\
    0 & 0 & \ldots & b_{kk}
\end{bmatrix}
\]

and

\[
C = \begin{bmatrix}
    0 & b_{12} & \ldots & b_{1k} \\
    b_{21} & 0 & \ldots & b_{2k} \\
    \ldots & \ldots & \ldots & \ldots \\
    b_{k1} & b_{k2} & \ldots & 0
\end{bmatrix}.
\]

Let us now expand the precise inversion matrix \( B^{-1} \) into a power series of

\[
B^{-1} = Q = Q_0 + \varepsilon Q_1 + \varepsilon^2 Q_2 + \varepsilon^3 Q_3 + \ldots,
\]  

where

\[
Q_0 = \frac{1}{b_{11}} \begin{bmatrix}
    -1 & 0 & \ldots & 0 \\
    0 & \frac{1}{b_{12}} & \ldots & 0 \\
    \ldots & \ldots & \ldots & \ldots \\
    0 & 0 & \ldots & \frac{1}{b_{kk}}
\end{bmatrix}
\]

and

\[
Q_1 = \begin{bmatrix}
    -\frac{1}{b_{11}} & 0 & \ldots & 0 \\
    0 & -\frac{1}{b_{12}} & \ldots & 0 \\
    \ldots & \ldots & \ldots & \ldots \\
    0 & 0 & \ldots & -\frac{1}{b_{kk}}
\end{bmatrix}.
\]
If we multiply the matrices, calculated by Expressions (35.1) and (35.3), and take the fact into account that $B^{-1}B = E$, we will have

$$(Q_0 + \varepsilon Q_1 + \varepsilon^2 Q_2 + \varepsilon^3 Q_3 + \ldots) (P + \varepsilon C) = B^{-1}B = E. \quad (35.5)$$

Performing the multiplication, we obtain

$$Q_0P + \varepsilon Q_1P + \varepsilon^2 Q_2P + \ldots + \varepsilon Q_6C + \varepsilon^2 Q_1C + \ldots = E. \quad (35.6)$$

Matrix $Q$ is a matrix, inverse to $P$; therefore, $Q_0P = E$, and Expression (35.6) assumes the form

$$\varepsilon Q_1P + \varepsilon^2 Q_2P + \varepsilon^3 Q_3P + \ldots + \varepsilon Q_6C +$$

$$+ \varepsilon Q_1C + \varepsilon^2 Q_2C + \ldots = 0 \quad (35.7)$$

or

$$\varepsilon (Q_1P + Q_0C) + \varepsilon^2 (Q_1P + Q_1C) + \varepsilon^3 (Q_3P + Q_2C) + \ldots = 0. \quad (35.8)$$

By definition $\varepsilon \neq 0$, and the expressions in the parentheses are consequently equal to zero. Thus we obtain the system of equations

$$Q_1P = -Q_0C,$$
$$Q_2P = -Q_1C,$$
$$Q_3P = -Q_2C.$$

(35.9)

Let us multiply the matrix equations (35.9) from the right by $Q_0$, then, taking the fact into account that $PQ_0 = E$, we will have
\[ \begin{align*}
Q_1 &= -Q_0 C Q_0, \\
Q_2 &= -Q_1 C Q_0, \\
Q_3 &= -Q_2 C Q_0, \\
&\ldots 
\end{align*} \]

i.e., the terms of Series (35.3) are described by the following recursion formula:

\[ Q_{i+1} = -Q_i C Q_0. \tag{35.11} \]

Assuming for further calculations that \( \epsilon = 1 \), we obtain the following group of formulas for calculating the elements of the inversion matrix:

\[ B = P + C, \]
\[ B^{-1} = Q, \]
\[ P^{-1} = Q_0, \tag{35.12} \]
\[ Q_1 = -Q_0 C Q_0, \ldots Q_{i+1} = -Q_i C Q_0, \]
\[ Q = Q_0 + Q_1 + Q_2 + \ldots \]

Let us now turn to a calculation of the approximate values of the weight coefficients by Formulas (35.12).

Matrix \( Q_0 \) is inverse to diagonal matrix \( P \)

\[ P^{-1} = Q_0 = \begin{bmatrix} \frac{1}{b_{11}} & 0 & \ldots & 0 \\ 0 & \frac{1}{b_{22}} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \frac{1}{b_{kk}} \end{bmatrix} = \begin{bmatrix} q_1^1 & 0 & \ldots & 0 \\ 0 & q_2^2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & q_k^k \end{bmatrix}. \tag{35.13} \]
Let us find matrix $Q_1$

$$Q_1 = -Q_0 C Q_0 = - \begin{bmatrix} q_{11} & 0 & ... & 0 \\ 0 & q_{22} & ... & 0 \\ & & \ddots & \vdots \\ 0 & 0 & ... & q_{kk} \end{bmatrix} \begin{bmatrix} 0 & b_{12} & ... & b_{1k} \\ b_{21} & 0 & ... & b_{2k} \\ & & \ddots & \vdots \\ b_{k1} & b_{k2} & ... & b_{kk} \end{bmatrix} \times \begin{bmatrix} q_{11} & q_{12} & ... & q_{1k} \\ 0 & q_{22} & ... & q_{2k} \\ & & \ddots & \vdots \\ 0 & 0 & ... & q_{kk} \end{bmatrix} \quad (35.14)$$

Similarly, we obtain matrix $Q_2$

$$Q_2 = -Q_1 C Q_0 = - \begin{bmatrix} q_{11} & 0 & ... & 0 \\ 0 & q_{22} & ... & 0 \\ & & \ddots & \vdots \\ 0 & 0 & ... & q_{kk} \end{bmatrix} \begin{bmatrix} 0 & b_{12} & ... & b_{1k} \\ b_{21} & 0 & ... & b_{2k} \\ & & \ddots & \vdots \\ b_{k1} & b_{k2} & ... & b_{kk} \end{bmatrix} \times \begin{bmatrix} q_{11} & q_{12} & ... & q_{1k} \\ 0 & q_{22} & ... & q_{2k} \\ & & \ddots & \vdots \\ 0 & 0 & ... & q_{kk} \end{bmatrix} \quad (35.15)$$

Matrix $Q_3$ comprises the following approximation

$$Q_3 = -Q_2 C Q_0 = - \begin{bmatrix} q_{11} & q_{12} & ... & q_{1k} \\ q_{21} & q_{22} & ... & q_{2k} \\ & & \ddots & \vdots \\ q_{k1} & q_{k2} & ... & q_{kk} \end{bmatrix} \begin{bmatrix} 0 & b_{12} & ... & b_{1k} \\ b_{21} & 0 & ... & b_{2k} \\ & & \ddots & \vdots \\ b_{k1} & b_{k2} & ... & b_{kk} \end{bmatrix} \times \begin{bmatrix} q_{11} & q_{12} & ... & q_{1k} \\ 0 & q_{22} & ... & q_{2k} \\ & & \ddots & \vdots \\ 0 & 0 & ... & q_{kk} \end{bmatrix} \quad (35.16)$$

etc.
Having carried out the operation of multiplication of the matrices according to (35.14) — (35.16), we obtain the diagonal elements of matrices Q₀, Q₁, Q₂, and Q₃, expressed by the coefficients of normal equations

\[
q_{ii}^0 = \frac{1}{b_{ii}}, \quad q_{ii}' = 0, \\
q_{ii}'' = \frac{1}{b_{ii}} \sum_{j=1}^{n} b_{ij}b_{jj}, \\
q_{ii}''' = -\frac{1}{b_{ii}} \sum_{j=1}^{n} b_{ij} \sum_{p=1}^{n} b_{jp} b_{pp}.
\]  

(35.17)

The arbitrary diagonal element of the precise inversion matrix Q is expressed by the sum

\[
q_{ii} = q_{ii}^0 + q_{ii}' + q_{ii}'' + \ldots
\]

(35.18)

The problem of the feasible number of approximations for Series (35.18) was closely related to the problem of localizing the measurement errors in continuous geodetic networks.

A continuous geodetic network, formed by three-dimensional lines, is depicted in Figure 54. The central point of this network is P₀. Measurement errors, made at adjacent points, will affect the position of point P₀. It is natural that the first series of points (P'₁, P'₂, ..., P'₆) will have the strongest effect, and the second series (P''₁, P''₂, ..., P''ₖ) has a less noticeable effect. Further, this effect will be more and more weakened. From the theoretical point of view, all points of the network, no matter how far it extends, will affect the position of point P₀. However, beginning at some series of points, this
effect will barely increase. We manage to obtain numerical estimates of the effect of remote points. The error in the position of a given point of the network is represented in the form

\[ M_i = \sqrt{g_{s_1} + g_{p_1} - g_{x_i}} = \mu r \sqrt{\frac{1}{p_i}}. \]  (35.19)

Variation of the value \( \sqrt{1/p_1} \) as a function of the number of approximations is shown below.

<table>
<thead>
<tr>
<th>Number of approximations</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>...</th>
<th>( \infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sqrt{1/p_1} )</td>
<td>0.71</td>
<td>0.76</td>
<td>0.81</td>
<td>0.84</td>
<td>0.87</td>
<td>0.89</td>
<td>0.91</td>
<td>0.92</td>
<td>...</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Moreover, we established that the approximation number essentially corresponds to the number of the subsequent series of points whose effect is taken into account in the given approximation. Thus, matrix elements depend only on the quadratic coefficients of the normal equations, i.e., they are calculated on the basis of the information which is obtained at a given point. The elements of matrix \( Q_2 \) are calculated by the non-quadratic coefficients of normal equations of type \( b_{ij} \), which pertain only to a single normal equation. In other words, the effect of the first series of surrounding points is calculated with the aid of these coefficients. Products of non-quadratic coefficients \( b_{ij} \), ..., \( b_{jp} \), appear in the diagonal elements of matrix \( Q_3 \), i.e., the effect of the second series of points is taken into account in this approximation. Thus, the effect of more and more distant points of the network is taken into account with each new approximation.

If from a number of approximations we select a region where the error due to the effect of measurement errors, made in
succeeding series of surrounding points, is less than 1/5 of the total error in the reduced dependence $\frac{1}{P_1}$, it turns out that the effect of the fourth series of points may be disregarded. Thus, the entire section of the network, over whose length there is essentially complete attenuation of the effect of measurement errors on the position of the given point, comprises three to four series of points on each side.* Hence, we may conclude that it is sufficient to limit ourselves to three terms in Series (35.18). Then

$$q_{ii} = \frac{1}{b_{ii}} \left(1 + \sum b_{ii}^2 \right). \quad (35.20)$$

Formula (35.20) expresses the approximate elements of the inversion matrix by the coefficients of normal equations. In turn, the coefficients of normal equations will depend on the shape of the network and on the form of geodetic information which is used to construct the given network.

Let the topocentric coordinates $\delta_1$ and $\gamma_1$ and distances to the AES $\rho_1$ be measured in the network.

For the calculation, we assume that in the expression for the error of the vector connecting the ground point to the AES position,

$$M^2 = (m^2 + m^2 \cos^2 \delta) \rho^2 + m^2 \rho,$$  \quad (35.21)

all three components are equal to each other, i.e.,

$$m^2 = m^2 \cos^2 \delta = m^2 \rho.$$ \quad (35.22)

*It is appropriate to recall that the same result was obtained by K. L. Provorov with the aid of other means for two-dimensional networks.
Then, assuming that the mean square error of unit weight 
\( \mu = m_\delta \), we obtain the following expressions for the weights:

\[
p_\delta = 1; \quad p_\gamma = \cos^2 \delta; \quad p_\rho = \frac{1}{\rho^2}.
\]  

(35.23)

Under these conditions, the matrix of coefficients of normal equations \( B_{\gamma, \delta, \rho} \) has the form

\[
B_{\gamma, \delta, \rho} = \begin{bmatrix}
\frac{1}{\rho^2} & 0 & 0 & \cdots & 0 & -\frac{1}{\rho^1} & \cdots & -\frac{1}{\rho_N} \\
0 & \frac{1}{\rho^2} & 0 & \cdots & 0 & -\frac{1}{\rho^1} & \cdots & -\frac{1}{\rho_N} \\
0 & 0 & \frac{1}{\rho^2} & 0 & \cdots & 0 & -\frac{1}{\rho^1} & \cdots & -\frac{1}{\rho_N} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{bmatrix}
\]  

(35.24)

The structure of Matrix (35.24) leads to the conclusion that, if the spherical coordinates of the AES \( \gamma, \delta, \) and \( \rho \) in the space geodetic network are measured with weights which are subject to the relations (35.23), the system of normal equations separates into three independent parts: corrections of the \( x \)-coordinates are calculated from the solution of the first, those of the \( y \)-coordinates — by the second, and finally, those of the \( z \)-coordinates — from solution of the third.

The expressions for elements of matrix \( B_{\gamma, \delta, \rho} \) of (35.24) may be simplified if the distances between the points of the network and the AES positions are assumed to be identical, i.e., if it is assumed that \( \rho_1 = \rho_2 = \rho_k = \rho \). Let us multiply matrix \( B_{\gamma, \delta, \rho} \) by the scalar quantity \( \rho^2 \), and as a result we obtain matrix \( B_{\gamma, \delta, \rho} \) of very simple form.
\[ \mathbf{B}_{\gamma, \delta} = \rho^2 \mathbf{B}_{\gamma, \delta} = \]
\[
\begin{bmatrix}
N_1 & 0 & 0 & -1 & 0 & 0 & -1 & \ldots & -1 & 0 & 0 \\
0 & N_1 & 0 & 0 & -1 & 0 & 0 & -1 & \ldots & 0 & -1 \\
0 & 0 & N_1 & 0 & 0 & -1 & 0 & 0 & -1 & \ldots & 0 & 0 & -1 \\
-1 & 0 & 0 & N_1 & 0 & 0 & -1 & 0 & 0 & -1 & \ldots & -1 & 0 & 0 \\
\end{bmatrix}
\]

(35.25)

The diagonal elements of Matrix (35.25) are equal to the number of directions, convergent at a given point (the AES position). Each row of the matrix will contain as many ones as there are connections with the AES positions surrounding it at a given point. The remaining elements are equal to zero.

If a space geodetic network is constructed only from measured angles \( \gamma \) and \( \delta \), the matrix of normal equations will be

\[
\mathbf{B}_{\gamma, \delta} = \rho^2 \mathbf{B}_{\gamma, \delta} = 
\begin{bmatrix}
N_i & -\sum l_i^2 - \sum m_i l_i - \sum n_i l_i - 1 + l_i^2 & m_i l_i & n_i l_i & \ldots \\
-\sum m_i l_i & N_i - \sum m_i^2 - \sum m_i n_i & m_i n_i & -1 + n_i^2 & m_i n_i & \ldots \\
-\sum n_i l_i & -\sum m_i n_i & N_i - \sum n_i^2 & n_i l_i & m_i n_i & -1 + n_i^2 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\end{bmatrix}
\]

(35.26)

where \( l_i, m_i, \) and \( n_i \) are the direction cosines of the directions to the AES; and \( N_i \) is the number of directions convergent at a given point or at the satellite.

For a network with measured distances to the AES, the matrix of normal equations has the form

\[
\mathbf{B}_i = \mathbf{B}_i \rho^2 = 
\begin{bmatrix}
\sum l_i^2 & -\sum m_i l_i & -\sum n_i l_i & l_i^2 & m_i l_i & n_i l_i & \ldots \\
-\sum m_i l_i & \sum m_i^2 & -\sum m_i n_i & m_i l_i & m_i^2 & m_i n_i & \ldots \\
-\sum n_i l_i & -\sum m_i n_i & \sum n_i^2 & n_i l_i & m_i n_i & n_i^2 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\end{bmatrix}
\]

(35.27)
By having specific expressions of the matrix elements of normal equations, which occur in space networks with different measurements, it is easy to obtain formulas for an approximate calculation of the weight coefficients according to the general expression (35.20).

Let the spherical coordinates $\gamma$ and $\delta$ and distances $\rho$, whose errors are assumed to be equal for simplicity, be measured in the network. For this case, Formula (35.20) assumes the form

$$q_{ii} = q_{ij} = q_{ji} = \frac{\rho^2}{N_i} \left( 1 + \sum_{j=1}^{N_i} \frac{1}{N_i N_j} \right),$$

(35.28)

where $N_i$ is the number of directions measured at a given point, and $N_j$ is the number of directions at adjacent points, connected to point $i$. If we use the average number of directions in the network ($N_i = N_j$), we will have

$$q_{ii} = \frac{\rho^2}{N} \left( 1 + \frac{1}{N} \right),$$

(35.29)

For the error in the position of the point, we obtain

$$M_i^2 = \mu \sqrt{q_{ii}} \cdot q_{ij} \cdot q_{ji} = \mu \phi \sqrt{\frac{3}{N} \left( 1 + \frac{1}{N} \right)}.$$

(35.30)

Let us now consider a network in which only angular values were measured — spherical coordinates $\gamma$ and $\delta$. Substitution of the specific values of the coefficients of normal equations into Formula (35.20) after slight simplifications leads to the expressions
\[ q_{xi} = \frac{\rho^2}{N_i - \sum l_i^2} \left[ 1 + \frac{N_i - \sum l_i^2}{(N_i - \sum q_i^2)} \right], \]
\[ q_{yi} = \frac{\rho^2}{N_i - \sum m_i^2} \left[ 1 + \frac{N_i - \sum m_i^2}{(N_i - \sum q_i^2)} \right], \]
\[ q_{zi} = \frac{\rho^2}{N_i - \sum n_i^2} \left[ 1 + \frac{N_i - \sum n_i^2}{(N_i - \sum q_i^2)} \right], \]

in which \( \Sigma q^2 \) is the mean value of the sum of squares of the direction cosines of the measured directions with respect to some coordinate axis. The error in the position of the point in such a network will be
\[ M_i = \mu \rho \sqrt{\left( \frac{1}{N_i - \sum l_i^2} + \frac{1}{N_i - \sum m_i^2} + \frac{1}{N_i - \sum n_i^2} \right) \left( 1 + \frac{N_i - \sum q_i^2}{(N_i - \sum q_i^2)^2} \right)}. \] 

In a network constructed from the measured distances to the AES, the formulas for the approximate values of the weight coefficients have the form
\[ q_{xi} = \frac{\rho^2}{\sum l_i^2} \left[ 1 + \frac{2 \sum l_i^2 - \sum l_i^4}{\sum l_i^2 \sum q^2} \right], \]
\[ q_{yi} = \frac{\rho^2}{\sum m_i^2} \left[ 1 + \frac{2 \sum m_i^2 - \sum m_i^4}{\sum m_i^2 \sum q^2} \right], \]
\[ q_{zi} = \frac{\rho^2}{\sum n_i^2} \left[ 1 + \frac{2 \sum n_i^2 - \sum n_i^4}{\sum n_i^2 \sum q^2} \right], \]

Finally, for a combined network, in which some of the sides are measured in addition to the spherical coordinates \( \gamma \) and \( \delta \), we will have
\[ q_{xi} = \frac{\rho^2}{N_i - \sum l_i^2} \left[ 1 + \frac{N_i - \sum l_i^2}{(N_i - \sum l_i^2)} \left( N_i - \sum q_i^2 \right) \right], \]
where \( t \) is the number of sides of a network measured at a given point.

Formulas (35.34) are a generalization of Expressions (35.28) and (35.31), since at \( t = N \) (when the distances are measured for all directions), they will transform to Formulas (35.28), and at \( t = 0 \) (i.e., only angular values were measured at the point), they will transform to Formulas (35.31).
CHAPTER 7

DATA ON DESIGN OF SPACE TRIANGULATION

36. Fundamentals of Space Triangulation Design

Design of geodetic networks is included in a determination of the location of points on the Earth's surface provided that the specific general requirements, valid for any constructions, are followed. Their main requirements are:

— the density of the points should correspond to the purpose of the network and to the purposes of its future use;

— the mutual distribution of points (the shape of the network) should provide for calculation of the elements of the network with the required accuracy;

— construction of the network should be carried out with minimum labor and material expenditures.

Geodetic networks, constructed with the aid of AES observations — space triangulation networks — have a number of characteristics. Continuous space triangulation networks should be considered primarily as a set of ground points and fixed instantaneous positions of an AES in orbit (i.e., the points of space observed from several ground points simultaneously). The number of measured values belonging to the ground points will usually differ from the number of measured values, comprising a certain
synchronous group, i.e., belonging to a given AES position. The number of the latter will usually be limited by the number of ground points from which the given position of the satellite may be physically observed. The number of such measurements, convergent at some ground point, is theoretically unlimited.

Figuratively speaking, a space triangulation network may be regarded as a two-story structure. Construction of the "second story" begins first — the AES positions in circumterrestrial space are calculated. Each point of this story is relatively weak due to the small number of measurements. However, a set of such points makes it possible to obtain the coordinates of ground points (i.e., the points of the first "story") with comparatively high accuracy. Hence, it is clear that space triangulation design may not be reduced to selecting the location of ground points alone. It is just as important to provide optimum distribution of the ground points and observed AES positions with respect to each other. This means that space triangulation design includes selecting the orbital parameters of the AES and the designation of the ephemerides for observations.

Another characteristic of space triangulation is the absence of direct observations between ground points. The connections between them are accomplished by the satellite positions. Moreover, due to the considerable separation between ground points, the observation conditions at them may differ sharply. It may happen that the optimum accuracy of a space triangulation figure cannot be realized due to disturbances in the conditions of AES visibility. The concept of "visibility between points" in space triangulation is considerably more complex than in ordinary geodetic networks. Actually, at all points from which a given satellite is being observed, the following conditions should be adhered to:
— the elevation of the satellite above the horizon may not be below a specific limit;*

— there is line-of-sight (geometric) visibility between the observation point and the AES;

— the mutual location of the Sun and Earth, the satellite and the observation point make it possible to photograph the satellite on the background of stars.

Thus, space triangulation must include calculations of the optimum observation conditions and their comparison with real observation conditions at the points.

The effect of errors in such a network and in its individual figures provides the scientific basis for compiling space triangulation designs.

The nature of the distribution and the effects of errors determine the most general requirements which should be fulfilled in construction of space triangulation networks and figures. This is related to the measurements and their accuracy, the geometric characteristics of the network, and the distribution and accuracy of starting points.

Specific design will always be related to the selection of the optimum variant of the network structure under certain limiting conditions. These may be: physical and geographic conditions, the given value of some elements of the network, the necessity of using AES already launched, etc.

*This limit is determined by the possibility of calculating refraction errors.
The requirements on the optimum conditions of network structure may be defined by obtaining the required accuracy or by obtaining some accuracy within a given observation period.

The problem of space triangulation design may be solved within broad or narrow limits.

The more common case is creation of a design on the basis of the purpose of the overall goal. In this case, the optimum data from the point of view of accuracy within the established period of observations should be determined: mutual distribution and separation of observation points, the number of AES and their parameters (mainly, altitude, declination, and launch time), and AES observation zones from each of the points.

When the position of the points is given, the optimum orbital parameters of the AES and the observation zones are calculated. On the other hand, if the orbital parameters of the AES are given, the optimum distances between points, their location, and then the observation zones are selected.

In the latter case, when both the position of the points and the orbit of the AES are given, the procedure reduces to establishing the boundaries of the optimum zones and the number of observations in these zones. As a result, the locations of the ground stations and the desired orbital parameters of the AES are indicated, the a priori errors of the network elements are calculated, and the areas of the subsatellite points over which it is desirable to observe the AES are indicated in documents in numerical or graphic form. Finally, the AES observation conditions at each point should be calculated and the approximate long-term forecast of observations of the AES and its ephemerides,
which are required for organization and planning of simultaneous observations at a group of ground stations contained in the given network, should be compiled.

The first part of the data, as in ordinary triangulation, is the essential part of the procedure. The second part, similar to the observation program at an ordinary triangulation point, is an independent problem of calculating the AES ephemerides for observations.

In connection with the foregoing, the problems of space triangulation design are outlined in the following sequence:

— study of the overall characteristics of error effects;
— calculation of the optimum characteristics of the networks and AES orbits;
— compilation of the space triangulation design;
— calculation of the visibility conditions and ephemerides of AES observations.

In this paper, the latter problem — the principles and methods of calculating the ephemerides of AES observations for the observation points — will not be considered.

37. General Analysis of the Formulas for A Priori Estimation of the Accuracy of the Elements and Elementary Figures of Space Triangulation

Combinations of individual figures are used to calculate the position of both single points as well as those of space triangulation series and networks. Moreover, the interrelationship between different geometric parameters and their effect on the
accuracy of the result are simpler and more descriptive in the elementary figures. Therefore, establishment of the optimum geometric parameters of the elementary figures of space triangulation is the main problem, which precedes the correct design of space triangulation networks.

A superficial examination of the expressions for an a priori estimation of the accuracy of the elements and elementary figures of space triangulation makes it possible to make some judgments about the optimum values of the geometric parameters.

Thus, to construct elementary figures containing directions measured from the observation points to the AES positions, it is desirable that these directions be measured by the shortest distances. Consequently, low-orbit AES are optimum for photographic observations; it is preferable that their routes pass through the observation point. A value of the intersection angle, close to 90°, is optimum for all intersections of directions and planes, and a value of the intersection angle equal to zero or 180° — for linear-angular intersection.

These general requirements are perceived directly from the given formulas.

However, most expressions for the errors in the elementary figures are functions of several geometric parameters, and it may not always be possible to judge the optimum value of all geometric parameters by the form of the formula. Thus, for example, the expression for the error in the direction of the chord (32.2) indicates that the error is directly proportional to the distances from the points to the AES and inversely proportional to the sine of the angle between the planes. The requirement of
minimum distances is contradictory to some extent to the require-
ment that the value of the angle between the planes be close to
90°. Some compromise optimum condition should be sought.

If we may assume, based on the error in the position of the
hyperboloid surface, that the requirements of the maximum length
of the celestial chord and the differences in distances, equal to
zero, are optimum, i.e., the symmetry of Doppler observations with
respect to the path, we may assume (based on the error in the
length of the focal radius of the hyperboloid) on the other hand,
that the maximum difference in distances, i.e., the maximum
asymmetry with respect to the path, is optimum. Therefore, it
is difficult to make a judgment about the optimum combination of
values \( \Delta \rho, d \) and \( \ell \) at first glance.

Besides the foregoing, a number of cases may be presented
when establishing the optimum parameters, formally corresponding
to the minimum error, is often unreal or unattainable, and is
sometimes generally meaningless with respect to the problem being
solved.

It is most valid to solve a system of equations of form
\( \frac{\partial M}{\partial v} = 0 \), from which we also obtain the optimum parameters, in
order to find the optimum geometric parameters \( v_1 \), contained in
the formulas for an a priori estimation of the accuracy of the
figures. However, the expressions for the errors due to indepen-
dent geometric parameters are often very cumbersome, and solution
of the systems is complex. This may be accomplished only for
individual elementary figures. Therefore, the optimum geometric
parameters, contained in the formulas for an a priori estimation
of the accuracy of the elements and figures of space triangulation,
are usually calculated by numerical methods.
Calculation of the Chord Direction

The formula for the error in the chord direction (32.2) makes it possible to arrive at several conclusions immediately. First, the error will be minimum at equal distances from the points to the AES positions, i.e., the AES positions should be located symmetrically with respect to the center of the chord in a plane perpendicular to it and passing through its middle. Secondly, it follows from (32.2) that the intersection angle at an AES position, equal to 180°, is optimum, i.e., observation of an AES position, located on the chord itself, is essentially absurd.

Actually, the combination of these conditions indicates the feasibility of AES observations at the minimum elevations above the horizon of the observation point.

At a given AES altitude (H) and at a given minimum permissible value of AES elevation above the horizon of the observation point (α_{min}), we can find the maximum distance from the point to the AES position by the formula

\[ \rho_{max} = \sqrt{(R + H)^2 - R^2 \cos^2 \alpha_{min} - R \sin \alpha_{min}}, \]  

(37.1)

where R is the mean radius of the Earth.

The most suitable shape of the figure from which we calculate the direction of the chord will depend on the optimum chord length. The value \( D_{opt} \) is obtained from the solution of the equation

\[ \frac{d\alpha}{dD} = \frac{1}{4} (A - 8B^2 - 12BC - 5C^2) D^3 + \]
\[ + (5AB + 6AC - 4B^2C - 7BC - 4C^3) D^5 - \]
\[ - 3 (A^2 - 4ABC - 6AC^2 + C^4) D^3 - \]
\[ - (2A^3 - ABC^2 - 4AC^3 - BC^4) D^2 - 4AC^2 (A - C^2) = 0, \]

(37.2)
The dependence of optimum chord length on AES altitude is shown in the graph (Figure 55) for \( \alpha_{\text{min}} = 20^\circ \) (the optimum angle between the planes \( \lambda_{\text{opt}} \) essentially does not vary as altitude varies and is equal to \( 76^\circ \)). This graph may be used to select the optimum AES altitude for space triangulation with given chord lengths.

If the chord length is less than its optimum value for a given AES altitude, the most suitable shape of the figure will be determined by the distances from the points to the AES positions symmetrically located. In this case, the expression for the error in the chord direction may be represented as a function of the distances to the AES. The optimum value of the distance to the AES \( \rho_{\text{opt}} \) is calculated from the solution of the equation

\[
\frac{dn}{d\rho} = 4\rho^8 - (3A - 4C)\rho^6 + \\
\quad + (4AB + 5AC - 32BC - \\
\quad - 20C^2)\rho^4 - (A^2B - 12ABC + \\
\quad + AC^2 - 12C^3)\rho^2 - AC (AB + C^2) = 0,
\]

where

\[
A = D^2,
B = R^2 - \left(\frac{D}{2}\right)^2,
C = 2RH + H^2 + \frac{D^2}{2}.
\]
The dependence of the optimum values of the distances to the AES and of the values of angles \( \lambda \) and \( \alpha \) on the chord length for several values of AES altitude is presented in the graph (Figure 56).

Thus, the value of the geometric parameters of the optimum figure for calculating chord direction (Figure 57), the main one of which is the ratio of AES altitude to chord length, is calculated by the graph (see Figure 55).

At a given chord length and AES altitude, the optimum parameters, which determine the shape of the figure (the value of angle \( \lambda_{\text{opt}} \) or of \( \rho_{\text{opt}} \)), are found from the graph (see Figure 56).

Similar graphs may be used in space triangulation from chord directions to select chord lengths, AES altitude or, if these data are established, to select the shapes of the figures for calculation of chord direction.
Three-Dimensional Angular Intersection

When calculating the position of the point from the directions observed from it to two known AES positions, Expression (32.3) should be used to establish the optimum parameters of the elementary figure. The distance $\rho$ may be expressed by length $d$ of the celestial chord, connecting the AES positions

$$\rho^2 = \frac{d^2}{2(1-\cos \varphi)}. \quad (37.4)$$

Having substituted (37.4) into (32.3) and having set the derivative of the expression obtained from $\varphi$ equal to zero, we obtain the cubic equation

$$\frac{dM}{d\varphi} = \cos^3 \varphi + 0.5 \cos^2 \varphi - 0.5 \cos \varphi - 2.5 = 0. \quad (37.5)$$

From the solution of Equation (37.5), we find three roots (+13.382; -13.500 and -0.382). The root at which $\varphi_{\text{opt}} = 112.5^\circ$ corresponds to the problem. This value of the angle also determines the optimum shape of three-dimensional angular intersection with provision of the minimum $\rho$ for the given AES altitude.

When calculating the position of the point from the intersection of the chord directions, by a similar discussion we obtain the most suitable value of the angle between the chord directions at a specific point.

However, with respect to the optimum shape of the intersection of chord directions, additional requirements enter in. These requirements are maximum advance of the figure in calculating the position of a single point and constant advance in series and in continuous space triangulation networks from the chord directions.
The optimum shape of the figure to calculate the position of a single point should provide a minimum error in the position of the point with maximum advance of the figure, i.e., with maximum separation of the calculated point from the starting points. Having denoted the advance by A, we obtain the expression of this condition in the form

\[ \frac{M_j}{A} = \text{min.} \]

The shape of the figure may be characterized by the relative advance \((A/b)\), i.e., by the ratio of the absolute advance to the distance between the starting points — the base \((b)\).

Let us consider the problem of the optimum shape of the figure for calculating the position of a single point with respect to the two main types of figures considered in Section 18, i.e., when the point is calculated at the intersection of chord directions or by sequential three-dimensional angular intersections. In this case, we will proceed from the fact that separation of the calculated point from each of the starting points corresponds to the optimum chord length at a given AES altitude.

Expressions for the error in the position of the point in these types of figures, represented by Formulas (32.5) and (32.4), respectively, indicate that there should be an increase in the angle of intersection at the calculated point \((\varphi_j)\) in order to provide a minimum value of the error.

Variation of the relative advance has a different effect on changing the angle of intersection in the figures (Figure 58). With an increase of the relative advance, the angle of intersection of the chord directions decreases, whereas the zone of
simultaneous visibility of the AES from three points, and, consequently, the possibility of increasing the angle of intersection of the directions from the AES to the calculated point increases.

The nature of the variation in the accuracy of calculating the position of the point with a variation of the relative advance for these two types of figures may be judged by the graph (Figure 59), constructed for the case $H = 0.25R$, $\alpha_{\text{min}} = 20^\circ$, and $m = 1"$.

The following may be established from the graph:

— for intersection of the chord directions, the error is minimum at $A/b = 0.33$, which corresponds to the angle of intersection $\varphi = 112^\circ 27'$, but such advance of the figure is unsuitable;
— for sequential three-dimensional angular intersections in space, the error is minimum at $A/b = 2.36$, which corresponds to the equality of the length of the base $b$ and of the celestial chord $d$

$$d_{\text{opt}} = b_{\text{opt}} = 2D \sqrt{\frac{(H + R)^2 - (4R^2 - D^2) - A^2}{(4R^2 - D^2)B^2 + 2AD^2 - A^2 + B^2}},$$

(37.6)

where

$$A = (R + H)^2 - R^2 - \rho^2,$$

$$B = 2(R + H)R.$$

As can be seen from the graph (see Figure 59), the optimum figure for both types of construction is one with a relative advance $A/b \approx 2.0 - 2.5$, and the increase of relative advance above the value of 2.5 essentially does not lead to an increase of absolute advance (Figure 60).

As a result of the analysis, we may conclude that the position of single points with the aid of synchronous photographic observations with a relative advance less than $A/b_{\text{opt}} = 2.5$ should be calculated by using the three-dimensional intersection of chord directions, but in the case of a large relative advance, the sequential three-dimensional angular intersections of directions to the AES should be used.
Linear-Angular Intersection

The formulas for the errors in the position of the point (or in the position of the AES) at linear-angular intersections (32.12), (32.16), and (32.17) indicate that the point is calculated more precisely if the angle \( \varphi \) between the lines, along which the directions and distance are measured is equal to zero, i.e., from the polar intersection. The advantage of such an elementary figure, when combining photographic observations and measured distances, as can be seen from Formula (32.11), is the fact that the accuracy of calculating the position of the point does not depend on the shape of the figure. The error will be proportional to the distance to the AES and, therefore, will be minimal when observing the AES on the path of the point.

However, in the construction of space triangulation series and networks, this requirement may contradict that for maximum advance of the figure and a minimum relative error in calculating the position of the point.

Here the optimum figure will be that containing two sequential linear-angular intersections, provided that observations of the AES position are at a maximum distance from the calculated and starting points in a plane passing through them and the center of the Earth (Figure 61).

The absolute advance of such a figure will be calculated by the expression

\[
D_{\text{max}} = \frac{2R \rho_{\text{max}} \cos \alpha_{\text{min}}}{R + H}.
\]

(37.7)

Its variation with AES altitude is shown in Figure 62.
When calculating the AES position from a combination of photographic observations and measurements of the differences in distances, the accuracy of intersection depends on its shape, which determines the relationship between the difference in distances and the focal radius of the corresponding hyperboloid.

It is obvious from Expressions (32.16) and (32.17) that they contain the term $d^2 l^2/\Delta \rho^4$, which induces contradictory requirements, on the one hand, for the maximum difference in distances ($\Delta \rho$) and, on the other hand, for minimum values of the celestial chord ($d$) and separation of the point from a plane passing through the center of the chord ($l$). Investigation of the dependence of these values on the shape of the figure indicates that the optimum condition, satisfying the requirement $dl/\Delta \rho^2 = \text{min}$, will be fulfillment of observations on a trajectory passing through the zenith of a point, where one AES position should be observed at the zenith, and a second should be observed at the edge of the visibility zone.
Calculation of the Position of a Single Point by the Direction and the Difference in Distances

If the point is calculated from an elementary figure containing the direction and the difference in distances from the point to the known positions of the AES, it is obvious from Formulas (32.18) and (32.19) that the optimum figure is one in which the AES positions are observed on a trajectory passing through the zenith of the point, at the boundary of the zone of visibility. In this case, the length of the celestial chord is maximum, and its center is located at the zenith, i.e., at the minimum distance from the point. The difference in distances is then equal to zero. Thus, we may assume that the advance of this figure is essentially equal to zero. When the conditions deviate from optimum, the accuracy of calculating the position of the point to provide a substantial advance decreases sharply.

Based on the foregoing, the use of an elementary figure where the difference in distances is calculated to two known AES positions, and the direction is calculated to a third position [see Formula (32.18)], should be considered unfeasible.

Calculation of the Position of the Point from the Direction and Chord Length

We may conclude from analysis of the formula for estimating the accuracy of the elementary figure for calculating the position of the point — from the direction of the chord and its length, obtained from the measured distance from the point to the AES (32.13) — that the error in the position of the point is minimal at a minimum value of the ratio between the unmeasured distances to the AES and the measured distances.
The optimum observation conditions may be achieved if the AES position, to which the distance is measured, is located in a plane passing through the chord and the center of the Earth, and the measured distance is maximum for a given AES altitude at a given minimum angle of AES elevation above the level of the observation point. Under these conditions, the error in the chord length, which determines the accuracy of the position of the point, will be

\[ \frac{m_D}{D^2} = \frac{D^2 + \rho_{l_{\text{max}}}^2 + \rho_k^2}{2\rho_{l_{\text{max}}}^2 \sin^2 \varphi_k} m_\beta^2. \]  

(37.8)

By varying the values of \( m_D/D \) by this formula, we can obtain the optimum chord length \( D_{\text{opt}} \) and the corresponding values of \( \rho_{jk} \) and \( \varphi_k \), which are its functions, for each combination of given \( H \) and \( \alpha \).

Thus, for \( \alpha = 20^\circ \), a graph of the dependence of \( D_{\text{opt}} \) on \( H \), i.e., a graph of the optimum values of the ratio of chord length to AES altitude, is presented in Figure 63. Incidentally, it is obvious from consideration of the graph that the optimum chord length in the given figure is close to the optimum chord length in the figure for calculation of chord direction.

In the case when chord length is less than optimum for a given AES altitude, the suitable shape of the figure may be characterized by the optimum value of the angle of elevation of the AES, to which the distance of the observation point above the horizon is measured.
The graph of $a_{opt}$ for the calculated range of chord length values (D) at a given AES altitude may be constructed similarly to the graph presented in Figure 56 and used for projection of the observations.

The figure for calculating the position of the point from the direction and length of the chord, when combining synchronous photographic observations and measurements of the difference in distances to the AES positions, is another matter.

The shape of the figure may be characterized by several parameters of the schematic projection of the figure on the Earth's surface (Figure 64):

- by the angle between the chord directions and the AES path ($\kappa$);
- by the length of the celestial chord (d);
- by separation of the projection of the celestial chord center from the center of the ground chord along (A) and perpendicular to (p) its direction. The best method for calculating the optimum parameters of the elementary figure to provide the condition $m_D/D = \min$ would be, for example, at a given AES altitude, solution of a system of equations...
\[ \frac{\partial \left( \frac{m_D}{D} \right)}{\partial D} = 0; \quad \frac{\partial \left( \frac{m_D}{D} \right)}{\partial \alpha} = 0; \quad \frac{\partial \left( \frac{m_D}{D} \right)}{\partial d} = 0; \]
\[ \frac{\partial \left( \frac{m_D}{D} \right)}{\partial A} = 0; \quad \frac{\partial \left( \frac{m_D}{D} \right)}{\partial A} = 0. \]  

(37.9)

However, obtaining a system of such equations and solutions of it are very complicated.

It follows from an analysis of the formula for the error in chord length (32.15) that one of the requirements for the optimum shape of the figure is to provide a maximum value of the difference in distances to the AES. When the distances to the AES are equal, the error in the chord length is equal to infinity, i.e., the chord length, and consequently, the position of the point as well are not calculated. Combination of this requirement with that for maximum advance of the figure permits us to assume that the shape of the figure will be optimum if the condition is fulfilled that the distance from each of the points to at least one AES position is maximum (37.1).

Let us consider such a figure with different values of the angle \( \kappa \) between the chord direction and the AES path.

Diagrams of the figures considered, as well as their comparative data for \( H = 0.2R \) and \( \alpha_{\text{min}} = 20^\circ \) are presented in Table 2.

Analysis of the figures presented in Table 2 leads to the following conclusions.

The first figure, which is optimum for calculating the chord direction, makes it impossible to calculate the position of the point, because \( \Delta \rho = 0 \) and the chord length may not be obtained.
<table>
<thead>
<tr>
<th>No. of Item</th>
<th>Diagram</th>
<th>Parameters</th>
<th>Error</th>
</tr>
</thead>
</table>
| 1          | ![Diagram](image1.png) | $\rho_{11} = \rho_{12} = \rho_{21} = \rho_{22} = \rho_{\text{max}}$  
$\Delta \rho_i = \Delta \rho_j = 0$  
$D = 3700$  
$\zeta = 90^\circ$  
$|P| = 0, \ n = 0.$ | $M_j \frac{D}{\rho} = \infty$ |
| 2          | ![Diagram](image2.png) | $\rho_{12} = \rho_{12} = \rho_{\text{max}}$  
$\Delta \rho_i = \Delta \rho_j = 0$  
$D = 2100$  
$\zeta = 50^\circ$  
$|P| = 0, \ n = d$ | $M_j \frac{D}{\rho} = \frac{1}{125,000}$ |
| 3          | ![Diagram](image3.png) | $\rho_{12} = \rho_{12} = \rho_{\text{max}}$  
$\Delta \rho_i = \Delta \rho_j = 0$  
$D = 2800$  
$\zeta = 65^\circ$  
$|P| = d \cos \zeta, \ n = \frac{d}{2} \sin \zeta.$ | $M_j \frac{D}{\rho} = \frac{1}{30,000}$ |
| 4          | ![Diagram](image4.png) | $\rho_{12} = \rho_{12} = \rho_{\text{max}}$  
$\Delta \rho_i = \Delta \rho_j = 0$  
$D = 2800$  
$\zeta = 39^\circ$  
$|P| = 0, \ n = 0.$ | $M_j \frac{D}{\rho} = \frac{1}{30,000}$ |
| 5          | ![Diagram](image5.png) | $\rho_{12} = \rho_{12} = \rho_{\text{max}}$  
$\Delta \rho_i = \Delta \rho_j = 0$  
$D = 2800$  
$\zeta = 0$  
$|P| = 0, \ n = 0.$ | $M_j \frac{D}{\rho} = \infty$ |
| 6          | ![Diagram](image6.png) | $D = 2550$  
$\zeta = 0.$ | $M_j \frac{D}{\rho} = \frac{1}{27,000}$ |
The most suitable value and shape of the second figure are calculated by the optimum chord length, because the length of the celestial chord $d = f(D)$.

The third figure is less suitable than the second, because the difference in distances in this figure to the AES positions is equal to zero and, consequently, the differences in distances in this figure may be measured only from another point.

The most suitable dimensions and shape of this figure are also calculated by the optimum chord length, because $d = f_1(D)$ and $\kappa = f_2(D)$.

The most suitable value and shape of the fourth figure are calculated by the optimum chord length and the value of angle $\kappa$, because $D = f(\kappa)$.

The fifth figure, where the positions of the AES and of the points are located in a single plane, passing through the center of the Earth, makes it impossible to calculate the chord direction, and consequently, the position of the point. However, if the chord direction has been calculated previously (only from simultaneous photographic observations of other AES positions), this type of figure is optimum in terms of the accuracy of calculating the chord length.

In conclusion, a construction is presented which is a combination of the first and fifth figures, in which four rather than two AES positions are observed (the sixth figure).

A comparison of the advantages of these figures may be made on the basis of the graphs (Figure 65), constructed for $\alpha = 20^\circ$, $m_\beta = 2''$, and $m_{\Delta \rho}/H = 1:100,000$. 
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It is obvious from the graphs and Table 2 that the second figure is less suitable (it has a less optimum chord length and a greater relative error in the point) than the remaining figures, which essentially provide identical results.

Upon selection of the optimum type of figure for a specific chord, we are forced to consider the real value of angle $\kappa$ between the chord direction and the direction of the AES path, calculated by the angle of orbital inclination of the AES to the equator and by the mean latitude of the chord. Therefore, the range of application of the elementary figures of the optimum shape is limited.

With given orbital parameters of the AES, we can recommend the following as optimum:

- the sixth figure at $0 < \kappa < 15^\circ$,
- the fourth figure at $15^\circ < \kappa < 45^\circ$. 

Figure 65.

Figure 66.
— the third figure at \(45^\circ < \kappa < 75^\circ\), and
— the second figure at \(75^\circ < \kappa < 90^\circ\).

When the given chord length is less than optimum, the most suitable figure is calculated by the optimum distance from the point to the AES position \((\rho_{\text{opt}})\).

The nature of the variation of the value \(\rho_{\text{opt}}\), as well as of other parameters, characterizing the shape of the fourth figure \(d, \kappa\) and \(\lambda\), with variation of the value \(D/H\), is shown in the graphs (Figure 66), and the variation of the absolute \((M_j)\) and relative \((M_j/D)\) errors in the position of the calculated point as \(D\) increases at \(H = 0.2R\) is shown in Figure 67.

The graphs indicate that where \(D < D_{\text{opt}}\), the value of all parameters increases. It continues at \(D \geq D_{\text{opt}}\kappa\), and \(d\) and \(\lambda\) decrease, while \(\rho_{\text{opt}}\) remains equal to \(\rho_{\text{max}}\).

The construction of such graphs for the proposed chord lengths of the projected triangulation may be used as the basis for selecting the optimum figures.

**Figures with an Excess Number of Measurements**

When deriving formulas for estimating the accuracy as a function of the number of excess measurements, we considered the increase in the number of measurements in the figure, which alters its geometric shape, as the most general version.
We considered the optimum shapes and dimensions for the elementary figures. Moreover, it was established that the figures which differ slightly from the elementary figures by the number of measurements, are formed with observations of individual AES positions, whereas during prolonged observation sessions, the figures from which the positions of the points are calculated may contain a considerable number of excess measurements.

Since the sighting target in space triangulation is the instantaneous position of a satellite, moving according to a specific law, the frequency of the AES passing through the optimum locations for its observation, which we have selected for the elementary figures, will in most cases be considerably less than the frequency of passing through the entire zone of the joint visibility of the AES from the calculated and starting points.

Consequently, in order to achieve a specific accuracy of the results of space triangulation within a limited observation time, the requirements on the optimum shapes of the figures may be contradictory to the requirement for the required number of measurements.

In order to establish the relationships between these requirements, let us consider the example of estimating the accuracy of the result of the simplest of the space triangulation figures — figures for calculating the chord direction upon observation of more than two AES positions from the ends of the chord.
Let six AES positions, equally distributed perpendicular to the chord direction (Figure 68), be observed in the zone of joint visibility from the points. Moreover, two AES positions ($k_1$ and $k_2$) are located at optimum positions for the elementary figure. We may assume that an interval equal to one sixth of the zone of visibility length corresponds to each of the six AES positions.

Since the frequency of AES passages through each interval should be assumed to be identical, as much time is required for an equal number of observations of all six AES positions as is necessary for the same number of AES observations at two optimum positions.

Using Formula (33.8), we may calculate the error in the chord direction during observation of all AES positions ($m_6$) and of two optimum positions ($m_2$). The ratio of the values of the errors is equal to: $m_6:m_2 = 1:1.44$.

If it were necessary to carry out the same number of observations to calculate the chord direction in the given case, the AES positions $k_1$ and $k_2$ would be observed three times, and the ratio of the errors would be equal to $m_6:m_2/\sqrt{3} = 1:0.83$. It is obvious that in the given case the error, obtained as a result of AES observations at optimum positions, is less. However, three times as much time is required to achieve it, because the frequency of the AES passing through the intervals, corresponding to positions $k_1$ and $k_2$ and comprising one third of the total length of the zone of visibility, is three times less than the frequency of the AES passing through the entire zone of visibility.
The result obtained indicates that the optimum condition to achieve the required accuracy over a limited observation time may be observation of AES positions, uniformly distributed in the zone of mutual visibility of the points.

The area of the mutual visibility zone may be approximately represented by the expression

\[ S = 0.53 \left( \sqrt{\rho_{\text{max}}^2 - H^2 - \frac{D^2}{2}} \right)^{n_1} \left[ 3 \sqrt{\sqrt{\rho_{\text{max}}^2 - H^2 + \frac{D^2}{2}}} + 2 \right] \]  

(37.10)

The areas of the mutual visibility zones at different AES altitudes may be obtained in order to establish the optimum parameters of the figures, considered in the example, for calculating the chord direction at a given chord length and a known minimum value of AES elevation above the level of the observation point.

Since the element of the area, corresponding to observation of a single AES position, is given, we may obtain the number of AES positions, uniformly distributed throughout the visibility zone, for the different AES altitude values.

We may now look for the minimum value of the total error in the chord direction, obtained as a result of observing all n AES positions in the zone of visibility, as a function of AES altitude for each chord.

For these purposes, Expression (33.7) may be simplified

\[ m_{\text{h}} = \frac{m_1}{D^2} \cdot \sum_{j=1}^{n} \frac{1}{\rho_j^2} \approx \frac{m_1}{D^2} \cdot \frac{n \ell_{\text{p}}}{c_{\text{h}} (\sin^2 \varphi)_{\text{cp}}} = \frac{m_1}{D^2} \frac{2 \ell_{\text{p}}}{D (s-1) (\sin^2 \varphi)_{\text{cp}}} \]  

(37.11)

\[ \sum_{j=1}^{n} \frac{\sin^2 \varphi}{c_{\text{h}} c_{\text{h}}^2} \]
where the average values of $p^2_{cp}$ and $(\sin^2 \varphi)_{cp}$ may be obtained each time for the entire zone.

Analysis of Expression (37.11) indicates that the ratio $\frac{p^2_{cp}}{(n - 1)}$, i.e., the ratio of the increase in the square of the distance to the AES to the zone of mutual visibility, basically changes as AES altitude varies. On the basis of the variation of this ratio, we may establish the optimum AES altitude for each chord length, providing a minimum direction error when observing AES positions, uniformly distributed within the zone of visibility. The graph of this dependence for $a_{\text{min}} = 20^\circ$ is presented in Figure 69. It is obvious that the optimum ratio of chord length $D$ and AES altitude $H$ differs from that required for the elementary figure (see Figure 55).

Thus, consideration of the variations in the requirements for the optimum parameters of the figure for calculating the chord direction with excess measurements leads to a number of important conclusions.

With a given number of observations of AES positions, which are required to obtain the result (which may be, for example, with limited operation of the observation equipment), observation of AES, located at positions corresponding to the optimum shapes of an elementary figure, will be preferable.
Observations of the excess AES positions at locations unsuitable for obtaining the results from an elementary figure, in combination with AES observations at optimum positions for the elementary figure, have a negligible effect on the decrease in accuracy.

The optimum condition, for a given time for the observation session when the accuracy of one observation is low and a large number of observations is necessary to obtain the required accuracy, will be observation of all AES positions, uniformly distributed in the zone of mutual visibility from the points.

In some cases, the AES observation zones must be decreased. This may be done optimally when the condition of approximating the observed AES positions to the most suitable ones for the elementary figure is followed. The dimensions of the zone of mutual visibility, in which the positions of the observed AES positions are uniformly distributed, may be decreased without a loss of accuracy by increasing the elevation of the observed AES above the horizon. Consequently, the visibility zone for such cases is established on the basis of the value $\rho_{\text{opt}}$, i.e., the optimum distance from the point to the AES, rather than on the basis of the value of $\rho_{\text{max}}$. The dependence of the variation of $\rho_{\text{opt}}$ as the ratio $H/S$ increases may also be represented graphically. Moreover, by increasing the elevation, we weaken the effect of refraction on the accuracy of measuring the directions from the point to the AES positions.

The conclusions obtained, as well the proposals for establishing the optimum conditions to obtain chord direction during the observation of an excess number of AES positions, may also be extended to other figures, for example, different types of intersection.
For figures whose excess measurements are unrelated and whose error is calculated, for example, by Expression (32.15), the requirement of obtaining the necessary accuracy within a given time also entails observations of AES positions, uniformly distributed in the zone of mutual visibility from the observation points.

In order to calculate the optimum dimensions of the zone of mutual visibility in the given case, it is expedient to use the criterion of the minimum ratio between the mean error for the zone and the area of this zone, proposed by Lambeck for calculation of chord length by laser measurements of the distances to the AES [58].

38. Optimum Conditions for the Transfer of Coordinates in a Space Triangulation Series

The criterion of the optimum conditions for continuation of a space triangulation series may be the minimum relative error in the position of the end of the series, i.e., the ratio of the error in the position of the last point of the series ($M_n$) to its length ($L$)

$$\frac{M_n}{L} = \text{min} \quad (38.1)$$

provided that the number of points of the series is minimum.

The optimum shape for the elementary figure of a space triangulation series, besides the conditions: $M_j/A = \text{min}$ and $A/b = \text{max}$, should satisfy the requirement of constant advance. This requirement may be satisfied by several diagrams for a series, shown in Figures 70 — 75.
The optimum shape of the figure in the first diagram is intersection of the chord directions, which cross at an angle of 60°. Its dimensions are calculated by the optimum chord length for a given AES altitude (Figure 70).

An elementary figure with a relative advance equal to \( A/b \approx 2.2 \), is optimum for the second and third diagrams for the series (Figures 71 and 72). In this case the errors of both figures are similar and do not exceed the doubled error of the first figure, and the absolute advance differs only slightly from the maximum advance.

The optimum shape and dimensions of the figure for the fourth diagram of the series (Figure 73) are calculated by the optimum distance between the points, which may be found from a solution of the equation \( dM_j/dD = 0 \) for a given value of AES.
altitude. In this case, the error in the position of the point is calculated by the formula

\[ M_2^2 = \left( \frac{A-B+\rho_{\text{max}}^2}{3\left(1-\frac{(A-B+\rho_{\text{max}}^2-D^2)}{4(A-R)\rho_{\text{max}}} \right)} + \rho_{\text{max}} \right) \times \]

\[ \times \frac{m_2^2}{1-\frac{2(R+H)^2}{\rho_{\text{max}}^2} + \frac{B^2}{2R^2\rho_{\text{max}}^2}} \],

where

\[ A = (R+H)^2 + R^2, \]
\[ B = \frac{2R^2(A-\rho_{\text{max}}^2)}{2R^2-D^2}. \]

The shape and dimensions of the standard elementary figure of the fifth diagram, shown in Figure 74 in the projection onto the plane passing through the points, the AES positions and the center of the Earth (which also contains the characteristics of the given figure), are clearly calculated by the distance between the points, dependent on AES altitude, as follows from the expression

\[ D^2 = 2R^2 \left[ 1 - \cos \frac{2}{3} \times \right. \]

\[ \times \left( \arccos \frac{(R+H)^2 + R^2 - \rho_{\text{max}}^2}{2(R+H)R} \right) \].

(38.3)
Figures, formed by intersection of the chord direction with the synchronization plane (Figure 75), are used in the last and sixth diagram for construction of the series. The use of such figures may be required to achieve an advance equal to or greater than the optimum chord length.

In this case, the maximum distance between the points through which the synchronization plane passes is calculated by Expression (37.7).

The dependence of the advance on AES altitude for these figures is shown in Figure 76.

On the basis of (38.1), Expression (34.1) for the error in the position of the $n^{th}$ point of the series indicates a preference for a series from those figures which provides a minimum coefficient of the increase in error $K$.

When creating a space triangulation series, the figures will not be essentially elementary, but will contain a considerable number of measurements. However, the optimum dimensions of the elementary figures may be used for the comparative characteristics of series constructed from these figures. This problem is especially timely for space triangulation series, constructed from photographic observations, since the range of figures in such a triangulation is large, and the results depend mainly on the shape of the figures.
Establishing which diagrams are more suitable for a space triangulation series may be done by considering graphs which indicate the variation of relative error in calculating the position of the point of the series as a function of the length of the series (\(M_n/L\)). Such graphs are presented in Figure 77 for series of figures of optimum shape and value (at \(\alpha = 20^\circ\), \(H = 0.2R\), and \(m_B = 1"\)) for the five diagrams shown in Figures 70 — 74.

Space triangulation series based on the first and fourth construction diagrams are recommended for more economical transfer of coordinates. The fifth diagram may be used in rare cases, dictated by physical and geographical conditions.

When constructing space triangulation series from combining observations, sequential use of the figures for calculating the point from the direction and length of the chord, when combined photographic observations both with measurement of the distances and with measurement of the differences in distances to the AES positions, has a number of considerable advantages compared to sequential use of figures, which calculate the AES positions, and then — the position of the point. The primary advantage is the fact that such figures require only a single starting point, which makes it possible to form networks from chords and chords similar to polygonometric ones. The secondary advantage is the possibility of calculating the position of the point from radio engineering observations at a single point — at any end of the chord.
In the extension of a coordinate system, space triangulation series, compiled from figures of low value, with an optimum ratio of distances between the points and AES altitude, are preferable. This concept has already been expressed by Batrakov [3].

Thus, for example, when the errors in the common points of two series, constructed by the first diagram with an optimum ratio of AES altitude and advance, equal to 3,000 and 6,000 km, respectively (Figure 78), and presented in Figure 79, are compared, it is obvious that the relative error in the points of the first series is two times less. It is obvious that this same concept is also valid for extension of a coordinate system to a specific area by constructing a continuous space triangulation network.

It should be said in conclusion that figures of the first diagram (see Figure 70) — i.e., equilateral triangles, constructed from the chords of a length which is optimum for the given AES altitude — may be used to construct a continuous space triangulation network, which requires retaining the value of the elementary figures in any direction.
39. **Optimum Combinations of Measurements in Continuous Space Triangulation Networks**

The problems of the effect of the geometric shape of space triangulation figures are more timely for networks in which only the angular or only the linear values were measured.

Let us evaluate the effect of the geometric shape of the network in terms of the error in the position of the jth point

\[ M_j = \mu \sqrt{q_{xj}^2 + q_{yj}^2 + q_{zj}^2}, \]

(39.1)

where \( q_{xj} \), \( q_{yj} \), and \( q_{zj} \) are calculated by Formulas (35.31) — (35.34).

Certain assumptions with respect to the shape of the network must be introduced for further analysis. We first assume that all directions, measured from a single point, are uniformly distributed with respect to the coordinate axes. In this case

\[ \sum l^2 = \sum m^2 = \sum n^2 = \sum q^2 \]

and, consequently, taking the fact into account that \( \sum l^2 + \sum m^2 + \sum n^2 = N \), we obtain \( \sum q^2 = N/3 \). Formulas (35.31) will then assume the form

\[ q_{xj} = q_{yj} = q_{zj} = \frac{3}{2} \cdot \frac{q}{N} \left( 1 + \frac{2}{N} \right). \]

(39.2)

By comparing Expressions (39.2) and (35.31), we may conclude that, if the directions to the AES in the network are distributed uniformly with respect to the coordinate axes, the accuracy of calculating the points in this network is reduced by approximately \( \sqrt{3/2} \) compared to a network in which three elements (i.e., \( \gamma \), \( \delta \), and \( \rho \)) are measured.
Now let some point in the network be calculated such that all directions, measured from a given point, are similar to each other. Let us introduce a coordinate system such that the directions are located close to the X-axis, and the origin of the coordinates coincides with the calculated point \( j \) (Figure 80). Let us denote the angles, composed of directions \( 1, 2, \ldots, i \) with the X-axis, by \( \alpha_1, \alpha_2, \ldots, \alpha_i \). We will then have

\[
\begin{align*}
1 - \ell_1^2 &= \sin^2 \alpha_1, \\
1 - \ell_2^2 &= \sin^2 \alpha_2, \\
& \vdots \\
1 - \ell_i^2 &= \sin^2 \alpha_i,
\end{align*}
\]

(39.3)

\[
N_t - \sum \ell_i^2 = \sum \sin^2 \alpha_i.
\]

(39.4)

Assuming that \( \alpha_1 = \alpha_2 = \ldots = \alpha_i \), we obtain

\[
N_t - \sum \ell_i^2 = N_t \sin^2 \alpha.
\]

(39.5)

For angles formed by these same directions \( 1, 2, \ldots, i \), with the Y- and Z- axes, due to the smallness of angles \( \alpha_i \), we may assume that \( m_i \approx n_i \approx 0 \), and, consequently

\[
N_t - \sum m_i \approx N_t - \sum n_i^2 = N_t.
\]

(39.6)
Taking these assumptions into account, Formulas (35.1) may be written in the form

\[ q_{x_j} = \frac{\rho^2}{N \sin^2 \alpha} \left\{ 1 + \frac{3N(1-L)}{2N^2 \sin^2 \alpha} \right\}. \]

But

\[ l^2 = (1 - \sin^2 \alpha)^2 = 1 - 2 \sin^2 \alpha + \sin^4 \alpha, \]

and therefore,

\[ q_{x_j} = \frac{\rho^2}{N \sin^2 \alpha} \left( 1 + \frac{3}{N} - \frac{3}{2N} \sin^2 \alpha \right). \] \hspace{1cm} (39.7)

\[ q_{y_j} = q_{z_j} = \frac{\rho^2}{N} \left( 1 + \frac{3}{2N} \right). \] \hspace{1cm} (39.8)

The formula for the error in position \( j \), obtained by the weight coefficients (39.7) and (39.8), will have the form

\[ M_j = \mu^2 - \frac{\rho^2}{N \sin^2 \alpha} \left( 1 + \frac{3}{N} + \frac{4N+3}{2N} \sin^2 \alpha \right). \] \hspace{1cm} (39.9)

Let us now consider a case when at least one direction, (for example, \( jk \) in Figure 80) comprises a "good" angle with each of the remaining directions (i.e., close to 90°). Assuming that \( \alpha_{jk} = 90° \), and \( \sin \alpha_{jk} = 1 \), we obtain the following expressions for the weight coefficients:

\[ q_{x_j} = \frac{\rho^2}{1+(N-1) \sin^2 \alpha} \left\{ 1 + \frac{3}{2N} \left[ 1+(N-1) \sin^2 \alpha \right] \right\} + \frac{3(N-1) \sin^2 \alpha}{(1+(N-1) \sin^2 \alpha) N} \] \hspace{1cm} (39.10)
\[ q_{y_j} = \frac{p^2}{(N-1)+\sin^2\alpha} \left\{ 1 + \frac{3}{2} \cdot \frac{N-1}{[(N-1)+\sin^2\alpha]N} + \frac{3\sin^2\alpha}{[(N-1)+\sin^2\alpha]N} \right\}, \]  
(39.11)

\[ q_{z_j} = \frac{p^2}{N} \left( 1 + \frac{3}{2N} \right). \]  
(39.12)

We note that in Formulas (39.7) — (39.11) the terms are discarded which contain a sine of a small angle in the fourth power in the numerator.

Let us further assume that at least two directions (directions \( jk \) and \( jt \) in Figure 80) comprise "good" angles with the remaining directions. This will mean that \( \alpha_{jk} = \alpha_{jt} \approx 90^\circ \), \( \sin \alpha_{jk} \approx \sin \alpha_{jt} \approx 1 \), and then — if terms containing \( \sin^4 \alpha \) are not retained — the formulas for the weight coefficients will assume the form

\[ q_{x_j} = \frac{p^2}{2+(N-2)\sin^2\alpha} \left\{ 1 + \frac{3}{2+(N-2)\sin^2\alpha}N + \frac{3(N-2)\sin^2\alpha}{2+(N-2)\sin^2\alpha}N \right\}, \]  
(39.13)

\[ q_{y_j} = q_{z_j} = \frac{p^2}{(N-1)+\sin^2\alpha} \left\{ 1 + \frac{3}{2} \cdot \frac{N-1}{[(N-1)+\sin^2\alpha]N} + \frac{3\sin^2\alpha}{[(N-1)+\sin^2\alpha]N} \right\}. \]  
(39.14)

The values of \( \sqrt{1/P_j} \), where the value of \( 1/p_j \) is calculated from the expression: \( 1/p_j = q_{x_j} + q_{y_j} + q_{z_j} \), are presented in Table 3. The weight coefficients of \( q_{x_j} \), \( q_{y_j} \), and \( q_{z_j} \) are
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TABLE 3

<table>
<thead>
<tr>
<th>α</th>
<th>Number of directions, forming small angles at a given point</th>
<th>Directions are distributed uniformly</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N = 6</td>
<td>N - 1 = 5</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>15°</td>
<td>2.04</td>
<td>1.24</td>
</tr>
<tr>
<td>10°</td>
<td>2.90</td>
<td>1.26</td>
</tr>
</tbody>
</table>

calculated as a function of the assumed geometric conditions from Formulas (39.7), (39.8) (the third graph), (39.10) — (39.12) (the third graph), (39.13) — (39.14) (the fourth graph) and (39.2) (the fifth graph).

The data of Table 3 indicate that, if even two directions form "good" angles with the remaining directions, the loss of accuracy is essentially negligible. In continuous networks, there are no cases when all angles, made by the directions measured from a given point, will be small, but this case (the second graph of Table 3) leads to a great decrease in accuracy. Therefore, if part of the directions, belonging to a given point, form small angles among themselves, the accuracy of calculating the point is not reduced.

Similar calculations may be carried out for networks in which only the distances to the AES are measured. The values of \( \sqrt{1/p} \) for this case are presented in Table 4.

It is obvious from Table 4 that the effect of the shape of the network is more strongly manifested for networks, constructed only by measured distances to the AES. In this case two sides, intersecting at "good" angles, are required as a minimum.
TABLE 4

<table>
<thead>
<tr>
<th>α</th>
<th>Number of directions, forming small angles at a given point</th>
<th>Directions are distributed uniformly</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N = 6</td>
<td>N - 1 = 5</td>
</tr>
<tr>
<td>15°</td>
<td>3.12</td>
<td>2.53</td>
</tr>
<tr>
<td>10°</td>
<td>4.70</td>
<td>3.60</td>
</tr>
</tbody>
</table>

To increase accuracy, preference should be given to networks in which all three elements are measured. However, this will hardly be the best engineering solution of the problem. Let us illustrate this position by an example. Let N directions be measured at some point, and let the distances also be measured by t directions. Then (35.30) assumes the form

\[ M_i = \mu \varphi \sqrt{\frac{1}{P_i}} = \mu \varphi \sqrt{1 + \frac{t + \frac{(N-t) - \sum q^1}{(N-t) - \sum q^2}}{t + \frac{(N-t) - \sum m^1}{(N-t) - \sum m^2} + \frac{t + \frac{(N-t) - \sum n^1}{(N-t) - \sum n^2}}}} \times \left(39.15\right) \]

or with uniform distribution of the lines with respect to the coordinate axes

\[ M_i = \mu \varphi \sqrt{\frac{3}{t + \frac{2}{3} (N-t)}} \left\{ 1 + \frac{8}{9} \frac{N + \frac{4}{9} t}{\left[t + \frac{2}{3} (N-t)\right]^2} \right\}. \left(39.16\right) \]

The reciprocal weights of the errors in the position, calculated by Formula (39.16) and for different values of t (in this case N is assumed equal to 6), are presented in Table 5.

It is obvious from Table 5 that, if a single distance (t = 1) is measured from each ground point, the accuracy of calculating the points is increased by a total of 6%, of two points — by 13%, and finally, if the distances at the points are measured by all directions, an increase of accuracy by 24% may be expected.
Thus, measurement of the differences by all lines of the space geodetic network, by considerably increasing the total number of operations, increases accuracy by only 1.2 times. Therefore, the main role of linear measurements should be not so much in increasing accuracy, as in representing and conserving the scale for the entire network. In connection with this, no attempt should be made to measure all lines, but only part of them, distributing them uniformly over all sections of the network.

The problem of the optimum number of measured sides and their distribution requires additional investigations. But since the errors in the measurements are localized in the section consisting of six to eight series of points, we may assume in the first approximation that the effect of linear measurements on determining the scale of a given section of the network will be approximately within these limits. Therefore, it is recommended that points for which distances are measured be arranged along six to eight sides of space triangulation.

At the same time, it is necessary to note that measurement of the differences is of great importance at those positions where, for some reason or other, the network has an unsatisfactory geometric shape. A radical increase in the accuracy of space triangulation in such sections may be achieved by an optimum combination of angular and linear measurements.
40. Calculation of the Optimum Characteristics of Space Triangulation Design

Space triangulation design should contain a number of characteristics, necessary for its implementation, which may be divided into three groups.

The first group comprises the indicators of accuracy:

1 — measurement errors \((m_B, m_\rho, m_\Delta_\rho)\),
2 — errors in calculating the triangulation elements \((m_B, m_D)\),
3 — errors in the position of triangulation points \((M_j)\) or relative errors in their common position \((\nu)\);

The second group will contain the geometric indicators:

4 — the distances between ground points \((D)\),
5 — the orbital parameters of the AES \((i, H)\),
6 — the distances to the AES \((\rho)\),
7 — the angles between the directions, planes, and chords \((\varphi, \lambda, \psi)\),
8 — the elevation of the AES above the level of the observation points \((\alpha)\);

The third group may include quantitative characteristics:

9 — the number of AES positions or directions from the observation point, or the number of synchronization planes required to obtain the result \((n)\),
10 — the number of observed AES (s),

11 — the frequency of the AES passing through the zone of common visibility from the observation points (f),

12 — the duration of total observation time (T).

Under different conditions for solution of the design problem, some characteristics will be given before, and others will be determined during, the design.

The most common case is a design based on the overall purpose for space triangulation, when only the average distance between the points and the accuracy of their calculation will be given. The design should then be determined from all remaining characteristics, up to selection of the observation equipment, providing the required accuracy of observations.

A design based on representation of the first, third, fourth, fifth, tenth, eleventh and twelfth characteristics will be the most practical. In this case, the agreement of the results of triangulation accuracy, provided by the design, and the time required for its creation should be checked.

The narrowest problem will be a priori calculation of the accuracy of the position of the points in the network, when all characteristics, besides the third one, are given. The calculations here reduce to sequential use of the formulas for estimating the accuracy of the position of the points. Numerical inversion of the matrices of normal equations on an electronic computer may also be used for a more rigorous evaluation of the design.

To illustrate the latter problem, let us analyze one of the designs of a worldwide space triangulation network, proposed by the Soviet scientist, I. D. Zhongolovich [18].
The basic idea of this design consists in constructing a closed three-dimensional network of space triangulation triangles around the Earth, whose chords form a rectilinear polygon — an icosahedron. The design has the following technical characteristics: space triangulation is constructed by the method of chords, the number of calculated points is 12, and the number of chords, convergent at each ground point, is identical and equal to 5, the chord lengths $D = 6700$ km, the satellite altitude $H = 12,300$ km; the average distance between the ground points and the AES is $\rho = 14,000$ km, which will correspond to the angle of intersection for a satellite of $\varphi = 28^\circ$.

The author of the design assumes that, with a sufficient number of intersecting planes (synchronization planes), we can achieve an accuracy in calculating the spherical coordinates of the chords in the space network of about 1"., i.e., $m^\varphi = m_A \cos \varphi = 1"$. For these conditions, the error in the direction of the chord comprises $m_B^\varphi = 1.4"$.

Let us first calculate which number of synchronization planes should be obtained to achieve such accuracy. From Formula (37.11) we will have

$$n - 1 = \frac{m_B^\varphi c_{\varphi cp}^2}{m_B^B D^2 (\sin^2 \lambda_{cp})}. \tag{40.1}$$

Assuming that $m_B = 1", m_B^\varphi = 1.4", (\sin^2 \lambda_{cp} = 0.3, D = 6700, \rho = 14,000)$ we obtain $n = 16$.

Let us now estimate the errors of the points of the first series of the network shown in Figure 54 (points 2, 3, 4, 5, 6). The errors in the position of points in the networks with measured directions to the AES are calculated by Formula (35.31).
The latter may be simplified, if we assume that the measured directions are uniformly distributed with respect to the coordinate axes. Then \( \Sigma l^2 \approx \Sigma m^2 = \Sigma n^2 \approx \Sigma q^2 = N/3 \), and Formula (35.31) assumes the form

\[
M_I = \mu \varphi \sqrt{\frac{9}{2N} \left( 1 + \frac{2}{N} \right)}.
\] (40.2)

When the chords are equated in the network, the formula for the error in the position is the following:

\[
M_I = m_B D \sqrt{\frac{9}{2N} \left( 1 + \frac{2}{N} \right)}.
\] (40.3)

The value of the error, calculated by Formula (40.3) will be identical for all points and will be

\[
M_I = \frac{1.4 \cdot 6700000}{206295} \cdot 1.13 = 52 \; \mu.
\]

When deriving Formula (40.3), the errors in the coordinates are assumed equal to \( M_{x_j} = M_{y_j} = M_{z_j} = 30 \; \mu \).

Professor I. D. Zhongolovich reduces the errors in the coordinates of the same points, obtained as a result of adjusting the network model (Table 6), which corresponds to its design.

### TABLE 6

<table>
<thead>
<tr>
<th>No. of point</th>
<th>(M_{x_j} ; \mu)</th>
<th>(M_{y_j} ; \mu)</th>
<th>(M_{z_j} ; \mu)</th>
<th>(M_I = \sqrt{M_{x_j}^2 + M_{y_j}^2 + M_{z_j}^2} ; \mu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>30</td>
<td>25</td>
<td>26</td>
<td>47</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>42</td>
<td>30</td>
<td>57</td>
</tr>
<tr>
<td>4</td>
<td>44</td>
<td>34</td>
<td>32</td>
<td>64</td>
</tr>
<tr>
<td>5</td>
<td>44</td>
<td>34</td>
<td>32</td>
<td>61</td>
</tr>
<tr>
<td>6</td>
<td>24</td>
<td>42</td>
<td>30</td>
<td>67</td>
</tr>
</tbody>
</table>
The data given in Table 6 indicate that the assumption about the uniform distribution of chords with respect to the coordinate axes, on the basis of which Formula (40.3) was obtained, is fulfilled only partially in the given case. This circumstance and the calculated approximation of the expressions of the weight coefficients led to the fact that an a priori estimation by this formula and an a posteriori estimation (from the results of adjustment) were somewhat different. However, the difference in the estimates comprises only 17% — a value which may not be considered high.

The second basic problem of the triangulation design, essentially the reverse of that considered — calculation of the optimum characteristics of the design according to the given accuracy — is more complicated. Let us consider the more interesting version of this problem in the practical sense in the example of a space triangulation network, constructed from the chord directions.

1. The density and required accuracy of calculating the points, which are determined by the purpose of the given network, are assumed to be known. The mean square error in calculating the direction to the AES $m_\beta$ is also known. Since density may always be expressed by the average length of the sides between the ground points $D$ and the accuracy of the network may be characterized by the relative error in the common position of two adjacent points $v$, we will assume the values $D$, $v$, and $m_\beta$ to be known.

The required accuracy of calculating the chords, the number of synchronization planes, the maximum distances to the AES and the value of the semimajor axis of the orbit (in the first approximation — the radius of a circular orbit) should be found from these data.
2. A second version of this problem is possible whose initial data will be \( v, m_B, \) and \( H \) — the satellite altitude, i.e., a rather frequent situation with a satellite already selected for observations, will be considered.

Let us calculate the main characteristics of a design using the first version. Let us first establish the relationship between the value \( v \) and the error in the position of the point \( M_j \) in a space triangulation network, constructed by the method of chords.* The error in the common position of two adjacent points \( m_{jj} \) may be represented as

\[
m_{jj}^2 = t_1^2 + t_2^2, \tag{40.4}
\]

where \( t_j \) are the projections of errors in the position of points onto the chord connecting these points. With uniform distribution of the position error vector with respect to the coordinate axes, we obtain

\[
t_j = \frac{1}{3} M_j^2, \tag{40.5}
\]

Thus

\[
\nu^2 = \frac{m_{jj}^2}{D^2} = \frac{1}{3} \frac{M_j^2 + M_j^2}{D^2}. \tag{40.6}
\]

Further assuming for a priori calculations \( M_{j1} = M_{j2} = M_j \), we will have

\[
\nu = \sqrt{\frac{2}{3}} \frac{M_j}{D}. \tag{40.7}
\]

*Taking into account the equivalency of the various methods of space triangulation, the method of chords was selected only for computational convenience.
On the other hand, the error in the position of the point is expressed approximately by Formula (40.3).

Let us assume that the average number of chords, convergent at a given point \( N = 5 \). Then from Formulas (40.3) and (40.7), we obtain

\[
\frac{m_B^*}{\rho^2} = 1.12v. \tag{40.8}
\]

Thus, the design will be accomplished with the given accuracy, if the errors in the direction of the chords are subject to Condition (40.8). Having substituted the expression for the error in the direction of the chord in angular measurements from Expressions (40.1) into (40.8), we obtain

\[
v \approx 1.25 \frac{m_B^*}{D V(\sin^2 \lambda)_{cp} V(n-1) \rho^2}. \tag{40.9}
\]

The five independent parameters in Formula (40.9) make it possible to achieve the required value of \( v \) by combining them in different ways. By definition, we are given the average length of chord \( D \) and the error of the topocentric direction to the AES. At the present time, depending on the type of cameras and the errors in astrometric processing of photographs, the latter varies within the range of 0.7 - 2.0". The values \( \rho \) and \( n \) may vary over a wide range, but the variation of their ratio is important. From Expression (40.9), we have

\[
\frac{\rho}{\sqrt{n-1}} = \frac{v D V(\sin^2 \lambda)_{cp}}{1.25 m_B^* \rho^2}. \tag{40.10}
\]
The optimum value of both the geometric characteristics \((p, \lambda)\) and the quantitative characteristics \((n)\) for the given average distance between the points \((D)\) and the accuracy of their mutual position \((v)\) is established on the basis of the variation of this ratio.

Since the time of conducting the observation session \(T\) depends on the number of measurements \(n\), required to achieve the given accuracy, it is proper to outline briefly the order of calculating this characteristic, proposed by Lambeck [58].

The total time \(T\) is a function of the frequency of AES passage through the zone of observations \(f\) and may be expressed as

\[
T = \frac{n}{f(1-p_1)}, \tag{40.11}
\]

where \(p_1\) is the probability of losses of possible observations due to unfavorable meteorological conditions, failures of observation equipment, interruption of observations during preliminary processing, and non-simultaneity of observations.

The frequency of the passages every 24 hours may in turn be represented by the expression

\[
f = \frac{1440p_2p_3}{\Delta t}, \tag{40.12}
\]

where \(p_2\) is the probability of finding the AES in the zone of common visibility of the observation points; \(p_3\) is the average probability of visibility of the AES; and \(\Delta t\) is the time of finding the AES in the zone of common visibility (in minutes).
In this case \( p_2 \) and \( \Delta t \) depend on the area of the zone of common visibility (\( S \)), related to the geometric characteristics of the network (\( pD \)) and to the altitude of the AES (\( H \)) by Expression (37.10).

One version is possible of calculating the optimum characteristics of the design, with the total observation time \( T \) being given. In this case, the order of calculations will be reversed and will include determining the maximum value of \( n \) as functions of the given geometric characteristics \( D \) or \( H \) and the optimum value of the zone of common visibility \( S \), and then — calculating the expected accuracy of the results (\( \nu \)) with consideration of the given measurement accuracy (\( m_B \)).
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