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- Abstract

The problem of experiment design ié défined as an information system.
.consisting of information source; measuremeﬁt‘unit; enVironmental diétuf-
Mxme% datéfh;ndling'and storage, and tﬁe’mathematicél.analysis and usage

'fdffdata. ;Based on‘tddayis<coﬁc¢p;,df_éffeQﬁive gomputébility;vgenéral
"guidelinés for thé definition.of'the‘rgleVant inférmatioﬁ'content in data
classes are derived. The 1éqkrof a'univefsally‘applicabie inforﬁation.

theory and corresponding mathematical or system structure is restricting

the solvable problem'classes to a‘sma11'set.V It is expected that a new-

. relativity theory'of information,’generally described by a universal

~algebra of relations will lead to new mathematical models andksysfem
structufes capable of modeling any well defined practical broblém'iso—
morphic to an equivalence relation at any corresponding level of abstract-

ness.

4y



1. Introductién

_'Any'attemﬁt to formalize both thé.process'bf information measureﬁents-
aqd fhe analysis of obsefvations.requires.that the tﬁo main. parts in scientific
experiments be based oﬁ a,rigorous:ﬁathematical conéept ofrinformatiqn.
Therefore, we fifst'disCuss the following qdeétions: .

What concepts of information definition are»knbwh? "How can they :

!Tbg;ap?lied;for:the;imprpvemgntwdfwexperimenf'deéign? |
Today'"s lknowledge-of rigorous -information definition concepts is based‘pn
Shannonfs [71 "méthematicél theory of commuﬁicatioﬁ". Thié fheory assuﬁés
that;info;matibn-is<a~statistical quantityy The'aéplication of this*thequ
fequireé a coﬁplete7probabilis£ic Hescripﬁion of the process to be analyzed.
’Clearly; Shannon's concept carries ovef to the.problem of expériment desigﬁ

"

by dging the notion of "information in :an experiment,"

father than in.a
 message, ThiS‘haé Been_re¢§gnized”by;various experiment designers in the.
past, as ‘the referenées.tS],_[9], [10] indicate. However, no .applicable
'cbncept has resulted from this work,lalthopghvtheorétical existence pfoofs_
of very surprising phenomena arg'of great importance. For instancé, the
'trénslation of Shanﬁon's theoretical resuits into the area of experimenf
design implies the existence of the»folléwing:surpriéing fact: The noise
:effgc§ ip a_measuremeﬁt can be redhéed.to én arbitrary small value by'
appropriate desigﬁ of the pafameters of'fhe measurement and proper sequences
of relgted'measurehents;.even if the sighél'to noise ratio of-each Siﬁgle
measureﬁent is much less'than oné.v :

Unfortunately, a practicgl concepﬁ éf implementation cépable of

achieving this theoretical bound has not been found for any area. Moreover,

-1t has been recognized by well known information theorists (see for instance



- references [3], [4[, [5]) that the statistical concept of information

‘definition is not well suited for a universal’application toipractical

problems.

This fact has also been the motivation for us to search for a universal"

'deterministic definition of information applicable to any'practical prohlem..

~ Our belief in the.existence of such a~concept;had‘been'supported in the_

 last few years by the results in the development of a general system theory

of discrete systems. ' The application of’ these results to today s informa-
tion measuring and processing pr1nc1ples and structures brings out the .-
fact that we . are now operating on a primitive concept level even with '

the most sophisticated computer systems. One,can»also show that today's

.conCept,of.mathematical»algorithms,4as they are for instance implemented in

the form of computer programs, can only be effective for”the.solution-of

a very small part of the problems of interest. Further, there can be no

Meffective computable algorithm"_(programmed:on the largest computer)'to

solve the problem of information diagnostics, the optimizationtof measure-—

ment parameters, and the optimization of experiment design in a general .

. way. (The -term: “effective computable algoriéhm" is used in the mathe-

matical world to express the fact that a problem with this algorithmic

. property is generally solvable by a. Turing machine. In simple terms: a

..Turing machine can be thought of as an 1dealized computer with an infinlte

memory space. )

The ‘model on which the discrete system theory is based (developed

'outside this contract) 1mplied the feas1b111ty ‘to overcome today's limi-

tations on effective computability thru the introduction of abstract unlversal":'

system concepts which are not restricted to finite sets, but rather are




‘capable of relatingntransfinite entities in a.universal’way.*jfnis universai
'_system.model shows further the possible way pféextension to a family,of‘
,”homelogical‘strnctures whidh‘are isdmorphic to ailVfamilies_of,practicai
probkemeprocesses. ‘Exnressing‘this'in:simple'terms'anld.mean thatiany string
ot-measurement data of an enperiment.corresponds,teiantisomorphic univj;;l
?saifsystém:StruCture;inameIYtthefequivalenCelélass“tn‘which;the-enperiment
n_.corresponds. .If we now assume that’means‘eXist:to'express‘the eQuivaienee:;
-class'bylsOme'kind~ofAcomplexity‘measure webnould not only:be,able to e951¥'
uate relatively the varlatlon of measurement parameters for the purpose:ef
optimization but we could also analyze the data unlversally,51nce the

. equivalence'class concept allows the-transitionAinto all levels of'abstraet—:
ness -such thatsanyyinnctiOnal~rEIatienship-betweenAarbitraryjvarianlessbr.
'Substrings of the measurement data string can be'expressed by the:corres; ft

- ponding subclass of the cemplete_data‘string claSs,

| It should be understood by now that such a .universal system.must havevr
:an infinite nnmber of elements, or to be more exact: it must have a cardlnallty
which is greater than the cardinallty of the largest equivalence class of

the problem process under analysis.

| The'question of realizibility‘of such a.systen is elearly-of main -
':concern sinee thettheoretical concept wouid ndt héip to solve our practical

problems. It has been hope& to develop the complete mathematical structure

~and its detailed description for an inmediate application for}all sterage,[v

‘measurement and analysis processes under this contract. However, the task

is too immense and requires the development of new mathematical concepts
‘which go far beyond the present statuseof_the most advanced mathematical

field“ofl"modelmtheory";



-All_the reQuireﬁéﬁts'of the system have'beep Eprmulaﬁe& ;uéh aé:.
" The system must be a non-communitative abstfacf group ﬁith a

~number of genefatorsAwhich:is_lafger than the cardinality of tﬁe set of

"~ all ielations of the input déta sfring of ény léngth..~1n]other-words;
the system implements universal. 'a;gebras‘of relatiohs which>isvthe éenefél-
ized conéépt-of functions. | o R

| Using this universallsystem‘structure-afgeneral.relativityltheofy of
information can be Aerived_in‘the sense that informatibﬂ-bf a daté string‘
is definable relative to the analysis ihterpretation ruie a user asks,

. Redundaﬁcy is defined universally, namelynpecaﬁse for each‘equivalencé claSSj 
;dne;representetive.generaﬁor element is sﬁfficient,_.Ali other felations.. }i.”
beloﬁging to the séme.élaés are rédundaht;

| Iﬁ’ﬁhe'follOWidg'SéétiOns we wili‘fepfesént the'ééneral méthEméticai :
model 6f scientifiévexperiment informétion systems iu.a simple wé§; A

4 small éxaﬁple in the analysis éart (section 2.3) will indicateAthét only .
.évuniversal,approach can solve our today's:problems of data "éxﬁlﬁsion".:
The cost.éavings (alréady in.daté storage)‘wbuld be.immense. | |

" In section 3.very general gqidelinQS'fof the present day apprdach'.
will be stated. They serve the purpose to make experimenters awére.of
the facﬁ that an experiment ﬁust be designed frdm a complete systeﬁ stand-

' pgint including information source, measurement unit, data handliﬁg, data
Vs;prage, and dataAusage.

'.Finaliy, in section 4 allist of fqture improvements bﬁsed on the
universal éystem coﬁcept indicates.the high importance of the relativity

. theory of information.




2; 'ﬁggﬁém5ficallﬂodel_of'Scientific.ExPerimént'Inforﬁaﬁion'Systémsf
Ih_geﬁeral, any gxpefiment;is fitét concerﬁed with the'ébsefva—A
tionbof.informAtion_frdm a.wellIEEtermined observation space. Tﬁeég':“
 involve the,deﬁisions.ofi | |
(@) ;What'tO’méasﬁre?
(b)_ Where‘t§~measﬁ£é?
¥_~ _.(c) :How to ﬁeasure?
JiThésezdeéisionSAareinot indepéndeﬁtﬁpf,thevSecond.Part.pquuestioﬁs
‘ anytéxperiﬁentviﬁvolves, némeiy: o
'{(d) Why to meaéufe?

. (e)- How to analyse the observations?

~(f) What to expect as conclusive results?

Questidn:a)?réfErs:to‘observable events which must originate at loca-

tions we consider ‘to be relevant for the -experiment under investiga?
" tion. Such a "vague" definition. is not satisfactory. for any mathema-

tical treatment. Therefore, we introduce the fact thay .any measure- _

able event must be generated by a so-called information~sburce._'We'

must consider this origin closely together-with‘all the.bther,qués- :

~tioms in order to be able to design -an experiment opfimally. Any" 

knowledge we desire to gain from an experiment is dependent upon - -’
the information source. Sometimes.we also like to observe the

effect of some information source on its immediate enviromment. -

In certain cases a number of various information &ourses might

' contribute to the events of the observation space under considera-

.. tion.. For example, we might measure the composition of pollutants
:'in the atmosphere which originate from various sources such -as -

Hihdustrial plants, cars etc. over a wide area. In section 2.1, .

. therefore, we introduce a mathematical model which allows.thé




.scfuctufevof ény iﬁformafion.sogrce or sets of.informatibn SOurces_
and tﬁeir interactiéﬁ to any‘desireé level of:accuracy_and cbmplete—“’
ness. | .
Thisisubseqéeﬁtly gives.thejkéy.toeformuléte the remaining;’.
i”éﬁeéfiohs ﬁoré cleafif;"The'qﬁeéinné b)}Wﬂéfé:to méésﬁre? and.é)ﬂ __
How to measu:é? are in;édaition'véty”muéh-cbnnectéd ﬁithitﬁe séleéfioh'
'T:Qf:the.measﬁremeﬁt:déviég(s)'wand theﬁcqﬁﬁected paraméténs such.as =
jsensofs,.éensifiyi;y, accuracy,fcalibratipn;;scaling,'dynaﬁical |
charééteristics, stébiiity-eté,'vfhése pafameters also effect strongly
;V'thé:analysis.pfocess undér quéstion:e).,,@ ' . |
‘In‘ofder to be éble to expreés ail_éértsvand.prbbiéms'of'fhe  f”'
55eé§ﬁfament‘bért élearly;we'infrddﬁce.Undér“section'2;2‘an_appr§¥b i

‘ priate general mathematical model. This model will allow us to structufe

any practical problem to any.desi:edﬁleveivof accuracy and:complgté?

‘ness. Furthermore, it serves in serial compdsition with_thé model -

of the information source and,environmentalfdisturbances for the =

evaluation of the questions e) How to analyée_the observations? ahd
f) What to expect as conclusive results? f

These questions will‘beAfurther treated in_séction 2.3, (Clearly,

in addition, the problem of formatting, editing, transmitting, storing,
and retrieving the measurement data must be considered. These problem

Areés will be included in the guidelines  under section 3.




2.1 ‘Information Source -
The modei'of an information source has to be complete and

,general'in order to be applicable to any problem area. Not only |

- should the conéept allow"the model structure to subdivide (decompbse)" 

into substructures,ﬁbut we should alsp be able to express the behavior

KonJany'level-Qf abstraction. For example, cohsidering a radiating

vasource5~Wé should*be:able”tO'model (iﬁ*principle) each single atom

and'the:interéction of the ﬁhole'seffof atomé; For other purposeS'_w'
it.might.be desirableufo,model the whole set of étoms ég é siﬁgié
structure. fTheilatﬁer;would be of iﬁterest when the emission'ﬁo the_':
environment ié the objeét of inveétigation. | |

| It is obviéus fhat fér'all'these'féquirements we‘need the con- =

‘ceptAOf.setS'to represent'the collection of the defined elements.

Define Z to be the set of internal states of the information source. -

oz ={"zl,‘z.3, zy...»., zg}

where the elements z. represent the various possible states of the .
”%infbrmation source. .Therélement‘zthan'répresent'in ordered form a

catenation of states of substructures. For examplé,

Z - Z z i ""._ k4 .o-
7T G n e n )

'Anf éoding;for the various elements and subelements is-allowed.




Cleérly;_ﬁithout losé‘ofigenerality-the elements can be simply coded
as_saduences of binary'digits from the alphabet.{O, 1]”. 'ﬁehce,,the
élements zYvére catenated binary sfrings, and the internal state set
'ig desc;ibed by thé bidary sequenées-zl; 22, cees zg . Simila;iy,_"
" we can define the set of input elements X to the information source

(if such an input exists).
X= {Xl).x{a’ "..?i"_x(y"'"".xa} Py _v \

~ where. the xa's are binary sequences.. The set of output elements of
the information source is denoted by

Y ='{?I,‘y2,‘...5 yx, Jees yb} . ‘

For simple representation,‘we‘assume'again_the yx's to be sequences
of binary numbers. Of importance is the capability of the model to
express the functional relationship between the sets. In certain

cases the relationship might be ekpressible by the concept of an

algebraic function. However, in general, we have to .consider the

':CQpcgp; of5algebrai¢ rélationg. The two ébﬁéepts are-ﬁriefly'discﬁ;ée&;IiE;
-Fbr a more detailed understanding, the reader is referréd to the .
Vliteraturé; for instance, [1].‘_qu.giveﬁ'sets S and T, a function f

’ wifh domaip S and codomain T is abrule-which aséignS‘to“eéch"elemeﬁth'

s ¢ S of the domain a single element of the codomain T, called the

value of f at s, denoted by:f(s). It is also common to call f a map-



"6r Er;ﬁsf6rﬁétioh on § to T,Uwritten £ S7i'T5' Thelﬁinafy relatioq
'>c§ncept'inc1udes the function conqept as a special case.’ By aibinary
relation between two sets S and T we mean a rule -@ which décideé; for
any:elémeﬁts s €8S énd t eT, whethéf or not s is in the rélatioﬁ o
to t. If it is,.we write s g t; if it is not,lwe write s @ t. The.
main aifference between a'binafy relé;ion and a function is:
‘binary relation: a‘certain element s can be related
(tﬁrough varidﬁs fules) to several elements t:
functioﬁ:t'a certéin element s has only'avsingle
' element t -assigned.
The relétionships_between,the sets of the information source are then:
t+T

8: @2 xX" a2 W

(2)

€
-~
N
ta]
N~

'

'

'

'

!
2]

5 is a. function or.binary feiaﬁion defiﬁed,on the cartesian produc£

Z x X to tﬁe staﬁe set Z. wis a functién‘or binary relation dnA

Z x X to the output Y. We normally are concerned ﬁith systems which
~are time varying. "For‘thié case we can introduce'the superscripts in
(1) and (2) . The complete system and its dynamics is then described
.byia sequehce of thé triples.

t+Ta,:

‘ y t ' Vt+T
.‘ (x’ Z', Y) ] (X’ z’ Y) . 1, (x’ z’ Y)

where at each time interval an element out of each set occurs. Since
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a'binéry felatipnbcan describe a'wholgVSet of>funCtions; the model
also covers-the case thaf thé individﬁal relationé'(zy, %Q'S(z)
~and,(zy,-§)‘uxy) change in time.' Theitime depehdént rules iq the
relétions 8, w can then be controlled by‘the time'va?iable,.if:the
modélling préblem ié of.qonstationary_nature. »Thé'dynamic process
would then be describéd by a séqugnée df_quintuples

t+T,y
T

LIE I S R Y

- (x:'zu Y, 63 U-)) s (X, Z, Y: 81 U.))

Note: each of the elements including &, @, t can be finally'repre-

sented as a sequence of binary numbers.

2.2 Measurement Part

_ﬁepénding on the problem theiqgtéuth’of the.information ‘
source might not be completely observabie-at the»input.of thé measure-
ment device. In'addition; some ofher (unwanted) informationrsﬁurces
might interfere. They can be considered as noise sources. Hence,

at the input of the measurement device the set of elements
M= {’ml, Mgy, eoey M, oue, My}

is defined. Denoting the noise sources by N we then have the function

or binary relation v to consider

ViYXN-cmeoM - TS
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Of ééurse,.we are'only'interestéd iﬁ;thé relation Oﬁ Y¥: The dﬁen

question is how to eliminate the noise. Usually if is aééumed‘tﬁét

‘the noise is additive and.aéithmetic averages ére,taken; Before

such avprocedﬁre is applied'éareful consideration must be éiﬁen‘ﬁd
'the'fécﬁ that averéging ﬁight disturb felé&ant dynamié information.‘ ::_;‘f
of the measured information sou;ée; Fﬁrthef, if theinoise acts
‘multiplicatively or generally nonlineariy aé expreésed in (3),;the
averaging procedure disturbs.more thah_it helps. ﬂThe solutién to v

this problem must be shifted to the analysis part.

If the meaéurement device would be ideal the{experimentér.
wouid finélly obtain either an element of M or a subsét'of elémeﬁts 
of M, aEpendfngvon'how'the‘data are editéd; Beéaﬁse tﬁé deviceé are
normally not'ideal,vthe sgt'M‘is fﬁrther.tfansformed_by the instru-
ment -error to -‘ |

WM ---=D S , t(h)‘

where , can again be a function or generally a binary relation. The
'iﬂsetsii_and D ére defined by

I= { g, igy vees 1 i

. vD={dA1’ flzs L ] dg’ e ey d&} . v',’-'
. (4) allows the description of;arbitrary instrument error charaéter-_
istics.'
D is the set of final data sequences edited with all the',f.

necessary additiona1 information'such as time, location, positioning, -




L oen

etc. The result of an experiment might be a single element d

S 12

g

represented as. a sequence of binary numbers. Thus, we have defined

the cascade of relations

Z x X) Q)Y.
(¥ x N) \;M

MxI),D-

Note: D contains the data which should contain as much information

as possible on the desired set Y or Zfof‘théyinformation‘source.f'Anyt

-analysis must necessarily use the concept of converse binary relations

or -the concept of inverse functions, in.order to be able to trace

 backﬁards from D to Y or Z.
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2.3 'Analysis and Data Usage

Any strlng of measurement data is only of worth when it is.of further
subject_of analysis. To measure billions of data bits is useless if nobody
‘has:meansvand finances t0‘analyze it.x,Therefore,vonly those’measurements
'shouid.be'madevuhich havelbeenﬁshowniﬁa'priori“mtoéhe effectiVélY anaiyéi*
Vahle; ‘The- experimenter has to outline the analy51s approach in all. details
;in order .to be able to. dec1de whether hlS concept is loglcally con51stent,.
the method_is effectively~implementablep(for instance thru-a computer pro-'.
gnam),'and‘hoﬁlmuCh effort is involved such.as man~hours, material, computer
tineaetcf | | .
'LIn order tonrealize that any “trial and error" analysisimethod (in-_
'fcluding all heurlstlc procedures) is useless, because of comblnatorial
reasons, a simple example of the ana1y51s of a data string follows.

‘Assume as an information sourcer(l) a radiation source.which emits one
._'of ten different'freduencies at a time}.'As environment'to”this'information
source actsQ‘another radiation source (2) ewelues. which also emits one'ﬁ
of ‘ten different frequenc1es at a time. - The behav1or of (l) may de depen-
'l dent-on (2) but not vice versa for simplification. For this simple example

there‘ekist alr“eady'lO10 possible functions and since the behav1or might be
.non-deterministic we'havewto cdnsider:gelationsg‘there are 2’ 10 possible.

vrelations.‘ If the relation is Very complex a large measurement sample would
be necessary because of the statistics.b-Almost no conclusion could be drawn
from such an analysis because of'the.ammumptionvé priori that the process'is

stat1onary. If the latter is not certain the whole measurement is useless

and any conclus1on false.

Interesting space experiments are normally of much larger complexity and a




'nontrivial analysis of.the'data is prohibitive as the combinatorics show;

g:-On the other hani trivial analy51s approaches such as computation of

- averages, variances and the like. might turn out-a completely false result
because of the intrinsicfassumptionsm ‘One_should_be very careful in |
".‘ﬁeighing‘the effort’withfrespectﬂtoﬁthe'possible;result for»such‘ille-
conditioned experiments. | |
At this p01nt it is .O¥: interest to. discuss Ao general the feas1b111ty
of obtaining useful conc1u31ve results thru appropriate optimization of

‘the complete information measurement and analy51s system. We learned‘
in the prev1ous sections that each part of the system under discuss1on :

"has some parts of "unCertainties,"-~such'as: . |
*Wenndrmallyfcannot measureicompletely'all eyents:of an information :
ﬁsource;‘theindise'from the environment cannot be predécited, the
Aaccuracy.Of“theAmeasurement-deVice.is_limited,ﬂetc.-

,.In orderhto model these uncertainties\today's approaches of.analysisfand :
optimization use stochastic concepts.p Since the stochastiC»parameters‘of
the various system parts are'generally‘not completely a priori definable, the:
concepts use estimation principles which require restrictive (unrealistic)
assumptions. - Mostly, only trivial (linear) mathematical models of thlS
kindiare.applicable,tand still require large amounts,of data and analysis
time (see, for,instance Report NAS 8—2651@ under'reference ll)w' Clearly,
the ohtained results are not‘conclusiVe. It ‘has. been mentioned in section 1

’thatdthe'solvability of problems usingftoday'skmathematical*concepts can'he
exactly answered with the‘concept of "effectively computable algorithms";i

.'The fact exists that only relatively'simple well-defined problems'ared"

'effectively’computable}' Alreadyvthe so-called word problem'in associative

- calculi is unsolvable (forban exhaustive'representation of this problem

' see, for example, reference 12).. - B %ﬁ.@h:eiaisﬁial" S t sl
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But it can be shown-éhat any‘gnalysis probleg éf;an gxperime#;
from which conclusive results are required‘iS‘ggglgégg,as;complex as this
 w§rd problem; So is also the pfoblemlof~parametgr optimization of an
experiment. In other words, there is the mathematical proéf-that ﬁhe
"experimental" problems are not solvable with Ehe mathemA£ica; conéepts
in use todéyfand:still'Iargeffiﬁaﬁéiéivefforf¥iéﬁput into;ﬁﬁbiéCtsﬁ%hiéh
cﬁﬁt}ﬁuﬁhél&gvidlétefthis{lpgicalffaqt. éﬁnf@rtgnaheiy,antfpnly large
g finéﬁéial losses result from:this;'but,also’ﬁréﬁg.conclusions are drawn.

andvpublished (unrecognizable). | ' |
-  The mathematical fundamentals introduced'in’sect£on-2,as modeling
tools féf‘ény-éxperimgnt deéigﬁ andranalysié>pr§blem'have the néy aspeét
-ﬂdebeingWCGmpIétely-dEterministic in thatgalllproblems=andﬂpérts §f un-
certainties are uniquely described by-algebfaic-relations. The ‘unique
' 501ﬁtionAof;this méfﬁemétiéal'stfﬁéture byfaﬁnéw'universal relativity
'éoncépt of information‘(see sections 1 and 4) ié cépable of solving

our today's problems in various areas.
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3. Guidelines for the Defifiition of Eﬁ%eiiﬁéﬁt Requiréments Concerning

the Information Aspect

The design of scientific experiments requires the céreful consideréfion
of all.syétem components.and their interaction..lThesé conéist of:
Object of experiment (information source)
- External influences on the infprﬁatidn'soufce
-External influences on the -measurements
~Measurement principles and devices
, Data collection, handling and storaée
Data analysis concept
.The experimenter
Specialiéts in theAQarious éomponent'areas
“Subsequent users of ‘fieasurement data
The whole system is a cémplicated information structure which has té
be considered as an .entity for the;pu;poSezof;efficientAsynthésis. . The
éxperimenter as initiatof is the main person at the start. He must formu;
late'fhe objgctives of the experiment in ail details. These include:
The theoretical study of the information .source and all knowledge obéainediA
at previous investigatiéns and experiments by other scilentists. Thié
knowledge should be used to improve the system in the various parts,such as
measurement requirements, down to the_ﬁina1 methods'of analysis. - He has ‘to
establish a model for the data floﬁi_ for’ins;ance, the sampling rate
for the measurement device; and the.number systeﬁ for the representation.ofv
the méaSured data with lower and upper bound.. This must be consistent
. with the expected error in the measurement. The latter requires a careful

consideration of all noise sources. The very important part is the usage



~of the data.

competence in
sufficient to
linear vector

‘itfdepends on
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He must outline the analysis concepﬁ in all details,ishowing__

the mathematl,cal procedures J.nvolved It is for instance vnot

state: the strings of data are treated as. vectors over a
space for which'mathematicai‘treatment'is well known because_

the 'size of the arrays of data :and on the error whether a

'solution is fea51b1e at all by today G computatlon pr1nc1ples. In ‘summary,.

ﬁthegexgéfimeﬁter[hasfto{ShoW”thatﬁheHCQnSEdered,allflmportant etepsbaﬁdfhas

'based on-this. prellmlnary 1nvest1gat10n Qf[the requlrements concerning the

various parts

of the system.‘

~Since the experimenter normally does-not have”proficiency in all

yareas'involvedrduring_this initial phase of the experiment design:ﬁfy'

-should’consult;competent specialists-torformulate his preliminary coneept.

At thlS po1nt the main work-of ° the experlment ‘design beglns ‘as team

"effort con51st1ng of various speclallsts in general o e

.InstnumentatiqnJEngineera,
Physisté,»

" Comnmunication Engineers,
Competer Engineers,

~Systems Analysts, |
'Computer-Softwave Speeialists,
_Mathematicians,!c

‘Principal Investigators,

Information System Spec1allsts

; The Mathematlcians and Information System Spec1allsts should gu1de and

control the logical consistency and the'solvability of the whole process

in the various design phases. They have to be able to understand and .

translate the

problems of the team at all points of design into the
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appropriateAmathematical model,vthus, pointing to the weak points
during the system design,

The various tqpics discussed in thg previous secfions have to.be
~considered by the team of specialists in all détails. The list of impor-
tant points consists of:

:Locations of measu;eﬁents;

Selection of appropriate sensors:
charaéterisfics, sensitivity, bandwidth, -
functional‘properties; |

»Accuracy of instruments:
calibration ’ scaling,i dynamical charactetisticsv' s
stability, error»deséription by mathematical

‘model;

Data handling:

_forﬁatting, edifing, collecfing, transmitting,
storing, file structufe for easy retrieving,
user groups have to be consulted to consider
their needs;

Data énalysis?

- solvability of mathematical concept must bé

~clearly shown,

Analysis cost estimation:
programming, computer time, amount of data,
storage requirements, effort. of principal
investigator;

'Definition of expected objeétive conclusions from

observations (conditioned on final experiment design).
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The final design of the experiment has to be critically checked in all
,:parts by a competent information system specialist.

4. Future Improvements

' It_becomés obvious today that the amount of data which is produced
at'Various ingtitutions exceeds the capacity of computability. Thus,
instead‘of.collecting‘information'we indeed obtain"mountains of redun-
dancy," becéuse the information in the dara is not e#tractable. Computers
cannot provide:further improvements on tﬁké'for reasons stated in section 1
and 2.3. It is our strong beliéf that'completely different information
processing concepts are necessary to overcome these problems. There is
now strong eridence that information system siructures exist whicﬁ measure,
store, and process déta in a similar way aslbiological systems do. In other

- words, systems of smgll physical size can be expected to be developed which
represent more compﬁtation power than theilargest éomputer today. Such'
systems can immediately also be used as méasurement units by providing the
appropriate sensor inputs. -Thevsensiﬁg device does not need to be rery
accurate, since the system impleménting algebras of relations is capable of
eliminating the noise to any arbitrary small level by appropriate length , ‘ '7%
. |
of the measurement. - The measurements are analyéed simultaneously such .that |
whepever the measurement is terminated the classification process into the
corresponding equivalence class is also éompleted and is coded bf é universal
language the user is free to define'without'restrictionsfothér.than logical
‘consistency.
Such a system cannot be structured like a compﬁter since it'wbrks
'asynchronbusly relative ro the input. Espécially this feature will make
it appropriate for advanced experiment design for remote locations and

for large or complicated information/data tasks.
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