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ABSTRACT

An on-line spatial light modglator developed at CMU suitable asAthe input
transducer for a real-time optical data pr;cessing system is described
(Chapter‘l). 1000 x 1000 point reéolﬁtion and on-line operation at TV frame
‘rates is péssible. Tﬂe use of such a device in the analysis and processing of
" radar data in real time has been considered and initial results reported.

The fundamenﬁéls of signal précessing for liﬁear (Chapter 3) and planar
(éhapter 4) phased a?;ay radar dafa as well as Pulsed Doppler and Linear-Step
- FM system (Chapter 7) using this -input modulator h;ve been developed. Time
and éﬁace multiplexing input formats,.full and thinned aperture processing,

~and amplitude and phase modulation schemes using the system:are developed,

analyzed and compared.

An interfaée from the optical prbcessor.to é control-digital computer
hés been deéighed{ constructed, and-tested. The ability to digitize‘the entire
Fourier transform plane or the correlation plane of an optical processor in
real time and input the resultant data to a digital computer for storage or
for use in coﬁtrolling the entire optical processor has been demonstrated.
' Thé cell ;esplution and size and the gray scale levels in the backplane are
variable under program control. .

"Real-time processing of linear phased array under data has been performed
fo£'the first time by other than an acousto-optic modulator. The Pockels
tube modulator §ffers advantages in fabrication, angular~coveraée and resolu-
tion, in the larger array size it is now possible to handle and'in—depth of
modulation etc. .

The input transducer, optical system, énd computer interface have all beeh

operated in real-time with real-time radar data with the input data returns

recorded on the input crystal, processed by the optical system and the output
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plane pattern digitized, thresholded and outputted to a display and storage’
in the computer memory all in real-time synchronized to TV frame rates.

No. other input modulator offers the real-time operating characteristics

' of the Pockels tube., 1Its ability to process radar data in real-time has been

demonstrated.” The correlation with theory and experiméntal results have been

most encouraging. - Recommended directions for future research in the area of
optical processing of radar data in real-time are sketched in Chapter 7 and the

proposal,

fr,



CHAPTER 1 ‘ ‘ : :

OPTICAL PROCESSOR

1.1 'Iﬂtroduction

This contract involved a one man year effort-to inveétigate the feasi-

bility of applying optical data processing techniques to the analysis of

radar data. A theoretical analysis of the required data processing is inclu-

ded; input formats compatible with an electron beam addressed input modulator
are analyzed and presented; an interface from the optical processor to a
general purpose minicomputer was constructed and is described; a phased array

simulator was designed and built to serve as an input data source and finally

- experimental results of real-time radar data processed electro-optically and

interfaced to a control minicomputer were obtained and are also included
alongAwith recommendations for future work in the area of real-time processing
of radar data using optical techniqués. _Radar Data Processing in real-tiﬁg .
was Shown to ‘be possible u§ing C-MU's (C;rnegierMellon University's) hybrid
Pockels tube real-time spatial light modulatéf (See Section 1.2).

. As.outlined in the proposal, the scope of the project included six areas:

‘A. Formal extension of the theory of two-dimensional phased array radar pro-

cessing with an electron-beam addressed light modulator.

B. Determination of the ideal system configuration By means of evaluating
simulations of various data formats.

C. Automation of the necessary_preproceésing of thé electrical signals from
a phased érray antenna, and the post processing of the resultant diffrac-

“tion pattern.

D. Design of the input logic network which~in£erfaces to the video inpﬁf of
the electron gun.

E. Investigation of feedback control ldops to control the input plane format

by sampling, analysis, and processing of output plane data.

2. od
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F.

Construction of peripheral electronics which convert investigators opti;

cal data processor to the task of a radar data processor.

i



1.2 ON-LINE INPUT TRANSDUCER

Optical data processing in real-time is nearing reality. One of the
major obstacles in the impleméntation of such a system has been a tﬁo—
dimensionai electrical-to-optical input transducer from the real world
! to the optical processor. This device must be capable of creating a
two dimensional image of an input electrical signal. A raster scan format
and an input video signal are theseasiest situation to envision.  In this
case a-tranéparent version of the transmitted video imagé is formed. The
matefial on which this image is formed must be capable'of spatially modu-
lating the amplitude and/or phase a collimatéd input laser beam.

Figure 1.1.1 shows a block diagram of the input transducer used. .- The
input electrical signal, assumed for simplicity to be of TV raster scan
video format, modulates the cathode and hence the beam current of an off-
axis electron gun. The deflection of the electron beam is synchronized
to horizontal and vertical sync pulses. . The target is not a phosphor;
but rather an electro-optic target crystal, on which the modulated electron
beam deposits a variable charge pattern. A transparent conducting layer
on the backlsurfacé.of the crystal serves ds the system's ground reference.

The mechanism by which this target material modulates light has been
well documented. The locally varying voltage across the crystal at any
point is a controllable function of position. The electric figld prodﬁced
at every point causes a retardation between components of the light beam
incident at that point. By the linear longitudinal electro—optic\or-Pockels
efféct, this controlled voltage can be used fé modulate the phase of the
" incident coherent light beam at each point on the crystal's surface.

When placed between crossed polafizers this bhasélmodulation can be
converted to amplitude modulation. The input and exit windows allow the

light beam to pass through the target in a transmission mode.

o
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" Electron beam technology limits the obtainable spot size at the re-
quired beam currents té about 1 mil. Most.data and signal processing appli-A
cations require 1000 line resolution. -1000 x 1000 point resolution is
possible by Curie point operation of the target crystal. This high
resolution is purchased at the price of storage of the charge on the
crystal's surface. Real time opération necessitates the use of an erase

-gﬁm which emits a défocussed spra; of electrons toward thé target at a
1ow-acce1erating potential such that the crystal's secondary emission ratio
is greater than-l. |

The detailed variation of the ﬁhysicél parameters of the target
prystgl with temperature and additional advantages of Curie Point operation
of a ?ockels tube are contained in Reference (2). Reference (3) explains
the system more fully. The tube has been rather extensively documented
elsewhere, References (1)—(6),Aand thus ohly a brief explanation is included

_here for completeness.

1.3 ELECTRO-OPTIC EFFECT

- The electro-optic effect is well known (7).Figure'l.3.lshows the
geometry of the electro-optic system. A 0° Z-cut thin basal plane of
KDP of thickness L is'shown with a voltage V applied in the direcfion of
the optic axis z. The x and y axes are the crystallographic axes-while the
x' and y' axes are the electrically induced principle dielectric axes in

the crystal due to an electric field Ez applied in the z direction.

-1.3.1 AMPLITUDE MODULATION

In crystals exhibiting the linear electro-optic effect, the indices
of refractioh for light polarized in the x' and y' directions are changed

by an amount An in the presence of a longitudinal electric field

13
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Iincident
light beam

Output polarizer

([ toy)

Input polarizer

(4 to x)

Fig. 1.3.1 Amplitﬁde Modulation Using the Pockels Effect.'

X o

n'=n + M
o

1 1

where n, is the ordinary index refraction and n and n
of refraction albng the x' and y' axes in the presence of an electric
field. KDP and its isomorphs are biaxial in the absence of an applied

voltage with n = ny =n. The change in index of refraction is linearly

related to the electric field E,6 = V/L by

3. E /2

An = no r63 z

where r63 is a tensor component of the index ellipsoid.
.This induced birefringence results in a differential phase delay or

retardation between the components of an incident laser beam along the

two induced axes given by
: 3 : |
po Mo Tt v
A N
- n

Transmitte
light bear

are the indices

The phase retardation increases linearly with the voltage applied across the




crystal until at V = V“ the phase retardation between component waves
is m and destructive interference can occur.
The transmission through the polarizer krystal/'analyzer system of

Fig.1.3.1 vs. the voltage applied across the crystal can now be evaluated.

" By combining the projections along the crystallographic axes when the

polarization of the input beam is oriented along one of the crystallograph-
ic axes at 45° to the induced electro optic axes. The amplitude transmission

is then

A = giné

"where § = I'/2. The intensity transmitted at each point is

_ . 2
I = ;031n 8

where I0 is the incident intensity and 8 is the modulation which is

linearly proportional to the applied voltage.

1.3.2. PHASE MODULATION

- The electro-optic crystal can also be used to phase modulate the

incident light beam point-by-point. Figure 1.3 .2 shows the polarization

\
3

setup requ}red for this scheme. The incident light is now linearly
pdlarized along one of the induced electro-dptic axes rather than along
the crystaliographic axes as in the’amplitude modulation scheme of Fig.
1.2.' |

The phase retardation along the X' axis is related to the electric

field Ez = V/L by

' 0
Boyr = = % Te3ELl

v
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Transhitted
light beam

Incident
light beam

Input polarizer

(Il to x )

Fig. 1.3 .2 Phase Modulation Using the Pockels Effect.

where the terms are as previously defined. In Chapters 3 and 6 these two

moduiétion schemes, amplitude modulation and phase modulation will be

evaluated as they apply to optical processing of radar data.

1.4 Extent of Research Performed

The lack of any available radar data, phased array or other, from
NASA ‘severely limited the scope of the work and the impact of the results
obtained. Any preprocessing needed would depend greatly on the specific
radar used. Tradeoffs exiét between the data availble to us, the-format
in which data could be obtained given complete access to a'specific radar
system, and the time and cost involved in constructing a hardware pre—‘
processor. This preprocessor might be both special purpose (often for
one radar system that might not be of adequate interest) and would in
essencé amount to converting data from one form (e.g. paper tape) back

“into its original form (e.g. an electrical signal vs. time). These

factors and the interest of NASA in phased array radar processing specifical-

ly clearly indicated that no»preprocessof be constructed. Rather a linear
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phased-array waveform generatdr/simulator (Section 6.2) was designed,
constru;ted, and used as the input data source.

Only in this way could actual real time radar data p?ocessing be
demonstratéd. No contract renewal was indicated and hence all work was
organized to present a unified treatment of the theory of 1-D and 2-D
phased array radar processing, an evaluation of various input data formats
fbr an electron beam addressed sﬁétial light modulator, an extension show- -
ing the possibilities of such processing; and an actual demonstration of
real time on-line radar processing using optical processing.

Chapter 2 provides the theory of beam steering, the optical genera- ‘
tion of such systems, and the analogy between beam steering and beam
formiﬁg. Chapter 3 extends this treatment to the processing of linear
phased array antenna>data. Various input.formats, modulation schemes, and
ghe expected outpﬁt data fqrmats are theoretically treafed. In Chapter’
.4, the theory for a 2-D phased array is aeveloped. Treatments of various
inpﬁt.formats, optical configurations; and -output patterns are again
included. Various new theories such'aé a scheme for simultaneously ob-
taining azimuth and dopplgr data are inéluded. The digital computer to
opticallcomputer interface is described in Chapter 5. In Chapter 6,
various phase and amplitude modulation scheﬁes are included. On-line real
time linear phased-array radar processing results are showh, performed
optically for the first time by other than acousto-optic techniques. The
interaction in real time of the output optical/digital intérface'is also
.sho§n by showing images of the on-line digitized versidns of the outpﬁt
patterné as stored and digested by the computer.

Possible extensions of this work were submitted separately to

Reginald Inman and Joe Kerr of MSFC as an informal proposal for continued

a1
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real-time optical processing of radar data. Topics proposed include:

8.
9.
10.

ll.

Pulsed dbppler radar processing in real time by optical techniques
Linear FM stepped radar processing in real timg by optical techniques
Analysis of computer interface requirements

Spatial filter study for real time correlation in radar processing
Multiplexing'i—D transforms for radar processing

Automatic real time range gaging by optical correlgtion'

Real time fine range resolution by optical correlation

Iﬁproved S/N ratio schemes using optical correlation

Real time CW dopper processing using.optical techniques
Simultaneous-ézimuth and doppler data from one processing frame
Alternate electron optic scanning scheme, optimized for radar processing

We now have access to chirp and doppler data and would hope to see

‘these proposed efforts, all.of which are froposed and currently possible

in real-time, pursued since we are standing on the edge of major demon-

strations in this area.
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CHAPTER 2

BEAM STEERING IN PHASED ARRAY ANTENNAS AND OPTICAL BEAM STEERING

2.1 Array Antenna Characteristics

Essenfially, array antennas consist of a number of indi-
. vidual radiating antenna elements, spaced in accordance with some given
pattern. The characteristics of such antennas are determined by the
geommetric position of the radiatér& The amplitude and phase of the
excitation are modulated by controlling the individual elements to give
beams -that are scanned electronically. Three different methods for
scanning are possible: phase shift, frequency shift and time deiay.
'We shall concentrate our attention on phase shift scanning and show the
aﬁaloéy betwgen such beam steering and optical beam steering using
"optical" antennas. This analogy is the basis for the optical proces-—
sing of signals received at phased array antennas, or beam forming,
.via the reciprocity theorem.

Linegr asAwell.as two-dimensional antennas will be considered.

For a uniform linear phased array of N radiating isotropic elements,

let the transmitted signal at the nth array element be of the form.

vn(t,¢) = pT(t)COS 2n[fct - n¢o]

where - 1, |e] <1/2
pT(t) = ., -where T is the transmitted pulse width
' 0, otherwise
fc = RF carrier frequency
¢o = differential phase delay in RF cycles applied per element

The entire signal transmitted by the array is thus a waveform whose equi-
phase front forms an angle e° with the normal to the array--or boresight

direction--where

B
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' 4’o)\c
sineo =—q.
-Ac = free space wavelength of RF carrier
d = equidistance spacing between array elements.

Fig. 2.1.1 describes the scanned array configuration. For convenience

in the computation, the signals vn(t) will be taken in its analytic form

: j2n[fct - n¢°]
Vo (th ) = pple)e

with ’ _ .
vn(t,¢°) = Re{V_(t,p )} .

Application of the Fresnel-Kirchoff scalar diffraction theory to the antenna
shows that, in its far field (this is for space points at a distance great-

er than 2N2d2/Ac), the signal received by a point located on a direction

forming an angle 6 with the boresight axis is

N-1 jon[f (t - t)) -= nd_+ ng)
- z PT(t _ tR)e c R o
n=0

V(t, ¢’¢O)
j2nf (t - £p) N-1 -j2m($ - ¢)
= pT(t -t )e . e
R
. n=0
where ¢= (d/AC)Siﬁe, and tR is the one-way target range delay

By adjusting the phase terms relative to the center of the aperture,

we obtain

V(E,8,6) = Y(DIE,(8,0)

. j2nf (t - tR)
where P(t) = pT(t - tR)e ¢
and
N-1
. 2 -32m(¢ - ¢) -sinNw(p - 4)
E(8,6) =) e ° = 2 A¢ =
a”’vo’ 8 : -sinn(s - ¢)

e : . 2

G

‘e
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éin[Nn(d/Ac)(sine - sinb )]
= sin[n(d/Ac)(sine - sinGo)]

For 60 = 0, the expression

sin[Nn(d/Ac)sine]
E_(6) = — -
a 51n[n(d/xc)31n6}

is known as the array factor for isotropic radiators. When the radiating

elements are not isotropic but have a radiation pattern Ee(e), the antenna

radiation pattern is given by

sin[Nn(d/Ac)sinG]
sin[n(d/xc)sinel

E(6) = E_(8)E_(0) = E_(0)

Examination of the array factor shows the following points¢

1) Ea(e) is repetitive, with grating lobes spaced at values of 6

2)

for which ﬂ(d/Aé)sine =ar,n=1, 2, 3, ...

The half-power (3 dB) lobe width hgs the value ETE%XZT thus application .
of.thg Rayleigh resolution criteriqn yields N resolvable main lobe
positions corresponding to N values of sin6 for 6 between O and m radians.

Fig. 2.1.2 illustrates the former results. An approximation to the

array factor for small values of 6 is given by

sin[ﬂN(d/)\gsine]
E(0) =

ﬂN(d/A)sine
c

which corresponds to the Fourier transform of the illumination across the

continuous aperture. This approximation holds when the array aperture is

larger than several wavelengths. For larger values of 8 the obliquity

factor must be included so that

ke
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_, 1+ cos6 sin[nN(d/A)siné]
E(®) = ( 2 ) N (d/\)siné

For the scanned array system, the array pattern was shown to be

sin[Nn(d/Ac)(sine - sineo)]
sin[n(d/kc)(sine - sineo)]

E,(6) =

whose grating lobe maxima repeat at values of 6 such that

m %(sine - sineo) =qam, n=1, 2, 3,...
e

The 3 dB antenna beam width is again A total of N values of sineo

1
| Nd/%: )
can thus be resolved between two consecutive grating lobes of the array
patterﬁ. Fig. 2.1.3 shows this result.

Again, the antenna pattern can be approximated by the Fourier transform of
the illumination across the continuous aperture multiplied by the obliquity

factor

sin{nN(d/xc)(sine - sind )]
nN(d/Ac)(sine - sineo)

E (9) = ( 1 +2cose )

and the power associated with this pattern is

2 sin’[1N(d/A ) (sin6 - sin6 )]

1 + cosH

LROTEENE

ﬂzNz(d/Ac)z(sine - sineo)2

For 6 < 30°, however, the term ( lthggig ) has a maximum value of 1

o
at BfO : and decreases smoothly to 0.93 for 6 = 30°at which  : -

1 + cos30° 2 i .
('—_—75———— ) = 0.87. The power pattern for near-to-boresight direc-

- tions is thus approximately

2 sin?[Nn(d/A ) (sin® - siné )]
IEa(e)I = £ — >

[*N(d/A ) (sin6 - sinb )1?
wherg we recall that 66 corresponds to the steered direction 6f the antenna

and 6 to the angle with the boresight axis as sﬁown in Fig. 2.1.1
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From this analysis it is clear that the ideal number of resolvable

‘beam positions in the far field on the antenna is related to the array

factor which in turn is determined by the antenna geometry. This array
factor is thus a measure of the maximum angular resolution from an ideal

processor. Once this spacing d between elements and the carrier wavelength

g are chosen the maximum sector scanning angle 6 for non ambiguous

positions is defiﬁed by (d/kc)sin ® < m. Within + 6 the number of
resolvable beam positions jS'N, the length of the array; e.g. for d/Ac

< 0.53 N beam positions can be resolved between 6=iﬁ0°, while for d/)\c '

<0.5 yields N resolvable positions for sin 6 with 6=+ 900. It will be assumed

from now on that the relation d/Ac = 0.5 holds for all arrays considered.

Cer
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2.2 Signal Processing-Requirements

Phased array radar.antennas present the advantage)OQer conventional
antennaé, of rapid beam steering, this being achieved by varying the
relative phases of the excitation applied to the different elements in
a precise manner; no ineftia, friction or moving parts are source of
problems with this mode of operationm. -

With the caéability of rapidly and accurately positioning phased
array antennas, it has become possible to develop radars thét perform.
multiple functions interlaced in time. Sequential scanning in azimuth
and elevation can produce the scéne in front of the antenna as well as
range and veiocify information.

Another mode of operation is also possible with a phased array that
can only be realized with this type of antenna? The whole solid anglexof

space to be explored can be illuminated at once by using a broadbeam

-antenna as transmitter, and the desired information about targets in the

searched volume can be extracted by_processing the signals received at
every g;ement of the array. Elevation angle can be obtained for linear
arrays, and elevation and azimuth anghle_s for planar arrays. The require-
ments placed on the processor are, however, quite formidable:- real time
operation for a broad class of targets require parallel processing of all
array elements as well as multitarget Eapability. -

. Essentially, the function to be performed by thé processor, for

every range bin of interest, (a linear array is considered), consists of

_cbmbining the signals received at every element of the array to obtain an

output signal V(8) such that for any angle 6, at which a target is present

i
. . \
the output presents a maximum and for all other values 6 # Bi it varies

in proportion to the antenna radiation pattern associated with the mode of

r. - -
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v operation of the antenna, (pulsed RF carrier in most césés). The processor
thﬁs must correlate the phase slope present at the returned signals with
all possible linear phase slopes and determine, for every peak of the ccrrela-
tion func;ion, the value of the elevation angle of the targét. This can
be accomplisheéd by

1) Quantizing the angle coverage in N discrete values 81- . eN

2) For every such value ei,-delaying each of thé RF signals by an

amount such that the nth signal is delayed by an amount nrt,
where 1 = (d/kc) sin 6,

3) Sum the resulting ensemble of N signals which are now of the

same phase

4) Coherently integrate the summed signal for the entire signal

| duration,

It can be seen that the processor must perform the aforementioned
operations for all values of 1 of interesé, i.e. for all values of the
anglé vafiable 6. | |

I; ééc;ion 2.1 the resolution capability of a phased array was derived and
its relationship to the array geometry demdnstrated using the array factor. This
process'is beam steering. We now consider the analysis reéuired on the signals
received at the detector array from a-point target. This processing is beam
forming since the required analysis involves shifting, delaying, and summing
all téturns to form all possible beam directions in which targefs may exist.
There clearly exists a duality between beam forﬁing at the detector array and
beaﬁ‘steering at the transmitting antenna array. This reciprocity will become

apparent from a detailed discussion of an ideal phased array procésspr.

To describe the process more fully let the.line antenna of length D

T

R BT nt ey & s T P
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consisfiné of N elements spaéed at distances d, with illumination function
1) &2y (%)
where I(x) accounts for the possibility of weighting the signals received
at every antenna element and x(x) is tﬁe phase delay (in RF cycles) intro-
duce& at the receiver. The v;riable x.quantized at discrete values
éorresponding to'the locations of- the N elements
N-1

x, = id, 1i=0, +. . . +—=

* Let the antenna receive a plane wave impinging under the angle @, as
depicted in Fig. 2.2.1. The processor output signal is the sum of all
- contributions, weighted by the illumination function and delayed by amounts

depending on the path length differences. The differential delay for each
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In the general case of a narrow band signal with complex envelope

u(t), the signal received at a particular point on the antenna has the

form u(t-r)ejz"fc(t-r). The processor output signal is then
N-=1
o2
’ ) nd . . 20 v( d)
= ; — — .1 i u\n
v(t,8) ) u(t_%g_sin gy I2(EE =5 sin Dind)e
n =_N-1 ¢
2

For waveforms with small percentage bandwidth, the complex enveidpe

- distortion is negligible across the array elements. This allows us to write

N1
; 2
(e, 0, 8) = u(e) TR E (0) ]
~ - n = N-1
-1

e j2nn§: [sin Go - sin Ql
where the element patgern has been included to take into account the
'&irectivity of each receiving elemept, and where the following assumptions
have bggn made:

1) I(nd) = lfor all n: that ié; uniform amplitude illumination across
the entire array. |

2) ¥nd) = n%—.éin ¢°: that is, the incoming signal is correlated
against a linear pthe slope corresponding to an assumed incidence angle ﬂo.

The summation term in V(t, @, Go) reduces to

sin [N () (sin @ - sin 6 )]
.

sin[7(&) (sin § - sin 9]
Sy

which corresponds exactly to the scanned array pattern derived in section
2.1. This part of the output of the ideal processor has thus been shown

to qprrespond to the scanned array pattern of the receiving antenna. The

.,
)
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Fourier transform relationship between the approximate array pattern and

the aperture illumination function of the antenna shall be conveniently
exploited in the implementation of the optical processor. The same
conclusion can be arrived at by writing V(t,¢,¢o) as

N;l1
JZWfCt(1+cos¢) f I(X)ejZTrx(x) e—32nx sin{ 4

2

V(t,¢,¢o) = u(t)e

where x = X—' (l)f , L = distance across the array, the summation over a

discrete set of p01nts has been approximated by an integral and the element

14cosf

pattern equal to the obliquity factor 5 . The antenna pattern is then

E (F, 0) = &2080) 1 el () mimx sing

c

> 2 .
[x|<2 a Lsinf
which, for I(x) = othe;vzaise and ¥ (x) = —5— = xsin ¢° (where D =

(N-1)d) reduces to:

B 0,0 = &l p g JTx(snd, - sin 0)

and thus,

V(e 8, 8) = u) IR E (5, 0))

where a Fairier transform relationship holds between E (@, ¢°), the

approximate scanned array pattern, and the illumination function of the

_antenna.
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The approximation of the element pattern Ee (equal to Ycos ¢ for a well-

designed array) by the obiquity factor l;iiﬁgﬁ_i i

s valid for values of ¢ up
to 60° or 70°.
. The Fourier transform relationship which was just proven to exist between

the illuminating function I(x)eJZHX(X)

and the antenna pattern E (¢,¢o) is the
basis for optical beam steering which we will now consider. The analogy be-

tween beam forming and optical beam steering will then be apparent.



2.3 ‘Optical Beam Steering

It is well known that optically a lens forms in its back focal pléne
a light distribution--in amplitude and phase-which equals the Fourier trans-
form of the 1ighf distribution existing in its fronf foca; plane, when mono-
chromatic coherent light is used. In the physical situation, if a collimated
plane light wave is modulated with the one dimensional phase distribution
corresponding to the 1inéar phase'élope of a Rf‘waveform impinging over a
iineér array antenna and then an one-dimensional Fourier transform is taken,
the outpuf plane presents a light amplitude distribution which co;responds to
the continuous aperture antenna pattern (for appropriate scaling factors) égd
which presents a.maximum at a location coreesponding to the angle of incidence
on the array.of such waveform. Fig. 2.3.1 depicts this situation.

Also, for a planar phased array, if the two-dimensional phase distri-

‘bution of a plane waveform impinging on thée array at angles 6 and Y, as

described in Fig. 2.3.2 is used to modulaée the phase of a plane collimated
lighg wa;e by using a conveniept gransducer, the Fourier transform of such
light distribution is again the continuous aperture antenna pattern which
presents a ﬁaximum at a location corresponding to such incidence angles 6 and’
¢y as shown in Fig. 2.3.3.

Optical beam steering baSéd on such principles has been succeésfully
perfﬁrmed with devices such as the Membrane Light Modulator at A.P.L.
(Johns Hopkins University). (The reaaer is referred to Report TG 1193A for
furthey details). This mode of operation requires, however,ﬁknowledge of the
phasé of the RF signal received at every array element prior to the operation
of beam forming. {For an array with N eiements, a total of N phase detectors

and D/A converters are required for parallel operation, and there is no

. provision for optical waveform processing, since the input transducer is a pure‘phase

.t

fr
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modulator. It seems thus advantageous to build a processor which operates on
the received waveform; themselves rather'thaﬁ on the RF phase. Most of the
pre-processiég hardware is eliminated and the required operations of amplitude
weighting ana filtering_are much simpler. ¢

With the availability of the Pockels light modulator, the possibility of

such processing exists. This has been the center of much of our recent research
. !

- effort.
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Fig. 2.3.2 Characterization-of a Plane Waveform
Impinging on 2-D:Phased Array
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Fig. 2.3.3 Optical Beam Steering for a Planar Phased Array
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CHAPTER 3
ELECTROOPTICAL PROCESSING OF LINEAR PHASED ARRAY ANTENNA SIGNALS

3.0. Introduction

In Chaéter 2, the Fourier trgnsform relation between fhe continuous aper-
ture antenna iiluminating function and the far-field antenna pattern in beam
steering was shown to be the reciprocal of the relation between the array illum-
ipétion function of the receiQing énfenna and the processor output in beam form-
ing. One possible processing format which related beam forming and optical
beam steering waé also presented. In this chapter, beam forming by-an opticgi
processor is shown to result when the retufned electrical signals, converted
to optical signals by means of an appropriate transducer, are used in optical
beam‘sgeering. It will be shown that such optical beam steering yields an out-
putAcortesponding to thét of the ideal processor defined in Chaptér 2. The op-
tical system, sevefal possible input formaté to be used with the input trans- |
duéer'descfibed in Section 1.2, and derivations of the format the optical output

pattern are also included.
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3.1 Signal Preprocessing

The simplest configuration for a linear.receiéing array was shown in Fig.
2.2.1, The RF signal reflected from an assumed poinF»target located at a
directioh forming an angle ¢ with the boresight axis at a-range R is repre-
sented by a pléne waveform impinging on the linear array. The elements of the
array are equi—spacéd by distance sd. The ideal processor described in Chapter
2_is shown on the same diagram; it.consists of NAdelay lines, a summer and a
coherent integrator yielding the processor output V(g).

Modern radafs transmit RF signals of frequencies in the S, C ana X bands.
With the limifed input plane resolution available and the present electron gun
scan at video ratés, it is impossible to directly record the returned RF sig-
nals, '&he approach usually taken is to first amplify the RF returns in a radio-
freguenéy amplifier, then heterodyne down such signals with a local oscillatqr;

the resultant IF signals are range gated before processing to extract angular

information. Fig. 3.1.1 shows a block diagram of such a system.

3.2 Input Format

The most'feasibie input format is now described, with alternate configura-
tions to be discussed later. To process‘linear phased array antenna data, the
time history of'each detector/receiver element after amplifying and heterodying
is recorded along each horizontal line in the input plane. With a total of N
detector elements, N horizontal lines are ‘used on the input plane electrooptic

crystal. The spacing between these lines is proportional

b
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Fig. 3.2.1 Input Format for Optical Processing of
Linear Phased Array Radar Data



to the spacing of the detector elements in.the detector array. Such an input
format is depicted in Fig. 3.2.1. '

| Let us :now consider this processing and the resuiting_oﬁtput plane
pattern in .detail. Recall that the input elecfrical signals from the
‘detector elements will be used to modulate the beam current in an off-

axis electron gun;. This gun then aeposits_a charge pattern on the elactro-
optic target crystal which resulté,in a voltage being developed across

fhe crystal and hence an electric field all of which are controllable
funcfi@ns, point-by-point, of the input electrical signal. By the lineér
longitudinal electro~optic effect, this charge distribution then modulates
. the amplitude and/or phase of a collimated input laser beam, as described
in Section 1.3. |

For an array consisting of N identical elements, the optical image placed

on line n of the crystal should be a representation of the (heterodyned)
signal received by the nth antenna ele@ent vin(t) over the integration time
Ti for.the range delay 1y of interest.' The integration time 'I‘i is de-

fined as

1 = time at which recording of returned signals begins

-3
I

!
|

2 = time at which recording of returned signals ends.

With the electron gun scanning the electrooptic crystal at horizontal TV

fates, T1 is approximately 50 usec. Fig. 3.2.2 shows the pulse width T

range delay E{' and integration time Ti for one detector element and their in-
ter-relations. The value of Ti is set by the range gates following the IF

mixers in Fig. 3.1.1,

(22

PR
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Let the signal transmitted by the antenna be an RF pulse of the form
vT‘t) = Py (t)cos(Zﬂfct)
P
where

T /2
1,|t] < ol

®) = o,le]> 1 /2
p

Pp
P
After being reflected by a target at a range R, the received signal at the nth

element of the array is given by

vn(t) = Py (t - Tp = nT){cos[anr(t - Tp -~ nt)]}
p ‘ .
where
: dsinB . 4
TE—g— = differential time delay between 2 comsecutive array elements
TR = Z% = round trip time to target; fr = received frequency

For a static target, the received frequency fr equals the transmitted

L . dR L
frequency fc. However for a target moving at a radial rate I the carrier

fréqugncy_will be modified by the Doppler effect and

f
dR "¢ _
fr = fc 2 dt e - fc + £

d

where the éign depends on the sense of the radial movement of the'target.
Very high carrier freq;encies are used. To process these, the received

signéls are heterodyned down in frequency. The signél received at the nth.

element of the array after heterodying then has the form

N a : n
vin(t) = pr (t - n‘r)cos[2n(fif + fd)t - 21r(fC + fd)nr]

where the time origin is now taken at t = TR 0. £y

fif is the intermediate frequency of heterodyning.

f, is the Doppler frequency and
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If the maximum delay in the received signal across all of the detector
elements is small in comparison with the pulse width, aﬂd if the doppler
frequency shift is small in comparison witﬁ the carrier frequency (these

are reasonable assumptions for real targets and existing arrays) that is if

nt << Tp for all n. and

fd << fc

_then the approximate heterodyne signal at the nth array element can be written

as
n n n
: vin(t) = Py (t)cos[21r(fif + fd)t - 2mna] .
P . _ '
where
=t +£) =L sine
a c d A o
- "e

and

- -Ac = free-space wavelength of transmitted carrier.

-If the range of interest corresponds to a range delay TRs only those
signals, reflected by targets whose range delays satisfy
(T, - T) 2R, (T, - T)
i h) i i P

TR~ 3 ¢ it 3

will be completely processed where Ti is the integration time fbr the proces-

sor and Tp is the pulse width.
With the electron gun scanning in a raster format, the input electronic
signals can be arranged in the proper sequence to be compatible with the

raster scan format by using N delay lines and an electronic switch,

cr
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For now we will assume that the input data in the format of Fig. 3.2.1
exists. Since only negative signal polarities can be formed by the electron

beam, the most faithful optical transmission obtainable is

. N-1
g S :
T(x,y) = ) 8@y - n0)[1 + wv, (x)]P(x)
l,lxl < D/2

Where PD(X) - 0, otherwise.

N
The distance x across the crystal is related to time t by

o
x=%t
Ti is thé integration time, % is the vertical separation between scan lines
in‘the input, D is the crystal aperture along the x direction, and u is
the modulation index 0 < u < 1. I(x;y) is the ratio of transmitted/incident
ligﬁt amplitude.

This image, and consequently the output da;a also, will remain on the
crystél until it is electrically erased or until it decays through
leakage currents (see Chapter 1). Delay line modulators may use similar

input data image formats for data processing, but the output is available only

during the short time that the signals'fill the delay medium.

3.3 Electro-Optic Processor

The obtical system uged is shown in Fig. 3.3.1. A choice must be made
between‘the two possible light modulation schemes, amélitude modulation and
phaée modulation, described in Section 1.3. For reasoné to be explained later,
amplitude modulation of light is.preferable. The electro-optic crysﬁal trans-
ducer is then placed between trossed’polarizers.' A general analysis of the

signals and processing involved will now be presented. )

-,
b
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The ideal optical processor illﬁminates the input (x,y) plane in Fig. 3.3.1
- with a collimated coherent light beam and passes the image formed through the
integrating or Fourier transform lens in Fig. 3.3.1. The back focal plane of
this lens contains the Fourier transform F(u,v)Aof T(x,y)

[

s - * +
F(u,v) = E T(x,y)e 2nj (ux vy)dxdy
'where
1 1
u=-= and v=-L
f A £
. L .
(u,v) = back focal plane spatial frequency coordinates .
(x',y') = back focal plane geometrical coordinates
-AL = light wavelength
f = focal length of transform lens
E = constant dépendent on optical system
F(u,ﬁ) = back focal plane light amplitude distribution

With a crystal transmissivity

T
=

. T(x,y) = S(y - ng)[1 + uvin(X)]PD(X)

=z
N[ >IN
[

‘and an input IF modulated signal

T T
1 R
vin(x) = pr(x5—-)cos[21r(fif + fd)x 55 - 2ma)

where

d .
o ‘t(fc + fd) = i231n6°

Substituting T(x,y) into F(u,v) the output plane pattern is found to be

© N-1

. 2 .
F(u,v) = E X L 6(y - n2)[1 + uvin( X )]PD(x)e_ZRJ(ux + Vy)dxdy =
= N-1
2
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substituting Vin(x) F(u,v) becomes

1 T T

-27j (uxiv y)

(1)

: i : i
= E Z §(y - n2)[1 + PTp(x E—DCOS{%H(fif + fd)XjE-ana}]PD(x)e
[--}
[ -2mj(ux + vy)
= E ' z §(y - nl)PD(x)e _ dxdy
[~ ) : Ti =273 (ux + vy)
+ E z S(y - nl)PXb(x)cos{ZH(fif + fd)gﬁ ~2mno]e T3 lux vy dxdy

where

X =
P

e

D<D N
- aﬁg Pxp(“) 0 otherwise

The 1lst term can be written as

. ol :
(1 [ § 6(y - naye 2mICux + vyIPL G gy =

004

-4 =]

r - . . .
~(z. §(y - nl)e-Zﬂvady) I PD(x)e—znjuxdx

- ‘-m

=00

N-1 N-1
) sinnD : -2mjvnl sintD 3 2
= l; u z e <™ = ——%E—E-(l + 2 z cos 2mvin)
i u,A— N-1 mDu i
2 o
sinmDu N+ 1 sim\ 2 )mve
= —— 41 + 2cosf\—r—/1ve -
mDu 2 .
. sinmvi
_ sinmDu ( ' sinNmve _ sinnvl) - sinmDu sinNmv&
7mDu sinnvl sinmvi wDu sinnvi

while the second term can similarly be manipulated into the form
: .

T

(2) = Z S(y - nJL)PX (x)cos[21r'(f:,Lf + fd)ﬁi % - 2ﬂna]§-2“j(ux + vy)

—0 P

o

1 for |x| i;XP/Z

dxdy

(2)

dxdy
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. T .
® i .
27j(f, . + £.)== x - 27jna -an(fif + fd)
=-;—[ (ZS(y—nl)Px (x)[e if d’D + e ,
. P . ' .
T )
—— x + 27mjna .
D le 2mj(ux + vy)dxdy -
T,
T 2mjna_-21] ) 203 (Egp + £5 % _pnjux
= E{z 8§(y - nR)e Tnay ,Fvady PXb(x)e_ e ™ dx] +
Ti
e ) _ ® ~2ny(f, . + £.)—= x .
+'%{z 8(y - nl)eznjnae-ZNJVydy P, (x)e if d” D e—ZHJuxdx] =
7 —00 -0 xP ‘
' 1 -1 1 N1
=1 [ 81nnX§(u _ i;-) % o-2min(a + v2) sinnXp(u " A 2 o-2min(a ~ vl)] -
2 "X (u - ) _ N-1 nx(u+1—_N—1’
- P % "3
N-1
sintX (u - =— ) : sin( Yo + vi)
= %'[ P 1 A {1 + 2cos N ; L m(a + vL) - 2+ ) }+
X (u + ) : sinm(o + v
&
' 1 . N -1
sinwX (u + ifo' N+ 1 sin( > Yr(a - vR)
o+ P 1x {1 + 2cos 7 (o + v2) - z 1] =
X (u +'X_ sinn(a - v&)
- Tx
. 1
- l_[ sinﬂxp(u + Ao ) sinNn(o + vR) + 51nnXp(u + A, ) sinNm(a ~ v2) ]
2 X (u - _i__ ) sinm (o + v&) X (u + 1 ) sint(o - v&)
X PT X
where
D d
A= y & = — sind
x Ti(fif + fd) A o
Combining these expressions, we find , !
_ . _ g SinmDu sinNmvg '
Flu,v) = (1) + (2) E nDu sinnvy M
E sintX (u - l—) sinNw(a + v&) (*)
+-2- P A}:

' ﬂXpFu f %:') sint (o + vi)
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' 1
sinnXp(u + k_) sinNw(a -~ v&)

sinm(a - v&)

N

+ % 1
TI'xp(u + K)

Fig. 3.3.2 shows this output pattern.

With the variable change v = —'%— sin 6, we obtain ' -
: c

d
sin(Nw— sin6)
F(u,8) = E sinwDu Ac

™u sin(wg¥ sin8)

.)‘c

sinnmX (u - !;-) sin[Nng—-(sinB

E p A A
+3

. X (u - %-) -sin [w%— (sind
- Mx - Te

éineo)]

51n6°)]
— sinnX (u + l—) sin[ng—-(sine + sind )]
+E P X A 0

1 d ;
X + = sin(nm— (sin® + sinbd
e r )1

where-the dependence on eo has been-emphasized;
In this derivatiop, we have assumed that Ti >> Tp or D >> X? which is
the case for real time processing of radar signals at horizontal TV scan
rates. The first term in the F(u,v) expression is the zero-order
pattern resulting from the constant in the 1 + v form of T(x,y). This
term yields no useful information. |

The secoqd term (*) is the positivé first order fringe; the position
of its lowest order maximum is at |

u. =

1
1 2
X

Ty
=5 Gyt £

=—g'=1si6
1 v, T

As shown in Fig. 3.3.2,fif is assumed to be greater than fd in absolute
value so that there is no indetermination - in ‘deciding which first order

spot to choose, the one corresponding to the positive u axis is chosen

[ ¢
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Fig. 3.3.2 Output Transform Plane Pattern for the Optical Processor
of Fig. 3.3.1 with the Input Format of Fig. 3.2.1



44—

From these expressions and Fig. 3.3. 2, we see that we can obtain

both range rate and angle information about the target from the position
of this output plané maximum. The linearity of the éystem allows multi-
target processing capébility also.

Furthermore, the amplitude profile of ‘this first order maximum will

be the same as the amplitude profile of the antenna beam itself.(Ref 9)

sinz[nN %—(sine - sineo)]
- “c

9 -

|F(u = -i—- )] 2 [ve)|® = k(o) <
Cx sin [ﬂx‘ (sind - sin6°)]
-Te

where K(é) represents the radiation pattern of an individuailelement in the

- array, ‘K(0) usually varies only slightly from unity for the values of 8

of interest, as shown in Chapter 2. This proves that the output of the
optical processor corresponds to the output of the ideal processor défined in
Chapter 2. The Déppler resolution obtained is the same as that of an ideai
processor with integration time Ti'

?ﬁe result just obtained, indicating that the angular and frequency re-
solutions of the processed signal aré the same as the ideal output resolutions,
depends on the implicit assumptions that the optical system is diffracfion
limited and that the pattern on the input crystal is a faitbful representation
of the idealized IF radar signal. TFor the second assumptiéﬁ to be valid, the
crystaliresolution must be sufficient to reproduce the T;L(f:.Lf + fd) cycles of
signal along each line in the x direction in proper relative phése to the sig-
nals along the other lines. For processing of an N element linear array, this
condition requires a crystal resolution of at least N lines in the y direction.
These minimal values must be weighted agains; the attainable resolution of the -
target crystal.
| Pockels tubes operated at the Curie temperature exhibit resolutions of 1000

lines in 5 cm square crystals. This means that intermediate frequencies up
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to

_1000/2

= 6 = 10 MHz
50x10

if max

can be faithfully represented on the crystal. The restriction in N allows
us to process returns for arrays of up to 500 elements,by far larger than

any existing linear array.

Another remark about T(x,y) must be made. 'The delta functions S(y—nz)
account for the fact that the time histor& from each detector element is writ-
ten at'discrete vertical locations y = nf on the crystal, where n = 0...N and
%2 is the separation between vertical channels on the input crystal. This
approach simplifies the summations and ‘computations involved.

However, if we consi&er the finite size of the spot (1 mil) and assume

the cross-section transmission of a horizontal line to be given by

e = b () ={B0 vl <3
yS

0 otherwise

where s is the spot size, the value of F(u,v) formerly derived must be modi-

-

fied to

sin wDu sin N mvi
Flu,v) = E mDu G( ) sin mvi
sin X (u - %—)
E - P x sin N w(a + v&)
+ = G(v) -
2 sin (o + v&)
X (u - &)
P X
X
1
sin nXp(u + X—ﬁ )
e e
71X (u + =)
p Ay

where G(v) =~/’ g(y) e-Jzﬂvydy is the Fourier transform of g(y).
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A numerical example will be most instructive here. The 3 dB width of

G(v) is given by

1
AG3dB = - = ————l;—:g =4 x 104 m 1
25 x 10
d _ c s
while the beamforming area for 6 = +90°, considering 'l 0.5, is given by
c
\.I =t%—i=i+—L—_5=5X103m—l
max 2 x 10

from which we find that G(v) is almost constant along the beam forming area for

6. The approximation of g(y) by 8(y) is then valid.

3.4 Data Format Considerations

Two methods have been considered for producing the format dgpictgd
~in Fig. 3.2.1 éﬁd we now devote some attention to the advantages
of each scheme.
3.4.1 Time-Delay Multiplexing
In this implémentation, the time stories of the range gated IF éignals~
for every element are delayed an amount of time which is a multiple of the
horizontal scan time Th of the electron gun prior to being written on the
crystal sequentially element by element. _Fig. 3.4.1 shows this situatiop.
This method requires N delay lines, an electronic switch and support
electronic equipment. The pulse repetition rate of the transmitting
antenna has to be lower or equal to the 30 frames per second video rate.
3.4.2 Time Sampling |
Another implementation consists of sampling the IF signal present across
every array element during the total video frame time. Fig. 3.4.2 and 3.4.3
11llustrate this input format. This procedure is similar to time multiplexing
but in this caée the electronic switch will sample each of the N elements
of the detector array at the rate of 1 sample per element every 50 us.
The electron gun now scans vergically at the normal horizontal scan rate

of TV;
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- Array elements

Amplifiers—mixeré

Delay Iineé 0 Th i (N-1) T},

Multiplexer
Signal to
video amplifier

Fig. 3.4.1 Realization of Time—Délay Multiplex Input Data Format

Array elements v Y " . V¥ AV Y

Amplifiers-mixers :

Signal to

- Multiplexer .
‘ video amplifier

Fig. 3.4.2 Realization of Time Sampling Input Data Format

z a.. Input Signal : b. Sampled Input Signal

Fig. 3.4.3 Input Waveforms for Time Sampled Input Data Format
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Fig. 3.4.3 shows the actual detector signal and the result after
sampling. For the sampled signal to accurately represent the real sig-
nal, the frequency and pulse width of the signal are severely constrained.

_ 1 _ 4 . .
max - 2 x50 18 - 10" Hz is the maximum frequency

For TV writing rates, f
which can be.-accurately represented on.the crystal, this corresponds to
two samples per cycle., The pulse width tramsmitted by the antenna must

now be larger than 100 ps, if a one cycle cosinusoidal sighal at the maxi-

‘mum frequency is to be written.

It must Be remembered that now the electron gun is scanning the
crystal vertically, at the rate of 1 vertical line every 50 us. This
scheme again requires the least support electronics. Its disadvantage in
radar systems‘is the large pulse width required. This scheme can be

shown to be quite applicable and practical with sonar data however.

3.5 Amplitude versus Phase Modulation of Light

.. Amplitude modulation and phase modulatidn of light present both
advantgges and disadvantages. Phase modulation of light presents a
higher diffraction efficiency than aﬁélitude modulation; furthermore,
the phase modulation is linearly related to the voltage applied across the
crystal (as shown in éection 1.3.2). While the amplitude transmittance
varies as a sinusoidal function of such voltage (Section 1.3.1), being
approximately linear for § < 30° with error 1éss than 10%.

.Phase modulation 6f light requires a larger optical system baﬁdwidth

tﬁan amplitude modulation, for the same amount of distortion. Furthermore,
it introduces greater noise consequently reducing the signal-to-noise ratio

at the output plane, and it is more sensitive to irregularities in the

crystal and windows surfaces. Based on these facts and observations performed

for both modulation types using the same input patterns, the choice to use

(X5

4 At i i e gt et o =
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amplitude modulation for this particular kind of proéessing was made,
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CHAPTER 4

ELECTROOPTIC PROCESSING OF TWO~-DIMENSTONAL PHASED ARRAY ANTENNA SIGNALS
4.1 Introduction

Two dimensional phased array signal processing consists essentially

. of correlating the phase slope corresponding to the planar waveform im-~

pinging on the array proceeding from a reflecting point target

at a range R at a direction given by two angles refered to a coordinate

'system cohsisting of the array itself and the boresight direction. All

that was said about the linear array applies here, with the added

requirement that the output of the ideal processor must now yield information

‘on two angles at a time. Two input formats will be considered, their

requirements compared and their on-line implementation discussed.

4.2 Full Array Processing

We consider the receiving array depicted in Fig. 4.2.1 where the
received waveform has a plane equiphése-front whose normal is defined by
the two angles %K”QY' An array consisting of a uniform rectangular grid
of M elements.spaced at a distance AX iﬁ the X direction and N elements
spaced at a distance AY in the Y direction. The input format used consists.

of dividing each of N lines in the electrooptic crystal into M sections

. or cells. The mth cell of the nth line contains the representation of

the signal received at element (m,n) of the array after amplifying and
heterodyning during the integration time Ti'
Let this 1.f. signal be represented as

vinm (t) = pr(t - Tapeos[2m(f, o + £t - 2m(E_ * £ )T ]
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wavefront

where Tm = differential delay per element
= nm
c :

d = distance from antenna element (n,m) to the impinging plane
nm

fc = RF carrier frequency

fif = IF frgquency 4

fd = Doppler frequency shift (fd <<< fc and fd <<‘fif)

When Tom << Tp for all m, n which is a reasonable approximation in most

cases we have,

vinm(t) = pr(t)cos[Zn(fif + fd)t - 2n(fc + fd)rnm]

d mAX cos ¢ + nAY cos ¢Y

where ¢ = DO _ X

mn o C

follows from the geometry of Fig. 4.2.1, and
: mAX .

_ nAY
(fc + fd)Tnm x fCTmn = ,Ac cgstbx + Ac cos ¢Y
- mAX nAY ..
X s nex + X 31n6Y
c c
*% and 6. are related by
: yoo 6, = 90° - ¢
X X
9Y=90°"¢Y
if we define two a parameters
_BX
ax =X sineX
e
AY
i on.Y =3 sineY
. ' .c~
we can rewrite vi as
nm

vy (t) = Pr (t)cos[?n(fif + fd)t - Zﬂ(max + naY)]

nm
P y

cf



Fig. 4.2.1 Geometry for a Planar Phased Array Antenna.

‘<

NUNUREEDN DRUUN S S PENSUR PN M cells
_/7
— ’:::::’/:; X

N channels

Fig. 4.2.2 Input Format for Full Array Processing of a Planar Phased
Array Antenna.
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With the input format depicted in Fig. 4.2.2 the optical transmission

function is given by

N-1 o M-1

ZM_IPD/M(X - xn)vinm( ~o/m i)

S T2

where X and Y are the geometrical coordinates of the array (Fig. 4.2.1) and

x and y are the geometrical coordinates in the input crystal plane (Fig. 4.2.2)

y_ and x_ are related to X_, Y .by two scaling factors k_ and k
n m m.’ me X y
, -Xm _ mx _ D
m k k M
X X
Y, = Yoo = mAY = n &
k k
y y . _
As shown in Fig. 4.2.2, M is the number of .channels, % is the vertical spacing
D/ZM and

between them P, (x) =1, [x|=<
M 0, otherwise

D is the crystal dimension across the x axis. Using the optical
system shown in Fig. 3.3.1 a two dimensional Fourier transform of this
input plane amplitude distribution is taken.

The output plane pattern is given by

r'W
F(u,v) = E T(x,y)e_zw‘](ux + vY)dxdy
- :
N-1 M-1
S =
= - ‘ R}
E ) i §(y ~ n)P ({1l + ] Ppy(x = mp
) g N1 o= :
2 : - 2 '
: TiM ' xTiM
Pxp(x < - mTi)cqs{Zn[(fif-+ fd)(—ﬁ——-— mTi) - (maX + naY)]}

e—Zﬂj(ux + vy)dxdy

where

>
I
=Rlo
*:aL;a
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With Ti < Tp, the PX pulse is absorbed into the PD/M' Thus we obtain,
decomposing the cosine term into the sum of two imaginary terms,
' w, N-1
: 2 =271j(ux + vy)
F(u,v) = E 2 §(y - nl)e dxdy
N-1
om0 e e
2
N Bt —%l -27jn
+ JE { ~2njvy z §(y - nl)e dy}
| - N1
2
o ° - . T-M
- Tix i
{ PD(x) [u (fif + fd) 3> 1}
é O .
M-1
2 -27j + T,(f,_+ £
M-1
2
' -1
N (- —_— .
( ~2mjvy g '\ 27jn
+ pE  { } §(y - n)e % dy}
) N-1 :
-—C0 -~ —
2
r [~
: 2mix TiM-
{ PD(x)e [u + (fif + fd) 3 1}
¢ a0
M- N-1
% D % 2njan.
{ P (x-m2) (y - n2)e "dy}
Cpa DM 5
2 2
Expression which reduces to
sinN7mev sinmnDu
F(u,v) = Ko Tsinntv _wDu T
sinnN(a + Lv) s1nw—(u - ——) 51nMn[a + —u]
1 sinn(a + 2V D _];_
nﬁ(u | Ax) Slnﬂ[ax + ﬁp]
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siniN(a - V) sinw%(u +-%— ) SinMﬂ[qX - % u]
+ K X ~
1 sinn(e, -~ &V) D 1 X . D
X Wﬁ(u f - ) 81nn[qx ¥ u]
Qhere
A, =2 1
EOMI (fge £y

The second term in F(u,v) corresponds to the first order positive fringe

of interest. This distribution is shown in Fig. 4.2.3
It can be seen that this term corresponds to the antenna pattern in

the v direction, with grating lobes occuring at

Y  n
vi= T z—'+ 9 0= 0, +1, +2,...

Do 1
51nﬂM(u Ax)
In the u direction, two terms in u appear. The term D 1 corresponds
me(e = 30
D <

to the Fourier transform of the input cell in the x direction, is non-

s . 1 \ : .
repetitive, presents a maximum at u = X—-and varies smoothly over its

half power width which is given by Au =

o] =

. The term sinMw{a -+ 2u]
X M

D
sinma + Zu)
X M
corresponds to the antenna pattern on the x direction, is repetitive and

presents main grating lobes spaced at values of u given by

u, = - %’2x-+ % m, m=0, +1, +2,...

It can be seen that there are N resolvable beams in the v direction and
M in the u direction. The angular information corresponding to SY can be
‘extracted from the position of the zero order grating lobe in the v

direction

o
,‘thus sin eY = _Z§— = - e v1



Fig. 4.2.3 Output

Beam-forming area

-90°£8,290°

‘Cell pattern

Main lobe

- L \\/ i Hrseens AV -
- 2 0 s ek,

Fig. 4.2.4 Cross-section of the Output Pattern across Ve showing the gell
pattern and the sampling term.’
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To obtain the information-corresponding to %X we observe that the zero
order grating lobe of the sampling term in‘the u direction should fall
inside the.3 dB width of the term corresponding to the input cell, for
all yalues of.eX of interest. This can be achieved by selecting fifTi
to be an intéger ny. The position of the n th order grating lobe of the

sampling term now occurs at

and the maximum of the cell term occurs at

=y Toptisti T ™M
X

ox

Yo

Figure 4.2.4 shows these peaks in an oﬁtput plane cross-section
The angular data corresponding to QX is thus contained in the position of

nith order grating lobe of the sampling term

A M
wj = 5Ty ~ %) 3
from which D
' , @A wY T fieT) A
51n6X = = -
X 11)'¢

It has been shown that the'optical processor with the input format de-
scribéd functions as éhe ideal processor for two-dimensional phased array,
presenting a resolution of M cells in the u direction (corresponding to
ex) and N cells in the v direction (corresponding to OY), in accordance

with the Rayleigh resolution criterion. However the input plane requirements

. are very severe, independently of real time operation for the full array

format to be implemented with the current crystal resolution. Indeed,

N = 100 lines across the vertical dimension are easily accomodated; in

the horizontal direction, however we must accommodate M = 100 time
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histories. For fif = 5 MHz and Tp = 1 usec, this corresponds roughly
to the full crystal resolution, using only two signal samples per cycle

and we recall that we must also maintain the relative phase of each cell

‘accurate to one part in N.

Real tiﬁe processing of the full array would always require _at least
M x N delay lines, amplifiers and heterodyners.

Even with the low degree of.feasibility of this format, its study is
of intereét because modifications of it will lead to a far more feasible

input format.

4.3 Thinned Array Processing

"4.3.1 Input Format

The input resolution requirements for a fuil array processing can
be rélaxed by processing only ,fhe returns corresponding to
some of the array elements,.that is, by taking a thinned array. Again
in this case the time histories of various defector elements are recorded
in séparate channels glong the crystal. However, only one element in
each row énd colum of the receiving array is considered, i.e., a total
of N elements assuming a square planar array of N x N elements. Fig.
4.3.1 shows the thinnéd array geommetry.

In the input plane format, the y coordinate of each channel,~y§, is
directly proportional to the Yglgeometrical displacement of the ith sensor
from the center of the array. Similarly, the center of the ith received
waveform is displaced by an amount xi from the optic axis corresponding
to the XE displacement of the sensor from the center of the array. Figure

4.3.2 shows this input format. With the appropriate scaling, time and

X disP1acements are comparable. If we represent a length D of crystal as 3

er
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Fig. 4.3.1 Sampling and Notation for the Thinned Array Input Format

Signal received at element i

Signal recorded on channel i

b

I

Fig. 4.3.2 Input Format for a Thinned Array Planar Phased Array Processor
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time T, time and displacement in the input plane are compatible and for the

spatial signal the relations are

To avoid retéining additional unnecessary terms in the computation, the

complex signal Vi (t) corresponding to the real signal v, (t) is considered.

This will result in fewer terms in the output plane which correspond

exactly to the terms of interest to determine angular information. The

complex form of the received signal at element 1 of the receiver array

_prior to heterodyning is

ViA(t) = sTp(t - Ti)exp[21rj(fc + fd)t - 21rj(fc + fd)ri]

where Sp (t) is the signal envelope, assumed of temporal duration T%
‘ P

(Requirements on s(t) will be considered:later. After heterodyning

andAassuming Ty << Tp,

AYi (t) =.sTp(t)exp[2n3(fif+ fd)t 211j(fc + fd)Ti]

The spatial signal is given by

_ . Tr__ .
Vi (x) = Sy (x)gxp[ZnJ(fif + fd) 5 * ZWJ(fc + fd)ri]

P

|

where Xp = =T . Figure 4.3.2 shows this input format. The time delay T,
i

P

for element i, of geommetrical coordinates X,g,Yig in the real array
. i

is '
d X, 8cos o+ Y gcos¢ k_sind k_sin®
1 1 . : sin
== X i Y _ 8 X X, y
c - c i c i c

where ¢X’ Y? QX and QY vere defined in paragraph 4.2 and

N
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: g ' g
X Y
k = —ig and k),= —ig are scaling factors which relate the geometries of
p 4
: x,° Yy | |
the receiving array and the input plane. Vi' can thus be written . as
g kxsinG:x g k sinQY
= cet - . R, SRS 2 _
Vi_(x) . sxp(x)exp[Zanifx Zanc(xi C ¥y C )]
where we have assumed
fc >> fif >> fd
and where
oo T oL T
is = fipp = U

ig T

g

After being delayed by an amount X corresponding to its coordinate Xig

‘on the array such that

x 8-
x,8 = :

i .
i k
X
the form of the signal written on the crystal for the ith element is

= - g s et - 8y _ : g g
vy (x)_ SX.(X Xy )exp[Zanif(x Xy ) ZNJ(axXi + oYy )]

P
where
f k sinb k sin6
- _cXx X X X
) = =
X c A
Y
_ fckysineY _ Ey51n6Y
a = — =
y c A

The optical transmission function will again be of the form

N

-1
o 2
T(x,y) = E 2J1+wiunuy-n%
N-
- - {=e ——
R o b 2

e
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The Fourier transform of this amplitude distribution is taken by the
optical system described in Fig. 3.3.1.

The first order fringe of interest in the output plane is given by

N-1 ' .
“r° 2 2n3[f! (x - %8 - ax.%-ay,8)
Fi(u,v) = E I I 8y -y.Be H * *T v
. i
- ) w00/ 00 e -Iq;]:- .
. )
e 2miux + V)4 60
N-1 . , o
' 2 iy —2MiY.Ca
=uE § A 8(y - yig)e 2m3vy, RS
_ N1 —e
7 - ‘
s ® 2nj £} (x - x.g) - a x.g] )
{ sx (x - x.8e if i x'i e_szxudx} -
i
. o p
N-1 i
2 . -2miv(y - v.%) —2njy,g(v + a )
= uE . { 8y — v.8 1 1 y -
N_Z_l (v - y;)e e dy]
-— —2—- — ’
. ; 8 - -
{ .Sx (x - x.g)eZHJ[fif(X - X, ) - (ax + u)xig] =2mju(x - xig)
o i ‘ e dx} =
N-1 g .
2 “2niy.°(v + o) . =27j(u + o yx, 8
=y ) {e 1 Y s - £!)e D
_N-1 if
- .
N-1 ‘ g
2 “2mjy.8(v + o) “2mj(w + £!. + o )x,8
= ) fe 1 Ys@ite oy
=
2
N-1 g,
=21jy,°(v + o) -27ix g(w+ f!'_ + «
= UE S(w) e i Yo %y - if- x)

-

- v W v
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where u and ‘v were defined in Chapter 2, and w is given by

— - ]
W =u fif

. and | ) 4 { ©

(X)e-janw

S(w) = J Sy dx

is the Fourier transform of the transmitted signal envelope s(t).
T

' The grating lobes of El(u,v) occur at points (u,v) in the output

plane which satisfy

Zﬁ{[yig(v + ay)] + [Xig(w + f;

et ax)]} = m2n,.

L4

where m is an integer. The desired angular information (ex and eY) can be obtained

by considering those points in the (u,v) plane for which

yig(v + ay) = niy, an integer

N-1 N-1
i= - T,..O,..-—z—
x, 8 (w +‘a + f! ) = m, ", an integer
i X if i’
By choosing fifxig to be an integer for all i, these equationsffeduce
to
g =n 7
Y4 (v + ay) n,
for all i.
g . '
Xy (u + qx) =n,
The zero order grating lobe is obtained for ﬁiy = nix = 0, yielding the
coordinates
k sinby
v = - =-—L_
1 y A
c
kxsine -
Up 570 = T A




thus

sin%

SiHQX

Two requirements'for this processing to be valid are:
1) The half power width of the transmitted signal spectrum S(w) must
be large enough to accomodate all possible beams for ex within

the beam forming cone.

2) It must be proved that grating lobes of Fl(w,v)'occur only at the

points for which

fl
=]

g
Y4 (v + ay) i
" for all i.
x . .
‘a.
i

g
X (u +.ax)

The design parameters must be thus chosen so ﬁhat both of these conditions
are satisfied. It is also a design objective to keep the sidelobe level
of Fl(u,v)'as near as possible to the sidelobe level corresponding to the
full array aperture.

The crystal resolution must now be able to accomodate only (fif + fd)Tp
cycles of IF signal across the x direction, yhich is a factor of N improve-
ment over the full array requirement. |

4.3.2 Choice of Design Parameters

The following parameters are considered

Carrier frequency fc = 5 GHz
Carrier wavelength A = 6 x 1072 n

8- ay®=1=3x102nm.

Spacing across array elements AXi 4
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Scaling factors ky = kx = 100

—_
Intermediate frequency fif = 3.333 MHz

Transmitted envelope s(t) = 13-bit Barker coded signal with TP = 13 usec.

Number of array elements = 4900: N = 70
Cone of beam forming QX < 30°

30°
O =

The following points will prove the feasibility of the processing:

a)

b)

.c)

f,_ is large enough so that the quantizing of xig

if

leads to negligible errors. Indeed:

. . ]
in units of l/fif

T -6
£l= £, 5= 3.3x10° x 202210 53,50
. 5.x 10
1/£', = 3 x 1074
e
g 3 x 1072 -4
¥ min = 100 - 3 x10
g

thus the quantization is exact even for the smallest X, 7.
The maximum value of xig is much less than the aperture width of the
crystal so that nearly complete waveform stories can be recorded

there without significant loss from edge effects.

-2 -

g - 70 x3x10 _ -2

Indeed, X, hax 100 =2.1 x10 " m.
With
D 5 x 1072 -6 -2

X =T =>—=—13x10  =1.3x10 " m.,

P %P 5x10 '
complete time histories can be recorded on the 5 cm (5 x 10-2 m)

crystal aperture.

The angular resolution desired in beam forming and the scale factor

g

relating Xy and yig to the sensor locations in the array must be-

chosen so that adjacent beams are not more closely spaced in the



.d)

e)
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Fourier plane than the diffraction limit allows. The diffraction

1limit in the system is approximately

1.1 -2t

5 x 1072
The attainable resolution in beam forming corresponds to the half-

power beam width of the main -lobe in F)(u,v) which is

1 1 _ 100 . -

Nax B 70 x 3 x 107%/100  2°1

1

The required resolution in Uyps Oy thus exceeds the diffraction limit
of the optical system.
The spectrum of the transmitted signal must be broad enough to ac-

comodate all beam positions within the beam forming cone for BX < 30°.

For ex = 30°, the value of o, is

X
100 x 1/2 10" -1
max = = -2 = 12 = 830 m
6 x 10

The chdice of Signal s(t) must take this fact intd account as well as
simplicity of implementation when simulations in real time.must be
run.l Such conditions are met by envelope coded signals such as Barker
coded signals. Plots of the spectrum S(w) for 7, 11 and 13 bit

Barker coded signals are shown and the choice was made of fhe 13 bit
ched envelope with a duration of 13 usec which affords tﬁe smoothest
variation in the area |w| < 0.8 x 106 Hz'éorresponding to 800 mﬁl.
Fig. 4.3.3 shows such plots.

The choice of sensor distribution must be done in such a way that

ambiguous beams do not appear in the output plane for values of (u,v)

T S et Gt ot i e v e o+
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other than those considered in 4.3.1. We shall now prove that such

is the case when the choice of sensors over the array(one for each

row and column) is randomly performed.

The equations to consider are

For a value ni
this is

but since

we have

yielding w =

now arise:

n

g ' = X
X (w + QX) n,
g y
+ =
vy v ay) n,
X4 0, for instance, we have
g = X
% W) =m0
x.gw + x.ga = n.x
i i x i
x.86' =n., for all i
i 7if i* = ’
ni nl ‘x
- W + 5 ax = ni
if if -
ni X
—— (w+ 0 ) =n,
fif b4 i
X

i . : .
—a + ;T~»fif for the possible maxima of Fl(w,v). Two cases

I) The ratio of nix and n, depends on i. 'In this case, the minimum

variability in the value of w is given when nix = 1 and

1

. g RS APy m—- mt -

= .= g ! =’
ni i max xi max X fif
ligé- x 3.3 x 103
10



1I)

‘thus_Awmin = 35 X 3.3x10" =37z =9m
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1 3 _ 100 1

1.05

Thus even the smallest variability possible for Aw exceeds the output

4 plane-fesolution of 20 m—l and in-phase contributions from all or

even several of the sensors is not possible within a single resolution
interval in the Fourier plane. .

The ratio of nix and n, is cbhstant-and independent of i. In this

. 8o _
case, since x, fif =0, ve have
n
i _ P-4
fif (w + ax) =n,
which implies.
IR . L w+ o . ’
L £ a n, an integer
if
and thus
W= o + nf;f, n=+1,+2....

ére the positions of the grating lobes other than the zero order
lobe (gimilar reasoning can be appiied along the v direction).

With fif = 3.3 x 103m—1, no amBiguous grating lobes occur within
the beam forming angle of |8] < 30°.

It remains to be proved that no maxima of Fl(w,v) occur for these

directions %-fdr which

yig(v + qy) + xig(w + ax) =n,, an integer.

- In such a8 case, ye have

yig(v + ay) =n; - xig(w + ax)

o )
v-i-('x.:l_f_i_.(w.i.a)
y g g X

Yy Yy



this 1is . x. 8 ] n, x.g
i i i
v -0 =-——o0 + —— - ——W.
g X y.g y
Yi i i
Three cases arise now:
I) n, = 0
Then the set of straight lines
. n, xig
v=-o +—=-—(w+a)
y g X
i Yy
reduces to g
T Xy
v=-~ —-— (wW+a) _
y g X
yi 2
*5
which, for randomly chosen ‘'sensors across the array, this is, =z = f£(i),
. v,
* i

interset only at the point

Vl = —dy

W, = —a
1 X

thus in phase contributions for all of the array elements are possible

only on the zero order lobe.
!

11) ——E-= R, constant
i

Then we have

xig
= + - ———
v qy R 2 (w + ax)
x, 8 71 :
which, for —ig-= f(1), represents a set of straight lines intersecting
Vi
at the point
W= -0
X
v-= -a_ + R
y

It remains to be proved that R can take on only the values i_m-l

£
.where & = %%iand o= +1, +2...
y .

[RA e

fe
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and since yig is quantized in units of £, it turns out that the pro-

gl

2 1s an integer. %-plays here the role of f;f when ambiguities

duct vy
across the u direction were considered and thus this problem reduces

to one already solved.

I1I) i S ., some function of 1i.
yig i . .
In this case we have
) oy
V=-ay_+Ri—-—1—~(ax+w)
7y

which is a set of straight lines that cannot intersect at aléingle
point on the (u,v) plane, what would require Ri ﬁo be constant and
independent of i in the case of sensors chosen-randomly across the
érray. Thus in phase contributions from all or several semsors is
not possible outside the grating lobeé‘formerly considered and tﬁe
proof is complete. As‘é conclusion,;Fig. 4.3.4 shows the position of
{the.grating lobes for BX = QY = 0°.
4.3.3 - Choice of Array Sensors |
The criteria to be used for selecting the 1location of the elemeﬁts
in the thinned array are |
1. The resolution inAthe transform pattern of the entire N x N array
should be maintained
2. The sidelobe levels in the transform pattern should be as low as
possible.
When N2 elements of the array were used, the optical beam could
Be steered_into NZ resolvable positions. For the thinned array of N
elementé, in order to avoid the observation of false beam positions,

it is nécessary to minimize the peak power in lobes other than the main

~ grating lobes. Thisﬂproblem has been the object of much research and up

5
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Beam-forming area

|

Fig. 4.3.4 Output pattern corresponding to thinned array processing showing
the grating lobes and beam-forming area.
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to date no better approach to solve the problem is known than a péeudo-
random choice of the elements across the array (as proved by intensive
computer research of this specific thinned array pattern by A.P.L,
Reference 8 ) . Such pseudorandom choices have been proven
. to yield sidelobe levels 10 dB down from the main lobe peak power
against the 13 dB attainable for the full array beam. (Ref. 8, 10, 11)
| A computer program has been written that automatically selects

the elements in a planar array in a pseudorandom mode so that several

configurations can be evaluated and the best pattern orientation chosen.
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CHAPTER 5

v

COMPUTFR INTERFACE -

e

One of the major accomplishments. in the oro1ect is .the cowoletlon of the

computer interface. This prov1des the connecting link from the optical
processor to a digital computer. The resultant hybrid processor was first
proposed in April 1972 at the Ootical Computing-Symposinm'in Darien, Conn.
It extends tne versatility and processing power of the system further
beyond those of other optical computers. It enaples one tolutilize the-
optical processor for thoee Operations-for which it is beet suited and
the digital comouter for those areas in which it performs best.
| .The interface is constructed from modular conputer functional blocks,
knownles Register Transfer Hodules, RTMs'that were designed here at CMU.
Reference 12 = nrovidesieome of the design details of these
‘eonputer modules. The forthcoming Sept. , 1973 issue of IEEE . trans.on
Computers-eontains‘a briéf description of this interface, Ref. €. e A
completeAdescription of the work ie.onefof the man& papers that must be
written this summer and Sucmitted for publication.

The modules used were loaned fron ARPAffunds and should at some
point be purchased. The PDP-1l to which the system is interfaced is also
shared with the RITM program in the department. If free money ever appears,
we snould purchase our own since its workload increases monthly and we

could move much faster with our own unit.




-t e —— 0 R

(LT N S,

~75-

3.1 QUTPUT INTERFACE
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An extensive discussion of this optiéal-digital interface is in-
cluded, as it appears to offer considerable interest. The interface

essentially digitizes each TV frame into a number of cells or picture

" elements, 4 x 4 to 128 x 128 cells at a rate of 33 frames/sec (standard

TV rates). The intensity of each cell will be either a 1 or a 0. This

' decision being determined by whefher the light intensity within each

celi exceeds some programable threshold level. The resolution of each

frame is under computer control. The prime use of the system is in

locating.points of light in the output correlation plane of .a real time

" optical processor, this search being done gutomatically without the

need for human intervention. _Figure 5.1.1. illustrates sample results
of this digitization process.
The block diagram of Fig. 5.1.2 shows the system with the interface

enclosed by the dashed lines. A vidicon will be continually scanning

“the ouput correlation plane, and its composite output signal fed to a

sync separator. For timing reasons, scanning the output correlation plane;
and its vidicon is driven by an external sync generator central to the

entire optical data processing system. The TV signal then enters the

~ video thresholder which digitizes each horizontal scan lihe, according

to programmed horizontal resolution information. Timing for-thé threshold-
er is provided by horizontal and vertical blanking pulses from the sync
separator. N\

This data is then buffered and transferred to the digitized frame

_ generator which, according to vertical resolution information, combines

data from successive horizontal lines to form the final picture cells,

Thg contents of these picture-celis are then transferred toa PDP-11

which can analyze and display the data, and, conceivably control:the

entire optical process.
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. 5.2 VIDEO THRESEOLDER

A block diagram of the thresholder is shown in Fig.5.2.1 A portion
of the horizontal scan line (Tc seconds) 1is examined. This corresponds
to one cell size. If the voltage level of the signal (corresponding to

light intensity) exceeds the threshold Vi guring‘the time, a 1 is placed

e%amined, or the end oﬁ the horizontal line has been reached one 16-bit
data word is transferred to the digitized frame generator.

S The time T. 1s determined by the value of tﬁe’frequency control
word from the PDP-11. The thre;hold voltage is manually variable At

F ] g present but a simple modification can place this under cémputer control

‘ - {hlso;; ) |

The horizontal and vertical blanking pulses reset all counters in the
thresholder, and phase lo;k its master clock. The DATAIN flag shown in--.

Fig. 5.241 is set to 1 whenever a data word is ready for transfer to the

frame 'generator. DATAIN 5 reset to 0 by the frame generator upon receipt

"of the transferred data word. Only 15 TTL packages are required to iﬁple—

ment this thresholder. -

’
S Iy S G it Wyt s - 12 ce e

P Yt > g— :
v e o gt Y4 T e vminan 1 hm A5 oo ern = s e o

in the shift register shown. After 16'Tc portions of the line have been -
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*5.3DIGITIZED FRAME GENERATOR

Thé digitized frame generator shown in Fig.S;Bll forms the final digi-
tal picture‘éells by combining data from successive horizontal scan lines
as shown.»lAlthoﬁgh 1 TV frame is made up of 2~fiélds (2:1 interlace)
only 1 field is ﬁeeded in this process since the field. resolution is
oply 250 lines. .-

.The control flow of the frame generator is shown in Fig. 5.3,2 | ge-
fore entering fhe main control loop all resolution information is loaded
from the PDP-11, and all counters are initialized. Within the control

loop the generator processes

1. Data words from the video thresholder, forming the picture elements.

&.‘ Cdptrol words from the PDP-11, and

3J' All counters and flags dﬁring the horiéontal blanking pulse.

| The_frame génerator ig.constructed exclusively from Register Trans-
fer Modules (RTMs). These modules allow hardware to be designed at the
:egister,transfer level; that is, therlevel at which data words (16 bits)
are tréﬁsférred between sforage locaﬁioqs and operated upon. Tablé 1

lists the RIM data modules used to construct the frame generator. It also
serves to define all régisters and flags. Figure 5.3.3 shows the RTIM imple-
mentation of the main control flow in Figﬁre 5.3.2. Althéugh Figure 5.3.3

resembles a software flowchart it has, in fact, been directly implemented

. in hardware via backplane wiring betw?en the various RTM modules.

‘To provide some tutorial background on RIMs, the three types of

. 'modules used in RTM iﬁplementations are listed below with brief functional

descriptions.
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Bus Control reg: BSR controls bus use.
““General Purpo reg: A,B performs arithmetic
Arithmetic Unit : operations
16 word scratch— reg:| IN _picture_element pointer
pad mcmory TLINTOT “horizontal line counter _
N LIME picture clement linc counter
. . T LIMEMAX nunber of lines in picture
' elenment.
IX sératch pad reg: | MA merory address
- mehory MB remory buffex
L word read only reg: | MASK masks PDP-11 control word
memory - —21610 number of horizontal scan
a lines in 1 video field.
. Boolean Flag flag: inflag PDP-11 control word {Eféy
Hodules outflag output word for PDP~11 ready
% firstline horizontal line is 1lst line
of picture elerment
start starts/stops digitized
frame generator.
skipline set to skip lst line of
' video field.
lastline .horizontal line is last
line of picture elerent.
firstfrene | used to skip every other
video field.
linedone disables counter updates
. during horizontal blank tire,
Interface 1 reg: | INREG1 '1nput from PDP-11
, . |OUTREG1 output to PDP-11
Interface 2 reg: |INREG2 ilnput from video thresnolder
. OUTREG2 output to video thresholder
) Y;dco Thresholder flag:| SAMPLE data word ready
) ) NEWFRAME positive vertical blanking pulse
. NEWLINE positive horizontal blanking
. pulse,

Table 1.

3
N

RTM Modules for Digitized Frame Generator.
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1. Control modules - these evoke data operations in their proper sequence,
and.selegt paths through diverging control sequences on the basis of
booleanfflags. |

2. Data modules ~ these perform typical data operations (addition, shift-
"ing, boolean logic) on data words. |
3. Memory modules - these are used for data word storage.
~ “As a further illustration 6£ the RTM concept, the details of the

Kmacro (SAMPLE) operation are shown in Fig.5.3.4.This portion of the

cpntrdl flow is executéd when a data word from the video thresholder

‘,buffer is to be processed. The work is OR'ed with data from previous

horizontal scan lines to form the picture ,ells.

T e e - m——. e e o L eee
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5.4 pPpP-11 PROCESSING

The PDP-11 minicomputer must be able.to accept the picture cells
from the d;é;tized frame generator, search them for ls.(points of light)
and record the location of these light intensity:peaks. This data can
be displayed directly on a teletype or graphics display terminal or in
some statistical fashion. Eventually the PDP-11 will be used as a real-

time controller for the optical system, with direct control of the input

image,’spatial filter, and digitized frame generator.

Lo SRONIVSRENAUII Teone - - . -
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CHAPTER 6
EXPERIMENTAL RESULTS

6.0 Introduction

As has been pointed out earlier in this report, no real-time data from

phased array antennas was made available to us for a variety of reasons. It

‘was thus reluctantly decided to simulate the phased array data. To this end

a special purpose function generator was constructed to produce simulated input
plane patterns. This section describes the simulator and provides documenta-
tion on the real-time processing of radar data using the Pockels tube input

modulator (Chapter 1), the input formats described (Chapters 3 and 4) and the

computer interface (Chapter 5).

6.1 Linear Phased Array Simulator

We recall from paragraph 3.3 that the returned signal at the nth element

of a linear array, after heterodyning, has the form

. N
L Ny -
Viﬁ(t) = p (Y) cos [21r(fif + fd) E 2mna ]

where the time origin t = o is taken 4t TR = 2 R/C, the round trip to the

target, fif is the intermediate frequency of heterodyning, fd is the Doppler

frequency shift, and a = i sin 6 is the differential delay per element in
e

cycles of fc (carrier frequency) and d is the uniform spacing of the array

_ elements, Aé is the RF carrier wavelength, 6 is the target angle from ore-

sight and Tp is the pulse duration.

The radar simulator produces these waveforms as a train of square pulses

. a;hé frequency (fif+ fd) with a total duration Tp and a linear phase shift per

1line. Tp is adjustable in the range 0 to SO‘péep, while the frequency of the

pulse train can vary from 20 KHz to 10 MHz. The radar simulator is phase-locked
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to a timing.sighal to allow any variable delay per line AT to be introduced
while maintaining the proper phase relationships between signals on differ—
ent lines. (Recall that tﬁe signal written on each line of the electro-optic
target crystal corresponds to one of the antenna array elements.)

Lineaf arrays of up to 256 receiving elements can be simulated (with
 extension to 500 elements possible); the number of elements and tﬁeir spacing
can be varied by-éontrol knobs on.the front panel of the simulator. The |
pésition-of the returned pulse signal in the horizantal time axis, as well as
the pulse duration and the relative delay bgtween consecutive array elements,
can all be independently varied by control knobs.

The functional diagram of this phased array radar simulator is shown in
Figure 6.1.1

6.2 Basic Optical System

Figure 6.2.1 shows the basic éptical system used. To conserve table
tbp space, a stand for the laser is suspended from the bottom of the table
top. The laser, a focusing lens and aperture are mounted on this stand.
The remaining optical system is on thé table top. A periscope prism arrangement
.brings the beam to the table top. A féirly plane, uniform intensity beam over the
50 x 50 mm dimensions of the target cryséal is needea for optiéal data pro-

cessing. .This 70 mm diameter (50v2) and the laser beams size to the 1/e points

‘determines the collimating optics. A 20X AR.coated microscope objective focuses
the beam to a diffraction limited spot. A spatial filter pinhole was found to

be esgential if a uniform beam was to be bbtained. A 10pym diameter pinhole works
well to eliminate noise in the beam without loosing laser power. The incident
beaﬁ diameter is 2 mm, the 20X objective and a 38l mm collimating lens provide

a 75 mm collimating lens provide a 75 mm diameter beam which illuminates the-
Erystal. An additional input polarizer is used to inéure linearly polarized

incident light. The output polarizer is crossed to provide no light out with

3
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no voltage on the cryétal.

The spatially modulated collimated laser beam is now Fourier transformed.
The focal length of the transform lens 1s determined by matchirg the opfical
spatial bandwidth to that of the vidicon used for piék-up and detection. The

spatial frequency n is related to the focal length f by

i

n = x/Af

where x is the distance in the trémsform plane associated with the vidicon
scan, A is the wavelength of the laser light (633 nm) and f is the focal
length of the Fourier transform lens. The electro-optic crystal resolution

is 20 lines/mm and the vidicon scan dimensions are 0.8 cm x 0.6 cmy, from which

the focal lengths needed are

f . < 635 mm
- horiz -

f < 475 mm
vert —

These limits insure an optical spatial bandwidth greater than or equal to
the highest spatial frequency on the c¢rystal. With the 495 mm focal length

transform lens used and a 2.5 cm diameter vidicon, a resolution of

N g s 25.6 lines/mm

N S 19.2 lines/mm

can be resoi&ed in the spatial frequency plane. These values are comparable
with fhe vidicon and crystal speéificatiéﬁs.

The Fourier Transform plane can be reviewed directly on the vidicon or
firsf magnified and then viewed on the vidicon (in the case where the maximum
spatial frequencies contained on the input pattern are lower than the maximum
spatial Sandwidth allowed by the crystal). In the second case, a scanning

microscope 1is used which can also drive an X—Y:platter for beam recording. With

L T TP -
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the use of the magnifying system, enlarged output plane patterns can be pro-

Jected on a screen and pictures taken while the vidicon drives the computer

interface and display.

6.3

the

out

The

the

Results

OnAline simulated radar returns for a linear array have been written on
iﬁput KD*P crystal and the correspoﬁding output pl;ne formats analyzed.
radar signal ;imulator described in paragraph 6.1 has been used through-
the experiments. The optical configuration used was shéwn in Fig. 3.3.1.
input collimated plane waveform is modulated by the electrical signal from

radar simulator which is written on the electro-optic crystal. With this

.erystal between crossed polarizers an on-line two-dimensional amplitude

modulated light beam results. The optical system forms the Foufier transform

of the image on the crystal and displays a magnified version of this transform.

on the TV monitor. The RTM computer interface then digitizes this output plane

pattern on line with a variable cell size and threshold level.

All results correspond to a linear phased array of 100 elements spaced

at a distance equal to one half the RF carrier wavelength. A pulsed RF signal

of 20 pusec duration. is used in all cases. The intermediate frequencies ‘used

are

1 MHz and 500 KHz.

Figures 6.3.1 td 6.3.8 show the results of this initial on-line processing

at various points in the system and for several input targets. All of the pro-

cessing and data shown are on-line,

Figure 6.3.1 shows the output plane pattern for a boresight target and a

radar intermediate frequency of 1 MHz. Note that the first order diffraction

peaks lie on the vertical axis. (u axis)

Figure 6.3.2 shows the output plane pattern for a target 7° off the bore-

-sight with an fi = 1 MHz. Note that the location of the first order diffraction

f

7/
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peaks are now displaced off axis along the v direction proportional to sin(7°).
Figure 6.3.3 is the RTM digitized version of Fig. 6.3.2 with suppressed
D.C. term. This prevents saturation of the vidicon pidk—uﬁ tube used.
Figure 6.3.4 is the output plane pattern for a target 20° off boresight
with an £,

if

is larger than before. (proportional to sin(20°)).

= 1 MHz. Note that the shift in the first-order diffraction peaks

Figure 6.3.5 is the RTM digitized version of Fig. 6.3.4 with the D.C.
term again suppressed. '

Figure 6.3.6 is the output plane pattern for a target at 10° off bore-
sight and.a different radar IF frequency fif = 500 KHz,

Figure 6.3.7 is the RTM digitized version of Fig. 6.3.§ with the D.C.
term only partially suppressed.
| '?inally, Fig. 6.3.8 corresponds to the same input pattern than Fig. 6.3.2
;qt using the phase-modulation capability of the electrooptic crystal using
only an input polérizer. |

TheSe initial results prove the on-line beam forming capability of our
KDP light modulator in radar processing. The validity of the input format

described in the prior reports and the output plane pattern predicted by this

theory were also confirmed by these tests. The on-line operation of the RTM

computer interface in an on-line radar data situation has also been demonstrated.

The output plane information is also available as coordinate pair locations of

all principél maximums. From such data, the computer can automatically extract
target angle information (from the v disélacement of the spots); this data can

then be uged to further control the radar system or other supporting radar

systems, for data storage or for display purposes as demonstrated.

et
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CHAPTER 7
" FUTURE RESEARCH

7.0 Introduction

In our research on radar processing using an electro-optical
proceséor we hgve also considered the possibility of processing
. 1inear FM stepped, pulsed Doppler, and CW Doppler returns. The follow-
ing three sections briefly outline the procedure by which the electro-
optical processing techniques described in the report could be applied
to this alternate radar systems.

Ihe remaining sections of this Chapter outline more édvgnced
processing techniques for radar data using standard optical proceséing
techniques such as matched filtergng, spatial filtering and correlation.
One of the key elements in this advanced applications of optical process>
ing to radar data involves a survey and experimental feasibility efforts
in the area of on-line spatial filter materials. Section 7.5 discusses
one'seemingly viable material for such an adaptive on-line spatial filter.
This Chapter and the aforementioned discussions will purposely be kept
ver? brief as they are quite numerous and constitute our broﬁosed research
program in optical processing of radar daga for the coming year.

7.1 OPTICAL PROCESSING OF PULSED-DOPPLER DATA

In pulsed Doppler systems a set of single frequency pulées is
transmitted at regular time intervals. For a éonstant velocity target
in a noise~free environment a linear phase élope will again exist across
the returned echoes as it was the case in the phased array processing
,describgd in Chapters 2, 3, and 4. With a pulsed-Doppler system the

target's velocity can be determined from this linear phase slope.
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7.1.1 PULSﬁD DOPPLER PROCESSING IN THE PRESENCE OF NOISE

In the presence of noise the phase Slope across the returned
échoes can be optically determined by correlating the input data with
the phase slopes corresponding to all possible velocities within a
given range and resolution bin. Fig. 7.1.1 shows the expected correlation
peak provides information on the target velocity.

7.1.2 OPTICAL PROCESSOR

Using our Pockels tube modulator (Section 6.2) and the conventional
0ptica1 processing configuration in Fig. 3.3.1 the returns for consecutive
pulses will again be written on separate raster lines on the input crys;al
after being heterodyned and range gated. The two dimensional optical
Fogrier Transform of this input pattern as before has a first order
maximum ét back plane coordinates.from which information on the target's
velocity can be obtained.

Since N resolution cells of target velocity exist between the grating
lobes of the transform it is possible to simultaneously on-line in-
paréliel correlate against N different velocities in real time. Multi-
target velocity resolution within range bins also appears poséible.

The computer interface plays a major role in such a system since
éne might envision a totally automated processor in which one first obtains
coarse resolution by one cycle through the system. This coarse resolution
information could then be used to determine the fine range spatial filter

‘reduired to be inserted in the spatial filter plane. These filters may
be computer generated ones which are stored in the computer memory. A
more practical approach within the scope of current Fechnology would
involve storing these filters optically as multiple spatial filters

(holograms). This will be expanded in Section 7.
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7.2 OPTICAL PROCESSING OF LINEAR-STEP FM RADAR DATA

A second type of radar signal which we considered processing was
tinear s;epped FM data. In this radar mode M consecutiﬁe RF pulses
are transmitted at successively higher frequencies. A wide frequency
spectrum ié thus covered. Again a linear phase slope will exist across
" the returned echoes in this syéfemvfor stationary targets. This slope
is now a function of the target's position within a range resolution cell.

7.2.1 OPTICAL PROCESSOR

Using a similar optical configuration as before and a similar input
format the returned echoes can again be correlated with corresponding
phaée slopes. The Fourier transform of the input pattern described
has a first order ma¥imum from which one can now obtain fine range
resolution. With N resolution cells between continuous grating lobes,
one can again perform a parallel optical correlation against filters of
N ranges and thus obtain fine range resolution in any of N range resolution
bin;.

TheAcorrelafion filters, the optical spatial filters and the role
of the computer interface are various other considerations and factors

in this processing that must be investigated.

7.3 OPTICAL PROCESSING OF CW DOPPLER DATA

Optical processing of CW doppler data directly parallels the
pulsed doppler scheme. With continuous data rather than pulsed wave-
fdrms, the input processor is even simpler.

7.4  REAL-TIME DATA

ﬁntil actual phased array radar return data_is‘available, efforts

should be directed at the aforementioned schemes since real~time data

’
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in these . -forms exists. The questions that remain to be answered are still
quite numerous.

(1) The degree of preprocessing and post processing required varies
ﬁi;h the radar type and system and must be separately evaluated for
each case.

(2) The optimum optical system with special lenses etc, must be
determined. This again varies with the radar system chosen.

(3) The spatial filter resolution necessary must also be determined.
The processing times required will also affect the spatiai filter.material
chosen. |

(4) The resolution, speed, number of éray levels required, etc.
in the output plane and the data desired from the computer interféce
should be determined for each radar processing made envisioned. Extensién
and expansion of the interface will then be poésible.

7.5 SPATTAL FILTER MATERIALS

Many of the radar processing applications aluded to above involve
spatial filtering, matched filtering, and correlations. It 1s possible
to éerform these powerful operations in parallel in an optical
pfocessor. Among the more widely researched materials for use in optical
storage of information are:

1. Film

2, Photothermoplastics

3. Liquid Crystals

4, Photodichroic crystals

Film has the disadvantage of not being adaptive and of not being

on-line. Photothermoplastics generally have a lifetime problem
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tﬁat limits them to 10,000-100,000 cycleg, liquid crystals are generally
édequate for display purposes but their slow response times are not com-
patible with the on-line optical processing envisioned. Phototﬁermoplastics
generally require larger optical power levels but indications are that

this problém can be reduced, fatigue'ﬁroblems overcoﬁé, etc., We are
currently inveétigating them in an alternate application but feel they

deserve attention in this specific contest of radar procégsing.

7.6 COMPUTER INTERACTIONS
In perhéps the most all encompassing project, the returned signals“
from a phased array, linear FM stepped; and pulsed doppler radar systems can
be processed on one system with the digitized output plane, the computer
interface, and the PDP-11l being used to scan the results on one radar
..disﬁlay and store it and use the result to control a linear ¥M stepped
fadar to obtain range information, theﬁ a pulsed doppler system to obtain
velocity data. The interaction of such a numbef of systems may be easiér
than“at first appears. Use of the computer to store a fixed program cor-
responding to the returns from sucﬁia set of 2 or 3 radar systems seems
reasonable. Obtaining actual radar data from 2 or 3 systems for the same
target seems an unreasonable request thus simulated returns would be used.
The scope of such an effort and many details are clearly rather involved--
but perhaps a reasonable attempt at such a program could'be made with
initial results from the PDP-11 feeding our modulator expected in one year.
| In a more limited and controllable situation one could use the output
from the PDP-11 to control the fine and coarse range controls noted in}7.1.l.
By using the digital processor to control the updatings of the spatial filters,

the input data, and ‘the stored and transmitted output data, one can
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b

-demonstrate the computer feedback.control within a well defined and

controllable and yet useful context.
Such a system provides a digital optical radar processor much less
complex and cheaper than existing alternatives such as a dedicated large

scale computer, should greatly advance the state of the art in coherent

~optical data processing with on-line spatial light modulators.
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SUMMARY

An on-line spatial light modulator developed at CMU suitable as the input
transducer for a real-time bptical data processing system has been described
(Chapter 1). 1000 x 1000 point resolution and on-line operation at TV frame
rates is possible. The use of such a device in the analysis and processing of
radar data in real time has been considered:and initial results reported. '

The fundamentéls of signal pchessing for linear (Chapter 3) and planarA
(Chapter 4) phased array radar data as well as Pulsed Doppler and Linear-Step
FM system (Chapter 7) using this input modulator have been developed. Time
and space multiplexing input formats, full and thinned aperture processing,
and amplitude and phase modulation schemes using the system are developed,
analyzed and compared.

An interface from the optical processor to a control-digital computer
hés been designed, constructed; and tested. The ability to digitize the entire
Fourier transform plane or the correlation plane of an optical processor in
real time and input the resultant data to a digital computer for storage or
for ugse in controlling the entire optiqal processor has been demonstréted.
The cell resolution and size and the gray scale levels in the backplane are
variable under program control, -

Real-time processing of linear phased array under daté has been pérformed
for the first time by other than an acousto-optic modulatéf. The Pockels
tube modulator offers advantages in fabrication, angular coverage and resolu-
tion, in the larger array size it is now possible to handle and in-depth of
modulation etc.

The input transducer, optical system, and computer interface have all been

operated in real-time with real-time radar data with the input data returns

recorded on the input crystal, processed by the optical-system and the output

« - '
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plane pattern digitized, thresholded and outéutted to a display and storage
in the computer memory all in real~time synchronized to TV frame rates.

No éther input modulator offers the real-time operating characteristics
of the Pockels tube., Its ability to process radar data in real-time has been
‘demonstrated. The correlation with theory and experiﬁental results have been
most encouraging.; Recommended directions for future research in the area of
optical processing of radar data in real-time are sketched in Chapter 7 and the

proposal.
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