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FOREWORD

This report is one of several to be published from research
conducted under, or supported in part by, NASA Contract No. NASS8-
26751, entitled "A Compilation of Studies From AVE I." This effort
is sponsored by the NASA Office of Applications and Office of
Manned Space Flight under the direction of Marshall Space Flight
Center's Aerospace Environment Division. A number of approaches
have been and continue to be followed in the conduct of the research.
The results presented in this report represent only a portion of
the total research effort. Other reports will be published as the
research progresses. Previously published research results appear
in NASA CR 2030-An Investigation of Relationships Between Meso-
and Synoptic-Scale Phenomena, NASA CR 2189-Atmospheric Energetics
As Related to Cyclogenesis Over the Eastern United States and

NASA CR 2192-An Investigation of the Sutcliffe Development Theory.
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A COMPILATION OF STUDIES FROM ATMOSPHERIC
VARIABILITY EXPERIMENT (AVE)

INTRODUCTION

by

James R, Scoggins
Henry E. Fuelberg
Ronald D, Carlson
Ronald W. Phelps
and
Dan G. Bellue

Department of Meteorology
Texas A&M University
College Station, Texas

The importance of meteorological systems of a scale too small to be
detected and analyzed from upper-air synoptic data taken at 12-hr intervals
in local weather forecasts and variability of parameters such as wind,
temperature, and stability, has long been recognized. Because of the
importance of subsynoptic-scale phenomena in the design and operation of
space vehicles and the need for a better understanding of these phenomena,
the Aerospace Enviromment Division of NASA's Marshall Space Flight Center
carried out a measurement program during the period February 19-22, 1964.
Rawinsonde soundings were made at 30 stations over the eastern part of the
United States south of the Great Lakes. Soundings were made at intervals
of 3 hours at all stations except Huntsville, Alabama and Mississippi Test
Facility (near New Orleans) where soundings were made at intervals of 1.5
hours. This is known as the Atmospheric Variability Experiment I (AVE I).

Four studies conducted at Texas A&M University under NASA Contract
NAS8-26751 entitled, "Atmospheric Variability and Vertical Motionm,'" using
the AVE I data are contained in this document. Three of these are masters
degree theses. Each report was prepared independently of the others and
is complete within itself. While this led to some redundancy in the data
sections of the reports, they may be read in any order or separately without

loss of reference or perspective.

Research continues on AVE I, and preliminary plans are being formulated
for other AVE-type experiments, Subsequent reports will be printed when
significant milestones are reached.
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CHAPTER I. A STUDY OF WINTER PRECIPITATION AREAS IN
RELATION TO SEVERAL INDICATORS OF VERTICAL MOTION

by

Henry Ernest Fuelberg
Department of Meteorology
Texas A&M University, College Station, Texas

A. ABSTRACT

Five methods for obtaining the sign of vertical motion at various
levels in the atmosphere were investigated to determine which gave the best
explanation for areas of rain and no-rain in the southeastern United States
during the period February 19-22, 1964. The methods used were the terrain-
jnduced vertical motion, the kinematic method including the terrain effect,
the adiabatic method, the omega equation, and the vorticity equation combined
with Dines' Compensation Principle. Stability and moisture availability
were considered but not as extensively as vertical motion.

Orographic lifting was found to be an important factor in producing the
observed precipitation; 63% of the occurrence of rain and no rain at 130
data collection points was explained by terrain-induced vertical motion
alone. Values of vertical motion obtained by the kinematic method, including
orographic 1ifting at 850 mb, produced the best agreement with observed
areas; 80.87 of the data collection points was explained correctly. Various
forms of the adiabatic method gave results for the 700-500-mb layer that
explained about 72% of the points. The vorticity equation produced results
at all levels that verified only about 50% of the time. When terms in the
omega equation were added through use of constant multipliers, results
comparable to the adiabatic method were obtained. Without this addition
large uncertainties occurred. Maps showing areas where terms of the omega
equation would indicate positive vertical motion did not correlate well with
the observed rainfall patterns.

B. INTRODUCTION

1. General

The occurrence, type, and amount of precipitation are related to
moisture availability, vertical motion, and stability. Vertical motion is
a critical factor in the occurrence of precipitation because as air rises
and cools its ability to retain water vapor decreases. With upward vertical
motion, the formation of clouds and precipitation may result. Downward
vertical motion usually leads to a decrease in the relative humidity and a




decrease in cloudiness. Thus, a knowledge of vertical motion often is
required to explain the presence of clouds and precipitation as well as to
forecast their occurrence.

2., Statement of problem

The purpose of this investigation is to explain the rainfall patterns
observed in the southeastern United States during the period February 19-22,
1964. Synoptic-scale processes were considered at 3-hr intervals. The edge
of the area considered was at least 325 km from the Great Lakes so that
effects due to these large bodies of water were excluded. Five methods of
determining vertical motion were investigated to determine which gave the
best correlation with the rainfall patterns during this wintertime period.
The presence of clouds was not used as verification. If particular terms
in the equations were difficult to evaluate, the relative importance of
each term to the overall method was investigated. A simple, yet accurate,
method of determining areas of positive vertical motion associated with
precipitation for the time and area in question was the desired outcome.

Moisture availability and stability were not considered to be deciding
factors in precipitation occurrence. Since these factors were favorable
for precipitation in areas where it actually took place, it was not necessary
that they be considered. If positive vertical motion was present in areas
where precipitation was not observed, additional moisture and different
stability conditions might have led to precipitation. Without positive
vertical motion increased moisture or changes in stability would have
little effect on the occurrence of precipitation. If these additional
factors had been included in this study, some improvement in results would
have been expected.

C. METHODS OF DETERMINING VERTICAL MOTION

1. Orographic lifting

Air which is moving over sloping terrain obtains an induced vertical
component of velocity. The magnitude of the vertical component is directly
related to the wind speed near the ground and to the angle of inclination
of the slope in the direction of flow. Atmospheric stability and frictional
effects due to the nature of the terrain also have an influence on this
induced vertical motion (Jarvis and Agnew, 1970; Elliot and Shaffer, 1962).
Terrain-induced vertical motions can, by themselves, produce heavy rainfall.
Sawyer (1952) has shown that the intensity of already existing rain areas
is affected by terrain, and Vederman (1961) showed that over 1.5 in. of rain
per day could be expected under certain conditions in portions of the Pacific
Northwest due only to terrain effects. The orographic effect decays rapidly
with height, usually completely by 500 mb (Haltiner et al., 1963), but
dynamic effects also must be considered. For example, the ratio between
amounts of mountain and valley precipitation in northwest Utah was found to




decrease for precipitation associated with 'cold" lows as -compared to
frontally-produced rainfall, since the large-scale vertical motion in these
lows was able to counteract the terrain-induced negative vertical motion in
the valley (Williams and Peck, 1962). Myers (1964) has shown that topography
can influence convective activity in central Pennsylvania through the forma-
tion of gravity waves and thermally produced circulations.

Precipitation anomalies resulting from terrain-induced vertical motion
are especially evident in the mountainous regions of the western United
States where heavy rainfall occurs on the windward side of the mountains
(induced positive vertical motion), but much smaller amounts occur on the
leeward side (induced negative vertical motion). The terrain effect also
is noticeable along the Appalachians where Schwarz (1970) observed that it
was related to rainfall anomalies associated with the heavy precipitation
occurring in Virginia due to hurricane Camille.

2. Kinematic method

The equation of continuity may be written

_aw _ oo, lde
3z VeV + 5t 1)

where w is the vertical component of the wind in the positive z direction,
V is the horizontal wind velocity, P is the density of the air, and t is
time. Panofsky (1958) states that the magnitude of the term 1 dP usually

is only about 10% as large as the other terms in Eq. (1). p dt A good
approximation to the continuity equation is then

aw - -
A 2)
With the assumption %Z = %E , integration from the surface S to some level L
gives z z
= W_ - 7'V dz.
w S JL v 3
S

The hydrostatic equation may be written

az ~ P8 &)



where p is atmospheric pressure and g is the acceleration due to gravity.
Substitution for dz into Eq. (3) gives

w = w + F% 1

vV dp. 5
s P o)

i)
hel

Vertical motion at any level L in the atmosphere may be determined from
Egqs. (3) or (5) if adequate data are available, Data from constant-pressure
maps may be used to solve for w from Eq. (5).

An advantage to use of the kinematic method is that instantaneous
values can be obtained because no time derivatives are involved. A disadvan-
tage is that the method is highly sensitive to errors in wind measurement.

Hansen and Thompson (1965) used the kinematic method in western and
central areas of the United States to obtain the sign of vertical motion at
700 mb and to compare this sign with satellite pictures of cloud cover. The
terrain effect was not included in their study, but 597 of the area of
broken-to~overcast clouds was found to have positive vertical motion at 700 mb
during a 3-day period in August 1961, 1In areas of clear to scattered clouds,
567 of the area experienced negative vertical motion at 700 mb. From
divergence values computed in 50-mb increments from the surface to 300 mb,
Thompson and Collins (1953) used the kinematic method together with a
moisture parameter to forecast precipitation amounts in the Mississippi
River Valley where orographic lifting could be neglected, Rainfall in four
categories was forecast correctly 70% of the time for a 5-day period in
January,

3. Vorticity equation combined with Dines' Compensation Principle

The simplified vorticity equation is (Haltiner and Martin, 1957)

ad . a5y (6)

where 7 , the absolute vorticity, equals the relative vorticity (§) plus the
coriolis parameter (f). After expanding the left-hand side of Eq. (6), ome
obtains

. i G.an = T9.9 7)

which may be solved for velocity divergence. Frequently, only the signs of
the terms are required. By computing the sign of divergence at several

levels, one can determine the sign of vertical motion in many cases in the
mid-troposphere by use of Dines' Compensation Principle (Petterssen, 1956).




This principle states that divergence in the upper troposphere and strato-
sphere above convergence in the lower troposphere indicates positive vertical
motion in intermediate layers, while the opposite case indicates negative
vertical motion. Positive vertical motion is indicated by positive values

of the terms on the left-hand side of Eq. (7) above the level of non-divergence,
and negative values below the level of non-divergence. The opposite is true
for negative vertical motion. The level of non-divergence usually is assumed
to be near 600 mb.

A disadvantage to this method is that the sign of vertical motion cammot
be computed instantaneously because of the term 37 . This term is often
neglected although it can be quite important. ot .If the term is computed,
data usually are available at 12-hr intervals so that only average values
can be obtained.

Williams (1963) found a strong relationship between positive advection
of vorticity at 500 mb and precipitation at Salt Lake City. Values greater
than 5 x 10~3 sec~l indicated precipitation 57% of the time. Much poorer
agreement was found for lower values of vorticity advection. A stronger
agreement was found between initial vorticity plus vorticity advection and
precipitation occurrence., The term Q7 was not computed. Jenrette (1960),
using vorticity and moisture para- 9Ot meters, explained summer precipitation
with high accuracy in central Illinois. Collins and Kuhn (1954) used a
graphical procedure for computing vorticity advection, the local change term,
and a moisture parameter to explain precipitation. Their method, which
included the terrain effect, was 767% accurate. Younkin (1968) found that
snowfall in the western United States usually occurred ahead of maximum
vorticity values at 500 mb; this indicated that [ 37 _ v‘gn was usually
positive at 500 mb during heavy snowfall if the\ 3t level of non-~
divergence was below 500 mb. Heavy snowfall in the central and eastern
United States was found to lie ahead and slightly to the left of the position
of the storm at 850 mb (Browne and Younkin, 1970).

4. Adiabatic method

The equation for adiabatic motion is

ds

ac 0 ®)

where g is the potential temperature. In dealing with a layer, we may
replace © by 6. After making this substitution and expanding, we see that
Eq. (8) becomes

& o

+\7-3§+w§%=0 €))




or
Qé -1 aé — -
W=(az) (-—t-V°V9). (10)
The ternx%% is a measure of static stability. Under stable conditions (Q% >
warm advection and a decrease in § with time will lead to positi%e
(upward) vertical motion. With unstable conditions [98 <o)’ these circum=-
stances lead to negative (downward) vertical motion.\3z

There are several disadvantages to the adiabatic method. When satura-
tion is reached, 6 is not conserved, and Eq. (8) is no longer valid. Near
the ground where diabatic processes have a promounced effect on temperature,
serious errors would occur also through the use of this method (Panofsky,
1946). The term 06 frequently is neglected, but it may be important,
especially in ot some mesoscale systems. The adiabatic method is not as
sensitive to errors in wind measurement as the previous methods since wind
speed and not the derivative of wind speed is used.

Hansen and Thompson (1965) used the adiabatic method at the 700-mb

level only to estimate vertical motion. They found that 38% of broken-to-
overcast cloud regions had w > 0 when they assumed the air was not saturated.

5. Omega equation

The omega equation is derived from the adiabatic assumption given by
Eq. (8), Poisson's equation, the equation of state, the vorticity equation,
and the hydrostatic equation. Thompson (1961) gives the result as

2 2 - - P k -
- (-szuﬁ'f—z l%’ ) =i %— (—v-vn) + 5—(—1) v? (—v-ve) (11)
g~ dp g op PE\ P,
99 dap~N
where ¢ (= — ) 1is a stability parameter, @ (% is approximately

proportional P%to vertical velocity but of opposiEe sign, R is the gas
constant, p and p, are the atmospheric pressures at level L and the surface,
respectively, and k = R , where c, is the specific heat capacity at constant
pressure, <,

Djuric (1969) simplified the omega equation so that it can be used to
obtain qualitative estimates of the sign of vertical motion. The simplified
form of the equation is

w - 7.97 - v2 (-v.a' 5) (12)

where the bar represents an average through a thick layer below the level of
maximum wind., Djuric states that upward motion in the mid-troposphere is
associated with positive vorticity advection above the level in question and

)



maximum warm advection below. Negative vertical motion is associated with
the opposite conditions. If the two terms differ in sign, an estimate gf_
the sign of vertical motion cannot be made. He further states that -V.v 9
usually can be substituted for its Laplacian in areas of maximm or minimum
value. With this further simplication, Eq. (12) becomes '

P

wo = VeV1 - VeV B. (13)

Djuric found that the sign of vertical motion determined from Eq. (13) was
associated with heavy snowfall in the western United States. In addition,
Booth (1970) found that areas of positive vertical motion delineated by the
omega equation were related to areas of convective activity over Texas,

6., Combined studies

While many investigators have estimated vertical motion by several
methods, little has been published on the intercomparison of the methods in
a particular synoptic situation. Miller and Panofsky (1958) computed vertical
motion at 700 mb using the kinematic method, the adiabatic method, and a
numerical model. If the three methods gave similar values of vertical
motion, the value was correlated with precipitation and moisture availability.
If the values were dissimilar, no correlation was made. They found that the
probability of clear skies at a station varied from 5% for moist ascending
air to 93% for dry descending air. For precipitation, the corresponding
values ranged from 67% to 0%. Topography was not considered in the study.
In their investigation, Hansen and Thompson (1965) used the adiabatic method,
the kinematic method, and a numerical model to compute vertical motion at
700 mb. They found that the kinematic method gave the best results although
it seemed little better than some of the other methods; the adiabatic method
gave the poorest results. Topography was not considered in their study.

D. DATA

1. Description

For four days in February 1964, the Marshall Space Flight Center of the
National Aeronautics and Space Administration (NASA) supported an observa-
tional program whereby 30 stations in the southeastern United States (see
Fig. 1) made rawinsonde observations every 3 hr instead of the customary 12
hr. The program was called Project AVE (Atmospheric Variability Experiment)
and began at 00 GMI on February 19, 1964 and ended at 00 GMT on the 22nd,
although some stations took additional observations on the 22nd. Special
procedures were used to process the readout, and a great deal of time was
spend in checking the data for errors, most of which were corrected subse-
quently. The final product was recorded on magnetic tape and supplied to
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Fig. 1. Location of rawinsonde stations.
Station identifiers are given in Appendix B
(p. 78).

Texas A&M University by personnel of the Aerospace Environment Division,
Marshall Space Flight Center, NASA, under NASA contract NAS8-26751, "Study
of Atmospheric Variability and Vertical Motions."

2. Accuracy

Information provided by NASA personnel® gives the accuracies of the
data used in this study as follows:

1) Height: Values were obtained at each contact point on the radio-
sonde's baroswitch by integrating the hypsometric equation over layers of
one pressure interval in thickness. The mean virtual temperature used in
the equation was obtained by averaging the values at the top and bottom of
each pressure interval, Height values at 25-mb intervals then were obtained
by interpolation between values at the contact points. Based on a temperature
error of 1C with consistently the same sign, height errors range from 3 gpm
(geopotential meters) at 900 mb, to 20 gpm at 500 mb and 87 gpm at 50 mb.
This is an improvement over routine measurements. Actually, height errors

probably are smaller inasmuch as errors in temperature are likely to be of
both signs.

*Personal communication with Mr. William W. Vaughan, Chief, Aerospace
Environment Division, NASA Marshall Space Flight Center, Huntsville,
Alabama 35812,

— P —
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2) Pressure: Values at contact points were obtained from the calibra-
tion curve for each radiosonde. Interpolation between contact points produced
values at 25-mb intervals. The rms error is 1.3 mb at pressures greater than
400 mb, 1.1 mb between 400 and 100 mb, and 0.7 mb between 100 and 10 mb.

3) Temperature: Values at 25-mb intervals were obtained by interpola-
tion of data given at the contact points. The values have an uncertainty of
+1C.

4) Relative Humidity: Values at 25-mb intervals were obtained by
interpolation of data given at the contact points. A 10% rms error is likely
in the data. The error would appear also in dew point temperatures which
were provided on the tape. \

5) Wind: Special procedures were used to determine wind direction
and speed. The angles of elevation and azimuth used in the computations
were recorded at 6-sec intervals to the nearest 0.0l deg. This is the best
resolution available from the standard equipment used. Angles corresponding
to the pressure contacts were obtained by averaging over the number of time
points between contacts. The points were centered about the time corresponding
to the contact with between four and six points being averaged in the levels
used in this study. Velocity (vector) values below 7 km then were computed
at each pressure contact by using centered finite differences with a one-
contact overlap. Interpolation was used to obtain the values at 25-mb
intervals. The wind speed has an approximate rms error of 1.5 m sec~l at
700 mb, 2.5 m sec~l at 500 mb, and 4 m sec”! at 300 mb. Direction errors
(rms) based on speeds of 10 m sec ' are 2° at 700 mb, 3° at 500 mb, and 5°
at 300 mb. The rms errors in direction are inversely proportional to the
wind speed,

E. COMPUTATIONAL PROCEDURES

1. Selection of data points

Microfilm copies of surface facsimile maps and surface data were
provided by NASA for use in this study. From these maps and data, 6-hr
rainfall totals were plotted for all reporting stations in the area of
interest onto new maps of scale and projection that were not varied through-
out the investigation. The maps were of conformal conic projection with a
scale of 1:12,500,000. Rainfall data were available for stations about 150
km apart for the 6-hr periods ending at 00, 06, 12, and 18 GMT. Areas where
rainfall occurred within each 6-hr period were outlined.

Points at which data would be collected were selected from the analyzed
rainfall maps; an example is shown in Fig. 2.

Four criteria were used in the selection of these points, called data
points;:

1) each point was located at least 325 km from the Great Lakes,
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Fig. 2. An example of data points used
in the study.

2) each point was located at least 75 km from the boundary separating
rain areas from no-rain areas,

3) all points were selected at least 300 km from each other, and
4) points were selected in regions of good data density.

An average of four points was selected in rain areas and four points
in no-rain areas for each of the 16 time periods, but the location of the
points changed at each period. A total of 65 points in each category was
selected. Information from the 130 points was taken by overlaying them
onto fields of the particular parameter involved at the given time period,
and then reading off the value at each point. Except for absolute vorticity
(1) which was computed every 3 hrs, all parameters were computed for the time
in the middle of the 6-hr rainfall reporting period. This was made possible
by the AVE data. For example, parameters computed at 03 GMT were uséd with
the data points selected at the 06 GMT rainfall report (total rainfall between
00 and 06 GMT).

2. The grid system

To facilitate the computation of parameters needed in the investigation,
a grid system was set up to envelop the area covered by the rawinsonde net-
work. The system is shown in Fig. 3. The grid points were placed 158.75 km
apart; this corresponded to a distance of 0.5 in. on the maps used. The
grid area was 15 by 13 points.
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Fig. 3. The grid system.

To place the data on the grid points, a technique developed by Barmes
(1964) was used to interpolate between rawinsonde stations. Barnes describes
the technique as a "'convergent weighted-averaging interpolation scheme,"

He states that, "The scheme is based on the supposition that the two-
dimensional distribution of an atmospheric variable can be represented by
the summation of an infinite number of independent waves, i.e., a Fourierxr
integral representation.'" He showed that the technique gave results which
were comparable to careful hand analysis. Smoothing was performed on the
interior points, the borders, and the cormers. No resolution is available
for wavelengths less than 300 km (the smoothing filters these out), but near
complete resolution is obtained for wavelengths of 500 km and longer.

3. Quantities computed

From data taken directly from the magnetic tapes provided by NASA, the
potential temperature (§) was averaged at each station by using values every
25 mb to give 8 between 1000-850 mb, 850-700 mb, and 700-500 mb, hereafter
called the levels of Set 1. The interpolation scheme then placed these
values onto the 15x13 grid system. The same technique was used to compute

the average relative humidity between 1000-850 mb and 850-700 mb.

The u- and v-components of wind (zonal and meridional, respectively)
were computed at each grid point from the wind velocity values available on
tape. These quantities were obtained at the 925-, 850-, 700-, and 500-mb
levels, hereafter called the levels of Set 2,
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The equivalent potential temperature (eE) was obtained at each rawinsonde
station using the equation
LCs

8, = 0els T (14)

where L is the latent heat of condensation, e is the base of natural
logarithms, C; is the saturation mixing ratio, T is temperature, and C_ is
as given previously. Values of § were computed at the 1000-, 850-, 700-,
and 500-mb levels so that 38, could be determined for each grid point by use
of the interpolation — scheme. By use of the preceding parameters
bomputed at each grid ° point, the following terms were evaluated by
computer: '

1) 7 : The absolute vorticity was determined at the levels in Set 2.
Since centered finite differences were used to obtain values of 3v and gu ,
the grid area was reduced to 13x11, i.e., values were not ax 3y
computed for the perimeter points.

2) -V'¥7 : Values were computed for the levels listed in Set 2. The
grid area then was reduced to 11x9 because centered finite differences were
used to compute V7 .

3) %% : Values were computed for the levels listed in Set 2 at each
grid point.

4) 3-7 : Values were computed for the levels listed in Set 2 by use
of the equation

2.0 - Qu ., ov
vV 3% + 3y (15)

5) -V-gT : Values were computed at each grid point by the use of
centered finite differences at the levels listed in Set 1. The grid was
reduced to 13x11,

6) -V-gé . Values were determined on the 13x11 grid system for 1000-
850 mb by using the wind values reported at 925 mb. For the layers 850-700
mb, and 700-500 mb, the average of the wind reported at the top and bottom
of the layer was used.

7) v? -V.73) : Values were computed at each grid point for the layers
in Set 1. They wefe obtainable only for a grid of 11x9 since an additional
finite difference procedure was needed to determine the Laplacian.

_ 8) h% : Values were determined by hand at each data point; values of
g at 12-h§ intervals were used. Values of § at 6-hr intervals may have
produced better results, but this possible improvement was not thought to be
worth the additional computer time needed.
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The terrain-induced vertical motion, w,, was computed by hand at each
of the 130 data points. Wind velocities at 925 mb were used, and the
assumption was made that these winds followed the relief of the terrain.

From relief maps, w, was determined with the equation

w, =|V —2& (16)

where &2 was taken parallel to the 925-mb streamlines. This method was used
by Ax Collins and Kuhn (1954) to determine w 000 for use in their fore-
casting scheme, and a somewhat similar technique was used by Harley (1965)
at the 1000- or 850-mb levels, depending on the heights of the nearby
mountains., Individual peaks were not considered in the determination of Az;
only average terrain heights were used. A maximum elevation of 6000 ft was
used in western North Carolina. A distance of approximately 300 km was used
for Ax. Although many assumptions were made, the values of w, are thought
to be good approximations to the true average values. Some: of these values
were obtained on a smaller scale than for other parameters and may not be
strictly compatible with those that are more coarsely obtained.

The kinematic method, Eq. (5), was used by solving the equation

N
1 - =
W= v +§Z o0 (V°V)i ('Ap)i " a7

i=1"1

where p;, the density at level i, and (3-3)1, the divergence at level i, are
assumed to describe conditions throughout éAR)i’ the pressure increment used.
The vertical motion at 850 mb is given by . (18), whereggﬁ)i is negative.

The equation is
(18)

Wgeo = Wy - é [——1— (6’.6)925 (35mb)+p—;;5 (S.V)Sso(mmb)]

where Pgo and (V-V)g 5 are assumed_to describe the 35-mb layer between
925 mb ana 890 mb, a P850 and ($-V)850 are assumed to describe the 40-mb
layer between 890 mb and 850 mb. The procedure is illustrated in
Fig. 4. Likewise, vertical motions at 700 mb and 400 mb are given by the

490 nb
‘ 100 mb
500 mb L X 200 =b
: : 100 mb
SR Pt N ¥
I;°° mb 1[ 175 mb
700 mb $-Frae

Fig. 4. Layers used in the computation
of vertical velocity by the kinematic
method,
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equations ((Ap)i is negative as in Eq. (18).)

(19)
e [roms
o e - G 3smb) + =@V, (115mb) + ——(T- V)700(75mb)]
100 =¥ glpgps 925 Pasg V850 500
w, o =w -t [:—1—(5-\7’) s (35mb) + L @) g (115mb)
400 s g | Pgss ? P850
(20)
+ —2—F.v), . (175mb) + R v (200mb)]
p700 700 p500 500

These values of vertical motion were computed by hand.

Values of divergence below 925 mb were not used in the computation of
vertical motion. It was assumed that all vertical motions below 925 mb were
explained by orographic effects.

F. SYNOPTIC CONDITIONS

The synoptic conditions at the beginning of the time period studied,
00 GMI, February 19, are shown in Fig. 5. An occluded front in eastern
North Carolina dominated the surface map. The system developed during the
previous day in the western Gulf of Mexico, moved toward the east crossing
the coastline near Mobile, Alabama, and then took a more northeasterly
course, Widespread cloudiness and precipitation in the form of rain and
snow were associated with the system; 24-hr totals of 1 in. were common.
The center of the cyclone was east of Maine at 12 GMT on the 2lst and
continued to move toward the northeast so that it was barely noticeable in
the area of interest by 21 GMI, February 21 (Fig. 6). A '"bent-back occlusion”
was present through most of the period with the axis of the trough shifting
from an east-west to a northeast-southwest orientation by the middle of the
period. Precipitation at the beginning of the period occurred along the
axis of the east-west trough; but as the trough moved, the rainfall pattern
did not follow., It continued to be located along the Appalachian Mountains
and in the Ohio River Valley.

Cyclogenesis occurred in the Gulf of Mexico on the 2lst and produced a
large rain shield to the northeast of the system along the Gulf States. The
center passed to the south of Miami and became disorganized by the end of
the period (00 GMT, February 22).




1000 mb 850 mb

Fig. 5. Synoptic conditions at 00 GMT, February 19.
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Synoptic conditions at 21 GMT, February 21.

Fig. 6.
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Conditions at 850 mb were similar to those occurring at the surface.
At the beginning of the period (00 GMT, February 19), the front extended
from central Florida, over the Atlantic, and then into central North
Carolina, By February 20 the front had moved to the south of the area
outlined by the data.

The frontal system at 700 mb was along the East Coast and the panhandle
of Florida at the beginning of the time period, and moved to southern
Florida where it became diffuse by the 22nd. A pronounced trough stretching
from Ohio to Louisiana was present on the 19th and continued throughout
the period with several short-wave troughs moving through the system. The
cyclogenesis in the Gulf showed up well at the 700-mb level in the form
of a short wave.

The flow at 500 mb in the southeastern United States was dominated by
a long-wave trough which moved slowly from the westward edge of the region
delineated by the data to the Atlantic Coast by the 22nd. The short-wave
troughs at 700 mb were present also at 500 mb and could be followed easily
using the AVE data. The frontal system at 500 mb stretched from central
Virginia to Western Florida at the beginning of the period, and had moved
to the Florida peninsula by 18 GMT, February 19, The front became difficult
to locate in Florida by the 20th.

A long-wave trough dominated the 200-mb level. Short-wave troughs were
traveling through the system as in the lower levels. Similar conditions
were observed at 100 mb.

G. RESULIS

1. Orographic lifting

Values of terrain-induced vertical motion, collected at the 130 data
points, indicate that this was an important factor in explaining the rain
and no-rain areas, Table 1 gives the results where values of w, = 0 were
counted as indicating no rain., No-rain areas were explained correctly 77%

Table 1. Contingency table of sign of
terrain-induced vertical motion.

Expected Rain No Rain
Observed LA >0 LS 0
Rain 32 33
No Rain 15 50

Percent Explained: Rain 49.3%, No Rain 77.0%,
Overall 63.0%
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of the time by W, < 0, but rain areas were explained correctly only about
half of the time. The explanation of rain areas was computed by dividing
the number of points which were expected to have rain and where it was
actually observed (32) by the total of points where rain was observed (65).
The explanation of no-rain areas was computed by dividing the number of
points where no rain was expected and none was observed (50) by the total
number of points where no rain was observed (65). The overall explanation
was computed by dividing the sum of the number of correctly explained rain
and no-rain cases (82) by the total number of cases (130). The cumulative
frequency distribution (CFD) in Fig. 7 shows the tendency for rain cases
to be explained by w, > 0 and no-rain cases by w, < 0. All of the no-rain
cases occurred for w, < 1 cm sec”™ " as compared with only 777 of the rain
cases,
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Fig. 7. Cumulative frequency distributions
for terrain-induced vertical motions.

Precipitation maps show a striking relationship between terrain-induced
vertical motion and 6-hr rainfall. Beginning at 12 GMI, February 20, the
eastward extent of rainfall in the Tennessee and Ohio River Valleys roughly
coincided with the ridge line of the Appalachian Mountains. Three examples
of this effect which continued for 11 time periods until the end of the
study are given in Fig. 8; convergence patterns at 850 mb also are outlined.
Westerly winds at the 925-mb level were occurring throughout the time periods
mentioned. These rainfall patterns were observed in spite of the fact that
there was predominant convergence to the east of the mountains at 700 mb
and below, while predominant divergence occurred to the west of the
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Appalachians. The terrain effect dominated that of convergence and
divergence in these areas. 1In some of the earlier time periods, the low-
level convergence to the east of the mountains outweighed the negative
terrain-induced vertical motion so that rainfall did occur. An example
of this is given in the next section.

Based on these results, terrain-induced vertical motion should always
be considered in explaining and predicting precipitation, although it is
frequently neglected.

2. Kinematic method

The kinematic method considers terrain-induced vertical motion
already found to be important in this synoptic situation, and adds the
effects of divergence at various levels above the station.

850-mb level, Values of vertical motion at 850 mb obtained by the
kinematic method produced agreement with areas of precipitation which were
superior to that of any other method. Results were much better than those
obtained by Hansen and Thompson (1965), who did not include terrain effects
and who used vertical motion at 700 mb for verification. Table 2 shows
that the combination of rain and no-rain cases was correctly explained 80,8%
of the time. There was no appreciable difference in the accuracy of the

Table 2. Contingency table of sign of vertical
motion at 850 mb determined by the kinematic

method.
Expected Rain No Rain
Observed w>0 w<O
Rain 51 14
No Rain 11 54

Percent Explained: Rain 78.5%, No Rain 83.2%,
Overall 80.8%

method between rain and no-rain categories. The CFD, shown in Fig. 9,
indicates that the median value of vertical motion for rain cases is 0.25
cm sec™! while for the no-rain cases it is -0.75 cm sec™l, For values less
than 1.0 cm sec™ ", only 70% of the rain cases occurred while 97.5% of the
no-rain cases occurred. Only 8% of the rain cases occurred for values less




25

9998 95 90 70 50 30 10 5 2
8.0l -
- -
- r e
6.0} R
]
5 AEHEE
4.0f .
ol g
o 20 i ]
] L "‘h’, /r-"":
"’
5 0,04 ’._‘.. ——_—-—_// <4
t ) - - |1 -
-2,0F r‘ / o
2 - _
;0'4-0- . Fig. 9. Cumulative fre-
" X-X Rain Cases . quency distributions of
-6.01 == No-Rain Cases - vertical motion at 850 mb
- . determined by the kinematic
-8.0} method.
12 510 30 50 70 90 95 9899

Cumulative Frequency

than -1.0 cm sec™! as compared with 30% of the no-rain cases. A1tho¥gh 9.0%
of the no-rain cases occurred-for values between 0.0 and 2,0 cm sec™t, 48.0%
of the rain occurred in that interval. A good horizontal displacement is
noted between the two curves, especially for w > 0.

700-mb level. The kinematic method produced slightly poorer results
at the 700-mb level. Table 3 indicates that the percent of rain and no rain
explained dropped 16.37% compared to the values at 850 mb, but there is a

Table 3. Contingency table of sign of vertical
motion at 700 mb determined by the kinematic

method,
Exﬁected- Rain No Rain
Observed w>0 w<0
Rain 41 24
No Rain 22 43

Percent Explained: Rain 63.1%, No Rain 66.4%,
Overall 64.5%
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greater spread between the lines of rain and no-rain cases on the CFD at
700 mh than at 850 mb (see Fi%. 10). The median value of vertical motion
for rain cases is 0.8 cm sec™! wyhile for no-rain cases it is -0.9 cm sec™ !,
At values less than 1.0 cm sec™ ™, only 51% of the rain cases occurred as
compared with 95.5% of the no-rain cases. At values less than =-1.0 cm sec”
207 of the rain cases occurred as compared with 487 of the no-rain cases.
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Fig. 10. Cumulative frequency distributions
of vertical motion at 700 mb determined
by the kinematic method.

Between ~1.0 cm sec™! and 1.0 cm sec™l, 227 of the rain cases, and 24.5% of
the no-rain cases occurred. As more values of vertical motion deviated
significantly from zero, some of them obtained a sign which was different
from that expected in the particular rain or no-rain situation. Lower
values of the percent explained resulted but the greater spread between
curves is a desireable feature since it better distinguishes between rain
and no-rain areas.

400-mb level. Values of vertical motion at 400 mb obtained by the
kinematic method explained a lower percentage than those at lower levels,
thus indicating that the processes producing rainfall were occurring
primarily in the lower troposphere. The assumptions made in the computa-
tional procedures may have contributed to errors as well. Table 4 shows
that while rain areas continued to be explained with 63.1% accuracy, no-rain
areas were explained with only 46.2% accuracy, a drop of about 20% compared
to the 700-mb level. The frequency distributions of vertical motion at 400 mb
in Fig. 11 indicate little difference between values for rain and no-rain
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Table 4. Contingency table of sign of vertical
motion at 400 mb determined by the kinematic

method,

Expected Rain No Rain
Observed w >0 w <0
Rain 41 24
No Rain 35 30

Percent Explained: Rain 63.1%, No Rain 46.27,
Overall 54.5%

cases. At the 700-mb level, decreased explanation compared to the 850-mb
level was accompanied by a better distinction between values of the two
cases (rain and no-rain); this did not occur at 400 mb.

20 ¢t
Y
g 16 ¢t
2 12 L*X Rain Cases
o -~ No-Rain Cases ,
B 8
[
2 44
kS N . .
9 16.0 12,0 -8.0 -4.0 0.0 4,0 8.0 12,0 16.0
Y400 fem sec™1)

Fig. 11. Frequency distributions of vertical motion at
400 mb determined by the kinematic method.

The effect of moisture, If insufficient moisture is present in areas
of positive vertical motion, rainfall will not occur. Figure 12 shows the
relation between average relative humidity between 850-700 mb, vertical
motion at 850 mb, and rainfall occurrence. As expected, rainfall was
accompanied by increased average relative humidity. Some points which had
positive vertical motion also had low humidity values so that precipitation
probably would not have occurred even though the point was counted as
indicating Precipitation.
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Fig. 12. Scatter diagram of average rela-
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rain.
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To separate the rain and no-rain cases, a line was drawn from the
upper-left corner to the lower-right corner of the diagram., This orienta-
tion of the line was expected since large values of positive vertical
motion would require less moisture to produce rainfall than would smaller
values of vertical motion (Miller and Panofsky, 1958). A somewhat similar
result was obtained for vertical motion at 850 mb, and for different
combinations of vertical motion and average relative humidity.

The case of 00 GMT, February 20. The rainfall pattern for the 6~hr
period ending at 00 GMT, February 20 (Fig. 13) illustrates the delicate
balance between terrain-induced vertical motion and vertical motion produced
by divergence. Divergence and moisture patterns indicate that there should
be no break between the rain area east of the Appalachians and the area in

B2 v-v < 0.0
at 850 mb

Rain Ar_ea

837V < 20 x 107 sec”?
at 850 mb

9 Streamlines
at 925 mb

XX W, in cm sec™!

Fig. 13. Map showing the relationship between terrain-
induced vertical motion and 6-hr precipitation for the
period ending at 00 GMI, February 20.

southern North Carolina and coastal sections of South Carolina, The
separation can be explained on the basis of orographic lifting. Stream~
lines at 925 mb are shown in Fig. 13 along with several values of the terrain-
induced vertical motion. The areas of convergence and values greater than
20x1070 sec-1 are indicated. Positive terrain®induced vertical motion
occurred west of the mountains while downslope flow occurred to the east.
The downslope flow cancelled the effect due to convergence directly east of
the mountains, The location of the area of largest convergence, coupled
with the rapid decrease in downslope flow, caused the rainfall to begin
again in the Carolinas where downslope flow became too weak to counteract
the positive vertical motion produced by low-level convergence.,
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3., Vorticity equation combined with Dines' Compensation Principle

Use of the vorticity equation, Eq. (7), to obtain the sign of divergence
from which vertical motion could be inferred gave poor results in this
situation., Terrain-induced vertical motion was not considered. More
sophisticated techniques and the inclusion of moisture may have produced
results comparable to those of the other methods.

The advective term. Meteorologists often use a rule which states that
positive vorticity advection above the level of non~-divergence, here assumed
to be 600 mb, and/or negative vorticity advection below it, is an indicator
of positive vertical motion in the mid-troposphere. The term 2Nl 1is assumed
to be small in comparison to the advection term. This rule ot gave poor
results for the synoptic situation examined in this study. Tables 5-8 show
that the sign of vertical motion inferred from the sign of vorticity
advection explained only about 50% of the rain and no-rain areas at each of

Table 5. Contingency table of sign of -V-?ﬂ

at 925 mb.

Expected Rain No Rain
Observed -;-;ﬂ <0 -G-;ﬂ >0
Rain 13 52
No Rain 14 51

Percent Explained: Rain 20.0%, No Rain 78.5%,
Overall 49.3%

Table 6. Contingency table of sign of -V-Gn

at 850 mb,

Expected Rain No Rain
Observed -V-GH <0 -¥.90 > o
Rain 16 49
No Rain 23 42

Percent Explained: -Rain 24.6%, No Rain 64.6%,
Overall 44.6%
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Table 7. Contingency table of sign of -V°€“

at 700 mb.

Expected | Rain No Rain
Observed -V-;ﬂ <0 -v-vN >0
Rain 33 32
No Rain 27 38

Percent Explained: Rain 50.87%, No Rain 58.5%,
Overall 54.67%

Table 8. Contingency table of sign of =V.V1|

at 500 mb.

Expected Rain No Rain
Observed ’ -v.v1 > 0 -v.v1 <o
Rain 32 33
No Rain 33 32

Percent Explained: Rain 49.3%, No Rain 49.37%,
Overall 49.37

the levels in Set 2. No-rain cases were explained best by conditions
existing in the lower levels where positive vorticity advection was
occurring primarily. The accuracy of the method for the no-rain cases
increased from 49.37% at 500 mb to 78.5% at 925 mb. Values of the
advective term, however, failed to distinguish rain areas from no-rain
areas in the large regions of positive vorticity advection on the back
side of the east coast cyclone. Rain cases were explained better by
conditions in high levels (700 and 500 mb). The explanation of the rain
cases increased from 20.0% at 925 mb to 49.3% at 500 mb. The trough was
more nearly in the center of the study area at upper levels than at
lower levels thereby giving more negative values of vorticity advection.
Frequency distributions for values of vorticity advection indicate no
significant difference between values occurring in rainfall and no-rainfall
cases (see Figs. 14 and 15).
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on
Inclusion of the local term. The local rate-of-change term, ot ,
was included in the vorticity equation in an attempt to determine its
importance to the method and to improve results (see Tables 9-12). The
addition of the term caused the left-hand side of Eq. (7) to be negative

a —_ -
Table 9. Contingency table of sign of (- Sg - V-Vﬂ)

at 925 mb,
Expected Rain No Rain
Ob d -t _ Y. - - V-YH>0
serve (» -V vmy<ok- 5% v.vT)
Rain 23 42
No Rain 17 44

Percent Explained: Rain 36.0%, No.Rain 72.3%,
Overall 53.6%




Table 10. Contingency table of sign of (- 21 - V-Vﬂ)

-,

at 850 mb. ot
Expected Rain No Rain
Observed (- %2 - V-¥M)<o} (- %‘ - V-YI)>0
Rain 22 43
No Rain 25 36

Percent Explained:

Rain 34.4%, No Rain 59.0%,

Overall 46.47

3 _ =

Table 11. Contingency table of sign of (- Frie v.vT)
at 700 mb,
Expected Rain No Rain

Observed

(- %—E - V-vT)<o

o -
(- -a-,l}- V-m>0

Rain

32

33

No Rain

26

35

Percent Explained:

Rain 49.2%, No Rain 57.47,

Overall 53.6%

Table 12, Contingency table of sign of (= gg - V°€ﬁ)

at 500 mb.

N

Expected Rain { No Rain
M = = 3N - =
Observed (- S?-V-VT])>0 (- B—'B-V°VT])<0
Rain 30 34
No Rain 32 29

Percent Explained: Rain 46.9%, No Rain 47.6%,

Overall 47.2%
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more often than previously in the lower levels, (Note that one rain
case and four no-rain cases were lost because 3T could not be computed
at the last time period because of the lack 3t of data). Improved
explanation of rain cases and poorer explanation of no-rain cases was
obtained at all levels producing a slight overall improvement at 925 mb
and 850 mb. At the 700- and 500-mb levels, a slight overall decrease
in the explanation of rain and no-rain cases was obtained. Frequency

= -

distributions of (- %%-V-vﬂ) given in Figs. 16 and 17 for 925 and 500 mb

24 "x-xRain Cases ,){ .
> —e N _Rai
9 20 No~-Rain Cases / i
(43
= 16 | i
8
[ 12 [ J
2 8 r ;
E
o 4 J
o
P 0 1 2

-8.0 -4,0 0,0 4.0 8.0

-3¢ - vyl , X

Fig. 16. Frequency distributions of (- é%..g.gﬂ)

at 925 mb. o)
oy -
9 20 vy ]
g x-xRain Cases / \
?-; 16 [~ No-Rain Cases I/ 4
H2oo12fF / .
£ s8f i
0
« 4} i
L)
g 0 . N

_32.0-16.0 0.0 16.0 3200

oll _ vyl o, [xlo 10 gec

T at

Fig. 17. Frequency distributions of (- %%-V'aﬂ)
at 500 mb.




35

show no significant difference between values for rain and no-rain cases.
Also, there was no significant improvement between these curves and those
which excluded the local rate-of-change term (Fig. 14 and 15). With
respect to all levels, the inclusion of the local rate-of-change term
did not significantly improve results.

4, Adiabatic Method

The adiabatic method gave results which at upper levels were superior
to those obtained from the vorticity equation and the kinematic method
which included orographic effects. At low levels, the results were about
the same as those from the vorticity equation, but were much less accurate
than those from the kinematic method.

The advective term. If the local rate-of-change of average potential
temperature is assumed to be much smaller than the advective term and
the atmosphere is statically stable, positive vertical motion is directly
proportional to the advection of average potential temperature (Eq. 10).
Results using the adiabatic method were poor in the 1000-850-mb layer.
Table 13 indicates that 50.8% of all areas were correctly explained.
Rainfall not associated with the Gulf cyclone was occurring on the back
side of the system off the east coast -- a region of cold advection,
The adiabatic method did not distinguish between rain and no-rain areas
in this large region. Little difference was noted between the CFD of
rain and no-rain cases (Fig. 18).

Table 13. Contingency table of sign of - V-v§
in the 1000-850-mb layer,

Expected | Rain No Rain
Observed -V.v8 >0 |"-VV<op
Rain 4 61
No Rain 3 62

Percent Explained: Rain 6.2%, No Rain 95.5%,
Overall 50.8%

The adiabatic method, for this situation, produced better results
with increasing height since a larger number of values of warm advection
occurred in the 700-500-mb layer than in the 1000-850-mb layer. The
effect of latent heat release became smaller with height, thus causing
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fewer errors compared to lower levels since clouds were located mostly
in the lower few thousand meters of the atmosphere. Table 14 indicates
a 20% increase in the explanation of rain cases for the 850-700-mb layer
compared to the 1000-850-mb layer; a 1.5% increase compared to the

Table 14. Contingency table of sign of
-V.¥6 in the 850-700-mb layer.

Expected Rain No Rain
Observed ~~ Vv >0 |- Vw8 <o
Rain 17 48
No Rain 2 63

Percent Explained: Rain 26.2%, No Rain 97.6%,
Overall 61.5%
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1000-850-mb layer occurred for no-rain cases. An overall explanation of
61.57 was obtained. Figure 19 shows that in spite of poor explanation,
there is good separation between the curves of rain and no-rain on thf
CFD. The median advection value for rain cases ii -4.5%10"5 deg sec”
while for no-rain cases it is -10.5x10-7 deg sec™". The slopes of the
curves are similar for advection values below -3.0x10~° deg sec™l but
differ for larger values., Although 51% of ghe rain cases were associated
with advection values greater than -5.0x10" deg sec'l, only 17% of the

no-rain cases were associated with values greater than this amount.
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-40,0 r
12 510 30 50 70 90 95 9899

Cumulative Frequency

Fig. 19, _Cumulative frequency distributions
of ~-v-vg from 850-700 mb.,

A significant improvement compared to lower levels occurred in the
700-500-mb layer (Table 15). The explanation of rain areas doubled, but
a small decrease occurred in the no-rain category. An even better
separation gccurred between curves of the CFD. Median advection values
of -0.5x107° deg sec™* and -10.0x10" deg sec~l are indicated, respectively,
for rain and no-rain areas according to Fig. 20. For advection values
greater than -5.0x10~5 degvsec'l, 667 of the rain cases occurred while
only 237 of the no-rain cases occurred.

Inclusion of the local term. The local rate-of-change of average
potential temperature was computed at each level in Set 1 to test the
importance of the term and to attempt to improve results. The atmosphere
was assumed to be stable, i.e., D8 > 0° (Because %g could not be computed

oz t
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Table 15. Contingency table of sign of
-V.v6 in the 700-500-mb layer.

Expected Rain ‘No Rain
Observed - V.98 >0 - V.96 <0
Rain 35 30
No Rain 6 59

Percent Explained: Rain 53.8%, No Rain 91.0%,
Overall 72,5%

9998 95 90 70 50 30 10 5 2 1
40,.0- B
—i L 13
: -
v 30.¢ ‘ 1R
(]
g T i
o0 20.0- j{’ .
[})
'-c L. st
10.0- ~ -
L?O x";r }l 1
— P ud
l | 0.0 *,* / y
= v /// b
IS 4 //
-10,0F > 4
> L1
D o r"‘ /r/ -
. -20,0— {7/ i
I X=X Rain Cases
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Fig. 20, _Cumulative frequency distributions
of -v-v6 from 700-500 mb.

at the first and last time periods, values for 9 rain cases and 9 no-rain
cases were excluded.) Tables 16-18 show that rain areas were explained
more accurately with the inclusion of the local term. The accuracy of
the lowest level in explaining rainfall areas increased by 26% but was
still only 32.2% accurate; rain areas at other levels also were forecast




Tablg_16. Contingency table of sign of
(-—ﬁ-v -V8) in the 1000-850-mb layer.

Expected Rain No Rain

. 38

Observed (C —‘;-Vé) >0 (-'—- Ve) <p

Rain 18 38

No Rain 13 43

Percent Explained: Rain 32.2%, No Rain 76.8%,
Overall 54.4%

Table .17, Contingency table of sign of
-3¢ V.v8) in the 850-700-mb layer.

Expected Rain No Rain

é - -, é - —0_
Observed (-%E- V.v8) >0 (-g—t -V-Vg) <o

Rain 26 30

No Rain 7 49

Percent Explained: Rain 46.5%, No Rain 87.5%,
Overall 67.0%

Table -18. *Contingency table of sign of
(- -v. Ve) in the 700-500-mb layer.

Expected Rain No Rain
e - - aé -
Observed 1(-§-V-Ve)>0 (-E-V-V9)<O
Rain 32 24
No Rain 8 48

Percent Explained: Rain 57.1%, No Rain 85.9%,
Overall 71.4%

39



40

more accurately. Decreases in accuracy were noted for explanations of
the no-rain cases at each level. An overall increase in accuracy
resulted for the 1000-850-mb layer and the 850-700-mb layer, but a slight
decrease occurred in the 700-500-mb,layer. Overall accuracy continued

to increase with height when the local term was included,

Although only slight overall improvements in explanation were

obtained with the inclusion of the local term, more significant differences

occurred between the CFD of the rain and no-rain cases at low levels
(Figs. 21-23). Figure 21, for the 1000-850-mb layer, indicates that
there is the tendency for rain cases to be explained by more positive
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Cumulative Frequency

Fig. 21. _fCumulative frequency distributions
of (-%%-vwe) from 1000-850 mb.

values of the term than no-rain cases._ The median value for rain cases
is -5.0x10"2 deg sec-l and is -8.0x1072 deg sec™' for no-rain cases; 507%
of the rain cases, but on1y132% of the no-rain cases, occurred with

(- %%-6-36) = 5.0 deg sec™+,

The separation between rain and no-rain curves on the cumulative
frequency distribution (CFD) increased from the 1000-850-mb layer to the
850-700-mb layer.,_ The 850-700-mb layer ({ig. 22) has median values of
3.0x10"5 deg sec'1 and -9,.0x10"° deg sec™- for rain_and no-rain cases,
respectively. The same spread of 6.0x10"° deg sec~l occurred without
the inclusion of the local term. While 70% of the rain cases occurred
for values greater than -5,0x10"° deg sec”™*, only 24% of the no-rain
values occurred in this range. This is a spread of 46% compared to a
spread of 347% without the local term,
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The addition of the local term did not improve results in the 700-
500-mb layer. Figure 23 indicates median values of ~1.0x10"> deg sec~1
and -9,5x107° deg sec”l for rain and nmo-rain cases respectively, The
spread between median values was 8.5x10™2 deg sec’i compared to 9.5x10"
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deg sec™1l without the local term. For values greater than -5.Ox10"5 deg
sec™ ™, 667 of the rain cases and 26% of the no-rain cases occurred; the
spread of 407 is 3% smaller than that occurring without the local term,

The effect of moisture. Scatter diagrams were prepared with average
relative humidity in a layer as one variable and the advective term or
the sum of the advective term and local-change term as the second variable.
Diagonal lines could be drawn from the upper-left to the lower-right
corners of the graph to separate the two cases as was done in the kinematic
method,

5. Omega Equation

The Laplacian of temperature advection used alone. The omega equation,
Eq. (12) predicts that positive vertical motion will be proportional to
positive values of [-V-?ﬂ - v2(-V-§§)]. The ability of the Laplacian
term alone to explain rainfall areas compared to the advective and local
rate-of-change terms of the adiabatic method is given in Table 19. When
compared to the adiabatic method, the Laplacian term consistently
explained rain areas more accurately. In the lowest level, a 29.3%
improvement occurred, in the 850-700-mb layer a 15.0% improvement occurred,
and in the 700-500-mb layer a 6.0% improvement was noted. Similar but
slightly smaller decreases in accuracy occurred in the no-rain category.

An average overall improvement of less than 1% took place in the three
layers,

2 e i
Table 19. A comparison of results of -V (-V°V8)
with terms in the adiabatic method.

Percent Explained
Layer and Method Used
Rain Areas No-Rain Areas Overall

1000-850-mb layer

- V-8 6.2 95.5 50.8

-2y 32.2 76.8 54.4

- 9275 61.5 50.8 56.1
850-700-mb layer

AL 26.2 97.0 61.5

-8 .53 46.5 87.5 67.0

- 92 (-V-75) 61.5 72.5 66.9
700-500-mb layer

- Vv 53.8 91.0 72.3

a -
“3Sc - V'Ve 57.1 85.9 71.4
- v2(-7-75) 63.1 81.7 72.3
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At low levels, much less separation occurred between the CFD of
rain and no-rain cases using the Laplacian compared with the advective
term with or without the local rate-of-change term of the adiabatic
method. The CFD for the 700-500-mb layer is shown in Fig. 24 where
better separation occurred compared to terms of the adiabatic method
(See Figs. 18-23). A median value of 5.0x10"16 deg sec"l m~2 for rain
cases and -15.0x10-16 deg sec~l m~2 for no-rain cases is indicated.
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of -y%(~V-v8) for 700-500 mb.

Use of the Laplacian term. The advection of vorticity at 500 mb
and the Laplacian of the advection of average potential temperature
between 700-500 mb were used to evaluate the omega equation; Table 20
presents the results. The method gave correct explanations for rain and

Table 202 Contingency table of sign of -V'Gﬂ at 500 mb
and -V“(-V-V8) in the 700-500-mb layer as used in
the omega equation.

Expected ~Rain Indeterminate No Rain
-v.vN1 > 0 -v-¥N <0
e ite Si - e
Observed -VZ(-V-V6)>0 Opposite Signs -vz(-v.v9)<o
Rain 18 36 11
No Rain 4 36 25

Percent Explained: Correct 33.0%, Incorrect 11.5%,
Indeterminate 55.5%
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no-rain cases 33.0% of the time and incorrect explanations 11.5% of the
time, but in 55.5% of the cases the signs of the terms were different
thereby preventing the determination of the sign of vertical motion.
(Note that the 700-500-mb layer consistently produced the best results
in the adiabatic method and when the Laplacian alone was considered in
the previous section.) 1In order to eliminate the indeterminate category,
constant multipliers were introduced into the omega equation so that the
two terms would have the same order of magnitude. The terms could then
be added with each having about the same weight:

w=k1[-\7-9ﬂ:| + kz[-vz(-\'f-?z'é)] . (21)

The values chosen were K, = 1 and K, = 10°. The results in Table 21 are
much better than those o%tained using vorticity advection alone, but worse
than those obtained using the Laplacian alone. The no-rain cases were

Table 21, _Contingency table of the sum of
k,[-V-1] at 500 mb and k, [-v2(-V-73)]
in the 700-500~mb layer.

Expected Riiﬁ No Rain
kl[-v-vﬂ] + Otl[-V-VH:I +

kz[-vz(-x'f'-_?é)]> 2|:-v2(-\7-vé)<0

Observed

Rain 35 30

No Rain 12 53

Percent Explained: Rain 53.87%, No Rain 81.7%,
Overall 67.7%

explained with the same accuracy that was obtained using the Laplacian
(81.7%), but the omega equation was about 10% less accurate in explaining
the 65 rain cases. The use of temperature advection at 850-700 mb and
vorticity advection at 500 mb produced less explanation than that obtained
in the higher layer since temperature advection when used alone in the
lower level was less accurate than when used at the upper level (Table 22).
Table 23 shows that values obtained by adding terms in the omega equation
for this layer also gave less explanation, especially for the no-rain
cases. The equation yielded results which were intermediate to those
obtained by evaluating each term separately. Both rain and no-rain cases
were less accurate.




Table 22

and -Vz(-V-VO)

the omega equation.

Contingency table of sign of -V-Gﬁ at 500 mb
in the 850-700-mb layer as used in

Expected Rain Indeterminate No _Rain
~V.vT} > O -V.VR <0
Observed -v2(-V-€§>>o Opposite Signs -vz(-v-v§)<n
Rain 17 36 12
No Rain 7 38 20

Percent Explained: Correct 29.0%, Incorrect 15.0%,

Indeterminate 56.0%

Table 23. , Contingency table of the sum_of
ky [-V-VM] at 500 mb and k, [-v2(-V-5)]
in the 850-700-mb layer.

Expected Rain No Rain

A I Py

kz[-vz (-G;€é§]>0L kz[-vz(-(;-;éj <0

Observed

Rain 34 31

No Rain 21 44

Percent Explained: Rain 52.3%, No Rain 67.7%,

Overall 60.0%

Use of the temperature advection term. When temperature advection
was considered instead of the Laplacian of temperature advection, similar
results were obtained, if no addition was performed. Tables 24 and 25
indicate that advection, which is simple to determine, was nearly as
accurate as the more complicated Laplacian term in explaining the 130
cases for the 700-500-mb layer and the 850-700-mb layer. The sign of

vertical motion still could not be determined in many cases. Terms of
this form of the equation were added as follows:
W = ky [-v-vn] + k, [-v.v§] (22)
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Table 24. Contingency table of sign of -V.vN at 500 mb
and -V.78 in the 700-500-mb layer as used in the
omega equation.

Expected Rain Indeterminate No Rain

-V.vn >0 y.9n <0

Observed -V.$§ >0 Opposite Signs -Vngé <0
Rain 14 37 14
No Rain 3 33 29

Percent Explained: Correct 33.0%, Incorrect 13.0%,

Indeterminate 54.0%

Table 25.__Contingency table of sign of -V+VT at 500 mb
and -V-V6 in the 850-700-mb layer as used in the
omega equation.

Expected Rain Indeterminate ‘§quain
- -
-Vovn > 0 -V'vn < 0
Observed .y.v5 > 0 |Opposite signs -V:v8 < O
Rain 9 32 24
No Rain 1 34 30

Percent Explained: Correct 30.0%, Incorrect 19.0%,
Indeterminate 51.0%

where ky = lO5 and k, = 1. Table 26 shows a loss in overall explanation
of 12.3% in the 700-500-mb layer when compared to results obtained using
the Laplacian in the omega equation. A decrease in explanation of 9.3%
occurred in the 850-700-mb layer when the advection term was used

instead of the Laplacian term (Table 27).

Rain cases showed the greatest
loss in accuracy.

Values of the Laplacian exhibited a large range and
frequently were larger than those of advection even when multiplied by

the constants. In each case, however, these terms had the same order of




Table_ZQ, Contingency table of the sum of

k3 [-V-v7]

in the 700-500-mb layer,

at 500 mb and k, [-7-75]
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Expected Rq}q‘ No Rg;n
k[Vev] 4+ | ok [-veun] +
Observed 3., 3- .4
k, [-V-¥8> 0 | x,[-v.vg]< 0
Rain 25 40
No Rain 18 47

Percent Explained: Rain 38.47%, No Rain 72.37%,
Overall 55.47%

Table ZZ.q Contingency table of the sum of
k3 [-V-¥1] at 500 mb and k, [-V-v8]
in the 850-700-mb layer.

Expected Rain No Rain
k3[-v-vT\] + | kg Lv-vn] +
Observed ), [V-98]> 0 | x, [-V-¥d]< 0
Rain 16 49
No Rain 15 30

Percent Explained: Rain 24.67%, No Rain 77.0%,
Overall 50.7%

magnitude as vorticity advection. Since the temperature terms were
more accurate than the vorticity term, better results were obtained
through use of the Laplacian than from temperature advection., If the
less-accurate temperature-advection term were given greater weight,
higher accuracies would result because the values obtained from the
addition of terms would approach that obtained through use of the
thermal term alone.

Maps of terms in the omega equation. In addition to checking the
agreement between data points and results from the omega equation, maps
were prepared that showed the rainfall areas with vorticity advection
at 500 mb and either average potential temperature advection from 700-
500 mb or the Laplacian of that quality. Values of wg at several points
were given in cm sec”, Examples are shown in Fig. 25 for rainfall
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totals ending at 18 GMT, February 19, 00 GMT and 12 GMI, February 20,
06 GMT, February 21, and 06 GMT and 18 GMI, February 22. (The area for
reliable data was reduced on the 22nd due to the failure of several
rawinsonde stations to report.) The best results were associated with
rainfall due to the Gulf cyclone, shown in the last three examples. Both
positive temperature advection and a positive Laplacian term delineated
areas of rainfall well when coupled with positive vorticity advection.
Less agreement was found at 03 GMI, February 21, than the latter two
examples because the cyclone was in the initial stages of development,
Note that rain was expected in some regions where it did not occur and
vice versa. Terrain-induced vertical motion was relatively small in
this flat area along the coast.

Rainfall areas along the Appalachians and Ohio River Valley were
not explained by the omega equation nearly as well as those occurring
along the Gulf Coast. The orographic effect was found to be very
important in the mountainous regions. The Laplacian of advection of
average potential temperature rather than advection of that quantity
was more accurate in explaining rain areas when coupled with vorticity
advection. The advection of average potential temperature used with
vorticity advection was more accurate in explaining no-rain areas, The
overall accuracies were about the same. TFew areas were found where
either of the temperature terms overlapped the vorticity term in rain-
fall areas. There was no overlapping in rain areas between regions
where the Laplacian term and the vorticity advection term were positive
at 18 GMT, February 19. 1In additiom, there was no overlapping of
regions when temperature advection was used instead of the Laplacian.
The opposite circumstances occurred at 12 GMT, February 20; the
Laplacian term provided better agreement with rain areas than did the
temperature advection term, The two forms of the omega equation (Eqs.
12-13) provided about equal agreement with the rain areas at 06 GMT,
February 21. At all time periods, there were regions where overlapping
is indicated but rainfall did not occur.

The values of terrain-induced vertical motion (wg) explain much of
the lack of agreement between observed rain areas in the Ohio River Valley
and expected areas based on the omegi equation. Each of the four
unexplained data points in the rain area at 18 GMI, February 19, had
positive values of wg. The important effect of orographic lifting at
00 GMI, February 20, has been discussed previously (kinematic method,

P. ). At 12 GMT, February 20, upslope flow occurred at two of the
three points in the rain area that were not explained by the omega
equation when the Laplacian term was used. One point contained wg <0,
however. At 06 GMI, February 21, one point in the rain area was
explained by both forms of the omega equation although downslope flow
was indicated. Two of the points were not explained by either form of
the omega equation but can be explained on the basis of orographic
lifting, Generally, rain areas coincided with positive regions of one
of the terms, either the vorticity term or one of the temperature terms,
but no-rain areas frequently did as well.
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H. SUMMARY AND CONCLUSIONS

Five indicators of vertical motion were investigated to determine
which gave the best explanation for rain and no-rain areas in the south-
eastern United States during the period February 19-22, 1964, The methods
used were the terrain-induced vertical motion, the kinematic method
including the terrain effect, the adiabatic method, the omega equation,
and the vorticity equation combined with Dines' Compensation Principle.

If particular terms in the equations were difficult to evaluate, the
relative importance of each term to the particular method was investigated.
Moisture availability and stability were considered, but less extensively.
Values of terrain-induced vertical motion were computed manually, but
other parameters needed in the methods were determined by computer through
the use of a grid system which enveloped the area of interest. Areas
where precipitation occurred within each 6-hr period were outlined, and
points selected within rain and no-rain areas were used for verification
purposes. The locations of these data points changed at each time

period; a total of 65 points were selected in rain areas along with an
equal number in no-rain areas. Subjective association between the

methods for obtaining the sign of vertical motion and precipitation
occurrence was made by overlaying the data points onto fields of the
parameters computed at the middle of the particular 6-hr rainfall reporting
period.

The following conclusions were drawn from the investigation:

1) Rainfall occurring along the Gulf States during the last two
days of the period was due to vertical motion caused by a cyclone in
the Gulf of Mexico; the omega equation, which does not include orographic
lifting, explained the rainfall areas associated with this system quite
accurately,

2) Rainfall occurring along the middle East Coast and in the Ohio
River Valley was due to terrain-induced vertical motion and convergence
occurring in the lower troposphere.

3) Orographic lifting, by itself, explained 63% of the 130 data
points. Since the values of orographic lifting were determined on a
smaller scale than other parameters which were interpolated and smoothed,
this term was better related to the low-level phenomena producing rain-
fall than were terms in the kinematic, adiabatic, and vorticity methods.
Based on this research, orographic lifting always should be considered
in precipitation forecasting.

4) For this synoptic situation, the best explanation of the rain
and no-rain areas was given by the kinematic method, including the
orographic effect, at 850 mb; 80.87% of the data points was correctly
explained. The method gave poorer correlations at 400 mb.

5) Use of the vorticity equation with Dines' Compensation Principle
gave comparatively poor results at all levels. The inclusion of the
local rate-of-change term did not greatly improve the results obtained
by using advection alone.

6) The adiabatic method in the 700-500-mb layer produced the second
best results. 1In the upper levels, overall results obtained by the
addition of the local rate-of-change term were not significantly better
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than those obtained using advection alone. Rainfall areas were explained
more accurately, but no-rain areas were explained less accurately by the
use of this term,

7) The omega equation at upper levels frequently could not be used
to estimate the sign of vertical motion because the two:terms involved
differed in sign. When the terms of the equation were added through the
use of constant multipliers, better results were obtained. Maps showing
positive areas of the terms in the omega equation coincided well with
precipitation areas along the Gulf Coast. Results were poor along the
East Coast and the Appalachians.

8) The use of rather simple methods of computing vertical motion
can give good explanations of rain and no-rain areas.
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J. LIST OF SYMBOLS

<l
It

the horizontal wind vector
u = the wind speed component in the x (zonal) direction
v = the wind speed component in the y (meridional) direction
w = the wind speed component in the z (vertical) direction
t = time
p = the density of the air
V = the del operator
V® = the Laplacian operator
w = the vertical motion at level L
w, = the terrain induced vertical motion
= pressure
= the acceleration due to gravity

P

g

€ = the relative vorticity

T| = the absolute vorticity, T =( + £
£

= the coriolis parameter

dp
dt’

6 = the potential temperature

€
"

® -~ w the vertical velocity

T = temperature
R = the gas constant
k = R/c

p

c_ = the specific heat at constant pressure

8, = the equivalent potential temperature




it

the stability parameter, ¢

=28
-2

the base of natural logarithms

the latent heat of condensation

the saturation mixing ratio

the pressure at level L

the pressure at the surface

BRJ

CBIL

CRP

DAY

JAN

JAX

KSC

ICH

LIT

LIST OF STATION IDENTIFIERS

Athens, Georgia

Nashville, Tennessee
Burrwood, Louisiana
Columbia, Missouri.
Charleston, South Carolina
Corpus Christi, Texas
Dayton, Ohio

Key West, Florida

Fort Worth, Texas
Greensboro, North Carolina
Huntsville, Alabama
Huntington, West Virginia
Jackson, Mississippi
Jacksonville, Florida
Kennedy Space Center, Florida
Lake Charles, Louisiana
Little Rock, Arkansas

Miami, Florida
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MIF

OKC

OMA

PIA

PIT

SAT

SHV

TOP

TPA

VPS

063

Montgomery, Alabama
Mississippi Test Facility
Oklahoma City, Oklahoma
Omaha, Nebraska

Peoria, Illinois
Pittsburgh, Pennsylvania
San Antonio, Texas
Shreveport, Louisiana
Topeka, Kansas

Tampa, Florida
Valpariso, Florida

Grand Bahama Island
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CHAPTER II. TIME CHANGES IN GRADIENT AND OBSERVED WINDS

by

Ronald Dale Carlson
Department of Meteorology
Texas A&M University, College Station, Texas

A. ABSTRACT

Local time changes of the observed and gradient wind speeds are
examined at 500 mb for 3-, 6-, and 12-hour time intervals. The
correlation coefficients between the changes in the two wind speeds over
3 and 6 hours are statistically not significantly different from zero
at the 57 level. For the two 12-hour time intervals studied, the
correlation coefficients between the local time changes in the two wind
speeds were 0.38 and 0.51 which were statistically significant at the
5% level. A qualitative examination of the 3-, 6-, and 12-hour change
of the components of the observed and gradient wind speeds also showed
poor results over 3 and 6 hours with improvements over 12 hours. Although
the gradient wind speed is generally an acceptable approximation to the
actual wind speed, the results of this investigation show that the changes
in the gradient wind speed are a poor approximation to changes in the
actual wind speed over 3- and 6-hour time intervals with some improvement
over 12-hour intervals,

An examination of the contributions to local changes in the gradient
wind was made. Over 3 and 6 hours the changes in height gradient and
the trajectory curvature are the largest contributors to changes in the
gradient wind speed in approximately the same number of cases. Over 12
hours changes in the height gradient made the largest contribution to
changes in the gradient wind speed in approximately 807 of the cases.

B. INTRODUCTION

The wind in the first few meters above the surface of Earth always
has been of concern to man. The wind, its variability, and its effects
in the lower layer of the atmosphere are more readily evident in everyday
life than the wind in the upper atmosphere. However, with the advent of
air travel, the space age, and numerical weather prediction, wind and its
variability at all levels in the atmosphere have become important.

Wind variability in time and space is of great importance in
numerical weather prediction. Part of the early failures in numerical
weather prediction (Richardson, 1922) was attributed to wind variability
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between grid points that resulted in erroneous computations of divergence.
Today with more precise wind measurements this problem has been reduced
but not eliminated.

There is considerable research under way at the present time to
arrive at methods which will provide better wind measurements. Johnson
(1970) discusses the Next Generation Upper Air System (NEXAIR) which is
being developed through the Global Atmospheric Research Program (GARP).
A new wind measurement system (NAVAID) is being developed as a part of
NEXAIR in order to give meteorologists more accurate wind measurements.
The design goal of the NAVAID system is l-minute average wind data with
a root-mean-square (rms) error of 0.5 sec™l in the wind speed.

Wind variability in time and space also plays an important role in
the design and operation of aerospace vehicles. Power-spectral techniques
have been used (Houbolt, 1970) to analyze the variability of the vertical
component of the wind. This variability spectrum is then used as an
aid in the determination of design specifications. Similar techniques
(Scoggins, 1970; Ryan et al., 1967) have been applied to the horizontal
component of the wind for the design and operation of space vehicles.
While on the launching pad a space vehicle is subjected to constant
buffeting which is an example of the variability of horizontal wind in
time., While in flight a space vehicle is subjected to wind variability
in time and space. However, a speed is soon reached where, for all
practical purposes, time variability in the wind can be ignored. If the
limitation of wind variability experienced by an aerospace vehicle is
exceeded, it is possible that structural damage could occur.

C. BACKGROUND AND STATEMENT OF THE PROBLEM

1. Previous Studies

One method of studying wind variability has been to look at the
statistics of the wind. Durst (1948; 1952, 1954) has done extensive
work on wind variability by correlating the wind at one time with that
at the same place at a different time. He arrived at correlations and
standard deviations between the winds at the two different times. As
one would expect, as the time interval increased at each station, the
standard deviation increased while the correlation decreased. These
correlations and standard deviations tend to be constant with height
(Lenhard et al., 1963) and to exhibit a seasonal variation which shows
a maximum in fall and a minimum in spring (Ellsaesser, 1960).

Singer (1955) approached the variability problem by correlating
different components of the wind with subsequent changes. Linear
relationships were found between the initial observed wind speed and
the magnitude of velocity change, initial wind speed and the change in
wind speed, and the initial wind speed and the magnitude of direction
change.
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Other investigators have compared wind variability with various .para-
meters related to the wind., Linear relationships were found between wind
variability and surface wind, height above the terrain (Danard, 1965), and
the changes in the gradient of pressure or height (Buell, 1957). The
standard deviation of the wind from its average value at a given level has
been shown (Brooks et al., 1950) to vary inversely as the density of the
air at that level. Jenkinson (1956) established the empiric¢al relation
O = QS cos EC § , where O is the standard vector deviation of the wind in
knots, S is the standard deviation of the contour height in feet, & is
latitude, and Q is a constant dependent on the height of the pressure
surface,

Some researchers have investigated the relationships between the wind
at various levels in the atmosphere. Alexander et al. (1969) computed
linear correlation coefficients between zonal and meridional wind components
at different levels in the atmosphere. Tables were presented which showed
these correlations for every kilometer up to 27 km for selected stationms.

Another possible approach would be to use an approximation to the
real wind and study its variability. It is accepted generally in middle
latitudes that the geostrophic and gradient winds are, respectively, first-
and second-order approximations to the real wind. Endlich (1961) states,
""'gradient winds provide an estimate of actual winds which is sufficiently
accurate to make them useful in describing the dynamics of synoptic-scale
processes."

2. Statement of the problem

Although many previous studies have been done to understand better the
behavior of the wind in the atmosphere, the results of these studies leave
much to be desired. Most of the previous studies have correlated the wind
and its changes with some related parameters as opposed to obtaining an
understanding of the factors which produce the wind and its changes. To
understand fully the changes in the wind, one must attempt to understand
the factors which produce the changes and the contributions of each factor.

The problem then is to try to obtain a better understanding of the
changes in the wind field and the factors responsible for the changes. An
examination of the gradient wind and its local changes will provide a basis
for understanding some of the factors responsible for the observed changes.
As stated earlier, the gradient wind generally is accepted as the best
available approximation to the actual wind. Through an understanding of
the gradient wind and the forces which contribute to it, the practicing
meteorologist will obtain a better understanding of the local wind changes
enabling him to produce a better forecast.

One must be aware, however, that there are certain phenomena in the
atmosphere that may cause discrepancies between changes in the actual and
gradient wind speeds. As mentioned by Mantis (1968), a problem exists
with perturbations that have very small wave lengths. Although these
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perturbations do affect meteorological parameters, they cannot be detected
by the existing synoptic network. Since the average distance between the
reporting stations for rawinsonde observations in the United States is
approximately 300 km, any perturbation with a wave length equal to or less
than approximately 600 km will not be detected.

Waves such as gravity and shear-gravity waves may also produce disagree-
ments between changes in the actual and gradient wind speeds. Because of
the speed of these waves, their effects are not resolvable in the wind
measurements. However, the effects of these waves may be detectable in the
height measurements. In turn, variations in the height gradient have a
direct effect on the gradient wind speed.

Another factor which possibly could contribute to discrepancies
between temporal changes in the actual and gradient wind speeds is the time
lag between changes in the height field and the subsequent changes in the
actual wind field. Changes in the height field will be noticed immediately
as will changes in the gradient wind speeds. Haltiner (1971) mentioned that
a 40-m change in height at a point requires 5 to 10 hours before a geostrophic
balance is regained. This phenomenon would affect comparisons of the change
in wind speed over all time intervals.

Although these phenomena which produce discrepancies between the
changes in the actual and gradient wind speeds are present in the atmosphere,
they are almost impossible to handle and will not be considered in this
research.

3. Objectives

The objectives of this study are to:

a) examine the scalar relationships between the observed and gradient
wind speeds,

b) compare local time changes of the observed wind speed with local
time changes of the gradient wind speed over 3-, 6-, and 12-hour periods,
and

c¢) evaluate the contributions of local changes in wind direction,
height gradient, and trajectory curvature over 3-, 6-, and 12-hour time
periods to the local changes of gradient wind speeds over the same time
periods. All of the computations and comparisons in this study were done
at the 500-mb level.

D. THEORETICAL CONSIDERATIONS

1. Gradient wind equation

The horizontal wind is a balance between the pressure gradient, coriolis,
centrifugal, and frictional forces in the atmosphere. If and when these
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forces become unbalanced, accelerations (tangential and/or centripetal)
occur until a balance is obtained again. However, these accelerations vary
and cannot be measured over a short period of time.

The derivation of the geostrophic approximation neglects accelerations,
centrifugal force, and the influence of friction. The omission of these
terms assumes that height contours are straight and parallel. However, it
is obvious from an examination of any upper-level synoptic chart that the
height contours are neither straight nor parallel over any great distance.

The gradient wind approximation also is a balance between selected
forces that contribute to the actual wind. The forces considered in the
gradient wind approximation are the pressure gradient, coriolis, and
centrifugal. Centrifugal force, or centripetal acceleration, is the
result of curved flow. Thus, the consideration of centrifugal force allows
for curvature of the height contours on the upper-level synoptic charts.

Of the forces and accelerations contained in the complete horizontal
equations of motion, those which do not appear in the gradient wind
approximation are the frictional force and the tangential acceleration.

It would be nice to conclude that any differences between changes in the
gradient wind and changes in the actual wind are due to the frictional
force and/or tangential acceleration. However, Mantis (1968) points out
that in addition to friction and tangential acceleration, any difference
between actual and gradient wind changes at a point in the atmosphere also
could be due to observational errors, both human and instrumental, and/or
changes due to wave lengths too small to be detected by the synoptic-scale
network,

The vector equation for the gradient wind can be written as

2 - - - -
VngN + fvgr xk - gvZ = 0, (1)
I I1 I1T

-
where N is a unit vector normal to the gradient wind vector and directed to
the righE of the flow, K is the curvature of the trajectory of the air
parcel, Vgr is the gradient wind vector, Vgr is the magnitude of the gradient
wind vector, f is the coriolis parameter, g is acceleration due to gravity,

k the unit vector in the vertical, and VZ the gradient of height. Terms

I, II, and III in Eq. (1) refer, respectively, to the centrifugal, coriolis,
and pressure gradient forces.

Equation (1) can be written in scalar form as

vgr oo - gl =0, )
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which can be solved for Vgr by use of the quadratic equation:

- A2 4 arglFl
Vgr B ' 2K ’ ()

By definition, K is positive for cyclonic flow and negative for anticyclonic
flow, Since Vg, cannot be less than zero, the plus sign must be used in
front of the radical for cyclonic flow. It is accepted generally that the
plus sign also is used in front of the radical for anticyclonic flow
(Panofsky, 1964). For anticyclonic flow, it is possible for the sum under
the radical to be negative; this produces an imaginary result for the
gradient wind speed. For a real solution under anticyclonic flow the
relation

£ 2 4Kg|%’z| (%)

must be preserved., Since the geostrophic wind speed, V> is given by

v, = %I'ﬁzl , (5)

the relation expressed in Eq. (4) may be written as

= 2 K . (6)

Table 1 shows critical values of the radius of curvature, R = 1/K, for
various latitudes and geostrophic wind speeds which must be met in order
for Eq. (6) to be satisfied.

I1f the relation in Eqs. (4) and (6) cannot be satisfied, a gradient
balance cannot be maintained, i.e., the wind speed and curvature become so
large that the coriolis force cannot balance the centrifugal and pressure
gradient forces. In this case, the air flow cannot continue parallel to
the contours, and accelerations result,

2. Time rate-of-change of the gradient wind

The time rate-of-change of the gradient wind speed is calculated
using equations for the components of the gradient wind. The x- and y-
components of the gradient wind equation can be derived by taking the dot
product of Eq. (1) by i and by j, respectively. The components of the
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Table 1. Critical values for radius of curvature (Km) at
various latitudes and geostrophic wind speeds.

V (m sec'l)
10 20 30 40 50
Lat (deg)
30 550 1100 1650 2200 2750
45 390 780 1170 1560 1950
60 320 640 960 1180 1500

gradient wind in the x- and y-direction, respectively, then can be written
as

2
= -8 3Z EYSE?Z )
grx f dy f ’
and
KV2 N
v - 8 32 _ _grx (8)
gry £ ox £

The local derivitives onEqs. (7) and (8) now can be taken. However,
since Vgr contains Vg, and Vgry> the differentiated forms of Egqs. (7) and
(8) must be solved simultaneously. The result is

1
Verx Y + B oY ¢ S D0 02, | ED 3z, 9)
at F'at F'at F'ot F'ot ‘ax F'dt 3y ?

I IT III

and

oV G'dN H'3N ' ' '
gry X v 1'dK J'3 3z M'd3_3Z
3t I:L'at R :I"' Lat T [L'at(ax) + L'at(ay) - (10)

I II IIT

The explanation of the primed quantities in Egqs. (9) and (10) can be found
in Appendix A along with the complete derivation.
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Equations (9) and (10) are predictive equations for the x- and y-
components of the gradient wind. Terms I, II, and III in Eqs. (9) and
(10) represent the contributions to the changes in the gradient wind
components due to changes in direction, curvature, and height gradient,
respectively.

Equations (9) and (10) can be used to evaluate the local changes
of the gradient wind components. The solution of these equations with
actual rawinsonde data will be discussed in the next section.

E. ANALYTICAL APPROACH

1. The grid system

To facilitate numerical computations, a grid (Fig. 1) was used that
covered the rawinsonde reporting network. The grid points were approximately
158 km apart, and the grid area consists of 13 x 16 points.

+
I

+ + + +

3

; . +
TR+
SRR SR R i

Fig. 1. Grid system used in finite-
difference computations.

2. Data interpolation to the grid

Wind and height data were interpolated to the grid with the use of a
technique developed by Barnes (1964). This technique is an interpolation
method suitable for solution on a computer. Reported data at each station
are interpolated to the grid points within a specified distance (scan
radius) from the station. With the exception of Pittsburgh (PIT) and
Greensboro (GSO), data from stations within a scan radius of 4.5 grid
distances were used to assign values to a grid point. Since the grid
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points in the northeast corner of the grid were so far away from any
reporting stations, a scan radius of 5 grid distances was used that included
PIT and GSO.

; After a first guess was assigned to each grid point, a series of
jterations was carried out to interpolate a new value for each grid point.
Each grid point also was assigned a weighting factor proportional to the
distance between the grid point and the reporting station. This weighting
factor was used to assign values to grid points that were within the scan
radius of two or more reporting stationms.

For the first time period the first guess at each grid point was set
at zero. Values calculated for the first time period were then used as
a first guess for the second time period; values calculated for the second
time period as a first guess for the third time period; etc. A total of
five interations was used. The data were then smoothed using a 9-point
smoothing function.

3. Evaluation of the gradient wind and its components

In order to solve the scalar gradient wind equation, Eq. (3), and the
component gradient wind equations, Egs. (7) and (8), the magnitude of the
height gradient and the trajectory curvature must be computed at each
grid point.

a) Height gradient.
The magnitude of the height gradient may be written as

. 2 2] %
vz‘ = [(g—}z;) + (%%) ] s (11)

2z 22
where dx and 3y were approximated with a centered finite-difference
technique (Carnahan et al., 1964) over the grid system (Fig. 1, p. 66).

b) Trajectory curvature

Curvature is defined as K =
trajectory and the x axis, and s
Fig. 2).

D

%— where B is the angle between the
i

[4:1%]

a distance along the trajectory (see

Radius of
curvature

Trajectory,

Fig. 2. Illustration of curvature



68

From Blaton's formula (Haltiner and Martin, 1957), K can be expressed
as

-1 08 28 6
k=75 (at+vas+“’§'§) » (12)

where V is wind speed, p is pressure, and w is vertical velocity (%%).
Godson (1950) has shown that the last term (vertical advection) in

Eq. (12) occasionally may contribute up to 30% of trajectory curvature.
However, the vertical advection term generally is much smaller than the
other terms in Eq. (12). By neglecting vertical motion, Eq. (12) may now
be written

26
(g't'+

=
]
< |

1

) . (13)

Q)

S

Endlich (1961) solved Eq. (13) in terms of the height field in the form
2 2

(2 Z - 22 7 Z + 22 ) £(z 2z - 2Z.72.)
Yy XX X ¥V Xy X VY X yt y Xt
K 22+ 25,32 M R R (14)
b4 y & X y

The complete derivation of Eq. (14) is given in Appendix B.

Equation (14) was solved by numerical methods using centered differences
for all space derivatives and 3-hour backward differences for all time
derivatives. Time derivatives were computed over a 3-hour period to insure
that time changes as small as 3 hours would be incorporated into the
computations,

4. Evaluations of time changes

The time changes of the actual and gradient wind speeds and their
components were calculated at each grid point over 3-, 6-, and 12-hour
intervals, starting at 0300 GMT on each day. Thus, the 3-hour time change
was from 0300 to 0600 GMT, the 6-hour from 0300 to 0900 GMT, and the 12-hour
from 0300 to 1500 GMT.

Terms I, II, and III in Eqs. (9) and (10) were evaluated at each grid
point over the same 3-, 6-, and 12-hour time intervals mentioned above.
The time derivatives in these terms were approximated using 3-, 6-, and
12-hour backward differences.

5. Output

The following values were output at each grid point:

1) Actual and gradient wind speed at all time periods;

2) The 3-, 6-, and 12-hour changes in the actual and gradient wind
speeds;
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3) Observed 3-, 6-, and 12-hour changes of the x- and y-components of
che actual wind;

4) Observed 3-, 6-, and 12-hour changes of the x- and y-components of
the gradient wind; ’

5) Computed 3-, 6-, and 12-hour changes of the x- and y-components of
the gradient wind; _

6) Computed 3~, 6-, and 12-hour changes of Terms I, II, and IIT in
Eqs. (13) and (14); and

7) All the possible summations of Terms I, II, and III in Eqs. (9)
and (10).

F. DATA USED IN THE PRESENT RESEARCH

Data used in this study were supplied on magnetic tape by the Aerospace
Environment Division, Aero-Astrodynamics Laboratory, National Aeronautics
and Space Administration (NASA), Huntsville, Alabama. The data consist of
observations from 30 rawinsonde stations in the southeastern United States
(Fig. 3), and are unique in both their frequency and accuracy. The
frequency of observations was unique in that the observations were taken
every 3 hours from 0000 GMT, 19 February 1964, to 0000 GMT, 22 February 1964.

Fig. 3. Data Network. (See Appendix
C for station listing.)

Extra care was taken in data processing to insure that the data were
as accurate and representative as possible. Information on errors in the
data were obtained from Mr. William W. Vaughan.1 Data from all stations
also were double checked by trained meteorologists for any inconsistencies
or errors as a result of mechanical failures. When there was any question,
the raw data were checked for verification and/or correction.

1. Personal communication.
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Other than a more concerted effort to eliminate some of the human and
mechanical errors inherent in any measuring system, the height data were
obtained in the usual manner. For a systematic temperature error of 1°C
from the surface to 500 mb, the height error at the 500-mb level would be
20 geopotential meters. Although the height data were obtained in the
standard manner, an attempt was made to arrive at more accurate wind
measurements.

Normally rawinsonde wind measurements are obtained from the horizontal
distance traveled by the balloon in a 2- to 4-minute time period. This
value is then assigned to the midpoint of the vertical layer which the
balloon passed through during the time period. However, the measurements
obtained by NASA for this study were computed over a 0.2- to 0O.4-minute
time period. This means that the winds also are averaged over a smaller
layer since the balloon travels a shorter distance vertically in 0.2 to 0.4
minutes than it does in 2 to 4 minutes.

Errors in wind measurements at the 500-mb level for various elevation
angles and mean wind speeds are shown in Table 2. At an elevation angle of
10° the error in wind speed shown in Table 1 is approximately 437% less

than the error obtained under normal rawinsonde procedure as reported by
Reiter (1963).

Table 2. Wind measurement errors at 500 mb.2
ELEVATION ANGLE (°) 20 14 10
MEAN WIND SPEED (m sec ) 14 20 28
RMS ERRORS:

Wwind Speed (m sec'l) 1.1 2.0 3.6
Wind Direction (©) 1.3 1.8 2.6

The sum or difference of rms errors from two independent sets of
data is equal to the square root of the sum of the squares of the rms
errors of each data set (Brooks and Carruthers, 1953). 1If the average
wind-speed error (Table 1) is assumed to be 3.4 m sec” - for each data set,

the rms er{or in the time change of the wind speed will be approximately
4.8 m seci.

2. William W. Vaughan, NASA Marshall Space Flight Center, Huntsville,
Alabama. Personal communication,
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G. SYNOPTIC SITUATION

1. 19 February 1964, 0300 to 1500 GMT

The main feature present on 19 February 1964 (Fig. 4) is a frontal
system which extends from eastern Virginia eastward over the Atlantic
Ocean then to the southern tip of Florida. The frontal system is evident
at several levels and has a slow easterly movement throughout the time
period. At the later times the system shows a weakening at the 1000-mb
level although it is quite evident on the upper-level charts.

In the upper levels a long wave trough is oriented north-south over
the area throughout the entire period. A number of short waves moved
through the area during the time period. At 0300 GMT (Fig. 4a) all upper
levels indicate a closed low-pressure center with a double center at the
500-mb level. The low centers are still present at the 700- and 500-mb
levels at 1500 GMT (Fig. 4e) with deepening indicated.

The temperature field indicates general advection of cold air over
the entire area at all levels. The -16C isotherm at 700 mb and -34C
isotherm at 500 mb can be followed from the western part of the area
(Fig. 4a) to the central part (Fig. 4e). A cold pocket of air is evident
in the upper levels at 1500 GMT (Fig. 4e).

a) 0300 GMT, 19 February 1964

Fig. 4. Synoptic maps for 19 February 1964. (Dashed lines are
temperature in degrees Celsius,)
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0600 GMT, 19 February 1964

Fig. 4. (Continued)




T T e T

c) 0900 GMT, 19 February 1964

Fig. 4. (Continued)
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d)

1200 GMT, 19 February 1964

Fig. 4. (Continued)
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e) 1500 GMT, 19 February 1964

Fig. 4. (Continued)
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2. 21 February 1964, 0300 to 1500 GMT

There are no frontal systems present during this time period (see
Fig. 5). The upper-level charts indicate the presence of a very broad
long-wave trough over the area with evidence, particularly in the temperature
field, of short waves moving through the area during the entire period.

The lower levels, 1000 and 850 mb, indicate weak cold-air advection in
the east with warm-air advection over the western portion of the map. At
the 700- and 500-mb levels, weak cold-air advection generally is present
over the entire area.

There appears to be a number of thermal waves which move through the
temperature field during this time period. One of these waves is evident
at the 1000-mb level at 0900 GMI (Fig. 5¢) but has dissipated by 1200 GMT
(Fig. 5d).

The synoptic situations on the two days discussed differ significantly.
Whereas the conditions on 21 February 1964 are quite stagnant, there is an
active frontal system moving through the eastern part of the area on 19
February 1964. The wind speeds generally are larger at all levels on 19
February than on 21 February, particularly over the southeastern United
States. Temperature gradients and advection also are larger and stronger
on the 19th than the 2lst. There also appears to be generally more
curvature in the height contours on the 19th. This would indicate the flow
to be more quasi-geostrophic on the 21st than on the 19th.

H. RESULTS OF ANALYSES

1. Correlation between observed and gradient wind speeds

Comparisons between the observed and gradient wind speeds at 500 mb
for five times on 19 and 21 February 1964 are shown in Figs. 6 and 7,
respectively. The isotachs of the two wind speeds generally are in
acceptable agreement over the entire map at the end of each time period.
At all times, the observed wind speeds have a maximum in the southeastern
United States with speeds of 60 m sec~l on 19 February and 40 m sec™l on
21 February. This same portion of the map also has a maximum in the
gradient wind-speed field at all times with the speeds approximately equal
to those of the observed wind.

A linear correlation coefficient, r, was computed between the observed
and gradient wind speeds at each time period on the two days. The results
of these correlations are shown in Table 3.

All of the correlation coefficients in Table 3 are statistically
significant at the 5% level (Brooks and Carruthers, 1953). Although the
correlation coefficients on 21 February are lower than those on 19
February, the Fisher Z' Transformation Test showed that the correlations
for the two days were not significantly different and could have come from
the same population (Brooks and Carruthers, 1953). Because of the
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a) 0300 GMT, 21 February 1964

Fig. 5. Synoptic maps for 21 February 1964. (Dashed lines
are temperature in degrees Celsius.)
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1000 mb 850 mb

%

b) 0600 GMI, 21 February 1964

Fig. 5. (Continued)




c)

0900 GMI, 21 February 1964

Fig. 5. (Continued)
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1000 mb 850 mb

d) 1200 GMI, 21 February 1964

Fig. 5. (Continued)




“e) 1500 GMI, 21 February 1964

Fig. 5. (Continued)
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e) 1500 GMT

Fig. 6. Observed and gradient wind speeds (m/sec) at the 500-mb
level on 19 February 1964. (Ticked lines outline areas
of non-gradient balance.)




e) 1500 GMT

Fig. 7. Observed and gradient wind speeds (m/sec) at the 500-mb
level on 21 February 1964, (Ticked lines outline areas
of non-gradient balance.)
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correlation between gradient and measured wind speeds, it may be expected
that changes in the gradient wind speed will provide an acceptable approxima-
tion to changes in the observed wind speed.

Table 3. Linear correlation coefficients between observed
and gradient wind speeds.

TIME (GMT) 03 06 09 12 15 AVG
r (19 FEB) 0.84 0.90  0.82 0.85 0.83 0.85
r (21 FEB) 0.76 0.74 0.77 0.82 0.76 0.77

As stated earlier, there are certain combinations of height gradient
and trajectory curvature that will produce a complex solution for the
gradient wind speed. The areas where a complex solution exists for the
gradient wind speed will be referred to as areas of non-gradient balance;
these are outlined by ticked lines in the figures.

On 19 February (Fig. 6, p. 82) there are basically two areas of non-
gradient balance at each time at 500 mb. The first area of non-gradient
balance is located essentially in the midwestern United States. At 0300
GMI (Fig. 6a, p. 82), the area extends from the Kansas-Nebraska border
through Missouri into Indiana. This area is smaller at 0600 GMI (Fig. 6b,
p. 82) and non-existent by 0900 GMI (Fig. 6c, p. 82). At 1200 GMT (Fig. 6d,
p. 82) a small region of non-gradient balance exists over Illinois. These
areas of non-gradient balance generally are in the regions of lowest
height at the 500-mb level (Fig. 4, p. 71).

Bjerknes (1951) formulated the theory that a cutoff low will develop
downstream of an area where a gradient balance cannot be maintained. The
areas of non-gradient balance in the midwest at 0300 GMT (Fig. 6a, p. 82)
and the small area over Illinois at 1200 GMI (Fig. 6d, p. 82) both show
evidence in support of Bjerknes' theotry. The 500-mb analyses at 0600 and
1500 GMT on 19 February (Figs. 4b and 4c, pp. 72 and 73) have cutoff lows
developing downstream from the areas of non-gradient balance noted 3 hours
earlier.

The second main area of non-gradient balance present on 19 February
(Fig. 6, p. 82) is a large area over the east and northeastern part of the
map. The synoptic conditions (Fig. 4, p. 71) show that this area of non-
gradient balance surrounds the frontal system present over the eastern
United States. There also are a few small areas of non-gradient balance
on the edges of the map. However, since these areas are small and on the
outer edge of the data network, they will not be discussed further.

On 21 February (Fig. 7, p. 83) the majority of the non-gradient areas
are on the edge of the map where the data are sparse. There is one area of
non-gradient balance over the northwest portion of the map at 0600 GMI
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(Fig. 7b, p. 83). 1In this general area, the 500-mb contours appear to
become increasingly zonal from 0300 to 0600 GMT (Figs. 5a and 5b, pp. 77
and 78) as the pressure trough over Indiana fills.

2. Changes in observed and gradient winds

The changes in the observed and gradient wind speeds over 3-, 6-, and
12-hour time periods were examined at the 500-mb level for 19 and 21 February
1964. The time periods were from 0300 to 0600 GMT, 0300 to 0900 GMT, and
0300 to 1500 GMT on both days.

As discussed earlier, the rms error in the changes of the observed
wind speed over any time period was 4.8 m sec” -1, For this study, the rms
error in the time changes of the gradient wind speed is assumed also to be
4.8 m secl, Therefore, the only changes in gradient and observed wind
speeds which will be discussed in this study will be those changes equal to
or greater than 5 m sec-l.

An attempt was made to analyze changes in the observed and gradient
wind speeds over a time period with respect to changes in the synoptic
conditions over the same period. However, because of data resolution,
changes in the wind speed of less than 10 m sec~l over a large area may
not be detected on the synoptic charts in the form of changes in the height
gradient. Similarly, changes in the wind speed over a small geographical
area may be due to a phenomenon too small to be detected by the synoptic
network. The changes in the gradient wind speed over a given time period
also were analyzed in their component form with the aid of Terms I, II,
and III in Eqs. (9) and (10).

Changes in the gradient wind speed could be computed only when there
was a gradient wind defined at both ends of the time period. Thus, in
the figures which follow, areas of non-gradient balance at either end of a
time period prevented calculation for that time period.

a) Changes over a period of 3 hours

1) Observed and gradient wind speeds

The 3-hour changes in the observed and gradient scalar wind speeds on
19 and 21 February 1964 are shown in Figs. 8 and 9, respectively. Linear
correlation coefficients were computed between the changes in the observed
and gradient wind speeds on the two days. The correlation coefficient
between the changes was 0.14 for 19 February, and 0.16 for 21 February.
These correlation coefficients are quite low and statistically are not

significantly different from zero at the 5% level (Brooks and Carruthers,
1953).

. The small correlation coefficients may be attributed to the fact that
the majority of changes in the observed and gradient wind speeds over the
map on both 19 and 21 February are less than the time-change rms error of
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-1 .
4.8 m sec ©. However, there are areas present on both days in which the
observed and gradient wind speed changes are greater than the rms error.

The principal area of changes in both the observed and gradient wind
speeds between 0300 and 0600 GMT on’ 19 February (Fig. 8) is_centered over
Georgia where the observed wind speed increased by 5 m sec~1 3 hr)‘l, and
the gradient wind speed decreased by as much as 2 m sec~l (3 hr)-1. A
secondary area of changes in the gradient wind speed exists in the Gulf of
Mexico where the gradient wind speed increased by 5 m sec~l (3 hr)-1,

Fig. 8. Changes in observed and gradient wind speeds at
500 mb from 0300 to 0600 GMT, 19 February 1964. (Solid
and dashed lines indicate, respectively, changes in
observed and gradient wind speeds in m sec~l (3 hr)-1l.
Ticked lines outline areas of non-gradient balance.)

An investigation of the synoptic conditions in the area of observed
and gradient wind speed changes over Georgia shows that this area was
behind the frontal system at both 0300 and 0600 GMT (Figs. 4a and 4b,

PP. 71.and 72). There are no changes in the synoptic conditions such as
height gradient or temperature advection evident over the time period.
However, the changes in the height gradient required to produce a 5 m sec™1
(3 hr)'i change in the observed wind speed over an area this large are
small and may not be resolved accurately on these maps.

Between 0300 and 0600 GMT on 21 February (Fig. 9, p. 87), the
significant changes in the observed wind speed are in an area centered over
east Texas and extending into Oklahoma where the wind speed decreased by
5 m sec™l (3 hr)'l. Significant changes in the gradient wind speed also
occurred in this area. In the northern portion of this area the gradient
wind speed decreased by as much as 10 m sec-l (3 hr)-1l, while it increased
as much as 5 m sec-l (3 hr)-1l in the southern portion. The only prominent
feature on the synoptic charts (Figs. 5a and 5b, pp. 77 and 78) that changes
with time is a thermal wave moving through the region; it is most pronounced
at 700 mb. As before, the changes in the height gradient required for a
5 m sec~l (3 hr)-1 change in the observed wind speed is within the noise
level of the data. The areas of significant changes in the gradient wind
speed will be discussed in the next section with respect to the changes in
the x- and y-components of the gradient wind speed.
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Fig. 9. Changes in observed and gradient wind speeds at
500 mb from 0300 to 0600 GMT, 21 February 1964. (Solid
and dashed lines indicate, respectively, changes in
observed and gradient wind speeds in m sec~l (3 hr)-1,
Ticked lines outline areas of non-gradient balance.)

2) Contributions to changes in gradient wind

The changes in the x- and y-components of the gradient wind speed are
shown in Figs. 10 through 13. Each figure contains four parts; a), b), c),
and d). Part a) is a comparison between the changes in the components of
the observed and gradient wind speeds., For part a) of each figure, the
changes in the components of the gradient wind speed are the changes observed
during the time period. Parts b) and c) of each figure show, respectively,
the contribution of Terms II and III in Egqs. (9) and (10) to changes in the
gradient wind speed. Throughout this study the contribution from Term I
was negligible. Part d) of each figure shows the sum of Terms II and III
and, for all practical purposes, represents the changes in the components
of the gradient wind speed, as calculated from Eqs. (9) and (10).

Equations (9) and (10) were solved by the use of finite difference
methods, Due to the long incremental time steps, 3 to 12 hours, the changes
in the components of the gradient wind speed obtained numerically from
Egs. (9) and (10) may differ slightly from the changes observed due to the
numerical techniques employed. However, the patterns obtained by the two
methods should agree.

There are two principal areas of significant changes in the x-component
of the gradient wind speed on 19 February (Fig. 10a). Af area centered
over western South Carolina shows decreases of 10 m sec = (3 hr)'l, while
an area centered over the Gulf of Mexico has increases of 5 m sec-l (3 hr) .
The changes in the x-component of the observed wind speed over the South
Carolina area are of a different sign than the changes in the x-component
of the gradient wind speed. Over the Gulf of Mexico, the changes in the
x-components of the two wind speeds agree in sign.

The area over South Carolina of 10 m sec"1 (3 hr)'1 decreases in the
x-component of the gradient wind speed received a larger contribution from
a change in curvature (Fig. 10, p. 88) than from a change in height gradient
(Fig. 10c, p. 88). Synoptically, this area is located close behind the
frontal system at 500 mb and has cold-air advection at all levels (Figs. 4a
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a) Dashed lines indicate b) Dashed lines indicate

changes in x-component of changes in x-component of

gradient wind speed gradient wind speed due to
(m sec-1 (3 hr)‘l). changes in curvature

(m sec~l (3 hr)-1y.

c) Dashed lines indicate d) Dashed lines indicate sum
changes in x-component of of b) and c¢)
gradient wind speed due to (m sec-1 (3 hr)'l).

changes in height gradient
(m sec™! 3 hr)'l).

Fig. 10. Analysis of changes in x-component of gradient wind
speed from 0300 to 0600 GMT, 19 February 1964. (Solid lines
indicate changes in the x-component of the observed wind speed

(m sec-1 (3 hr)“l). Ticked lines outline areas of non-gradient
balance.)




a) Dashed lines indicate
changes in y-component of
gradient wind speed
(m sec-l (3 hr)-l).

c) Dashed lines indicate
changes in y-component of
gradient wind speed due to
changes_in height gradient
(m sec™1 (3 hr)-1),

b) Dashed lines indicate

changes in y-component of

gradient wind speed due to
changes in curvature

(m sec"l (3 hr)-ly,
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d) Dashed lines indicate sum

of b) and c¢)
(m sec=l (3 hr)~1),

Fig. 11. Analysis of changes in y-component of gradient wind
speed from 0300 to 0600 GMT, 19 February 1964. (Solid lines

indicate changes_in the y-

balance.)

component. of the observed wind speed
(m sec-1 (3 hr)'l). Ticked lines outline areas of non-gradient
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a) Dashed lines indicate b)
changes in x-component of
gradient wind speed
(m sec~l (3 hr)-ly.

Dashed lines indicate

changes in x-component of

gradient wind speed due to
changes in curvature

(m secl (3 hr)-1).

c) Dashed lines indicate d) Dashed lines indicate sum
changes in x-component of of b) and c¢)
gradient wind speed due to (m sec™1l 3 hr)'l).

changes in height gradient
(m sec”l (3 nr)-1).

Fig. 12. Analysis of changes in x-component of gradient wind
speed from 0300 to 0600 GMT, 21 February 1964. (Solid lines
indicate changes in the x-component of the observed wind speed

(m sec™l (3 hr)~l). Ticked lines outline areas of non-gradient
balance.)
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a) Dashed lines indicate
changes in y-component of
gradient wind speed
(m sec~1 (3 hr)-1).

b) Dashed lines indicate
changes in y-component of
gradient wind speed due to
changes in curvature

(m sec-1 (3 hr)-1).

¢) Dashed lines indicate
changes in y-component of of b) and ¢)
gradient wind speed due to (m sec~l (3 hr)-1l),
changes in height gradient

(m sec~l (3 hr)-1).

d) Dashed lines indicate sum

Fig. 13. Analysis of changes in y-component of gradient wind
speed from 0300 to 0600 GMT, 21 February 1964. (Solid lines
indicate changes in the y-component of the observed wind speed

(m sec-l (3 hr)~1). Ticked lines outline areas of non-gradient
balance.)
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and 4b, pp. 71 and 72). The area of 5 m sec™l 3 hr)'l increases in the
x-component of the gradient wind speed over the Gulf of Mexico appears to
receive the largest contributions from a change in the height gradient
term. The synoptic conditions in this area are much the same as in the
South Carolina area. At 500 mb, the frontal system extends into the
eastern portion of the area. There also is cold-air advection evident

in the area at all levels,

The principal change in the y-component of the gradient wind speed on
19 February (Fig. lla, p. 89) was a decrease of 5 m sec=l (3 hr)-l in an
area centered over western South Carolina. The changes in the x-component
of the ?bserved wind speed in this area showed an increase of 5 m sec-1
(3 hr)~*.

The changes in the y-component of the gradient wind speed over South
Carolina are due more to a change in curvature (Fig. 11b, p. 89) than to a
change in height gradient (Fig. llc, p. 89). This area is located closely
behind the frontal system at 500 mb and has cold-air advection present at
all levels for both time periods (Figs. 4a and 4b, pp. 71 and 72).

On 21 February (Fig. 12a, p. 90) there are two principal areas where
the x-component of the gradient wind speed changes by 5 m sec~l (3 hr)~
or more. These areas are centered over Oklahoma where a 10 m sec-1 (3 hr)~
decrease occurred, and over the southwest corner of the map where increases
of 5 m sec-1 (3 hr)“1 were observed. Over both Oklahoma and the entire
southwest corner of the map, the x-component of the observed wind speed
decreased.

1

The contributions to the changes in the x-component of the gradient
wind speed over Oklahoma from a change in curvature (Fig. 12b, p. 90) are
quite small, However, the contributions from the chan%es in height gradient
(Fig. 12c¢, p. 90) are approximately -5 m sec-l (3 hr)~l. oOver the southwest
corner of the map, the majority of the area receives the largest contributions
to the changes in the x-component of the gradient wind speed from the height
gradient term. There are no prominent changes in the synoptic conditions
in these areas from 0300 to 0600 GMI.

In addition to the two principal areas mentioned above, there are two
smaller areas of significant changes in the x-component of the gradient
wind speed on 21 February (Fig. 12a, p. 90). An area centered over south-
eastern Iowa shows an increase of 10 m sec-l (3 hr)’l, while an area over
the Gulf of Mexico immediately west of Florida has a decrease of 5 m sec-1
(3 hr)-1. The changes in the x-component of the observed wind speed in
these areas show, respectively, an increase of 5 m sec-l (3 hr)-l and a
slight decrease.

The changes in the x-component of the gradient wind speed over Iowa
received the largest contribution from a change in height gradient (Fig. 1l2c,
p. 90), while almost all of the change in the area over the Gulf of Mexico
was due to a change in curvature (Fig. 12b, p. 90). Both of these areas
are fairly small and close to the edge of the map. This makes it difficult
to determine any changes in the synoptic patterns in these areas.
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There is only one area of significant change in the y-component of the
gradient wind speed on 21 February (Fig. 13a, p. 91). This is an area of
10 m sec~l (3 hr)-l decrease centered over northeastern Missouri. This same
area shows an increase of 5 m sec~l (3 hr)-l in the y-component of the
observed wind speed.

The contributions of the curvature and height gradient to the changes
in the y-component of the gradient wind speed are shown in Figs. 13a and
13b (p. 91). These figures indicate that the largest contributions come
from the height gradient term in this area. Synoptically, this area has a
wave in the temperature field present at the 850-, 700-, and 500-mb levels
at 0600 GMT (Fig. 5b, p. 78).

In summary, eight areas of significant changes in the x- and y-components
of the gradient wind speed were observed over a 3-hour period on 19 and 21
February., Four of the areas disagreed and four agreed in sign with the
changes in the x- and y-components of the observed wind speed. The areas
where the changes in the components of the two wind speeds differed in sign
were associated more often with some predominant synoptic changes such as
a front or thermal wave than the areas where the changes agreed in sign.

Of the eight areas observed where there were significant changes in
the components of the gradient wind speed, five of the areas received the
largest contribution from the height gradient (Term III in Eqs. (9) and (10)),
and three of the areas received the largest contributions from curvature
(Term II). The contribution from direction changes (Term I) was negligible
in all cases. Of the four areas where the changes in the components disagreed
in sign, the changes in the component of the gradient wind speed were due
to curvature in two areas and height gradient in the other two.

b) Changes over a period of 6 hours

1) Observed and gradient wind speeds

The 6-hour changes in the observed and gradient wind speeds between 0300
and 0900 GMT on 19 and 21 February are shown in Figs. 14 and 15, respectively.
The correlation coefficients between the changes in the two wind speeds
were 0.10 for both days. As with the correlations between the 3-hour changes,
the correlation coefficients for the 6-hour changes are not statistically
different from zero at the 5% level (Brooks and Carruthers, 1953). However,
as before, there are‘areas_where the changes in the observed and gradient
wind speeds over 6 hours exceeded the rms error.

On 19 February, an area of 15 m sec-l (6 hr)"1 increase in the observed
wind speed is centered over Georgia with changes of 5 m sec~l (6 hr)‘1 or
larger extending over a large portion of the southeastern United States (Fig. 14,
P- 94). The eastern part of this area also has increases in the gradient
wind speed larger than 5 m sec-l (6 hr)-1. Synoptically, this area is located
behind the frontal system at both 0300 and 0900 GMT (Figs. 4a and 4c, pp. 71
and 73). At 500 mb, there is no change evident in the height gradient from
0300 to 0900 GMT to account for increases as large as 15 m sec-l (6 hr)‘1
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Fig. 14. Changes in observed and gradient wind speeds at
500 mb from 0300 to 0900 GMI, 19 February 1964. (Solid
and dashed lines indicate, respectively, changes in
observed and gradient wind speeds in m sec~l (6 hr)-1,
Ticked lines outline areas of non-gradient balance.)

Fig. 15. Changes in observed and gradient wind speeds at
500 mb from 0300 to 0900 GMT, 21 February 1964. (Solid
and dashed lines indicate, respectively, changes in
observed and gradient wind speeds in m sec~l (6 hr)'l.
Ticked lines outline areas of non-gradient balance.)
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in the observed wind speeds., However, the area of 15 m sec™l (6 hr)-1
change contains only one reporting station, Athens, Georgia (Fig. 3, p. 69).
The large change in the observed wind speed in this area possibly could be
due to an observational error or a meso-scale phenomenon affecting only

the wind measurements at Athens. The change in the gradient of height over
the area where the 10 m sec-l (6 hr)-l increase occurred is large enough,
approximately 45 m in 450 km, to support an increase of the order of 10 m
sec-l (6 hr)-1l,

The gradient wind speed changes significantly over the southwestern
part of the map during this time period (Fig. 14, p. 94) with an area of
5 m sec-l (6 hr)-1 decrease centered over northeast Louisiana. An area of
increase in the gradient wind speed is centered over northern Texas with
a maximum increase of 20 m sec-1l (6 hr)‘1 indicated. This area appears to
have a low-pressure trough which deepened from 0300 to 0900 GMT (Figs. 4a
and 4c, pp. 71 and 73). The analysis of this area of changes in the gradient
wind speed will be discussed in the next section.

The observed wind speed had two areas of significant change on 21
February (Fig. 15, p. 94) between 0300 and 0900 GMT. An area of 5 m sec™l
(6 hr)-1l increase is centered over North Carolina, and an area of 5 m sec-1
(6 hr)'1 decrease is centered over Missouri. The synoptic charts showed no
appreciable changes in the height gradient over the North Carolina area
(Figs. 5a and 5c, pp. 77 and 79). On the other hand, there is a decrease
in the height gradient associated with the area of decrease in the observed
wind speed centered over Missouri. There is also a thermal wave present
at 1000 mb (Fig. 5c, p. 79) over North Carolina.

There is a large number of areas present on 21 February between 0300
and 0900 GMI where a significant change has occurred in the gradient wind
speed (Fig. 15, p. 94). The principal area is one of 5 m sec-l (6 hr)-1
decrease centered over the Kansas-Oklahoma border. The height gradient in
this area also decreased over the time period (Figs. 5a and 5c, pp. 77 and
79). The other areas of significant changes in the gradient wind speed are
relatively small and located on the edge of the data reporting network.
They will not be discussed further.

2) Contributions to changes in the gradient wind

The 6-hour changes of the x- and y-components of the observed and
gradient wind speeds for 19 and 21 February are shown in Figs. 16 through
19. The contributions of Terms II and III in Eqs. (9) and (10) to changes
in the components of the gradient wind speed also are shown in these figures.
Again, the contribution of Term I in Eqs. (9) and (10) was negligible and
is not presented.

There are four areas where the changes in the x-component of the gradient
wind speed exceeded 5 m sec~l (6 hr)-l on 19 February (Fig. 16a, p. 96).
The largest of these areas is one of 5 m sec~l (6 hr)-1 decrease centered
over southeastern Arkansas. Approximately one half of this area shows an
increase in the x-component of the observed wind speed while the other half
shows a decrease. The second and third areas of significant change are
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a) Dashed lines indicate b) Dashed lines indicate
changes in x-component of changes in x~-component of
gradient wind speed gradient wind speed due to
(m sec-1 (6 hr)-1). changes in curvature

(m sec-l (6 hr)-1),

¢) Dashed lines indicate d) Dashed lines indicate
changes in x-component of sum of b) and c)
gradient wind speed due to (m sec-l (6 hr)-1).

changes in height gradient
(m sec-1 (6 hr)-1),

Fig. 16. Analysis of changes in x-component of gradient wind
speed from 0300 to 0900 GMI, 19 February 1964. (Solid lines
indicate changes_in the x-component of the observed wind speed

(m sec™l (6 hr)'l). Ticked lines outline areas of non-gradient
balance.)




a) Dashed lines indicate b) Dashed. lines indicate
changes in y-component of changes in y-component of
gradient wind speed gradient wind speed due to
(m sec~l (6 hr)-1ly. changes in curvature

(m sec~l (6 hr)-1),

¢) Dashed lines indicate d) Dashed lines indicate
changes in y-component of sum of b) and c)
gradient wind speed due to (m sec~1l (6 hr)'l).

changes in height gradient
(m sec-1 (6 hr)-1),

Fig. 17. Analysis of changes in y-component of gradient wind
speed from 0300 to 0900 GMT, 19 February 1964. (Solid lines
indicate changes in the y-component of the observed wind speed
(m sec~l (6 hr)’l). Ticked lines outline areas of non-gradient
balance.)
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a) Dashed lines indicate b) Dashed lines indicate
changes in x-component of changes in x~component of
gradient wind speed gradient wind speed due to
(m sec~l (6 hr)-1), changes in curvature

(m sec™l (6 hr)=1y.

c¢) Dashed lines indicate d) Dashed lines indicate
changes in x-component of sum of b) and c¢)
gradient wind speed due to (m sec~l (6 hr)-1).

changes in height gradient
(m sec~1 (6 hr)-1y,

Fig. 18. Analysis of changes in x-component of gradient wind
speed from 0300 to 0900 GMI, 21 February 1964, (Solid lines
indicate changes in the x-component of the observed wind speed

(m sec=l (6 hr)~l), Ticked lines outline areas of non-gradient
balance.)
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a) Dashed lines indicate
changes in y-component of
gradient wind speed
(m sec-1 (6 hr)-1).

b) Dashed lines indicate
changes in y-component of
gradient wind speed due to
changes in curvature

(m sec-1 (6 hr)-1).

c) Dashed lines indicate
changes in y-component of sum of b) and c¢)

d) Dashed lines indicate
gradient wind speed due to (m sec-l (6 hr)-1).
changes in height gradient

(m sec=1 (6 hr)-1),

Fig. 19. Analysis of changes in y-component of gradient wind
speed from 0300 to 0900 GMT', 21 February 1964. (Solid lines
indicate changes in the y-component of the observed wind speed
(m sec™1 (6 hr)-1). Ticked lines outline areas of non-gradient
balance.)
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located over north-central Texas and over the Gulf of Mexico immediately
west of Florida, respectively. Both of these areas have increases as large
as 10 m sec~l (6 hr)-1 in the x-component of the gradient wind speed,
However, the area over north-central Texas shows a decrease of 5 m sec-l

(6 hr)-l in the x-component of the observed wind speed. The fourth area of
significant change in the x-component of the gradient wind speed is a small
area of 5 m sec~l (6 hr)-1 increase centered over northeast Georgia. An
increase in the x-component of the observed wind speed also is present in
this area.

The analysis of the contributions from curvature and height gradients
(Figs. 16b and 16c, p. 96) to the changes in the x-component of the gradient
wind speed shows that three of the areas received the largest contribution
from the curvature term. These were the areas centered over north-central
Texas, southwest Arkansas, and northeast Georgia. In the area over the Gulf
of Mexico, the largest contribution to the changes in the x-component of the
gradient wind speed came from the height gradient term.

The only predominant synoptic features associated with any of these
areas of change in the x-component of the gradient wind speed is the frontal
system ahead of the areas in Georgia and the Gulf of Mexico (Figs. 4a and
4e, pp. 71 and 73). There is a pocket of warm air present at the 1000-mb
level centered over Arkansas at both 0300 and 0600 GMT.

There are two areas that contain changes of 5 m sec~l (6 hr)-1 or larger
in the y-component of the gradient wind speed on 19 February (Fig. 17a, p.
97). The first area encompasses eastern Texas and Oklahoma and shows a
decrease larger than 10 m sec~l (6 hr)-l. This area also shows a decrease
as large as 10 m sec-l (6 hr)-l in the y-component of the observed wind
speed. The second area is located in the Gulf of Mexico and shows an
increase of 10 m sec-l (6 hr)'1 in both the y-component of the gradient
and observed wind speeds.

An examination of Figs. 17b and 1l7c (p. 97) shows that the largest
contribution to the change of the y-component of the gradient wind speed in
both the area over Texas and the area over the Gulf of Mexico comes from the
height-gradient term. There are no dominant synoptic features present at
either 0300 or 0900 GMI over the Texas area (Figs. 4a and 4c, pp. 71 and
73). However, the area over the Gulf of Mexico is situated close to the
front at 500 mb at both 0300 and 0900 GMT.

On 21 February (Fig. 18a, p. 98) there are six small areas where the
change in the x-component of the gradient wind speed exceeded 5 m sec-l
(6 hr)'1 between 0300 and 0900 GMT. Areas of increase in the x=-component
of the gradient wind speed are centered over southern Iowa, central Texas,
the Gulf of Mexico, and Florida. In the Towa and Texas areas, the x~-components
of the observed wind speed also increase, while decreases are indicated in
the Florida and Gulf of Mexico areas, The areas of decrease in the X-component
of the gradient wind speed are over Kansas and Oklahoma and over eastern
North Carolina. A decrease in the x-component of the observed wind speed

is present over the Kansas-Oklahoma area, while an increase is present over
North Carolina.
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An examination of Figs. 18b and 18c, p. 98, reveals that, of the areas
mentioned above, the curvature term provides the largest contribution to
the changes in the x-component of the gradient wind speed over Kansas-
Oklahoma, eastern North Carolina, and Florida. Over central Texas and Iowa,
the largest contribution comes from the height-gradient term. The change
in the x-component of the gradient wind speed over the Gulf of Mexico
receives approximately the same contribution from both the curvature and
height-gradient terms. Synoptically, there are thermal waves present at
1000 mb at both 0300 and 0900 GMT (Figs. 5a and 5c, pp. 77 and 79) ovex the
areas where the changes in the x-components of the two wind speeds differed
in sign. There are no predominant synoptic features present in the other
areas of significant change in the x-component of the gradient wind speed.

There are two principal areas of significant change in the y-component
of the gradient wind speed on 21 February (Fig. 19a, p. 99) over the 6-hour
time period. An area of 5 m sec~l (6 hr)~1l increase is centered over
northeastern Oklahoma and an area of 5 m sec-l (6 hr)‘1 decrease is centered
over the Atlantic Ocean east of Georgia. 1In both of these areas the change
in the y-component of the observed wind speed agrees in sign with the change
of the y-component of the gradient wind speed.

In the area of increase in the y-component of the gradient wind speed
over Oklahoma, the curvature and height gradient terms contribute approximately
the same to the increase. Over the Atlantic area the largest contribution
comes from the height-gradient term (Figs. 19b and 19¢, p. 99).

In summary, 14 areas of significant change in the x~ and y-components
of the gradient wind speed were observed over a 6-hour period on 19 and 21
February. Five of the areas disagreed and nine agreed in sign with the
changes in the x- and y-components of the observed wind speed. Although
many of the areas were small and not associated with predominant synoptic
features, a few of the larger areas in which the changes in the components
of the two wind speeds disagreed in sign contained waves in the thermal
field.

Of the 14 areas, six received the largest contribution from the height
gradient (Term III in Eqs. (9) and (10)), six received the largest contribu-
tion from curvature (Term II), and two received equal contributions from
curvature and height gradient (Terms II and III). The contributions from
a change in direction (Term I) were negligible in all of the areas. Of the
five areas in which the changes in the components of the observed and gradient
wind speeds disagreed in sign, the changes in the component of the gradient
wind speed were due to curvature in four areas, and height gradient in the
fifth.

c¢) Changes over a period of 12 hours

1) Observed and gradient wind speeds

The 12-hour changes in the observed and gradient wind speeds on 19 and
21 February are shown in Figs. 20 and 21, respectively. The correlation
coefficients computed between the changes in the observed and gradient
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wind speeds were 0.51 for 19 February and 0.37 for 21 February. These
correlation coefficients were the highest obtained and are statistically
significant at the 5% level (Brooks and Carruthers, 1953). These higher
correlation coefficients may be attributed to the fact that there are more
changes larger than the time-change rms error of 4.8 m sec-1l over 12 hours
than over 3 or 6 hours.

On 19 February (Fig. 20) a large majority of_ the changes in the observed

and gradient wind speeds are larger than 5 m sec™1 (12 hr)-l. The principal
area of changes in both wind speeds is centered over northern Mississippi
and has a maximum decrease of 10 m sec~l (12 hr)‘l. The change in pressure
gradient over this area from 0300 to 1500 GMI (Figs. 4a and 4e, pp. 71 and

75) is approximately 40 m in 450 km, which is large enough to account for
the wind speed changes observed.

Fig. 20. Changes in observed and gradient wind speeds at
500 mb from 0300 to 1500 GMT, 19 February 1964, (Solid
and dashed lines indicate, respectively, changes in
observed and gradient wind speeds in m sec~l (12 hr)-1,
Ticked lines outline areas of non-gradient balance.)

On 21 February, there are two relatively large areas that contain
significant changes in the observed wind speed. Northeast of a line from
eastern Towa to the North-South Carolina border, the observed wind speed
increased over this time Yeriod (Fi§. 21, p.103). The increase over Indiana
is in excess of 15 m sec™! (12 hr)~'. It is difficult to determine the
synoptic changes which take place on the edges of the map. However, from
Figs. 5a and 5d, pp. 77 and 80, it appears that there is a slight increase
in the pressure gradient over this general area at 500 mb.

The second area of significant change in the observed wind speed on 21
February (Fig. 21, p.103) is an area of 5 m sec-l (12 hr)-l decrease
stretching from Kansas to northern Florida. Although the change in the
pressure gradient required to produce a 5 m sec™! (12 hr)-1 change over this
area would be quite small, one can see a slight decrease in the pressure
gradient over this general area from 0300 to 1500 GMT (Figs. 5a and 5e, pp.
77 and 81). In other words, both of the large areas of change in the

observed wind speed on 21 February correspond with similar changes in the
pressure gradient,
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Fig. 21. Changes in observed and gradient wind speeds at
500 mb from 0300 to 1500 GMT, 21 February 1964. (Solid
and dashed lines indicate, respectively, changes in
observed and gradient wind speeds in m sec~l (12 hr)-1l,
Ticked lines outline areas of non-gradient balance.)

There is an area of large decrease in the gradient wind speed centered
over the west coast of Florida (Fig. 21). Although there is a decrease in
the pressure gradient over this general region at 500 mb (Figs. 5a and 5e,
pp. 77 and 81), it is not large emough to produce a 25 m sec~l (12 hr)-1
change. It is possible that the small center of maximm change is the
result of an error in the height field. The gradient wind speed was computed
from the height field and, therefore, large changes in the gradient wind
speed could be caused by an error in the height that would not correspond
with changes in the observed wind speed.

2) Contributions to changes in the gradient wind

The 12-hour changes of the x- and y-components of the observed and
gradient wind speeds for 19 and 21 February are shown in Figs. 22 through
25. The contributions of Terms II and III in Eqs. (9) and (10) to changes
in the gradient wind speed also are shown in these figures. As for the
previous time periods, the contributions of Term I in Eqs. (9) and (10) were
negligible.

The principal area of significant change in the x-component of the
gradient wind speed on 19 February is an area of 10 m sec-l (12 hr)‘1 decrease
over eastern Mississippi (Fig. 22a). Throughout the northern two-thirds of
this area the x-component of the observed wind speed also shows a decrease
as large as 5 m sec-l (12 hr)~'. The southern one-third of the area contains
a slight increase in the x-component of the observed wind speed.

Throughout the area of decrease in the x-component of the gradient wind
speed centered over Mississippi, the largest contribution comes from the
curvature term (Fig. 22b) rather than from the height-gradient term (Fig.
22c, pp.104). 1t is quite evident from the synoptic charts that the contour
curvature has increased cyclonically, and the height gradient decreased
from 0300 to 1500 GMT (Figs. 4a and 4e, pp. 71 and 75).
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a) Dashed lines indicate b) Dashed lines indicate
changes in x-component of changes in x-component of
gradient wind speed gradient wind speed due to
(m sec~l (12 hr)'l). changes in curvature

(m sec~l (12 hr)-1y,

c) Dashed lines indicate d) Dashed lines indicate
changes in x-component of sum of b) and c)
gradient wind speed due to (m sec~l (12 hr)-1),

changes in height gradient
(m sec~l (12 hr)-1l).

Fig. 22. Analysis of changes in x-component of gradient wind
speed from 0300 to 1500 GMI, 19 February 1964. (Solid lines
indicate changes in the x-component of the observed wind speed
(m sec~l (12 hr)~1). Ticked lines outline areas of non-gradient
balance.)




a) Dashed lines indicate
changes in y-component of
gradient wind speed
(m sec~l (12 hr)~1y.

c) Dashed lines indicate
changes in y-component of
gradient wind speed due to
changes in height gradient
(m secl (12 hr)-1).

b) Dashed lines indicate
changes in y~-component of
gradient wind speed due to
changes in curvature
(m sec~l (12 hr)-1),

d) Dashed lines indicate
sum of b) and c¢)
(m sec~l (12 hr)-1),

Fig. 23. Analysis of changes in y-component of gradient wind

speed from 0300 to 1500 GMI, 19 February 1964.

(Solid lines

indicate changes in the y-component of the observed wind speed
(m sec~1 (12 hr)-1). Ticked lines outline areas of non-gradient

balance.)
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a) Dashed lines indicate b) Dashed lines indicate
changes in x-component of changes in x~component of
gradient wind speed gradient wind speed due to
(m sec~1l (12 hr)'l). changes in curvature

(m sec™l (12 hr)-1).

c) Dashed lines indicate d) Dashed lines indicate
changes in x-component of sum of b) and c)
gradient wind speed due to (m sec~l (12 hr)-1),

changes in height gradient
(m sec~l (12 hr)-1),

Fig. 24. Analysis of changes in x-component of gradient wind
speed from 0300 to 1500 GMI, 21 February 1964. (Solid lines
indicate changes in the x-component of the observed wind speed

(m sec~l (12 hr)~1l). Ticked lines outline areas of non-gradient
balance.)
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a) Dashed lines. indicate b) Dashed lines indicate
changes in y-component of changes in y-component of
gradient wind speed gradient wind speed due to
(m sec~1 (12 hr)'l). changes in curvature

(m sec-1l (12 hr)'l).

c) Dashed lines indicate d) Dashed lines indicate
changes in y-component of sum of b) and c)
gradient wind speed due to (m sec~1 (12 hr)-1),

changes in height gradient
(m sec-1 (12 hr)'l).

Fig. 25. Analysis of changes in y-component of gradient wind
speed from 0300 to 1500 GMT, 21 February 1964. (Solid lines
indicate changes in the y-component of the observed wind speed

(m sec-l (12 hr)-1), Ticked lines outline areas of non-gradient
balance.)
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The principal area of significant change in the y-component of the
gradient wind speed is an area of decrease located generally to the west
of the Mississippi River (Fig. 23a, p.105). The maximum decrease in this
area is in excess of 15 m sec™! (12 hr)'l. The y-component of the observed
wind speed in this area also decreased.

The contributions to the change in the y-component of the gradient
wind speed west of the Mississippi River definitely come from the height-
gradient term (Fig. 23c, p.105) rather than the curvature term (Fig. 23b,
p-105). The synoptic conditions in this area (Figs. 4a and 4e, pp. 71 and
75) show a decrease in the height gradient and an increase in the cyclonic
curvature of the height contours from 0300 to 1500 GMT.

On 21 February (Fig. 24a, p.106) there are five areas in which the
change in the x-component of the gradient wind speed is larger than 5 m sec”
(12 hr)'l. Areas of increase are centered over Kentucky, 5 m sec! (12 hr)‘l,
and central Texas, 5 m sec-l (12 hr)'l. The area over Kentucky also shows
an increase in the x-component of the observed wind speed, while the area
over Texas shows a decrease., The areas which show significant decrease in
the x-component of the gradient wind speed are centered over Kansas, 5 m
sec™+ (12 hr)'l, north Louisiana, 5 m sec-l (12 hr)'l, and Florida, 10 m
sec-1 (12 hr)'l. All three of these areas also show decreases in the
x-component of the observed wind speed.

The analyses of the change in the x-component of the gradient wind
speed are shown in Figs. 24b through 24d, p.106. The areas of change
centered over Kansas, central Texas, Kentucky, and Florida received the
largest contribution from the height-gradient term. The area of change
over Kentucky received approximately the same contribution from both the
curvature and height-gradient terms.

The largest synoptic changes between 0300 and 1500 GMT (Figs. 5a and
5e, pp. 77 and 81) took place in the area where the x-component of the
gradient wind speed had its greatest increase. The flow at 500 mb became
more zonal which in itself caused an increase in the x-component. A wave
in the temperature field also is evident moving through the area from 0300
to 1500 GMT at the 700-mb level,

There are two areas of significant change in the y-component of the
gradient wind speed on 21 February (Fig. 25a, p.107). An area of 10 m sec-1
(12 hr)-l increase is centered over Missouri and an area of 10 m sec~1
(12 hr)~1l decrease is centered over North Carolina. Both of these areas
have similar changes in the y-component of the observed wind speed.

An examination of Figs. 25b through 25c¢, p.107, shows that the areas
of change in the y-component of the gradient wind speed over Missouri and
North Carolina both received the largest contribution from the height-gradient
term. An examination of the 500-mb synoptic conditions in these areas for
0300 and 1500 GMT (Figs. 5a and S5e, pp. 77 and 81) shows that the height
gradient in the x-direction over Missouri and North Carolina decreases
slightly.

All together, on 19 and 21 February, for the 12-hour time period,
there were nine arzas of significant change in the x- and y-components of
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the gradient wind speed. In only one of the nine areas did the changes

in the x-components of the gradient and observed wind speeds disagree in
sign. In almost all of the areas, the changes in the components of the
gradient and observed wind speeds were explainable by changes in the synoptic
conditions, such as the height gradient.

Of the nine areas observed where there were significant changes in the
components of the gradient wind speed, seven of the areas received the
largest contribution from the height-gradient term, one from the curvature
term, and one area received an equal contribution from both the curvature
and height-gradient terms. In the one area where the components of the
two wind speeds disagreed in sign, the changes in the component of the
gradient wind speed received the largest contribution from the height-
gradient term.

3. Comparison of changes over time intervals from 3 to 12 hours

The correlations between the 3- and 6-hour changes of the observed
and gradient wind speeds were generally poor, while the comparisons of the
12-hour changes were more satisfactory. Although the comparisons of the
3~ and 6-hour changes were poor in a quantitative sense, there were isolated
areas where the patterns of the changes were in general agreement. The
linear correlation coefficients between the changes at the different time
periods are shown in Fig. 26. The correlation coefficients for the 9-hour
changes also were computed. With the number of data points considered,
only the correlation coefficients over the 12-hour intervals and the 9-hour
interval on 21 February were statistically significant at the 5% level
(Brooks and Carruthers, 1953).

A possible explanation for the poor correlations over the 3- and 6-hour
intervals with improvements over the 9- and 12-hour intervals could lie in
the rms errors of the changes in the observed and gradient wind speeds. As
mentioned previously, the rms error associated with time changes in the
observed wind speed is approximately 4.8 m sec-l. The rms error in the time
changes of the gradient wind speed also was assumed to be 4.8 m sec™l. Over
the 3- and 6-hour intervals there were few changes in the observed and
gradient wind speeds larger than 4.8 m sec'l. However, as the time interval
increased to 9 and 12 hours, the number of observed and gradient wind speeds
larger than 4.8 m sec™! increased.

In the qualitative comparison between the changes in the components of
the observed and gradient wind speeds, the results also were poor over the
3- and 6-hour intervals and better over the 12-hour intervals. There were
22 areas over 3 and 6 hours with significant changes in the x- or y-components
of the gradient wind speed. In 13 of the 22 areas the changes in the x- or
y-components of the observed wind speed agreed in sign with the changes in
the x- or y-components of the gradient wind speed. 1In nine of the 22 areas
the changes disagreed in sign. Over the 12-hour interval there were nine
areas in which the x- or y-components of the gradient wind speed changed by
more than 5 m sec~l (12 hr)-l. 1In eight of these areas, the changes in the
X~ or y-components of the observed wind speed agreed in sign with the changes
in the components of the gradient wind speed.
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Fig. 26. Correlation coefficient (r) between changes in the
observed and gradient wind speeds over various time intervals.
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The frequency that each term in Eqs. (9) and (10) made the largest
contribution to changes in the gradient wind speed is shown in Table 4.
Over the 3- and 6-hour time intervals, Terms II and III are the largest

Table 4. Terms in Egqs. (9) and (10) giving the 1argest
contribution to changes in the gradient wind speed.

IT & III
Interval No. Areas Term I Term IT Term III equal
3-hr 8 * 4 4 0
6-hr 14 * 7 5 2
12-hr 9 * 1 7 1

*The contributions from Term I were negligible over all
time periods.

contributors approximately the same number of times. However, over the
12-hour interval, Term III is the largest contributor approximately 807
of the time. This would imply that the changes in trajectory curvature
are not as important to the gradient wind speed changes over longer time
periods as are changes in the height gradient, which could be due to the
difficulties in computing trajectory curvature. The highest correlation
coefficients between the changes in the observed and gradient wind speeds
were over 12 hours where the height-gradient term was the largest
contributor to changes in the gradient wind speed.

Over the 3- and 6-hour time intervals, Terms II and III were the
largest contributors to the changes in the components of the gradient wind
speed approximately the same amount of time. However, of the ten areas
over 3 and 6 hours where the changes in the components of the gradient and
observed wind speeds differed in sign, changes in curvature (Term II)
provided the largest contribution to the changes in the component of the
gradient wind speed in seven of the ten. In other words, over intervals
of 3- and 6-hours the curvature term was responsible for the disagreement
in signs of the changes in the components of the gradient and observed
wind speeds 707 of the time.

It appears that the poor correlations, both quantitative and qualita-
tive, between the changes in the observed and gradient wind speeds are due
to the curvature term (Term III). The poorer correlations were found over
3 and 6 hours and the curvature term was the largest contributor to the
changes in the gradient wind speed in approximately half of the areas.
Better correlations were found over 12 hours and the curvature term was the
largest contributor in only one area. However, this possibly would be
expected because of the difficulty in accurately computing trajectory
curvature.
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I. SUMMARY AND CONCLUSIONS

1. Summary

According to Endlich (1961), the 'gradient winds provide an estimate
of actual winds which is sufficiently accurate to make them useful in
describing the dynamics of synoptic-scale processes." The forces which
control changes in the horizontal wind speed are pressure gradient,
coriolis, centrifugal, and frictional. The frictional force is the only
one not considered in the derivation of the gradient wind approximation.
It would seem, then, that the local changes in the observed wind speed
at a level in the atmosphere could be approximated with a fair degree of
accuracy by the local changes in the gradient wind speed. The purpose
of this study was to examine the relationship between local changes in the
gradient and observed wind speeds over varying time intervals at the 500-mb
level.

Rawinsonde data which were unique in both accuracy and frequency were
provided by NASA. Three-hour reports were taken from 30 stations located
in the southeastern United States during the period 19 to 22 February
1964. These data are available at 25-mb intervals from 1025 to 75 mb.

A special procedure was used in obtaining wind measurements in order to
insure increased accuracy. At 500 mb, the average rms error in the wind
speed was 3.6 m sec~l, Extra care also was taken in the processing of

the height data. The 500-mb wind and height reports were extracted from
these data and interpolated to a grid. The grid points were spaced evenly
over the region with a distance of approximately 158 km between grid
points. Computer programs were written to compute the height gradient,
trajectory curvature, and gradient wind speed at each grid point. An
identifying symbol was used to denote areas where a gradient balance was
not achieved.

Local time changes were computed for the gradient and observed wind
speeds over time intervals of 3~, 6-, and 12-hours on both 19 and 21
February 1964. The 3-hour changes on each day were computed from 0300 to
0600 GMT, the 6-hour changes from 0300 to 0900 GMI, and the 12-hour changes
from 0300 to 1500 GMI. Correlation coefficients were computed between the
changes in the two wind speeds over each time interval. For the 3- and 6-
hour time intervals these correlation coefficients were not significantly
different from zero. The correlation coefficients over the two 12-hour
intervals were significantly different from zero but not exceptionally
large, 0.38 and 0.51.

A set 'of forecast equations was derived for the local time rate-of-
change of the x- and y-components of the gradient wind speed. These
equations were analyzed over 3-, 6-, and 12-hour time intervals to determine
the influence of changes in wind direction, height gradient, and trajectory
curvature on the local changes in the gradient wind speed. Over the 3- and
6-hour intervals, the height gradient and the trajectory curvature provided
the largest contribution to the changes in the gradient wind speed
approximately an equal number of times. Over the 12-hour intervals the
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change in height gradient was the largest contributor to changes in the
gradient wind speed 807 of the time. The contributions of the changes in
wind direction to the changes in the components of the gradient wind
speed were negligible over all time intervals.

In addition, correlation coefficients were calculated between the
observed and gradient wind speeds for ten different time periods. These
correlations ranged from 0.74 to 0.90 and verified Endlich's statement
that the gradient wind is a good estimate of the actual wind, at least as
far as wind speed is concerned.

2. Conclusions

From the data examined in this study it can be concluded that:

1) Over short time intervals, 3 and 6 hours, the correlation coeffi-
cients between the local changes in the observed and gradient wind speeds
were not statistically different from zero. This may be attributed partly
to the fact that few of the observed and gradient wind-speed changes over
these time intervals were larger than the rms errors in the changes, and
partly to the difficulty of accurately computing the curvature in the
gradient wind equation.

2) oOver the longer time intervals, 9- and 12-hours, the correlation
coefficients between the local changes in the observed and gradient wind
speeds were significant at the 5% level.

3) Over the 3- and 6-hour time intervals, the changes in the x- and
y-components of the gradient wind speed received the largest contribution
an equal number of times from changes in the height gradient and trajectory
curvature. The changes in the components of the gradient wind speed due
to a change in the wind direction were negligible over the 3- and 6-hour
intervals,

4) oOver thé 12-hour interval, the changes in the x- and y-components
of the gradient wind speed received the largest contribution from changes
in the gradient of height 80% of the time. Changes in the components of
the gradient wind speed due to changes in the wind direction were negligible
over the 12-hour intervals.

5) The correlation coefficients between the observed and gradient wind
speeds were quite good ranging from 0.74 to 0.90. The gradient wind speed
is a good approximation to the observed wind speed.
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K. APPENDIX A

LOCAL TIME RATE-OF-CHANGE OF THE GRADIENT WIND COMPONENTS

As shown earlier in the text, the x- and y-components of the gradient
wind may be written as

KV2 N
\Y = - —g— _aE + _E.E_X s (1)
grx f oy f




116

and
KV2 N
' - 822 _ _grx (2)
gry f ox f :

The partial derivatives with respect to time of Egs. (1) and (2) can
be taken, to produce

v KV2_ ON_ KN 3V N V2
—Brx _ 8 __B_(QZ) + 8L ¥y vy _8gr  _ygrokK (3)
ot f 3t oy f ot f ot f ot °’
and
oV K> N KN oV N V> 4)
gry _ 8 jl(ﬁé) _ gr X _ X _ gr _x gr oK
At f a3t ox f 5t £ ot £ o2t °
. 2 2 2 , . . .
But, since V. _ =7V +V , differentiation with respect to time
gives gr grX gLy
2
AV 3V av (5)
—BL _ 9oy —BIX L oy —Bry
At grx ot gry ot ?

which when substituted into Egs. (3) and (4) yields,

2
v KV _ AN KN oV BV
—BrX _ _ g 0 2Z gr _ ¥ y _g_rx —BLYy
at f at(ay) +f Jt t7E (ZVng t + ngry ot ) +
2
NV r 3K (6)
f a3t -
and
2
?X&u= ﬁi(éé)_KvgraNX_KNx(zv ?X&r_xJ,zv a_ngz)_
at f ot Hx £ At f grx ot gry ot
2
NVer ok (7)
f ot °

Since Eqs. (6) and (7) both contain V . and V , they must be solved
simultaneously. When this is done, the re8ufts are

ov 2V K2N V2 ON KV2 oN
grx _ gry "y gr ( x) - Agrc__x) _
At f(£f+2V KN ) ot f * at
gry X

A' B'
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2
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f(f+2Vg £y ) ( gry
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grx
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L. APPENDIX B

SOLUTION OF TRAJECTORY CURVATURE AS A FUNCTION OF HEIGHT

From Blaton's Equation and by neglecting vertical motion, we can
express trajectory curvature as

K =

where V is the wind speed, © the angle between the trajectory and the x-axis,
t is time, and s is a distance along the trajectory.
be expressed as a function of height by finding expressions for the terms on
(1) in terms of height.

the R.H.S. of Eq.

<=
0101
rtlo .

213

+

-1

(3)

(9)

1)

The curvature, K, will
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From the chain rule, %% may be expressed as

06 _ 286

S X

|cu

. (2)

X
+
]

Qv
OJ|OJ
« |®
Ollg/
0

Each term on the R.H.S. of (2) can be expressed as a function of height.

Figure B-1 shows the geometry

associated with a short segment of a 4
trajectory, ds. One can relabel the 5ek
sides of the right triangle in Fig. 1 dY(Vg)
with respect to the geostrophic wind )
approximation, dx(u )
g
Fig. B-1l. Geometry of a
trajectory.
5[] e
Vg : vz (ug + vg) . (3)
= - &
ug fzy ’ 4)
and
= 8
vg = Zx . (5)

where V_is the geostrophic wind speed, and u_ and v_ are the x- and y-
componeﬁts of the geostrophic wind speed. ThE parti§1 differentiation of
height with respect to x and y will be denoted by Zx and Zy’ respectively.

From Fig. 1,
Jobd Eg Zz
g = cos O = v = (ZZ N Zz)% ’ (6)
g % y
and
2y g “x
35 gin 6 = v 3 (7
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Also from Fig. 1 it can be seen that

v Z
tan9=Eg=--£z , (8)
g X

and, solving for O,

Z
8 = tan-l(- Ex) . ' &)
- ‘

Equation (8) can be differentiated partially with respect to x and y

to give
| szyx - Znyx
| 8 = *L— : (10)
Z + 27
| o
| and
: ZZoo =22
8 = . (11)
y 2 2
ZX + Zy

Equations (6), (7), (10), and (11) can be substituted into the R.H.S.
of Eq. (2) to give

Zzz - 22727 + Zzz
§§'= TYUXX Xy XY X VY . (12)
ds (22 + Z2)3/2
X y

Equation (8) also can be differentiated partially with respect to time
to give

ZZ . -22
o = XYL ¥ x£ (13)

t 2 2
(Zx + zy)

By making the geostrophic assumption, V = Vg’

1 £
T = - (14)

2 2
gz + Zy)’s
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Equations (12), (13), and (14) are now substituted into Eq. (1) to

give
ZZZ - 22 2 Z + ZZZ £(Z_ 2 -ZZ )
- (22 + Z2)3/2 (22 + Z2)3/2
X y Bl% y

which expresses curvature as a function of height only.

M. APPENDIX C

LIST OF STATION IDENTIFIERS

AHN Athens, Georgia

BNA Nashville, Tennessee

BRJ Burrwood, Louisiana

CBI Columbia, Missouri

CHS Charleston, South Carolina

CRP Corpus Christi, Texas

DAY Dayton, Ohio

Key West, Florida

FTW Fort Worth, Texas

GSO Greensboro, North Carolina

HSV Huntsville, Alabama

Huntington, West Virginia

JAN Jackson, Mississippil

JAX Jacksonville, Florida

KSC Kennedy Space Center, Florida

LCH Lake Charles, Louisiana

LIT Little Rock, Arkansas

MIA Miami, Florida




MGM

OKC

OMA

PIA

PIT

SAT

SHV

TOP

TPA

VPS

063
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Montgomery, Alabama
Mississippi Test Facility
Oklahoma City, Oklahoma
Omaha, Nebraska

Peoria, Illinois
Pittsburgh, Pennsylvania
San Antonio, Texas
Shreveport, Louisiana
Topeka, Kansas

Tampa, Florida
Valpariso, Florida

Grand Bahama Island
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CHAPTER III. AN ANALYSIS OF INTERNAL ZONES OF DISCONTINUITY

by

Dan Gordon Bellue
Department of Meteorology
Texas A&M University, College Station, Texas

A. ABSTRACT

Internal zones of discontinuity were investigated which resulted when
an open wave in the Gulf of Mexico developed into an east coast cyclone on
February 19, 1964. Cross sections of equivalent potential temperature (6 )
were employed in the location of these zones, which were delineated on €
the basis of strong 8 gradients. Processes which caused variations in
these zones with timeSwere investigated by use of the frontogenetic function.
The x- and z-component equations of this function were evaluated term-by-
term and compared with the observed conditions in the cross sections of ee.
The results indicated that regions of intense frontogenesis were associatéd
with strong gradients of 6 within the zones of discontinuity, and regions
of intense frontolysis wer& associated with weak gradients of 6 . Also,
changes in the slope of the discontinuities were associated with frontolytic/
frontogenetic regions. The relationship between these changes in slope and
changes in the precipitation patterns was examined, and a ¢lose association
was found. Finally, the usefulness of the frontogenetic function in the
study of the zones of discontinuity was pointed out, and the need was
emphasized for more frequent and more accurate rawinsonde data.

B. INTRODUCTION

1. Statement of the Problem

Ultimately, any study of synoptic meteorology seeks to aid in producing
a better forecast. The interaction between meso- and synoptic-scale features
is of particular interest to the station forecaster. Internal zones of
discontinuity exist on both scales.

Soundings taken with conventional rawinsonde equipment often show several
temperature inversions and isothermal layers in the lower atmosphere. 1In
many instances these layers are not associated with frontal systems.

Miller (1948) discusses certain transition layers within the atmosphere

that are fundamentally equivalent to frontal zomes but usually are not
regarded as such in meteorology. If the upper boundaries of these zones of
discontinuity slope, they may act as surfaces which could create vertical
motion. This vertical motion could lead then to changes in vertical wind
shear, baroclinity, and to processes which produce precipitation., Therefore,
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internal zones of discontinuity are a major factor in the formation of
significant weather on the synoptic scale. When one considers factors such
as the concentration of vertical wind shear in the production of clear air
turbulence, they become extremely important on the meso-scale. Watson (1971)
in a meso-scale study of an intense subsidence inversion states that
significant spatial variations in the intensity of the inversion are related
closely to certain features in the wind field.

In a synoptic sense, these zones are often treated as zero-order
discontinuities in which case they are called fronts. In many cases they
are filtered out of synoptic data as being erroneous, but the station fore-
caster may degrade his forecast when such erroneous-looking data are ignored.
The problem, then, is to identify these zones and investigate the factors/
processes which lead to changes in their character.

2. Background

Air masses of varied origin exhibit different thermodynamic properties.
According to the Norwegian school, fronts represent discontinuities in these
thermodynamic properties on the synoptic scale at the boundaries between
air masses, Haltiner and Martin (1957) define a front as being "...a surface
of discontinuity of density or virtual temperature." They point out that
actual discontinuities do not exist in the atmosphere, and that instead of
discontinuities there exist zones of transition between air masses. Also,
they state that since these zones are relatively narrow compared to the
scale of the atmospheric processes involved and the horizontal map scale on
which they are depicted, they are treated as discontinuities.

Zones of discontinuity also occur on the meso-scale. Danielsen (1959)
found that in original radiosonde records, which were reprocessed to preserve
the observational details, there were indicated many zones of large hydro-
static stability often separated by zones of neutral stability. He pointed
out that the upper and lower boundaries of these zones were characterized by
rapid variations in stability which could be considered discontinuous.
Danielsen stated also that these discontinuities often are ignored due to
smoothing and operator procedures.

One may question the subjectivity with which discontinuities are treated.
Historically, the parameters used to define them have been density, tempera-
ture, water-vapor content, and wind. Margules (1906) derived an equation
which used these parameters to determine the slope of the upper boundary of
a discontinuity. The equation is known as the frontal slope formula. If the
temperature difference (T, - Tj) is not too large and the wind difference is
appreciable, this equation reduces to:

fT v, - v
Tan 6 = —2.L 2 (1)
g T, -T ?
2 1

where f is the coriolis parameter, T 1is the mean temperature of the layer,
g is the acceleration due to gravityT v is the component of the wind parallel
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to the front, T is temperature, and the subscripts 1 and 2 refer to the
lower (colder) air mass and the upper (warmer) air mass, respectively,

Recently, other parameters have been sought to characterize these
zones. Godson (1951) discussed fronts as being '"hyperbaroclinic' zones in
which the cyclonic curvature is greater than that of the surrounding
region. He stated that these zones are more stable than their surroundings.
Sawyer (1955) used aerological data and demonstrated that fronts were found
in regions of high baroclinity.

Byers (1959) examined the components of the equation of Margules and
illustrated the importance of wind shear to the existence of fronts. He
noted that fronts are possible only where there is a cyclonic wind shift or
cyclonic wind shear, and not possible in anti-cyclonic shear zones. It
should be noted that only the component of wind parallel to the front enters
into the frontal slope determination.

Newton and Palmen (1971) pointed out that Bergeron defined a front as
being ''the region where horizontal cyclonic wind shear is greatest.'
Renard and Clarke (1965), Kirk (1965), and Kirk (1966) suggested a parameter
which they feel is appropriate. This parameter, which incorporates partial
derivatives, employs the Laplacian operator on any parameter which is normally
used to define a front.

Newton (1954) stated that frontal zones possess four characteristics,
viz., (1) a strong horizontal temperature gradient, (2) pronounced vertical
stability, (3) strong vertical shear, and (4) higher vorticity values than
those of the surroundings. Newton used the equation of Miller (1948) to
evaluate the above characteristics. Miller's equation defines the fronto-
genetic function, F3, such that (in three dimensions),

- d -t
Fo(t) = (V) . 2)

where S is a property of an air mass. The theory behind Miller's equation
is not restricted to fronts and may be applied to any internal zone of
discontinuity.

Bosart (1969) with 3-hr rawinsonde data used the equation of Miller in
his study of mid-tropospheric frontogenesis and potential vorticity. He
applied this equation to a mid-tropospheric baroclinic zone which was
intensifying and delineated regions of frontogenesis and frontolysis. Also,
he used isentropic trajectories of the velocity field to describe the fronto-
genesis in space and time,

A much simpler technique is that of Sanders (1955) who also employed the
equation of Miller. His work described the frontal structure of an intense
front at low levels which occurred in the central United States. He found
that certain aspects in both the temperature and wind fields could be
explained by the consideration of the pattern of frontogenetical and fronto-
lytical effects which followed the motion of the air. Also, he stated that
these effects are extremely intense in the vicinity of marked frontal zones.
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Sanders' data consisted of upper-air soundings taken at 6~hr intervals
for significant levels., Although these were taken more frequently than
usual, meso-scale features can develop and dissipate within this time
period. Data taken at closer intervals and for more levels can provide
clues as to the processes involved in the development and dissipation of
these zones of discontinuity that otherwise might be missed.

3. Objectives

Although many meso-scale features do not appear on synoptic charts,
they may produce significant weather. Problems arise for the station fore-
caster because he must infer from synoptic-scale maps the occurrence of
significant weather resulting from meso-scale systems. Internal zones of
discontinuity which occur on both scales may produce or enhande ®ignificant
weather. Therefore, the objectives of this study are to investigate areas
where internal zones of discontinuity form and/or change in intensity with
time, and to examine the extent to which they are associated with significant
weather.,

C. DATA AND SYNOPTIC CONDITIONS

1. Source and Extent of Data

The data used in this study were obtained by NASA under Project AVE
(Atmospheric Variability Experiment), in which 30 stations in the south-
eastern United States undertook a concentrated observational effort during
a 4-day period in 1964. This data network is shown in Figure 1.

Fig. 1. AVE Data network. (Station identifiers are
given in the Appendix.)
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Observations were made with conventional rawinsonde equipment, but additional
procedures were employed to obtain the maximum resolution possible with the
equipment,

The data consisted of standard rawinsonde parameters which included
temperature, pressure, humidity, and wind. Soundings were taken at 3-hr
intervals to a height of 50 mb when possible. Observations began at 00 GMT,
February 19, 1964, and ended at 00 GMT, February 22, 1964. The Marshall
Space Flight Center and The Mississippi Test Facility took additional observa-
tions before and after this period, and at one and one-half hour intervals
during the period. Extra care was taken in processing the data to insure
that they were as accurate and as representative as possible. The data were
checked carefully for inconsistencies which could have arisen from human and/
or mechanical error and corrected if errors were found. Values of each
parameter were interpolated for every 25-mb level and recorded on magnetic
tape. The data tapes were provided to Texas A&M University by personnel of
the Aerospace Enviromment Division of the NASA Marshall Space Flight Center.

Estimates of the accuracy of the data were provided by Mr. William W.
Vaughan* of the Marshall Space Flight Center. These accuracies are:

1) Temperature: RMS errors of 1.4°C to the 400-mb level, and 2.8°C
above the 400-mb level are accepted.

2) Pressure: RMS error is 1.3 mb for pressures greater than 400 mb,
1.1 mb for pressures between 400 and 100 mb, and 0.7 mb for pressures between
100 and 10 mb.

3) Humidity: The moisture element of the standard rawinsonde package
is the least accurate of any of the sensors; an rms error of 10 percent is
accepted. This error would affect values of the dewpoint temperature ds
well.

4) Pressure Altitude (height): Errors in this parameter are dependent
on the errors in all of the parameters listed above. Therefore, the above
rms errors were used to determine the errors in the pressure altitude values.
These values varied from 3 gpm at 900 mb to 20 gpm at 500 mb to 87 gpm at
50 mb.

5) Wind: Special procedures were used to determine wind velocity due
to the better-than-normal vertical resolution. The wind speeds had an
approximate rms error of 1.5 m sec~l at 700 mb, 2,5 m sec™! at 500 mb, and
4.0 m sec™l at 300 mb., The wind direction had rms errors of 2° at 700 mb,
3° at 500 mb, and 5° at 300 mb, based on speeds of 10 m sec~l.

The extra care used to read the recording charts and the precision used
in the evaluation of the AVE data resulted in a substantial improvement over
the thermodynamic data than is available routinely. The procedures used to
process the wind data reduced errors considerably compared with usual techniques.,

2. Synoptic Conditions

The main synoptic feature for the 4-day observational period was an east
coast cyclone. There were no other synoptic features which had frontal systems
associated with them. The times chosen for study were 00 GMT, 03 GMT, and

*Personal communication,
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06 GMT on February 19, 1964. This date was chosen for study because the
frontal systems appeared better defined on this date than the following
three days.

A storm developed in the western Gulf of Mexico 18 hours prior to the
first observation time. TFigure 2 is the surface analysis for 06 GMT,
February 18 prepared by the National Weather Service (NWS)., The open wave
intensified and developed into an east coast cyclone, and the frontal system
associated with it occluded rapidly. Figure 3 shows this system 24 hours
later as it moved out of the data region.

The predominate low-level feature at 00 GMI, February 19 was this
east coast cyclone and its frontal system. The 1000-mb chart (Figure 4a)
showed that the cyclone was centered approximately 100 nm northeast of
Greensboro, North Carolina. It continued to track northeasterly and at
06 GMT was centered in the vicinity of Chesapeake Bay. The 1000-mb thermal
pattern showed a weak gradient directly behind the front and a larger gradient
in the lee of the Appalachian Mountains.

Cyclone and frontal movement at the 850-mb level were similar to that
at the surface (Figure 4b). The thermal gradient behind the front was
uniform, but it showed a pronounced trough in the region of Kentucky,
Tennessee, Mississippi, and Alabama. Minor waves distorted this pattern.

The 700-mb chart (Figure 4c) was a transition between the closed cyclone
in the low levels and a long-wave trough in the upper levels, The thermal
gradient was pronounced behind the front at this level.

A long-wave trough dominated the upper-level charts. Figure 4d shows
this trough to be well established at 500 mb. Strong southwesterly flow
was indicated over the eastern portion of the region. The frontal system
was located in the lee of the Appalachian Mountains as an open wave.

The flow pattern at the 300-mb level (Figure 4e) was similar to that
at the 500-mb level, but the frontal system was not discernable in the
thermal pattern. Strong southwesterly winds were indicated over the eastern
region.

Little change occurred in the synoptic pattern over the remainder of
the period considered, but the precipitation patterns varied greatly. Cold-
air advection continued at all levels while subsequent charts showed an
eastward movement of the entire system.

D. THEORY OF THE FORMATION OF AND CHANGES IN
INTERNAL ZONES OF DISCONTINUITY

In the study of the interaction between synoptic and meso-scale features
a term such as '"front' becomes ambiguous. To be as general as possible all
zones of concentrated transition were studied. These zones have been termed
"internal zones of discontinuity" in order to include meso-scale features with
those of a synoptic scale,
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If one considers a broad definition of a front as being a zone of
discontinuity, then reference to the terms frontogenesis and frontolysis
will indicate the concentration of certain characteristic properties,

How are these zones of discontinuity formed? Any discontinuity implies
that a rapid change in a characteristic property of an air mass over a
short distance has occurred. This change implies the existence of a
gradient of this property. Petterssen (1956) defines frontogenesis as the
process that concentrates the gradient of a property S, such as potential
temperature, and defines frontolysis as the opposite of frontogenesis.
Thus, the theory of the formation and dissipation of these zones of
discontinuity merely deals with the amount of concentration that occurs for
any given parameter over a finite distance or period of time.

The change in the concentration of a property is given by the fronto-
genetic function, which was written previously as Equation 2. This equation
may be written in the form (Newton and Palmen, 1971):

F -v4 _ @283, ,283, .88
F3(t) =V (ax Vu + 3y IV + 3z w) 3)

mlrm
tln

or in component form as follows:

.4 28, _ 9 dS, = 235 3u 38 ov _ 3S 3w
Fx(t) - dt(ax B ax(dt) 9X X * 0y 3AX + Dz ax) ’ )
A B C D
d 23S d ds 3S du | 23S v , 3S pw
F(t) =7—() =—=(=7) - (== N~ ’ 5
y( ) dt(ay) ay(dt) (ax oy * 3y oy Y ay) ©)
E F G H
and
_ 428 _ 2.dS _ 3Spu, 353v 23S
Fz(t) - dt(AZ) B az(dt) (ax 2z + Y Az + Az BZ) ' ()
I J K L

The terms in the above equations may be interpreted in terms of
physical processes, These processes occur simultaneously and in varying
proportions. Therefore, any description of a single process is theoretical
and highly unlikely to occur alone in nature.

The interpretation of the above terms is as follows (Newton and Palmén,
1971). Terms B, G, and L represent the concentration of the gradient by
vertical and lateral confluence fields. Figure 5 shows a deformation field
which could represent processes which occur on any two of the three axes.
Terms C, F, and J represent the increase in intensity of the gradient due
to differential advection by the winds. Figure 6 illustrates this process
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Fig. 5. Streamlines of a pure deformation field.
(Successive positions of two potential-temperature
isopleths are denoted with dashed lines (Newton and
Palmén, 1971)).
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Fig. 6. Increase of a gradient of property S across
a zone through the advection by the winds parallel
to the zone (Newton and Palmén, 1971).

as it occurrs in the x-y plane. Terms D, H, and K represent the change in
the distribution of S in a vertical section. They contribute to the
simultaneous vertical and horizontal concentration. Figure 7 gives only the
representation in the y-z plane, but the term could apply to the other two
planes as well. Terms A, E, and I represent the non-conservative influences

which are superimposed on the flow. An example of these influences is
diabatic heating or cooling.
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Fig. 7. Simultaneous vertical and horizontal
concentration (Newton and Palmén, 1971).

The magnitude of a term in the component equations will show the
importance of that term in the concentration of a given property. Once the
importance of a term is established, one can infer something about the
physical and thermodynamical processes occurring in a region which
contribute to the formation of, or changes in, the characteristic of the
internal zones of discontinuity.

One evident characteristic of a zone of discontinuity is the slope of
its boundary. Processes shown in the frontogenetic function can cause
changes in this characteristic. Upon examination of Equation 1, it can
be seen that there are certain factors which cause the slope of a zone of
discontinuity to be large. These factors are: 1) a large velocity difference,
2) a small temperature difference, 3) higher latitudes which increase £, and
4) a high mean-virtual temperature, The effect of the change of the mean-
virtual temperature on the magnitude of the slope is small in comparison
to the effects of the other factors, and if a study is undertaken at low
latitudes, factor 3) is small also. Changes in any of the above factors
could cause the magnitude of the slope to vary, but only the changes in
the wind and temperature fields can be related directly to the processes
shown in the frontogenetic function,

Frontogenetic processes also may lead to a change in the slope of a
zone of discontinuity. For example, if strong frontogenesis occurs along a
portion of the frontal cross section, and frontolysis along another portion
of the same cross section, a change in slope would result.
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E. ANALYTICAL RESULIS

1. Delineation of Zones of Discontinuity

Cross-sectional and constant-pressure analyses were used to study the
conditions attending the passage of the east coast cyclone through the
data region. Cross sections were selected as nearly normal through the
frontal zone as possible. The paths of the cross sections selected for
study are shown in Figure 8. Two cross sections were considered in order
to investigate the influence of the Appalachian Mountains on the fronto-
genetic process.

On the synoptic scale, the thermal pattern has been a useful indicator
for the location of zones of discontinuity., Potential temperature has been
employed frequently in cross-sectional analyses, but because it is not
conservative for pseudo-adiabatic processes, it proved to be inadequate
for this study. Equivalent potential temperature, & , was selected for use
because it is a comservative property for both dry- &§nd pseudo-adiabatic
processes, This selection proved fortuitous since precipitation occurred
randomly over the data region.

Equivalent potential temperature was calculated with the use of the
standard Skew-T, Log-P Diagram. It was calculated for every 25-mb level
from the surface to the 250-mb level for three time periods, and for each
station shown on the cross sections in Figure 8. These cross sections of
ee then were analyzed at intervals of 1° Kelvin. '

The more prominent zones of discontinuity are shown in Figures 9 and 10
as the regions bounded by the prominent dashed lines. The boundaries were
determined on the basis of large gradients of 6 , i.e., close packing of
6 indicated the presence of a zone of dlscontlguity. Boundaries of the
zénes of discontinuity were drawn in such a way that they crossed as few
isentropic surfaces as possible, yet enclosed the regions of large gradients
of 6 . Although this method was subjective, it provided a reasonable
meth8d for delineation of the zomes of discontinuity,

Three zones of discontinuity were delineated in the northern cross
section (Figure 9) at 00 GMI. The major zone extended the length of the
cross section; its upper boundary varied from 600 mb over JAX to 300 mb
over DAY. The characteristics of this zone varied during the period of
study. The slope of the upper boundary decreased from 00 GMI to 03 GMT
and increased in part from 03 to 06 GMI. During this time period the zone
broadened as well. At 00 GMT over JAX it was 180 mb deep, while at 06 GMT
it increased to 310 mb in depth. Also, the gradient within the zone varied.
At 00 GMT it was uniform except near the lower boundary of the zone where
it became distorted. At 03 GMT the gradient was more uniform than at 00
GMI, while at 06 GMT it became distorted again in places. The two remaining
zones of discontinuity on the 00 GMT chart showed little change in slope
throughout the period, but changes were noted in the gradients of these
zones, Both zones weakened gradually from 00 GMI to 06 GMT.
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Fig. 8. Paths of cross sections used in the study.
(The north cross section extends from DAY to JAX; the
south cross section from BNA to KSC).
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Another interesting feature of these northern cross sections was the
appearance of a 8 maximum centered over GSO at 700 mb on the 00 GMT chart.
This maximum could have occurred by the addition of moisture to the layer
and/or by subsidence., In this study its significance is not how it
occurred, but how it changed with time. The center weakened as time
progressed. It was well defined at 03 GMI but somewhat weaker at 00 GMT.
By 06 GMT the center had dissipated and all that remained was a distorted
thermal pattern,

The southern cross sections of 6 also show the major zone of
discontinuity (Figure 10). At 00 GMI®it extended from the surface at KSC
to 300 mb over BNA, There was some variation in the slope of the upper
boundary of this discontinuity, but it was not as great as that shown by
the northern cross sections. The lack of data for MGM and VPS at 03 GMT
caused the analysis to be unreliable, but comparisons could be made between
the northern and southern cross sections at 00 and 06 GMT.

2, Evaluation of Conditions Contributing to Changes in the Intensity of
Internal Zones of Discontinuity

The evaluation of conditions which contributed to changes in the
intensity of the internal zones of discontinuity was done with the use of
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the frontogenetic function. For the variable ee, Equation 2 may be rewritten
as:

. _de_ 8, 38, 38,
=V —m o (—— — —_—

If the y-axis is chosen parallel to the zone of discontinuity, the component
equations are:

F(t)=l%)_(ﬁ€ﬂ+aeeﬂ+aeeﬁ) (8)
X ¥x - dt 3x ox dy ox dz °dx
A B c D
and
P o) - gy - e, Teay, e au, ©)
z dz " dt dx dz dy dz dz 3z’ °
E F G H

Terms A and E, which represent the non-conservative influences, were
neglected since 6 could be treated as a comservative parameter. Terms D
and H include gra&ients of vertical velocity which can not be evaluated
easily and usually are considered to be smaller than the other terms.
Therefore, no attempt was made to incorporate the values of these terms in
the final calculations. With these simplifications, Equations 8 and 9
become

a0 36
_ (T edu, ""edv
I 11
and
fol:]

e du aee v
20" Grae vy e

III v

(11)

Terms I, II, III, and IV were evaluated individually, and then Terms I and
II, and III and IV were summed to determine the value of Fx(t) and Fz(t),
respectively.

The terms were evaluated as follows, Fields of ee and wind components
were obtained from the original data. A grid mesh was constructed to
evaluate the partial derivatives by finite differences. The grid mesh had
five points spaced 2.5° latitude apart in the horizontal plame and 15 points
spaced 50 mb apart in the vertical plane. Derivatives were evaluated over
2 grid units and applied at the center of the interval.
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3. Relationship Between Analytical Results and Observed Conditions

The evaluation of each term in Equations 10 and 11 for the north and
south cross sections is represented in later figures. A comparison of
each figure to the respective § cross section should indicate the processes
which occurred in and near the Sones of discontinuity. Gradients of g
generally would be expected to be strong in regions of frontogenesis and
weak in regions of frontolysis. The zones of discontinuity have been super-
imposed on these figures for reference.

The evaluation of Term I for the northern cross section is represented
by Figure 1l. These cross sections were dominated by regions of frontolysis.
At 00 GMT frontolytic regions were centered over GSO at 500 mb and 850 mb.
These centers weakened with time but covered a large depth of the cross
section at 06 GMI. With such broad regions of frontolysis occurring, one
would expect to see a weakening of gradients on the 6§ cross sections. The
major zone of discontinuity did broaden from 00 GMT t§ 06 GMT, but its
gradient remained strong., It is seen in Figure 9 that where frontogenesis
did occur in Figure 11, a stronger gradient of ee was observed,

The slope of the upper boundary of the major zone of discontinuity
gradually decreased between 00 and 06 GMI. Frontolysis occurred throughout
the region associated with this boundary. Also, the perturbation of the
slope between GSO and JAX at 06 GMI was coincident with a frontolytic center.
The minor zone of discontinuity in the lee of the Appalachian Mountains was
associated with a frontolytic region throughout the time period and, hence,
weakened between 00 and 06 GMT. Although the other minor zone was associated
with this same frontolytic region, it was associated with a weak frontogenetic
region as well. This zone weakened with time also, but not as rapidly as
the other minor zone of discontinuity.

The southern cross sections of Term I are represented in Figure 12,
These cross sections show frontolytic regions which intensify, and fronto-
genetic regions which weaken with time. A frontolytic region covered most
of the cross section from BNA to VPS. The thermal pattern was distorted in
this region in Figure 10, and the zone of discontinuity became broader there
as well. A perturbation was noted on the upper boundary of the zone of
discontinuity between VPS and KSC at 03 GMT. The frontogenetic center below
this region had weakened, and frontolysis had occurred between 00 and 03 GMT
in the vicinity of this perturbation,

The frontogenetic regions of Figure 12 weakened from 00 to 06 GMT, and
the isentropic gradient within the zone of discontinuity weakened as well,

The evaluation of Term II for the northern cross section if represented
in Figure 13. Two regions of frontolysis are observed in the northern cross
section of this term at 00 GMI. One region is centered over HTS near 350 mb,
and the other is centered over CHS at 700 mb., The latter center weakened
rapidly from 00 to 06 GMT. The center over HTS weakened also, but less
rapidly. Regions of frontogenesis which were separated at 00 GMT merged
by 06 GMI, and their centers intensified as well.

The regions of frontolysis (Figure 13) coincided well with regions within
the zones of discontinuity where the gradient had weakened, The region in
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Figure 9 over HTS below 400 mb and that over GSO near the 850-mb level are
examples of this. Also, the thermal patterns of Figure 9 were irregular,
and the distortions on the boundary of the major zone of discontinuity
occurred in proximity to the centers of frontolysis (Figure 13).

The major region of frontogenesis in Figure 13 on the 00 GMT chart
was located between GSO and CHS at 550 mb. This center intensified and had
moved to a higher level by 06 GMI. 1In Figure 9 it can be seen that within
this region of the zone of discontinuity there was a strong gradient which
continued to strengthen with time. A secondary region of frontogenesis in
Figure 13 was located below 850 mb in the lee of the Appalachian Mountains.
This region weakened rapidly but was still present at 06 GMI. Thus, the
two minor zones of discontinuity in Figure 9, which coincided with this
region, had weakened. :

The southern cross section for Term II (Figure 14) were dominated by
regions of frontogenesis. The centers intensified with time, particularly
those over HSV between 450 mb and 300 mb. They coincided also with a strong
gradient within the zone of discontinuity in Figure 10. Little effect on
the slope of the discontinuity was observed.

The evaluation of Term III is represented by Figures 15 and 16. Large
regions of frontogenesis are evident on all cross sections of Figure 15. The
major frontogenetic center on the 00 GMT chart was located over GSO‘'at 500
mb. This center intensified between 00 and 03 GMT, but weakened between 03
and 06 GMT. Changes in slope of the major zone appeared to be related to
this frontogenetic center. One other frontogenetic region was located in
the lee of the Appalachian Mountains below 850 mb. This region weakened
between 00 and 03 GMI and was replaced by a frontolytic zone between 03 and
06 GMT., The zones of discontinuity within this region had weakened by 06
GMI. Intensification of the gradient with time within the major zone of
discontinuity was anticipated since the major frontogenetic region in Figure
15 was still present at 06 GMT.

The southern cross sections for Term III (Figure 16) show a large fronto-
genetic region on the 00 GMT chart centered over VPS at 480 mb, This center
decreased in intensity between 00 and 03 GMI and weakened rapidly between
03 and 06 GMT. A center of frontolysis located at 830 mb between VPS and KSC
on the 00 GMT chart weakened into a broad zone by 06 GMT, which corresponded
to a weakening in the g gradient of this region in Figure 10. The perturba-
tion on the upper boundgry of the zone of discontinuity at 03 GMT was not
associated with a frontolytic center. The frontogenetic center at 550 mb
between VPS and KSC at 03 GMT could be associated with this perturbation,
however.

Term IV represents a combination of the vertical and horizontal effects
on the Se gradient, The evaluation of this term is represented in Figure 17
for the northern cross sections. They show frontogenetic regions which
intensified with time. A frontogenetic center located at 550 mb over CHS on
the 00 GMT chart intensified from 00 to 06 GMT. Its location coincided with
a strong gradient of the isentropic surfaces within the zone of discontinuity.
Another frontogenetic region at 00 GMT was located over GSO below 850 mb.
This region dissipated by 03 GMT and it became frontolytic by 06 GMT. This
indicated that the isentropic gradient in this region would weaken greatly
within this period. 1In Figure 9 it can be seen that the low-level zones of
discontinuity weakened significantly from 00 to 06 GMT.
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The frontolytic regions in the cross sections of Figure 17 were
restricted by the frontogenetic regions. A frontolytic ‘center on the 00 GMT
chart was located at 700 mb over CHS. This center weakened and dissipated
by 06 GMT. The gradient in this region on the 00 GMT chart (Figure 9) was
weak. It continued to be distorted at both 03 and 06 GMT.

The southern cross sections of Term IV (Figure 18) were dominated by a
frontogenetic region. The center of this region showed little intensification
during the period of study. The zone of discontinuity in Figure 10 conformed
well with this region, and the strong gradient within the zone was coincident
with the frontogenetic center. The perturbation on the upper boundary of the
zone of the discontinuity at 03 GMT coincided also with a frontolytic zone.

The sum of Terms I and II represents the evaluation of Equation 10. The
northern cross sections (Figure 19) are dominated by regions of frontolysis.
The frontolytic centers weakened with time, but remained well defined at
06 GMT. With frontolysis having occurred over most of the cross section,
one would expect that the zomes of discontinuity would have weakened signifi-
cantly. Figure 9 reveals that the major zone broadened, changed slope, and
weakened. Also, the distorted patterns in the low levels of Figure 9
-corresponded to the frontolytic centers in Figure 19. Bands of a strong
isentropic gradient were coincident with regions where strong frontogenesis
was indicated in Figure 19,

Southern cross sections of the sum of Terms I and II are shown in Figure
20, Frontogenetic regions at 00 GMI had weakened by 06 GMT, but the centers
remained well defined. The zone of discontinuity corresponded well with
these regions of frontogenesis. A frontolytic center on the 00 GMI cross
section intensified from 00 to 03 GMT, but it weakened from 03 to 06 GMT.
Little evidence of this center was seen on the ee cross sections, but
considerable distortion in the isentropic pattern occurred at levels below
this center.

The evaluation of the sum of Terms III and IV is shown in Figures 21 and
22. The northern cross sections (Figure 21) show one major region of fronto-
genesis centered at 500 mb between GSO and CHS at 00 GMT. The center
intensified between 00 and 03 GMT, but weakened considerably between 03 and
06 GMT. A strong gradient within the major zone of discontinuity coincided
with this center at 00 GMT. The 6 gradient in this region strengthened by
03 GMT, but weakened again by 06 GRT. A minor frontolytic band on the 00
GMT cross section occurred over GSO below 850 mb. This band weakened by
03 GMT and became frontolytic by 06 GMT. The low-level zones of discontinuity
on the 00 GMI' cross section of Figure 9 corresponded to this fromtolytic band.
The zones weakened with time, but still were present on the 06 GMI chart.
The frontolytic centers on the 00 GMT cross section (Figure 21) weakened with
time but they still could be associated with the perturbations on the upper
boundary of the zone of discontinuity at 06 GMT. The distorted 6 patterns
at low levels in Figure 9 resulted in part from these frontolyticecenters.

The southern cross sections (Figure 22) are dominated by a broad fronto-
genetic region. The center of this region was located over VPS at 500 mb.
Little change was seen in this frontogenetic region but the center weakened
slightly by 06 GMT. Regions within the zone of discontinuity which were
coincident with this center maintained a strong gradient throughout the period.
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A frontolytic center, located at 800 mb between VPS and KSC on the 00
GMI chart (Figure 22), weakened rapidly into a broad band by 06 GMT, and the
gradient within the zone of discontinuity at this level indicated much
distortion. The frontolytic center at 380 mb on the 06 GMT cross section
coincided with the perturbation on the upper boundary of the zone of dis-
continuity.

In summary, in most cases it was seen that in intense frontogenetic
regions the zones of discontinuity became better defined. In regions where
extreme frontolysis occurred the zones of discontinuity became less defined
and, in some cases, dissipated.

Various hypotheses may be advanced as to the reasons for the variations
of these zones. One such hypothesis is the existence of mountain waves in
the region under study. This hypothesis can be supported by the comparison of
the north and south cross sections. The northern © cross sections show more
distortion than do the southern Ge cross sections.

4, Key Terms of the Horizontal and Vertical Equations

Equation 10 referred to the horizontal, while Equation 11 dealt with the
vertical components of the frontogenetic function. Newton and Palmén (1971)
stated that vertical gradients of various meteorological properties in frontal
regions are ordinarily two orders of magnitude greater than the horizontal
gradients. They stated further that because of this the magnitude of F_ (t) is
dominated by these vertical gradients. In some cases, more emphasis may be
placed on the horizontal (constant pressure surfaces) rather than the vertical

gradients in the location of zones of discontinuity, but both variations
should be considered.

In some cases, it was observed that a frontogenetic region was associated
with a region of weak gradient in the 6_cross section. In such cases, it
should be realized that only the compongnt equations of the frontogenetic
function were evaluated, and the processes which occurred in a region may not
be represented solely by one term or one equation. Certain terms, however,
may be better indicators of the processes than other terms.

The relationship was examined between the frontogenetic regions of the

terms of Equations 10 and 11 and the zones of discontinuity. It was found that

the frontogenetic regions of Terms II and III were associated best with the
zones of discontinuity. The regions and their centers coincided more
frequently to the zones of discontinuity than did those of the other terms.
The frontogenetic regions of the combined terms of Equation 11 were better
associated with the zones than were those of Equation 10.

F. RELATIONSHIP BETWEEN ZONES OF DISCONTINUITY AND PRECIPITATION

Surfaces of zones of discontinuity can create upslope vertical motion in
the flow as these zones move. This vertical motion in turn may produce clouds
and precipitation. An investigation into the relationship between the zones
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of discontinuity and the precipitation patterns which occurred during the
period of study was undertaken to verify these expectations.

Maps of 6-hr precipitation totals and cloud types were plotted and
associated with characteristics of the zones of discontinuity. Figures 23
and 24 show the analysis of the precipitation patterns for the 6-hr periods
prior to 00 and 06 GMT. Precipitation totals for the 6-hr period prior to
03 GMT were not available. The cross section paths were drawn on these
figures for reference.

The precipitation amounts for the 6-hr period prior to 00 GMT along the
northern path were greater than those along the southern path. The precipita-
tion that occurred between DAY and GSO was greater than or equal to 0.1 inch.
No precipitation had occurred between CHS and JAX 6 hrs prior to the 00 GMT
chart. Cloud types along the northern path were stratoform and did not
indicate vertical development.

At 00 GMT the major zone of discontinuity had its greatest slope between
HTS and CHS. This coincided with the region of heaviest precipitation. Also,
the slope of this zone lessened significantly from CHS to JAX where no precipita-
tion occurred. The slope of the minor zone of discontinuity in the lee of
the Appalachian Mountains was steep and coincided with an area of heavy
precipitation. The other minor zone of discontinuity between CHS and JAX at
00 GMT could not be associated with a precipitation area. Perhaps subsidence
occurred on the surface of this discontinuity which precluded the production
of any precipitation or cloud activity in the area.

Precipitation amounts were small along the path of the southern cross
section for the 6-hr period prior to 00 GMT. The only portions of the cross
section traversing a precipitation area were near BNA and along the path
between VPS and KSC in the Florida panhandle. The precipitation amount at
KSC was greater than or equal to 0.1 inch. Cloud types along the path of this
cross section were stratocumulus, altocumulus, and cirrus. Some towering
cumulus were reported between MGM and VPS,

The slope of the zone of discontinuity at 00 GMT in the southern cross
section was constant from BNA to VPS. No precipitation occurred along this
path, The slope changed abruptly between VPS and KSC and became steep. The
steep slope could be associated with the heavier precipitation that occurred
around KSC over the previous 6 hrs.

At 06 GMT, the precipitation pattern still showed precipitation to have
occurred between DAY and GSO on the northern cross section. The amount of
this precipitation was less than that of the previous 6-hr time period. No
precipitation occurred between GSO and JAX during this 6-hr period. The slope
of the zone of discontinuity at 06 GMT varied along the path of the cross
section. It was pronounced between DAY and GSO, and although it was not as
steep as it had been 6 hrs earlier, it coincided with a precipitation area.
The slope lessened between GSO and CHS, and no precipitation occurred during
the past 6 hrs along this portion of the cross section. It increased again,
though between CHS and JAX. No precipitation occurred in this area either,
but an examination of the 00 GMT and the 03 GMT charts showed that the slope
in this portion of the cross section was small. Thus, it is likely that
little or no vertical motion occurred on this surface during the previous 6 hrs.
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Fig. 23, Precipitation totals for the 6-hr period
prior to 00 GMTI, February 19, 1964,

The minor zone of discontinuity in the lee of the Appalachian Mountains was
weaker at 06. GMT than at 00 GMT. Its slope had lessened, but it could be
associated with the precipitation area around GSO. The remaining zone of
discontinuity was ill-defined and its gradient was weak. No precipitation
occurred in this region of the cross section.

The path of the southern cross section at 06 GMT traversed a precipitation

area for the previous 6 hrs. This area extended from BNA to a point between
MGM and VPS, and it coincided well with the increased slope of the zone of
discontinuity on the 06 GMI chart. The slope decreased between VPS and KSC,
where no precipitation occurred.

Changes in the slopes of the zones of discontinuity appeared between 00
and 06 GMT. The precipitation patterns also changed significantly during
this period, and these pattern changes appeared to be related to the changes
in the slope of the discontinuities.
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Fig. 24. Precipitation totals for the 6-hr period
prior to 06 GMI, February 19, 1964.

G. SUMMARY AND CONCLUSTIONS

1. Summary

Zones of discontinuity in the temperature field on February 19, 1964,
associated with an east coast cyclone, were investigated. The zones were
delineated in cross sections on the basis of strong © gradients. The
characteristics of these zones changed from one time Seriod to the next.

The frontogenetic function was used to investigate changes in zones of
discontinuity with time. This function was expanded into its three-dimensional
component equations, and for simplification, only the terms of the x- and
z-component equations were evaluated. Terms involving vertical velocity were
ignored, however. The results were compared with the observed conditions in
the ee cross sections. In most cases it was found that regions of intense
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frontogenesis were associated with regions of strong Ge gradients, and regions
of intense frontolysis were associated with weak B¢ gradients within the

zones of discontinuity. Also, changes in the slope of the upper boundary of
the zones of discontinuity could be associated with intense frontolytic/
frontogenetic regions.

Precipitation amounts over the entire southeastern United States were
analyzed for the 6-hr period preceeding the first and last observation times.
These patterns then were compared with changes in the slope of the zones of
discontinuity to determine if a relationship existed. A close association
was found between changes in slope and changes in the precipitation patterns
for these time periods. An increase in slope appeared to enhance precipitation.

2. Conclusions

The frontogenetic function was found to be useful in the explanation of
how zones of discontinuity form and change with time. It aided in the illustra-
tion of how the slope of a discontinuity also may change. It was instructive
in helping one to understand the processes involved in the formation and
dissipation of internal zones of discontinuity which produce significant
weather., Also, the data used were measured at 3-hr intervals. Even though
the frequency of this data was four times greater than that of conventional
data, large variations within the zones of discontinuity occurred in the 3-hr
interval between observations. Since many variations may occur within a
12-hr period, the forecasting of such variations in the zones of discontinuity
is extremely difficult. Yet. this is what is demanded of the station fore-
caster if he is to provide accurate forecasts. Three-hour rawinsonde data
is essential if variations in these zones of discontinuity are to be forecast
with reasonable accuracy.
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I. APPENDIX

LIST OF STATION IDENTIFIERS

AHN Athens, Georgia

BNA Nashville, Tennessee

BRJ Burrwood, Louisiana

CBI Columbia, Missouri

CHS Charleston, South Carolina
CRP  Corpus Christi, Texas

DAY Dayton, Ohio

EYw Key West, Florida




GSO

HSV

.JAN

JAX

KSC

LCH

LIT

MIA

MCM

OKC

OMA

PIA

PIT

SHV

TOP

TPA

VPS

063
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Fort Worth, Texas
Greensboro, North Carolina
Huntsville, Alabama
Huntington, West Virginia
Jackson, Mississippi
Jacksonville, Florida
Kennedy Space Center, Florida
Lake Charles, Louisiana
Little Rock, Arkansas
Miami, Florida

Montgomery, Alabama
Mississippi Test Facility
Oklahoma City, Oklahoma
Omaha, Nebraska

Peoria, Illinois
Pittsburgh, Pennsylvania
Shreveport, Louisiana
Topeka, Kansas

Tampa, Florida

Valpariso, Florida

Grand Bahama Island
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CHAPTER IV. AN APPROACH TO THE DETERMINATION OF THE VARIABILITY
OF WIND THROUGH THE USE OF QUASI-CONSERVATIVE THICKNESS FIELDS

by

James R. Scoggins and Ronald W. Phelps
Department of Meteorology
Texas A&M University, College Station, Texas

A. ABSTRACT

Atmospheric Variability Experiment (AVE) data are analyzed for 19-20
February 1964 to relate changes in measured wind on selected constant-pressure
surfaces to changes in the thermal wind for a layer below the constant-
pressure surface. Layers of various thicknesses are considered with the
base at 950 mb, and others with bases at higher levels. The tops of the
layers ranged from 700 to 300 mb. With the assumption of constant wind
direction with height, it was found that areas with changes in the measured
wind at the top of a layer and changes in the thermal wind within the layer
= 5 m/sec coincided closely for thick layers and time intervals exceeding
about 6 hrs. The linear correlation coefficient between changes in the
measured and thermal winds 2 5 m/sec (positive or negative) was positive
and significantly different from zero at the 5% level. Changes over periods
of 3, 6, 9, and 12 hrs were considered in the analysis.

B. TINTRODUCTION

With the advent of modern aerospace technology, a growing demand has
arisen for accurate and up-to-date forecasts of local wind changes over short
time periods. Mesoscale phenomena such as short-term wind variations are
quite difficult to predict. The most promising effort to date in the prediction
of small-scale systems appears to be the application of the "article of faith"
(Scoggins, et al., 1972). This refers to the hypothesis that mesoscale
systems are associated with synoptic-scale systems. With this assumption,

a forecaster may utilize synoptic maps to infer the small-scale perturbations
which might be associated with the synoptic events. Refinement of the
technique, hopefully, will result in accurate, short range forecasts of

wind variations, so important in air stagnation alerts, space vehicle
launchings, and especially, severe local weather phenomena.

A better understanding of the causal relationships between measured
wind changes and various meteorological parameters which influence such
variations, necessitates an investigation into possible theoretical considera-
tions which may or may not prove to be substantiated by actual observations.
Relations between meteorological variables are given by the fundamental

equations relating two or more of the parameters., From the equations of
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motion, wind speed is related to pressure gradient, while the thermal wind
equation gives the relationship between vertical wind shear and horizontal
temperature gradient. These equations can be used to describe relationships
between measured wind, thermal wind, and thickness.

It was found by Carlson (1972) that changes in the actual wind are
correlated with changes in the gradient wind over time periods of 9 and 12
hours. The correlation decreased in significance, however, when applied
to 3- and 6-hr time intervals. An extension of the type of study performed
by Carlson would be to study the thermal wind changes in relation to actual
wind changes. Relationships between changes in these parameters over
various time intervals are investigated in this study.

C. THEORETICAL BACKGROUND

Above the friction level it is often assumed that the wind is geo-
strophic. With this assumption, the thermal wind, V_, is defined by

V. = V. -V (1)
T z, 2

v v S
where "Z, and "2, represent the geostrophic wind at heights z, and z,,

respectively, and z, > z;. The thermal wind is given also by the equation
(Panofsky, 1957)

£ x & = 980V (Ah) (2)

-

where f is the coriolis parameter, k is a unit vector in the z direction,
and Ah is the thickness between two constant pressure surfaces. The equation
for thickness is (Panofsky, 1958)

o= My T (3)
580 " %,

where R is the specific gas constant, and iv is the average virtual temperature of
the layer between the pressure surfaces P1 and Py, where P1 > P,.

Solving Eq. 1 for Ve , making use of Eqs. 2 and 3, and differentiating
with respect to time, 1ea§s to

v AV

z
___2 _ 7 980 = 3(Ah)
St = k x v +

L. %)
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This equation relates local changes in the geostrophic wind at height z, to
local changes in the gradient of thickness between heights z, and z., and

local changes in the geostrophic wind at height z,. 1If the wind is geostrophic
at heights z, and Zy» and if local changes in Vz_ ~and the gradient of thick-
ness could bé determined, local changes in V, wLuld be known. This appears
reasonable since changes in V, often result “from the movement of systems
which can be determined with lreasonable accuracy, and since T _(ph = T ) is

a conservative quantity whose local change can be determined byvadvectign or
the movement of synoptic systems.

With the assumption of constant wind direction with height, Eq. 4 may
be written in scalar form as follows:

av ov
z

z
2 | . 980 = a@h) 1
k x v 5t + =57 (5)

ot f

This equation is used in this study to relate the magnitude of local changes
inV, to corresponding changes in V, and the thermal wind. It should be
noted2that the first term on the 1 right-hand side of Eqs. 4 and 5
represents local changes in the thermal wind.

D. DATA USED IN THIS STUDY

Data used in this report were provided by the Aerospace Enviromment
Division, Aero-Astrodynamics Laboratory, National Aeronautics and Space
Administration, Marshall Space Flight Center, Alabama. Rawinsonde soundings
from thirty stations in the southeastern United States (Fig. 1), were taken
at 3-hr intervals, with the Huntsville, Alabama, and Mississippi Test Facility
stations providing reports at an interval of one- and one-half hours.
Observations studied were from 00Z, 19 February 1964 to 21Z, 20 February 1964,
at 3~-, 6-, 9-, and 12-hr intervals.

Care was taken in the analysis
of the data to reduce measurement
errors. Winds were computed from
horizontal displacements over an 0.2-
to 0.4-min interval, instead of the
normal 2- to 4-min interval. An
error analysis by NASA indicated RMS
errors of 3.4 m sec~l in the measured
vind speeds, which corresponds to an
RMS error of 4.8 m sec™l in the
differences between wind speeds.

This latter value was used as the

threshold value of changes in wind

speed studied in this investigation.

A more complete explanation of the

observational errors inherent in the

Fig. 1. Location of rawinsonde data was reported by Carlson (1972).
stations.
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E. ANALYSIS OF DATA

In the analysis which follows, changes in measured wind speeds (direction

was not considered) at 700, 500, 400, and 300 mb are related to changes in

the thermal wind between 950 mb and each of these pressure surfaces. Based

on errors in the measured wind, only those changes 2 5 m/sec were considered.
Changes were computed over time periods of 3, 6, 9, and 12 hr beginning at
00Z, 19 February and continuing through 06Z, 20 February 1964. The changes
were plotted on sectional maps to permit a visual comparison between changes
in measured and thermal winds.

The rationale for this approach to the study of changes in measured
wind (variability) is that the thermal wind is determined from temperature
averaged through a layer (thickness) which can be treated as quasi~-conservative
over relatively short time periods, whereas wind is determined by several
forces which vary in space and time. If changes in the (geostrophic) wind
on any constant-pressure surface are negligibly small or can be determined,
changes in the measured wind on any other constant-pressure surface can be
determined, at least in principle, from changes in the thermal wind for the
layer.

1. Changes in the 700-mb Measured Wind and the 950-700-mb Thermal Wind

Changes 2 5 m/sec in the measured wind at the 700-mb level and changes
in the 950-700-mb thermal wind for time periods of 3, 6, 9, and 12 hrs on
19 February, 1964, are compared graphically in Fig. 2. As shown by Eq. 5,
a change in wind speed at the upper boundary of the layer may be caused by
a change in the thermal wind, a change in the wind at the lower boundary,
or a combination of the two. No attempt has been made here to distinguish
between changes in the wind at the lower boundary and the thermal wind in
terms of leading to a change at the upper boundary. 1In Fig. 2, and in all
subsequent figures of this type, areas are shown where the wind speed change
was = 5 m/sec, both negative and positive. These areas were determined from
scalar analysis charts of the change fields and areas denoted where the
change was > 5 m/sec. In many instances, the change areas are near the
boundaries of the data field, and some of the changes were based on only one
station. In both of these cases, the reliability of the data is probably
low.

In Fig. 2, some of the change areas for the measured wind at 700 mb and
the thermal wind between 950 and 700 coincide, while in other cases they
overlap partially or not at all. Tt is encouraging, however, that the
change areas generally fall in the same geographic region. There does not
appear to be a noticeable difference between the correspondence of areas for
any of the time periods. No attempt will be made here to relate these
changes to synoptic patterns; however, synoptic charts are given in Appendix A
for reference.

2. Changes in the 50N-mb Measured Wind and the 950-500-mb Thermal Wind

Changes in the measured wind at 500 mb and the thermal wind between
950-500 mb are shown in Fig. 3. The correspondence between areas in this
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a) Negative changes for the b)>Pbsitive changes for the
3=hr period 18-21Z. 3-hr perivd 18-21Z.

c) Negative changes for the d) Positive changes for the
6-hr period 09-15Z. 6~hr period 09-15Z.

e) Negative changes for the f) Positive changes for the
9-hr period 09-18Z. 9-hr period 09-18Z.

Fig. 2. (Continued on following page)
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4

g) Negative changes for the . h) Positive changes for the
12-hr period 09-21Z. 12=-hr period 09=-21Z.

measured wind

4 o4 4

J5° thermal wind

Fig. 2. Changes in the measured wind speed at 700 mb and those
in the 950-700 mb thermal wind > 5 m/sec over various time
intervals on February 19, 1964.
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a) Positive changes for the b) Positive changes for the
3-hr period 06~09Z. 3-hr period 18-21Z.

-
Q&%

c) Negative changes for the d) Negative changes for the
6=hr period 03=09Z, 6=hr period 09-15Z.

e¢) Positive changes for the f) Negative changes for the
9-hr period 09-18Z. 9-hr period 09-18Z,

Fig. 3. (Continued on following page)
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g) Positive changes for the h) Positive changes for the
12-hr period 00-12Z.

12-hr period 12Z, 19 February
to 00Z, 20 February, 1964,

measured wind

4 4 4 &

St thermal wind
L4 A A4 A

Fig. 3. Changes in the measured wind speed at 500 mb and those
in the 950-500-mb thermal wind > 5 m/sec over various time
intervals on February 19, 1964.
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figure is much better than that in Fig. 2. This better correspondence is
probably due to the fact that the thermal wind has a larger magnitude for
this deeper layer than for the shallow layer considered in Fig. 2, thus
decreasing the influence of changes in the wind at 950 mb on changes at 500
mb., Also, the thickness (average temperature) field for a deep layer may
be treated as quasi-conservative. For all time periods, except near the
boundaries of the data field, the change areas coincided quite closely. It
is encouraging to note that in Figs. 3c and 3d the areas of correspondence
show continuity in time. This was observed in a number of cases, and is
probably related to the conservative properties of the thickness field and
the lack of a major influence upon the wind near the ground. From Fig. 3,
it would appear reasonable to base changes in the measured wind at 500 mb
on changes in the thermal wind which can be determined with reasonable
certainty since the thermal wind may be treated as quasi-conservative.

3. Changes in the 400-mb Measured Wind and the 950~400-mb Thermal Wind

Changes = 5 m/sec in the measured wind at 400 mb, and the thermal wind
between 950-400 mb, are shown in Fig. 4 for 3-, 6-, 9-, and 12-hr periods.
The correspondence of areas for all time periods is quite good for both
negative and positive changes. The change areas are considerably larger
than those considered in Figs. 2 and 3 and, therefore, encompass a greater
number of stations. As in Fig. 3, it may be inferred from Eq. 5 that changes
in the wind at 950 mb are small compared to changes in the thermal wind and,
hence, the changes in the thermal wind correspond closely to those in the
measured wind at the upper level. There does not appear to be a significant
degradation of the results for a time period of 12 hrs as compared to the
shorter time periods. Again, this is probably due to the fact that the
thickness field (average temperature) for the layer is quasi-conservative.

4. Changes in the 300-mb Measured Wind and the 900-300-mb Thermal Wind

Changes = 5 m/sec in the measured wind speed at 300 mb and changes in
the thermal wind between 950-300 mb for various time intervals are shown
in Fig. 5. The correspondence of areas in this figure is similar to those
in Figs. 3 and 4. The correspondence of areas is quite good in most
instances, except near the data boundaries.

5. Changes in Measured Wind Speed at Selected Levels Corresponding to Changes
in the Thermal Wind Through Various Layers

A comparison of Fig. 2 with Figs. 3-5 shows that a better correspondence
between changes in the measured and thermal winds over time intervals from
3-12 hrs is better for the thicker layers (Figs. 3-5) than for the shallow
layer (Fig. 2). Large changes in measured and thermal winds may occur in
the layers near the ground because of the influence of surface roughness and
diabatic heating., In Figs. 2-5, the 950-mb surface was chosen as the bottom
of each layer through which changes in the thermal wind were computed. In
Figs. 6-9, conditions are shown for various layers and for time intervals
ranging from 3-12 hours. The purpose of this part of the analysis is to
determine if changes in.the thermal wind within intermediate layers are
associated with changes in the measured wind at the top of these layers.
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b) Positive changes for the
6-hr period 09-15Z,

c) Positive changes for the d) Negative chaﬁges for the
9=hr period 09-18Z, 9-hr period 09-18Z.
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Fig. 4. Changes in the measured wind speed and those in the 950-400-mb
thermal wind > 5 m/sec over various time intervals on February 19, 1964.
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b) Positive changes for the
6=hr period 09-15Z.

a) Negative changes for the
3-hr period 09-12Z.
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c) Positive changes for the d) Negative changes for the
9-hr period 09-18Z. 9-hr period 09-18Z.

e) Negative changes for the
12-hr period 09-21Z.

4+ +.+ thermal wind
4 4 A A
A A A

Fig. 5. Changes in the measured wind speed and those in the
950~300 mb thermal wind 2 5 m/sec over various time intervals
on February 19, 1964.
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a) Positive changes in the b) Negative changes in the

measured wind at 700 mb measured wind at 700 mb
and the thermal wind for and the thermal wind for
the 950-700 mb layer. the 950~-700 mb layer.
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c) Positive changes in the d) Negative changes in the
measured wind at 500 mb measured wind at 500 mb
and the thermal wind for and the thermal wind for
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e) Positive changes in the f) Negative changes in the
measured wind at 300 mb measured wind at 300 mb
and the thermal wind for and the thermal wind for
the 500-300 mb layer. the 500-300 mb layer.

§measured wind
;w:w:w:n thermal wind
Fig. 6. Changes in the measured wind speed at selected constant=-

pressure surfaces and those in the thermal wind = 5 m/sec for
various layers for the 3=hr period 09-12Z on February 19, 1964.
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a) Positive changes in the b) Negative changes in the
measured wind at 500 mb measured wind at 500 mb
and the thermal wind for and the thermal wind for
the 700-500 mb layer. the 700-500 mb layer.

c) Positive changes in the d) Negative changes in the
measured wind at 300 mb measured wind at 300 mb
and the thermal wind for and the thermal wind for
the 500-300 mb layer. the 500-300 mb layer.

measured wind

+'«'v"  thermal wind

Fig. 7. Changes in the measured wind speed at selected constant-
pressure surfaces and those in the thermal wind > 5 m/sec for
various layers for the 6-hr period 09-15Z on February 19, 1964,
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a) Positive changes in the b) Negative changes in the
measured wind at 300 mb measured wind at 300 mb
and the thermal wind for and the thermal wind for
the 700-300 mb.layer. the 700-300 mb layer.

measured wind

LI S S 4

R thermal wind

Fig. 8. Changes in the measured wind speed at selected constant-
pressure surfaces and those in the thermal wind > 5 m/sec for
various layers for the 9-hr period 09-18Z on February 19, 1964.
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a) Positive changes in the b) Negative changes in the
measured wind at 700 mb measured wind at 700 mb
and the thermal wind for and the thermal wind for
the 950-700 mb layer. the 950-700 mb layer.

¢) Positive changes in the d) Negative changes in the
measured - wind at 300 mb - measured wind at 300 mb
and the thermal wind for and the thermal wind for
the 700-300 mb layer. the 700-300 mb layer.

measured wind

':",'v: thermal wind

Fig. 9. Changes in the measured wind speed at selected constant-
pressure surfaces and those in the thermal wind = 5 m/sec for
various layers for the 12-hr period 09-21Z on February 19, 1964.
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The correspondence between areas of change in the measured and thermal
winds shown in Fig. 6 for a period of 3 hrs do not indicate a close
correspondence for any of the layers. These layers were chosen to be
relatively thin as opposed to the deeper layers in Figs. 3-5. The results
in Fig. 6 indicate that large changes may occur within thin layers. Hence,
the changes in the wind at the bottom of the layer and/or changes in the
thermal wind within the layer may be too great to permit any conclusions
to be drawn regarding wind fluctuations at the top of the layer. Similar
conditions are shown in Fig. 7 where the time interval is 6 hrs, In Fig. 8,
the thickness of the layer is considerably greater than that for the layers
in Fig. 7, and the correspondence between changes in the measured wind at
300 mb and the thermal wind in the 700-300-mb layer is quite good. A
comparison of Fig. 8 with Figs. 6 and 7/ shows the importance of layer thickness
in the determination of changes in measured wind at the top of the layer.

Changes over a period of 12 hrs are shown in Fig. 9. Again, the
correspondence of areas representing changes in the measured wind at the
top of the relatively thin layer between 950 and 700 mb and the thermal wind
change measured through this layer is quite poor, but for the deeper layer
between 700-300 mb the change areas correspond closely.

To summarize the results of this section, changes of the thermal wind
through a relatively thin layer do not correspond to changes in the measured
wind at the top of the layer, but changes in the thermal wind through a deep
layer correspond closely with changes in the measured wind at the top of the
layer. In the analysis, only those areas were compared where changes in
the measured wind and those in the thermal wind were equal to or exceeded
5 m/sec.

6. Correlation Between Changes in the Measured Wind Speed and Changes in the
Thermal Wind

The linear correlation coefficient between 3-hr changes in the measured
wind at 500 mb and changes in the thermal wind through the layer 950-500 mb
was computed only for those areas where either change was = 5 m/sec. The
coefficient was found to be 0.84, which is significant at approximately the
17 level. 1In addition, correlation coefficients were computed for 3-, 6-,
9-, and 12-hr changes for the period 00Z, February to 06Z, 20 February 1964.
The correlation coefficients corresponding to these time changes were 0.73,
0.65, 0.64, and 0.61, respectively. All of these coefficients were found to
be significant at the 5% level.

While the linear correlation coefficients were not computed between
changes in the measured wind and changes in the thermal wind for all layers
considered, it is clear from Figs. 3-9 that the correlation is better for
deep layers than for shallow layers. The correlation results for the 950-
500-mb layer show that it is possible to determine changes in the wind at
500 mb from changes in the thermal wind for the layer below 500 mb, and that
similar results hold for other relatively thick layers.
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F. SUMMARY

Atmospheric Variability Experiment (AVE) data for 19-20 February 1964
measured at 3-hr intervals were used in the analysis of changes in measured
and thermal winds over 3-, 6-, 9-, and 12-hr intervals. The objective of
the study was to relate changes in measured wind on selected constant-
pressure surfaces to changes in the thermal wind within a layer below the
constant-pressure surface.

A number of layers were considered in the analysis with the base at
950 mb and tops ranging from 700 to 300 mb. Also, layers were considered
with bases at higher altitudes (700 and 500 mb).

Based upon an error analysis of the data provided by NASA personnel,
only those changes 2 5 m/sec were considered. Changes smaller than this
magnitude could result from random error. To make the analysis more meaningful,
patterns of changes 2 5 m/sec (positive and negative), based usually on
several stations, were prepared. Computations were performed on a digital
computer and a scalar analysis performed to establish the change areas.

The results showed that areas of measured changes in wind 2 5 m/sec
at the top of a relatively thick layer coincided very closely with corresponding
changes in the thermal wind within the layer for periods of 3, 6, 9, and 12
hrs, but for thin layers and time intervals of 3 and 6 hrs the relationship
was poor. The correlation coefficient between 3-hr changes in the 950-500-mb
thermal wind and the measured wind at 500 mb when either was > 5 m/sec was found
to be 0.84 which is significant at the 1% level. Similar correlation
coefficients computed for periods up to 12 hr were significant at the 5%
level.

To summarize the results of this study, the variability of wind (changes
over periods of 12 hr and less) at the top of a relatively thick layer is
related to and may be determined from the variability of the thermal wind
within the layer. The results need to be verified with additional data,
and if found to be of general validity, it may be possible to forecast small-
scale changes in measured wind from the quasi-conservative thickness fields.
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H. APPENDIX A

SELECTED SYNOPTIC CHARTS FOR FEBRUARY 19-20, 1964




181

b) 850 mb

a) 1000 mb

d) 500 mb

- ¢) 700 mb

Fig. A-1. (Continued on following page)



£) 300 mb

e) 400 mb

h) 100 mb

g) 200 mb

y 19, 1964.

Fig. A-1. Synoptic charts for 00Z, Februar
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f) 300 mb

e) 400 mb

h) 100 mb

g) 200 mb

for 03Z, February 19, 1964,

Fig. A-2, Synoptic charts
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Fig. A-3. (Continued on following page)
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£) 300 mb

e) 400 mb
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Fig. A-3. Synoptic charts




b) 850 mb

a) 1000 mb
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Fig. A-4., (Continued on following page)
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f) 300 mb

e) 400 mb

L
E
o
o
i
~~
<

for 09Z, February 19, 1964.

charts

Fig. A-4. Synoptic




c) 700 mb d) 500 mb

Fig. A-5. (Continued on following page)
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Fig. A-5. Synoptic charts for 12Z, February 19, 1964,
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I. APPENDIX B
LIST OF STATION IDENTIFIERS

AHN Athens, Georgia

BNA Nashville, Tennessee

BRJ Burrwood, Iouisiana‘

CBI Columbia, Missouri

CHS Charleston, South Carolina
CRP Corpus Christi, Texas

DAY Dayton, Ohio

EYW Key West, Florida

FIW Fort Worth, Texas

GSO Greensboro, North Carolina
HSV Huntsville, Alabama

HTS Huntington, West Virgiﬁia
JAN -~ Jackson, Mississippi

JAX Jackéonville, Florida

KSC Kennedy Space Center, Florida
ICH Lake Charles, Louisiana
LIT 1Little Rock, Arkansas

MIA Miami, Florida

MGM Montgomery, Alabama

MIF Mississippi Test Facility
OKC Oklahoma City, Oklahoma
OMA Omaha, Nebraska

PIA Peoria, Illinois

PIT Pittsburgh, Pennsylvania
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SAT

SHV

TOP

TPA

VPS

063

San Antonio, Texas
Shreveport, Louisiana
Topeka, Kansas

Tampa, Florida
Valpariso, Florida

Grand Bahama Island
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