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~ ABSTRACT

The composition nf the nuclear component of the cosmic radiation
has been under studyifor sone-time, becansé it can yield information
concerning the.sourcé, propagation, and confinement of cosmic rays
within the galaxy. We‘present here the first‘comprehensive séte]lite
measurement of cosmfc-ray:composition and spectra in the charge range
2<572s10 uéing the geomagnetic fie]d as a rigidity analyzer through
the‘enfiré range of vertical cutoffs. The results indicate that the
§pectra of all the elements in the observed'range are similar, and thus
that various ratios of elemental abundances.ére nearly independent of
' nigidity over the range 2.5 P}s 15 GV. Ca]cuTations of the propagétion
of cosmic rays through the interéte]]ar and interp]anetary media pre-
dict that there should be a variation with rigidity of ratios of
various é1ement§, because of the chargé—dependent effects of ioniza-
tion of the intersfel]ar gas by the cosmic rays. - The absence of this
variation can be explained by assuming a'rigidity—depéndent confinement
of the cosmic rays in the galaxy. From the ratios Be/0 and B/0 we
obtain a leakage mean free path decreasing from ~10 g/cm2 at ~2 GV to
nG-7 g/cm2 at 10-15 GV, assuming that the interstellar gas is composed
of hydrogen and helium in a 10:1 ratio. Ratios of other cosmic-ray
elements are concistent with such a decreasing path length. . The con;
“finement time of the cosmic rays in the galaxy can be estimated from

10 10

the ratio Be/B, because of fne radioactive decay of ~Be to ~"B. The

6.5+0.5

‘data indicate a confinement time of 10 years, which may be

rigidity-dependent.
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I. Introduction

‘Ever since the discovery (Fréief.et al., 1948) of nuclei heavier
than:protohs in the cosmic radiation, considerabie effort has been
‘expended in making measurements of the elemental composition and the
energy spéctra,of thisiéomponent of the c05mic-rays, and»in deveidping
models to account for the.obServationsl The current picturé of the pro-
" duction of the heavy nuclei can be outlined és follows. A source, or a
number of sources, jnjecfs into the'ga1acfic medium .2 flux of high-
energy nuclei. The composition of this flux depends:on‘the compositibn
of the source region,5but:it is presumed to contain primarily protons,

]?C, 16 20Ne, 24Mg, 28

o-particles, and those nuclei (such as 0, Si, 56Fe)
which are expected to be:produced abuhdanf]y in various thermonuclear
procésses'which presumably havé produced the source hateria]. These high-
energy paﬁffclés propagate.within the ga]axy, Quided by the interstellar
maghetic field. Becadée bf fandom ifregU]arities in fhis field, the par-
‘ticles diffuse'throughout~the galaxy, and may escape when they rea;h the
boundafy. .During thefr fféve],'they mayjintérééf with.atoms'of the
interstellar gas, Which is composed mainly of hydrogen. They may ionize
the atoms of the gas, in which case theyAiose.enefgy to thé atomic elec-
trons, and they may suffer nuclear interactions in whicﬁ they are trans-
muted into lighter nuc]ej. By this latter process, nuclei are formed
which may not have beén present at the source. Thus, by measuring the
composition hear_earth, we can deduce some of the chara;teriétics of the
prdpégation, and, given enough data énd adequaté’models, we can also

learn something about the soufces._ For inStance, a knowledge of the con-

finemeht time and the energy density of the cosmic rays provides
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information on the overall source strength.

"Recently, the advent'of many new teéhnblogies has Brought this field
to the poiht where détailed comparisons of theory and experiment are
ﬁossib]e;. Some' of the recent developments which have been Very'usefhl
‘are: so]id-state:detectofs-(si]icon and 1argé-area crystal and plastic
scinti]1ators§, rugged, sensftive photomultiplier tubes, improved
detectors for Eérenkov radiation, and superéondUcting magnets, as'well
as ‘large, high-altitude balloons and, of course, artificial satellites.

An excellent review of the recent status of the measuremehts and theoret-
ical implications Was pub]ished by Shapiro and'Silberberg (1970).

Moét’of theAheasurements of compositioh andispectra have been mﬁde
by experiments flown oh high-a]titude ba]]oons (e.g., Wébbér and Ormes,
_'19675 Corydon-Petersen‘ et al., 1970; Smith.et al., 1973; and many others).
Expefiments of this type can be quite 1arge}and massive, providing the
large collection factors needed to obtain good sfatistics from the rather
Tow particie fluxes, and a]]owihg determination of particle energies or
rigiditiés'Up to quité'high values (e.g.; rigidity = IOO GV). However,
these experiments are shielded from direct exposure to the cosmic rays

2 of overlying atmosphere. Ionization and nuclear inter-

by several g/cm
actions in the air above the experiment produce distortions in the
spgctra and compositiph of the radiation, requifing corrections ‘which may
introduce a certain amount of uncertainty into the results.

| This problem can be avoided by making the observations on satellites
bdtside fhe atmosphere. The difficu]ties here are impOSed by the neces-

sarily small size of most’éate]iite experiments. In order to obtain

adequate counting statistics, data must be taken for perjods on the order



of months or years, réquiring considerable stabi]ity and reliability of
the instrument. Also, it is;difficu1t to make'determinatiohs of energy
above ~ 1 GeV/nucleon, due to the small size and mass available for
eXberimenfs. As a:resu]t,'most satellite measurements are'reétricted

to ehergies below a few hundred MeV/nuc]éph (e.g.; BaZasﬁbrahmanyan

et al., 1966; Comstock et al., 1966). This can be extended to ~ 1

~ GeV/nucleon by using a Cerenkov detector‘in addition to the usual dE/dx
‘and‘total— E detectors (Leaniak and Webber, 1969; Teegarden et aZ., 1970;

Mason, 1972).

|
|
|
i

‘It has been known for. quite some time:(Orear ét'al., 1949; Stérmer,
v1955 and referenées theréin) that the geomagnetic;field prevents some
particles from feachihg the top of the atmosphere.:"Thé simﬁ]esf'mode]
of the prbéeSS;‘using.a dipole field and’ignoring'the presence of the
stid earth, predicts fhat particles having a magnetic'rigidity' |
(momentum/charge) be]bw a.certain cﬁtoff value cannof be ihcident at the
surface of the earth. For vefticé]Ty‘iﬁcident paftit1es, the cutoff is
given simply by o | o - N

- . | | o
P, = PgCOS A : - (1-1)

where X is the magnetic dipo]e,]atitude,'and Py = 15 GV (rigidity is

- commonly defined as pc/Ze and measured in volts; 1 GV = 109

volts).

Thus the geomagnetic field can bé used to determine threshon rigidities
up to ~ 15 GV, depending on latitude, enéb]ihg one to determine spectra
up to that rigidity. The actuaT calculation of cutoff rigidities is

considerably more complex, however, thanvis indicated by Equation I-1.
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The method used is described in Appendjx»A.

We describe in this thesié the ffrst satellite measurement of cosmic
ray elemental composition using the geomagnetic fié]d as a spectral
analyzer, through the entire range of vertical cutoffs froﬁ zero to
15 GV. Techniques of data-anaIysis are described which yield a charge
resolution of 0.2 charge uhit. Integral rigidity spectra are presented,
as wg]] as ratios of various elements. The results are discussed in
relation to a steady-state model for propagation and confinement of

cosmic rays within the galaxy.




II. Experiment

A. Spacecraft

The Caltech SoIar and Galactic Cosmic Ray Experiment (Althouse
et al., 1967) wés 1aunched into‘a polar orbit aboard the OGO—é spacecraft
on Juné 5, 1969. Thé initial orbit paraheters were: perigee 397 km,
apogee 1098 km, inclination 82°, period 99.8 min (0GO Experiment
Bulletin F-143). Thé data used in this thesis were taken during the
period June 7, 1969 to August 28, 1970. "

‘The Tow-altitude poTar orbit of OGOQ6‘proVided eXtensive samh]jng
of the enfjre range of vertical geomagnetic cutoff rigidities up to
~15 GV. In addition, the spacecraft:wasoriented so the Caltech experi-

ment is always facing radially away from the earth.

"B. Eerénkov Telescope

At modérate]y high enefgies, i.e., above a few hundred MeV/nucleon,
a useful technique for»charged-partic]e'measurements is a simu]faneous
determination of ibnization energy loss‘ih a thin detector and of
Cerenkov radiation in a material of suitable iﬁdex of refraction, n.
If the particle velocity B is greafer than 1/n, then the number pf
Cerenkov photons emitted is proportionai to ZZA[]é(Bn)'Z],»where 7 is
the charge; 4The'partic1e;s ehergy loss in a thin detector is appfoxi—
mately proportional to 22/82; Thus a simultaneous measurement of these
two-quantities can be‘usedvto determine{both the charge énd velocity of

the particle.
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A crbss section of the Eerenkov'Teiescope is shown in Figure II-1.
D1' and D2' are tOta11y'dep1eted Au-S5i sﬁrface barrier detectors,
nominally 1 mm thick,'with’diahéters Of>m2.34-cm; D3' is'theAl cm thick
‘fused silica window of a 2-inch photomuTtip]ier tube. D4' is a plastic
scintillator anticoincidence shield. A D2'D3'D4’ coiﬁcidence is
required for event ana]ysis. Particle énergy loss (-dE/dx) is measured
in'Di' and D2', and pu]se-height analyzed over a range from ~100 keV to
60 MeV. This covers thgbexpecfed energy-loss range from minimum-
ionizing, singly charged particles to just above the value for minimum-
ionizing magnesium nuclei. The fused silica of D3"hés an index of
refréction of about‘].ﬁ_in‘the near u]travio]et,‘dropging”td about 1.45
in the visibﬁé. This corresponds to a Cerenkov threshold of about: -
300 MeV/nucleon.: . |

The calculated response of the detectors to particles of various
‘charges and energies is shown in Figure II-2. Here energy loss is cal-

culated from (Evans, 1955)

ane 72Nz

———2 [n(2n V3/1) - (1 - 62) - 1 (11-1)
meV

dE/dx =

where Z is the charge of the incident parti¢1e, V = gc is its velocity,
Za is the charge of the absorbing materia] (Za = 14 for'si1icon), me.ié
the mass of the electron, N is the number of ébsorber atoms per'cm3, :

and I is an empfrical "excitation potential” whose value for silicon is

~170 eV. For silicon, this can:be rewritten

!

dE/dx = (.359 Mev/cm) (2/6%) [8.70 + n(g%?) - 621 - (11-2)




F1gure‘II¥1

Cross-sectional view of 0G0-6 Cerenkov Telescope.
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Figure I1-2
Predicted response of 0G0-6 Eerenkov Telescope. Cerenkov
| light output is normalized so a singly charged, fully
.re1at1vistic'pértic1e givés unit 1ight output. Calculated

using a value of 1.58 for index of refraction.
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m

where y is the Ldrentz factor.

Cerenkov output is calculated from (Evans, 1955)
d2N/dxdv = 2nazic”] (1 - —2—‘2——) | (11-3)
: B n"(v) - .

kwhere d2N/dxdv is fhe number of phbtons'emitted pef unit path length in
the frequéncy interval v to v + dv, o« =:1/137, and‘n(v) is the index of
fefractioh'of thé material. If we ihc]ude_the response.of thé photo-
multiplier tube as e(v) = number of photoelectrons/photon, then

K = zmzz.c%xf[] = 5 2072(3)] e(v)dv (11-4)

_Where the:integration is.ﬂone over all freQuencieS»for‘whiéh the inte-

'grand is Qreater'thah zéfo, and K is the to}a]‘number of photoe]edtrons
emitted from the photdcéthode. A reasonably Qood'épproximation for the
0G0-6 photomuTtiplier‘iSIe =.18‘for vacuum wavelengths'from ~170 nm to

5520 nm and zero elsewhere, and n-= 1.58 in this range. Using

ax = 1 cm, we get
K~ 345 (1 - .'40/_32)22 photoelectrons . (11-5)

for normally incident particles of charge Z. For fully relativistic

(8 = 1), downward-moving particles, this .is K ~ 20022

photoelectrons.
The face of the silica window is painted black to discriminate against

~ upward-moving particles (W@ﬁ;el; 1968).
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C. Calibrations

Three types of calibrations are available to assist in the inter-
pretation of data from this experiment. Electronic calibrations on the
ground provide'detafTed information on pulse-height analyzer (PHA)
lihearity, temperature sensitivity, and stabi1itym_~Ca]ibrations using
artificially accelerated protons (Caltech Tandem Van de. Graaff) and
electrons (Caltech Synchrotron), and nafura] muons, alphas, and g-
particles yield information 6n detector.diametérs, thicknesses, and -
uniformities. These calibrations afe described in detail elsewhere
(Murray, ]97])..'The e]eéfronic calibrations are summarized here to
llustrate the correspondence between detector outputs and PHA channels.
Figufe Ii-3 shows the 25°C calibrations for Di‘ and D2', and Figure II-4

~ shows the same for D3'.

This éxperiment was designed with two 1dentiCa1'dE/dx detectors in
order to‘m1njmize the effects of statisfica] fluctuations in the energy-
loss brocesé (Symon, 1948), and to reduce background f?om a number of
sources. However, the overall responses of the two detectors (including
amp]ifiérs and PHA's) are not exactly identita], é§ can be seen from the
calibrations shown in Figure II-3. These calibrations wére coﬁfirmed by
using the relativistic particle peaks for D1' and D2', in a manner
similar to that indicated below. 1In order to compare the two detectoks,

a correction was made to the DI' response by defining

DI" = DI' + .075 (D1' - 190)  (11-6)
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Figure 1I-3

Laboratory calibration of DI' and D2' at 25°C. Piecewise- -

“linear transfer'characteristic,'exp1ained in Althouse
et al. (1967), is used to achieve large dyhamic range

Without sacrificing resolution at low signal levels.
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“Figure II-4

Laboratory calibration of D3' at 25°C. PHU (Pulse Height -

Uhit) is a calibrating unit corresponding to a phofomu14
tiplier output of about 25 picocoulombs. One pico-
coulomb corkesponds to a relative Tight output of about

unity in Figure 1I-2.
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for D1' > 127. For D1' = 125 to 127, D1" = 125. Thé validity of this
correction was checked by eXamining the means of the D1" - D2' distri-

butions as discussed in Chapter III.

‘The most iﬁpdrtaht calibration is provided by:dctua1 f]ight data
accumulated at 1ocations where the vertical geomagnetic cutoff}rigidity
(Pc) was sufficiently high (2 6.4'GV) to ensﬁfe that only particles
s havihg B =1 entered the detector_telescope.. Note from equations (II-2)
and (II-S) that, for a fixéd value of B, both enerQy—]Bss and 5erehkov
outputs afe_Tinéar in 22; 'Thereforé, wexeXpéct particles having 8= 1 ‘
to produce data points clustered é]ong'é line wifh:AEmémZZ. Figure II-5 |
i]]ustrates thé distrfbution in (D]" + D2')/2 versus D3' space'of*B = ]
eventsrseiected according‘tb cénsistencyicriteria discussed in a 1atér
séctipn.é;Since fhe individual charge.peéks are clearly separated, it
is a simﬁ]e matter to'count up the'numbér of events of a giVen.charge,
as a functfon‘of efther AE channel or & channel. While this procedure
is subject to some erroriin charge assignment‘for.eventS»far from thev-
peaks, the error is not large, and in any case is not important for the
present purpose of determining the locations of the péaks. A mbre

sOphisticated charge determination technique is discuSsed in Chapter III.

The results of this procedure for the boron andvnitrogen peaks are
‘shown in Figure II-6. ' Similar plots were made- for all the:peaks, and

the results for'35251q are shown in Figure II-7. As expected, we have

pE T andléézz;' The lines fitted to the peak positions form the basic

“calibration of the instrument. This calibration may be expected to be -
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Figure II-S

Scatter p1ot of high-rigidity events showing positions

of peaks for relativistic particles. “Sample includes

~only events With Pc > 6.4 GV to ensure that only par-
ticles having B8 = 1 cdntribute to the distribdtioﬁs.
Verticallaxié rebresents average of two energ}-loss
measuremenfs; horizontal axis ié'éerenkov output.
Numbers on plot represent number of eyents.' Letter
cdde is ]ogarithmﬁc, with each letter representing

a factor of 1001

, i.e., A =10, F ~ 32, K =~ 100, etc.
Events selected as discussed in Chapték III. Light
Tines delimit preliminary charge assignment used oh]y

for determination of locations of peaks.
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‘Figure II-6
Events selected from boron and nitrogen distributions
of F1guré I1-5. Accurate charge identification was
not attempted for these plots, the purpose of which

is to locate the centers of the distributions.’~
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Figure II-7

Peak positions of distribution shown in Figure II-5,

-oBtained from plots such as'those in Figure II-6.

Uncertainties in locations of peaks are s0.2 channel

for Z < 8. -Poor statistics make ]ocations more

,QnCertain for Z > 8.
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temperature sensitive, due to variations of the characteristics of the
electronics with tempefature. However, the temperature of the space-
craft -Z door, on which the experiment is mounted, was held at |

© 21.3 £ 1.9°C by the spacecraft Thermal Control Sysfem. Comparison of
data taken when the temperature was s20°C and 223°C indicate a shift of
<1/2 channel in the position of the o*ygen peak (Figure II-7), so all
data discussed in this thesis were combined without regardltb |

temperature.
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III. Data
A. Event Selection Criteria

' In order to téke advantage of the redundant enefgy—]oés measﬁre—
ments PrdVided By'D1'3and D2', we need to understand the detaj]s of the
overall response’functions of tﬁe detecfor systems. The energy-loss
distributions in D]'ﬁand D2' are highly asymmetrical for partic]es'with
= i or 2. These distributions have been discussed by Symon (Syﬁon,
1948). However, for Z > 2, the distribdtions are more nearly Gaussian.
The asymmetry of the distributions arises from statistical fluctuations
of the relatively smai]fnumber of'co]1isions in which thé‘energyAtrahS-
fer is comparab]e‘to thé average energy ioss; The avérage energy Toss
is propdrtioné]‘to 22, while the maximuﬁ-energy transferrab]e to an
electron in a singie~cojlision is a fuhction only of the velocity of
thé incident particle:

o max = anc??/(1 - 8%) (111-1)
hence independent of‘Z. The fluctuations due to these few high energy
collisions therefore become less important with increasing charge. In
addition, variations in detector thickness and particle incidence
ang]eé, and electronic noise in the amplifiers, tend to broaden the

distributions.

A sample of the D1' versus D2' distribution for_boron and carbon
having B = 1 is shown in Figure I111-1. Since DI’ (or D1") and D2' are

nearly identical, they show simi]ar distributions, and can thus be
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Figure IIIf1a

D1' versus D2 fbr.events having'PC_z 6.4 GV, with
194 < D3' < 203, showing most of bqron>distributioh
and part of carbon. Most of events not-part of main
'diétributions are assumed to have suffered detector
'edge effects, as discussed in text. Diagonal 1lines,
_rebresenting constant D1" + D2', are ﬁsed for

approximate charge assignment for Figure III-2.
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Figure I1I-1b

DI' versus D2' for events having P_ 2 6.4 GV, with
204 < D3' 5 214, emphasizing carbon distribution and
showing some nitrogen and oxygen. Otherwise similar

to Figure III-la.
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combined direct]y in a number of ways. Figure III-2 shows some'of the
distributions of the diffefénce D1"-D2' for various charges. For this
pﬁrpose, the-charges were assigned simply by seIecting intervals of
D1"+D2' as‘implied by Figure III-1, and do not represent a rigorous.
charge identificatiohf These distributions are centered at zero (:0.4),
confirming the validity of Equation I1-6. Notice that the central parts
of the distributions'are essentiaj]y Gaussian, but there are significant
numbers of events wifh D]"-DZ"too large; These may occur through two

mechanisms: nuclear interactions in the detectors, and edge effects.

Caltulations using geometrical cross sections indicate that ~1.3% g
(1ithium) fo ~1.9% (magneéium) of incident nuclei will suffer nuclear
interacffons in D1' or D2'. Some of these Qi]T be rejected because they
trigger D4'. 'Thé‘otﬁers will have some”aegree of inconsistency_between
their D1“ and p2' pu}se'héights, which.shows up as extra events in the

wings ofﬁthe distributions shown in Figure III-2, or as events far from

‘the peaks in Figure III-1.

A much more important source of this background is edge effects
in D1' and D2'. This problem arises from non-uniformity in the e1ectric
field near the edges of the detectors, causing incomplete collection of
e]ectron%ho]e-pairs formed byvthe-incident particle. Thué, a'particle'
which passes thrpugh.the edge of D]', and then closer to the centers
of D2' and D3', will leave a normal signal in-DZ' and D3', but the D1'
signal mayvbe anywhere between zero énd the normal value. Likewise, a
particTe may leave a normal signal in D1', pass through the edge of D2',

and then sti]1 leave a normal signal in D3', since D3' is much larger in
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Figure I1I-2
Distributions of difference D1"-D2' for elements
lithium through carbon. Charge assignments were.

made by selecting contiquous ihterva]s in D1" + DZ';

‘and are not intended to be precise.



EVENTS / CHANNEL

“30 20 -10 O 10 20 30 40
DI"-D2’ (Channels)



33

diameter than D2'. The geometrical factor for the latter procesé

(~0.34 cmzsr) is substantially larger than for the former (~0.15 cmzsr).
This is borne out by'examination,of Figure III-2. The large number of
events in the wings of tﬁe "boron" distribution are due to carbon nuclei
which passed through the edge of D1' or D2'.- This can be seen in

Figuré ITI-1 as évents extending tbwards Tow D1' or D2' from the carbon
peak. Itlis_apparent that there are more events with low D2' (high
D1"-D2') than vice versa. Since this is‘purely a géometrica] effect, we
~ do not affect the elemental abundance ratios by ignoring these events,
and the absolute fluxes will be correct if the geometry is calculated

correctTy,

In order to reject the maximumAnumbér of background events while
retaining most of the good events, we neéd an accurate estimate of the
shape of the D1"-D2' distributions. To obtain this, we selected the
central portions of the distributions, Z.e., |D1"-D2'| < 10, and plotted
them on probabi1ity'paper. The results are shown in Figure III-3; These
plots indicate that the centers-of the distributions can be repréSented
by Gaussians, and the widths of the Gaussians can be determined fairly
accurately. Widths read directly from Figure III-3 are shown in

Figure III-4.

We expect these widths to be composed of a part proportional to Z,
due to the fluctuations in energy loss, and a part independent of Z, due

to electronic noise. Thus we should have

o | = op + UBZ, . (111-2)
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Figure III-3

Integrals of D1"-D2' distributions for |D1"-D2'|<10
plotted on probabi]ity paper for purpose of deter-

mining widths of distributions.
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Figure'IiI?4 - .

Widths (o) of Gaussian distributions of D1"-D2"
obtained from Figure III-3. The dashed line.is a
weighted Tleast-squares fit to Equation (111-2). The
solid Tine is the approximation used for event

selection.
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A weighted leaét-squares fit of this function to the observed values is
shown as the dashed 1ine in Figure I1I-4. - The solid line is an

approximation of the form

o= g, + o]Z ‘ ' (111-3)
which appears to fit equally well. The difference between (III-Z) and
(II1-3) is smaller than the uncertainties of the points in Figure.III-4,

and is not significant in any case, as discussed below.

Figure ITI-2 indicates that the bulk of the good eveﬁts'have
[D1"-D2'| s 10. Using this as a gufde, we chose a tolerance of 2.50
in the D1"-D2' distributibns as an event selection criterion. Using
-Figuke'Iif7 to relate Z to D1"+D2', and obtaining o from the straight

Tine in Figure I11-4, we require

|D1"-D2'| < 7.375 + /186 (D1"+D2'-236) , (111-4)

i.e.,.IDl"-DZ'l‘g 2.50. At this tolerance, wé reject only 1.24%
(ﬁomina11y) of the events in a Gaussian_disthfﬁution. Assuming that
the correct o values are the points plotted in Figure III-4 rather than‘
the dashed 1line, the rejection varies fkom 0.5% to 1.9%. Therefore, we
claim that the event se]ection'process is nearly independent of charge,
and that systematic errorsin the elemental -abundance rafibs from this

source are at the <1%‘1eve1.
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Events which are outside the 2.50 tolerance are about 19% of the
tota].' As discussed-above, most of these are the result of detector
Aedge_effécts, and can be accounted for geometrically, indepéndent of
chafge. Using geometrical cross-sections, we expect nuc]éar interactions
in D1' and D2f, which have a weak chargg dependence, to affect i% to 2%
of the tota1_events.' Rejection of neariy a]i of these by (III-4),
introduces a weakly charge-dependent, systematic error at'the 1% level.
Since statistical errors we will be discussing later ére n5%, we fee]
safe in neglecting the above-méntioned errors in the subsequent
discussion. |

i
{
i

A small fraction of events have Simiiar bu]se heights after passing

through the edges of both D1' and D2'.. The geometrical factor for this

2

is about 0.16 cm“sr. Those falling below the diagonal line in Figure

II-5 are rejected.



40

B. Charge, Velocity Assignment

Equations (1I-2) and (11-5), combined with calibrations derived
from Figures 11-3, II-4, and 1I-7, predict average pulse heights for
partic1é§ with givén charge and velocity. An example of this fé shown

in Figure III-5. "Here, data taken at cutoff rigidities below 1.8 GV are

compared with the expécted average positions for each charge and velocity

in an AVG' versus D3' matrix (the term AVG' refers to the average of D1"
~and D2' channel numbers for each event). Events having D3' < 179 were
moved to the interval 173 < D3' < 179, uging the ca]ibration_showﬁvin
Figure.II—4. This effectively produces a linear response for the entire

range of pulse heights, at the expenserf losing resolution for Z < 3.

The paif of equations (Ii-Z)'and (II;S)'can be solved for charge
énd’ve]ocity, given theAappfdpriate puISe heights ahd ca]fbrations. If
we allow fractional charges, to account for statisticai fluctuations,
we can assign a unique charge and Ve]ocity to each (AVGi, D3') pair.
However, gince each channel has a finite width, the fo]]onng procedure
‘was used. Each (AVG', D3') pair was considered a rectangle, containing
a certain number of evenfs. Lines of constant charge were laid across
this rectangle, and the events were assigned to various charge bins in
proportion. to the area assignable to each bin. Events which, due to
statistical fluctuations, 1ie in channels beyond the g8 = 1 line shown
in Figure III-5, are moved first to the g =~ 1 line in a direction
related to the ratio of the widths of the AVG' and D3' distributions.
Events were accumu]ated in bins 0.1 charge.unff-wide. Results of

applying this procedure to the daté in Figure III-5 are shown in



41

Figure 111-5

Scatter plot of events recorded at Pc < 1.8 GV, ntherwise
simi]a} to Fignre I11-5. Calculated average response for
each charge is indicated by solid Tines. Diagonal line

is fit to pedks shown in Figure 11-5. Step-shaped line
dé]imits events rejected for AVG' versus D3' inconsistency

as discussed in text.
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Figure II1I-6. Similar results for data collected at cutoff rigidities

above 1.8 GV are shown in Figure IiI-7..

These distributions are fit quite well by a sum of Gaussians:

N(z) =
J

i ™MW

Asexp [(z - 2,)%/20.%] + v(s - z) (111-5)
3 J J J
for 2.5 sz s 9.3. Here z is a continuous variable which represents
charge. The last term is used to account for the small helium background
under the 1ithium peak. The parameter r is a constant for z < s, and ;

zero for z > s. In order to allow for possible inaccuracy in detector j'
:

calibrations, zj was allowed to vary quadratica]ly:

N
1]

aj + b + gj°  (11I-6)

Likewise,

Q
1l

cj +d+hnj2 (111-7)

In all the fits, a, b, ¢, d, B h, r, s, and the Aj were free parameters.
As might be expecfed from 1ooking at Figures III-6 and III-7, the results
were a]ways}a ~1,b=c=g=h=0,and d ~ 0.2; ¢Z.e., the charge
resolution was about 0.2 charge unit, nearly independent of charge.
Results for each fit are shown in Table III-1. Elements with Z > 9 were
" not fit with this function (I11-5) bécause D3' saturates just beyond

Z = 9, and the distribution widths are determined only by fluctuations
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Figure II1I-6

Charge histogram indicating assignment of charge to
events shown in Figure III-5, i.e., events with
P, < 1.8 GV. Method of assigning charge is discussed

in text. Fitted curve is Equation III-5.
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Figure III-7

Charge histograms for events with Pc > 1.8 GV.
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Table III-1. Results of Gaussian Fits (Equation III-5).

6.4-10.0

> P > > >

P> GV 0-1.8 1.8-4.0 4.0-6.4 10.0-15.2
Ay 106.4 42.2 28.6 24.2 27.2
Ay 63.1 25.7 14.6 12.1 13.7
5 164.1 55.3 40.2 31.0 31.6
6 475.4 189.3 114.4 - - 100.5 118.2
5 137.4 53.9 33.2 23.0 29.6
g 413.6 163.9 105.6 87.5 118.1
9 10.4 3.2 1.8 1.2 3.4
a 1.0000 10.9997  0.9997 1.0023 1.0019
b -0.0266 ~0.0319 -0.0340 -0.0683 -0.0180
c -0.0003  -0.0006 - -0.0006 -0.0015 -0.0010
d - 0.1987 0.2020 0.2032 0.2182 0.2252
103g 0.378 0.301 0.200 0.956 0.550
103h 0.502 0.368 0.366 0.165 -0.025
r 13.15 11.53 8.23 2.03 4.62
s 3.20 3.10 3.10 3.50 3.50
X2 1.882 1.022 0.829 0.794 - 0.716

(x% is the "reduced chi-squared" for the fit, given by x?/v, where v=55
is the number of degrees of freedom. )
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in AVG'. Likewise, the fits were not extended below Z = 3 because of

the gain changes of the detectors (See Figures II-3 and II-4), and the

depafture from Gaussian f]uctuatiohs for Tower charges.
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~C. Abcndahce:Ratios

For e1emenfs 3 < Z < 10, relative abundances can be determined
with good accuracy from charge histograms such as those shown in
Figufes‘III-G and III-7. Such histograms were formed for several ranges
of cutoff rigidity, and the function defined by Equations (III-5),
(I11-6), and (III-7)£was:fit to each using an iterative least-squares
technique. ' The parameters c, d, and h of Equatioﬁ'(III-7) wére also
determined from a fit to all the data, and the individual data sets
were fit again usfng the latter valués of ¢, d, and h. The results of
both procedures were cqnsisient to within'a few events fof each charge,
indicatingcthat variatiqns in the fitted o vaiues from one data set'to
the‘next'are not significant, and have no effect on the relative

abundances.

The number of events of each charge may be determined by inte-
grating the appropriate Gaussian:

o

]; ) > 2 o | , )
n; ‘I. Aj exp[(z ‘;j) /Zoj ] dz _V?;iAjoj, (111 8)

-0

and rounding to the nearest integer. We assume that the statistical
accuracy of this procedure is limited by the Poisson statistics of the
number of events thus derived. Theseé numbers and key ratios are shown

in Table III-2.

'Since it was found that this procedure underestimated the area

under the charge histograms, the following method was used to obtain
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final charge assignments. The Géussian>functioﬁs derived for all
chgrges; and the 1ineaf function for helium, were evaluated at each
charge-bin. The events in that bin were then assigned to the various
charges in proportion to the relative values of the distribution func-
tions. Thus, essentially all of the events near the center of distri-
butiqn were assigned to that charge, whi]e those falling between two
distributions were sb]it proportionately between them. This method
assigns gll tHe events in‘thé histogram§, and corrects for the possibi-
1ity -that Equations fII-S, 111-6, and I1I-7 may not be the best répre-
séntationlfor the dafa.w The results frqh this procedure are shown in

Table III-3.

This tabie also shows helium abundances,.which were obtaihedAin a
different way. For DI' and D2' pulse heights below the gain-change point
(Figure 1I-3), we‘used the smaller of the two pulse heights as the
measurement of the energy loss. -This provides a coﬁsidérab]e improvement
in reso]ﬁtion by suppressing the lohg tail of thé Symon distribution
discussed earlier. For helium, it also’has the advantage of removing
most of the edge-effect events from the distribution. In addition, we
require |D1'-D2'| < 50 channels, to discriminate against background
cgused by-nuciear interactions and extreme Symon fluctuations. Abqut
2% of the events are rejected by this method. The helium is quite

clearly reso]ved from the singly charged distribution in the resulting
MIN' versus D3' matrix (similar to Figure II-5), except at the lowest
ve]ocitiés, where the helium distribution overlaps the very large Symon

tail from the singly charged distribution. For this réason, the helium




53

9(0°0+%482°0 6L0°0¥¥2€°Q 8LO'0%¥9¢€°'0 €1l0°0¥G62°0 800°0¥60€°0- W/
90 0+¥.L¥°0 8G0°0¥80%°0 6¥0°0+VLE'Q  LPO°0F6SY°0  G20°0+96€°0 a/94
£00°0¥£20°0 SG00'0FEL0'0 900°0+020°0 S00°0¥6l0°0 €00°0¥220°0 0/4
€20°0¥89¢°0  [20°0%€[2°0 920°0+LLE'0. 220°0¥82¢£°0 €LO°0+¥2E"0 o/N
850°0¥220°L  LZO0°0¥EPL°L 090°0%LZ¥0°L 0G0°0+90QL°L LEO°0FLL0°L 0/2
#20°0¥8L2°0 ¢CE0°0¥LSE'0 620°0¥L9€°0 ¢220°0%¥S2€°0 ¥L0°0+/9€°0 0/1
GLOT0¥2EL'0 6LOTQ¥9¥L°0 9LOTO+LEL'0 tvLO°0%6YL°0  800°0F9YL°0 0/°4
220°0¥€¥2°0 820°0¥L82°0 $20°0%¥59¢°0 8L0°0¥ev2°0 LL0°0¥822°0 0/17
§°'Ll¥ 8°LE 8°L¥ L°8E L'LF v LY vl 90V 0°'l¥ 09V 0/3H
91l 9 ZtL 8L s 4

€29 €8t £6S L16 l6€e 0

91 etlL -8l 00€ SLL N

9€9 Ao} 029 gLt LL9¢ J

€LL cll JAYA 86¢ 6.8 |

8 0L L8 LEL 8v¢e °g

Lql 9l LSL éée LyS 1
086€¢ oLL8L ovsve 02¢LE 026L01 8H
¢°GL-0°0l 0°oL-%"9 ¥°9-0°% 0°v-8°1 8°L-0 A9 ,om
‘wyiLaob{y L[eutq wouy °abuey) yde3 o3 paubLssy SjusAI 4O Jaquny ‘£-III aiqel



54

abundance for Pe < 1.8 GV i; uncertain by about 5 - 8% in addition to
the statistical uncertainty. For PC 2 1.8 GV this presents no problem,
since the geomagnetic cutoff prevents low-velocity helium from entering
the telescope. Determination of the helium abundance is therefore
simply a matter of counting the events within a specified region of

MIN' versus D3' space.
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Iv. Resu1fs and Interpretafion~

A. Integral Rigidity Spectra

In order to obtain rigidity spectra, we make use of counting-rate
information supplied by the Cerenkov rate scaler. This scaler counts
all events'whjch;satisfy the D2'D3'DF' coincidence requirement, and‘ié
readioutvpncé“every 432 msec;. Dﬁring this period, a maximum of three
events can be_ana]yzed by the pulse-height ana?ysis system.: However,
due to the special design of the rate accumulator (Althouse et al.,

1967), the méx{mum counting rate ('\JO4 sec'l) is Timited on1y by the

recovery time of the discriminators.

Because 0G0-6 is in a polar orbit, it spends a certain fraction of
.its time in regions of high trapped-partic]e flux. Data taken under
those conditions are deleted as d15cu§sed in‘Appendix B. .For the
remaining data, the following quantities are accumulated in bins of

cutoff rigidity (Pc) 0.08 GV wide: -

R = number of Cerenkov scaler readouts, . -
C = number of coincidences counted by scaler,
N = number of Cerenkov events analyzed.

The total flux of particles in any bin is given:by

J = C/.432RAq (cmP-sec-ster)”) (1V-1)

where AQ = 3.4 cmz-ster is the geometrical factor corresponding to the
D2'D3'D4' geometry, including detector edge regions as discussed

earlier.
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~ The ana]yzéd events can be_aséighed'charges, as discussed in
Chapter IIi, or may be rejected because of D1"-D2' inconsistency. If

- we designate these as nz_and nR, réspectively, then

Since we have determined that there is noAsignificant charge dependence
in the criteria for event selection, nR'shou1d be composed of events of
all charges, in proportion to their relative flux. ‘Also, it is reason-
able to assume that evenfs are analyzed in proportion to their
respective fluxes, SO

n/rn, = 3./3 , (;v-3)

Zy

or
0 = n/(N - nR) . (1v-4)

However, since most of the rejected events are due to geometrical edge
effects (as discussed earlier), it is equivalent to correct the geomet-

rical factor to compensate for the rejection of these events. We-défine

5 = Ad(any/M) = A0(1 - /W) . (1v-5)
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The flux of a given'charge component is then given by
JZ‘= (C/.432 RG) (n,/N) = dn,/(N - np) . | (1V-6)

There is some uncertainty in this procedure, because ihe evént selection
cfiteria described earlier apply only for 3 < Z < 12. Different criteria
are épp]iéd forZ < 3, resulting in a possible systematic uncertainty of
e - 3% in the absolute f]uxes; in addition to the ~6% uncertainty in Aq.
Thié prob]eﬁ doés not affect abundance ratios for 3 < Z < 10, hbwever,

since

Jz/le = nz/nzl . | - (IV"7)

An independent estimate of G/A@ can be obtained by calculating geomet- '
rical factors directly. We assume‘G is defined by the gold evaporation
on the surface-barrier detectorﬁ. This was determined to give a

diameter of 2.34 cm + 3%, yielding G = 2.75 cmz-ster + 6%. We estimate
from.the'construction of the detectors that the edge region may be

1 - 1.5 mm wide. This would give an effective diameter of 2.54 - 2.64 cm,
or A2 = 3.2 - 3.5 cm?.ster. This results in a ratio G/A2 = 0.78 - 0.86,

which is compatible with the value 0.81 obtained from Equation IV-5. .

Integral rigidity spectra for 2 < Z < 10 are shown in Figures IV-1
to IV-3. Error limits in these figures represent only the statistical-
uncertainties associated with ng for each rigidity bin. The curves

represent the helium spectrum of Figure IV-1 multiplied by a suitable
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Figure IV-1
Integral rigidity spectra of helium, oxygen, 1lithium,
and fluorine. The statistical errors in the helium
fiuxes are'comparab1e‘to fhe size of the symbols.
Fluxes are averaged over cutoff rigidity bins having
édgeS'at multiples of 0.64 GV (0.16 GV for He). Note
that all the points are statistically independent. |
" The curves have the shape of the heljum spectrum, with
normalization determined from fits as discussed in the

‘text.
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Figure IV-2
Ihtegra] rigidity spectra of beryllium, boron, and
carbon. The fitted curves are derived from the

helium spectfum‘of Figure IV-1.
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Figure IV-3

Integral rigidity spectra of nitrogen and neon. The
fitted curves are derived from the helium spectrum of

Figure IV-1.
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constant in each case: The constants were detérmined from least-squares
fits of the spectral'points shown in the figures to the helium spectral
points cdrrespondfng to the_same range of cutoff rigidities. The results
of these fits are shown in Table IV-1. .The last column of this table
contains the probabilities that larger values of x2 would be obtained if
the experiment were repeated.' It is clear from'this table and from.
Figures IV-1 to IV-3 that all the spectra have the same shape, within

the 1imits of our statistics.

In Table IV-2 we compare the abundances relative to helium as
derived above with those obtained by summing the individual abundances
from Table III-3. We use only the data for Pc 2 1.8 GV for the latter
calculation, because the data for Pc < 1.8 GV were not included in the
spectral fits. 'The excellent agreement of the results obtained by
these two methods is further support for fhe claim that there are no

statistically significant differences in the shapes of the spectra.

|



65

Table IV-1. Results of Fits to Helium Spectrum.

Ratio x2 v x\z) " P(>x2)
Li/He . 0064 1.8 12 0.98 0.47
Be/He .0036 7.5 1 10.68 0.76
B/He .0081  14.2 13 1.09  0.36
C/He .0270 20.6 14 1.47 0.12
N/He .0074  11.5 11 1.05 - 0.40
0/He - .0251 9.6 12 0.80 0.65
F/He .0005 8.2 6 1.37 - 0.23
Ne/He .0042 10.8 1 0.98 0.46

The number of degrees of freedom for each fit is v; x2 is x2/v.
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Table IV-2. Abundances Normalized to Helium.

From Table 111-3* From Table IV-1

Li/He .00640+. 00025 0068
Be/He 00356, 00019 .0036
B/He | .00827+.00028 | .0081

C/He | L0271 £.0005 .0270
N/He . .00753:.00027 .0074
O/He 0252 £.0005 .0251

FMe . .00050+.00007 0005

*Sums for 1.8 < Pc < 15.2 GV
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B. Abundance Ratios and Interstellar Propagation

The'purpose of making these measurements of the nuclear component
of the cosmic radiatidn‘isﬂto gain information concerning the sources,
'cdnfinement,.and propégation of the radiation in the galaxy. At}the
breéent time, the simplest model which has had feasonable success in fit-
ting experimental data is the steady-state model of Cowsik et éZ.
(1967), in which the éssumptidns of steady-state source injection, rapid
diffusion, and slow leakage fromkthe'ga]axy produce an exponential dis-
tribution of cosmic-ray path lengths. Inclusion of the effects of ioni--

]OBe to 10

zation energy loss, nuclear interactions, and the decay of B
complete the picture. _

| The formulation we use is that of Meneguzzi et al. (1971), which is
somewhat similar to that of Gloeckler and Jokipii (1969). Following

Meneguzzi et al., we write the continuity equation:

N 0. Ny (E) N (B) N (E)
ot Ta | YTy YTk

+Q,(E)
+ 22 [b; (E)N; (E)]
- Logi(Ednge + opy (Ednyv,N, ()

+ .z_[c ..(E)nﬁe +
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where we have made the usual assumption that secondaries produced in
nuclear interactions have the same energy/nucleon as the primary; ‘The
ffrst term replaces afdiffusioh term in the-"]éaky?bOX" approximation:
Ty 1S the mean lifetime against escape from the galaxy. The second term
répresents loss of i-type particles by'radioactive decay with mean life
i3 the third term, whiqh we have added;:represents-production of i-type
nuclei through k -~ i .decay with mean life Thi® of course; these terms

‘108 decay in the: range of charges we are con-

are used only for ]oBe:+
sidering. Q%(E) is the source injection spectrum. 'The rate of energy:
1655 due to ionization is'bi(E) = dE/dt.=:vipdE/dx, where p is the-
density of the géé:' nHMH + nHeMHe'. The cross sections for destruction
are o_; for destruction on helium and °pi for destruction on hydrogen.
Partial cross sections for prOduction are{given by o

afi (forFJ +a-> 1)

and o_.. (for j +p > i). These include production of unstab]e‘nucleﬁ

pji
which decay rapidly (¢<é105y) to i-type nuclei. Fiha]]y, Vs is the
partic]eive]ocity; Mo and n, are the number densities of helium and
hydrogen in the inteﬁste]]ar’gas. TheSe‘eqUations can be solved

(Gloeckler and Jokipii, 1969; Meneguzzi et al., 1971), giving a triangu-

lar system of equations in the Ni' The equation for iron is solved first

(iron is assumed to be entirely primary), then the equation for each

Tighter nuclide is solved in turn. ,
We have made the modification of iné]uding as a source of ]OB all

the ]OBe that decays. This is a relatively small correqtion, amounting

10

to about 10% of the ''B flux, or about 3% of the total boron; but it is

heg]ecfed by Meneguzzi et al. In'additioﬁ,'we have used the latest

10

value for the 'UBe half-life: 1.5 x 10°'y (Yiou and Raisbeck, 1972).
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The modé] ihc]UdeS»nuc]ear interacfions with interstellar helium as
well as hydrogen. We assume that the interstellar gas is composed of one
hydrogén atom and 0.1 helium atom pef cubic centimeter. The assumed |
source composition is shown in Table IV-3. This is basically the same as

4, 14

that used by Méneguzzi et al., but we have adjusfed the 'He, " 'N, and

]60 abundances slightly to fit our data.: The source spectra are assumed
to be power laws in total energy, with exbonent -2.6. The escape mean
free:path, Ae’ is a free parameter.

- The result Qf the calculation is a differential energy spectrum for

1 16 20Ne, 24Mg, 28 56

" each isotope from 'H to 0, plus Si, and *"Fe. To com-
pare theselresults with our data, we convert each differential energy
bspectrum to an integral rigidity spectrum, sum the resulting fluxes over
all the isotopeé of each element, énd.diVidé by the oxygen flux. The
resu]fs are shown as the dashed lines in Figures IV-4 and IV-5; the data
points are taken fromeab]e I1I-3. Abundance ratios shown are calculated
for Ae =6, 8 and 10 g/cmz. Neglecting interstellar helium would have
resulted in highe} predicted ratios, or lower values of Ao deduced from
the data. The difference in Ae is approximately 1 g/cmz. The curves
shown in the figures’wou1d thus correspond to.Ae =5,7,and 9 g/cm2 if
the helium were not included in the calculations. Our calculated L/M for
Ae = 6vg/cm2 would agree very closely With that calculated by Mason
: (1972)Aif we neglected the interstellar helium.

We cannot compare the data directly to theée éurves, beéause the
modulation of galactic cosmic rays by the solar wind may be expected to
alter the composition. This problem is particularly severe for our data

which were obtained during solar maximum.  The usual procedure for
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Table IV-3. Assumed Cosmic Ray Source Abundances.

Isotope Abundance (this work) SST WDK

He 3241 _ 2745 -
14y ©0.07* - 0.124,03  0.110:.016
16 ' ‘

0o 1.2:0.1 . 1.02:.06 1.06
One . 0.25%* 0.20+.03 0.17
24 | owx ‘ ‘

Mg 0.29* 0.27+.04 0.23
28s; 0.26% 023508 0.17
56rq 0.25%* 0.23+.05 0.19
+Norma'liz_ation

*This value was used to calculate the curves in Figure IV-5.
The data appear to imply a value of 0.10+.01 for N/C at the
source. .

**Abundances of elements heavier than oxygen are taken from
Meneguzzi et aZ. (1971), who adjusted them to compensate for
the neglect of secondary 14<Z<26.

SST - Shapiro et ai. (1971) |
WDK - Webber et aZ. (1972)
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Figure IV-4.

Ratios Li/0, Be/0, and B/O with prediptedAihterste11ar
values (dashed 1ines), and values at 1 A.U. (solid
lines). Numbers at right are values of escape mean

. free path, Ae’ in g/cmz. Neglecting interstellar
hé]ium yields sim{1ar curves with Ae decfeased by

~1 g/cm2 for each curve.
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Figure IV-5
Ratios He/O, €/0, and N/O.  Source abundances were

adjusted to fit data.
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attacking this problem is to make some assumptions about the functional
form of the modu]at1on, estimate its effect on the abundance rat1os, and
extrapolate the observat1ons to interstellar space.

We take the opposite approach here: the fluxes ca]cu1ated from the
interstellar propagafion~mode1 are used as boundary conditions for numer-
jcal solutions of the transport equation govern1ng the motion of cosmic

rays 7n the 1nterp1anetary medium:
2U/at = - 3-(V V) + %{($.Vw)a(aTU)/aTj + e (7 30) (1V-9)

where U is the number df particles per unit volume per unit interval of
kinetic energy, Vw
¥ is the diffusion tensor, and o = (T + 2M)/(T + M), where M is the par-

is the solar wind velocity, T is the kinetic'energy,

ticle's rest energy. “This description of solar modulation has recently
been reviewed by Jokipii (1971). | |
Equation IV-9 may be. s1mp]1f1ed by mak1ng the fo]low1ng assumpt1ons
1) spherical symmetry, '
4 2) constant, radial solar wind velocity,

3) no time'depéndence,

4) no modulation beyond a certain radial distance, D.
Using these assumptions, we get (Garrard, 1973):

t

2y a(rfu)/or - (29, /3r)a(aTU)/oT - r-2a(rPcatsar)/or = 0 (1V-10)

to be solved with the boundary condition U(T,r=D) = U(T,interstellar).

Here « is the radial part of the diffusion tensor.
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The solution we use is that of Garrard (1973), with the following
parameters = 6.1 AU, V = 400 km/sec,:and K = koef(R), where f(R) =
for Rz R, f(R) = /_ for R < R, R, = 1.5 GV, and k_ = 1.1 x 10°"
cmz-sec ]-GV ]. These parameters were.determined (Curmings, 1973
' Garrard, 1973) for 1969, when most of our data were taken. The transport
equation is solued separately for each isotope; the resulting fluxes at
1 A.U. are converted td'integral rigidity‘spectra' these'are summed- over
all isotopes of each element and divided: 'by the oxygen spectrum The
resu]t1ng ratios are shown as the so]1d 11nes in F1gures IV-4 and IV-5.

- A number of conc]us1ons can be drawn from Figure IV-4, which shows
the abundances, relative to oxygen, of the "11ght" elements, wh1ch are
assumed to be absent from the sources. F1rst, it appears that the
bery111um/oxygen and boron/oxygen rat1os ‘both correspond to A = 10 g/cm2
at 2 GV, decreasing t0 6 or 7 g/cm at 10 15 GV. (The boron point at
1.8-4 GV apparently is Tow due to a statistical fluctuation, as may be
seen by examining the boron spectrum in Figure IV-2.) A dependence of
escape mean free path: on rigidity was suggested by desik et al. (1967),
but has since been neglected by most authors (e. ges Shaptro et al., 1970
Webber et aZ. 1972 Mason, 1972), usually in favor of a mode] employing
an exponential distribution with the short path lengths suppressed.

Von Rosenvinge et al. (1969) conclude that the lack of variation of L/M
(the commonly used ratio [Li + Be + B]/[C‘+ N + 0]) with energy is 4
evidence for a path length distribution which is either a delta-function
or a Gaussian with a very small width. More recently it has been pointed

out (Mason, 1972) that the constancy of this ratio at low energies

(300 MeV/nucleon) is evidence for adiabatic deceleration of the cosmic
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rays'in the expanding solar wind. At intermediate energies, such as
those we observe, small solar moduiation effects may combine with a
variation in Ag with figidity (or energy) to prodiuce a nearly energy-
independent L/M. At higher energies (24 GeV/nucleon) a decrease of
secondaries/primaries with increasing energy (Juliusson et al., 1972;
‘Webber et aZ., 1973; Smith et al., 1973) points strongly towards an
energy-dependent leakage méan free path. .-

The seéond qbservation we make from Figure I1V-4 is that there
appears to be too muchzlithium, ifvwe assume that the A imp]ied by
bery11ium and boron is ¢orrect._ There are four possib1e exp]anatfons
for this: 1) currehf]y assumed cross section§ for producing 1ithfum

: _ S assumed -
from heavier cosmic rays are too small, 2) the/total inelastic cross

sections for destroying 5Li and 7

Li are too large, 3) there is some
thermonuclear 'Li present in the cosmic ray sources, and 4) our measure-
ment is wrong. | |

| The last possibi]ity wou]d seem to be thelsimp]est explanation,
'Asince if fs rather difficu]t to separate iithium compjetely from'Spi11-
over from the very large helium peak. We have examined the‘hélium dis-
tributions in §114our*detectors, and carefully corrected the 1ithfum for
cdntamination'fkom this Source. The probability that 30% of our remain-
ing lithium is sfi]] misidentified'he]ium is rather small, but probably
non-zero. |

Possibilities (1) and (2) above certainly cannot be ruled out.

Measurements of fragmentation of L nuclei in nuclear emulsions

(Cleghorn, 1967) indicate that the isotopes of lithium and beryllium may

be exceptional cases which do not agreé with predictions of cross
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sectiens based on geometrical or semi-empirical (e.g., Silberberg and

Tsao, 1971) formulas. Extensive cross section measurements will be
required to resolve this point.

The third possibility is the mostvinteresting from en astrophysical
‘point'of view. The existence of a source of interstellar 7Li was pro¥
posed by Meneguzzi et al. (1971) to explain the large 7Li/6L1’ ratio
-6bserved on the earth and meon, and in meteorites and s0me stars. The
existence of a substantial amount of 7L1 in eosmic—ray sources would
seem unlikely, however, because the deduced source abundanees of‘the.

. heavier e]ement§ indicate that tHeVSOUrces are highly evolved objects,
such'as supernovae, which would probebly'nof'eontain sufficient 1ithiﬁm
to account fer this observation;‘-Simi1ar discrepancies in the measured
1ithfum abundances have appeared breviously (Von Rosenvinge et al.,
1969; Mason, 1972), indieating either the difficulty of making an
unambiguous determination of the lithium abundance, er the necessity
of‘revising the mdde]. . | |

" In Figure IV-5 we show ratios of elements which preeumab]y are
present at the cosmic ray sources. As mentioned previously, the source
abundances have been adjusted to fit the_data, although ft appeers from
the figure that we may have underestimated the nitrogen abundance in
the source by about .03. The important feature to be noted here is that
the helium and nitrogen (and pessib]y the carbon) also show the tendency
toward shorter path lengths at higher'rigidities. This is independent
df,the assumed source abundances, and requires only that all the source

spectra have the same shape.
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We conclude (1) that an escape mean free path'verying from ~10 g/cm2

at 52 G to‘&ﬁ_g/'cm2 at 210 GV enables the simple "leaky box" model to-
fit the data quife well; and thaf no mod{ficatiens to the exponential 3
path-length dfstributien are necessary; and (2) that individual element
ratios, such as Be/0, are superior to'eombined ratios, such as L/M; for
‘testing propagation models. Of course, individual isotope ratios will
be even more enlightening when they become available.

For comparison we show some pubfished results of other authors, with
our calculations and data for sbme of the' combined ratios. ‘Figure IV-6
shows the L/M ratio obtained by Mason (1972) on the IMP-5 spacecraft
The dotted curve 1s his ca]cu]at1on based on an exponent1a1 path- 1ength
d1str1but1on with a mean of 6 g/cmz, which would correspond to A, =
7 Q/cm2 if helium is included. - Some balloon results are shown in
Figufe Iv-7. -These:have been extrapolated fo the.top of the atmosphere
by WeBber etIaZ. (1973). These results are strong evidence for a con-
‘tinuing decrease in the Aé with increasing energy.

'Our underestimation of the amount'ofiniirogen in the cosmic ray
' sources, and the ambiguity in the comparison of calculated end measured
1ithium, are examples of the pitfalls inherent in the use of ratios of .
this type. The improvement in statistics obtained by combining all the
L elements is more then offset by the increased difficulty of inter-
preting the results correctiy;

Finally, we turn td the'pfOblem of estimating fhe confinement time,

10Be decay. This

or "age" of the cosmic rays by examinihg the effect of
problem has never been completely resolved, because of the poor statis-

tics involved in measuring beryllium, the uncertainties in the cross
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Figure IV-6
L/M from this experiment (upper panel) and from
Mason (1972‘, Tower panel). Solid curves are
predicted values at 1 A.U., for values of Ay
specified at right. Dotted curve is Mason's
calculation for Ay = 6 Q/cmz, with no intér-

stellar helium.
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Figure IV-7

L/(C + 0) from this experiment (upper bane]) and
from balloon measurementsras indicated. Balloon
data were extrapolated to the top of the atmosphere
by Webber et al., who also converted the Berke]ey

‘data from rigidity to energy intervals.
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sections, and smallness of the expected effect. -Some authors havel

]OBe.(Leéniak ef aZ.,,1970;

claimed or implied substantial decay of
Webber et al., 1972) while others have' claimed survival (Von Rosenvinge
et.aZ.,.1969; 0'Dell et al., 197]).. N

Our résults are'shown ih Figure 1v-8, whefe we have used a_va1ue'of
8 g/cm2 for Ae;'and varied the average density of the intefste]iar

hydrogen from 0.1 to 10 cm'3, keeping‘He/H = 0.1. The'avefage confine-

ment time, t,, can be related to Kevby

= Ae/ee(mfy + nyMye) (=T

Te

where n and M'are'the'apprOpriate_numberfdensities and masses. For

3

ny = T em”, T = 1.14 x 1014/8 sec = 3.5 x 106/3 years., Our data

appear to favor a value of nH'not'tpo different‘from 1 tm'3, so a life-
time of a few million years is'imp11ed. -0ur ratio for Be/B for all data

with P. 2 1.8 GV is 0.43 + 0.03. This ¥s only 0.15 standard deviation

from the value Ca]tu]atéd by 0'Dell et al. (1971) for ]OBe survival, but

10

is 2.5 standard deviations from their value assuming decay of “Be.

From the Be/B ratio for Pc < 1.8 GV, we obtain a mean confinement time

6.50.5 years. -The points at higher rigidities, when averaged

together, imply TS 107 years.

“of 10

There may be some additional effect due to the variation of he with
rigidfty, but it will not be possible to investigate this until much
better data are available (at 1éast ]04 Be évents, preferably observed
at solar minimum)'and until all the appropriate cross sections are

éccurately ﬁeasured or reliably estimated.
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- Figure IV-8
Ratio Be/B. Solid curves are predicfed yélués at
1 A.U.. Numbers at right are average density of
- interstellar hydrogen, in atoms/cm3. Helium density

js one-tenth of hydrogen density in each case.

Curves are calculated using Ao = 8 g/cmz.
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V. Summary and ‘Conclusions

| ‘we have made the first comprehensive sate]lite measurement of the
abundances and spectra of cosmic ray nuclei using the geoﬁagnetic field
as a spectral analyzer. This was made possible by the 16w-a]titudeA
polar orbit‘of the 0GO-6 spécécraft,_and»its attitude contqu system
whiéh keptithe Caltech éxpeﬁiment_aimed radfa]1y away from the earth.
" The advantages'Of'this.type of measuréméni over the more commoh method
‘of using high-altitude balloons are (1) the ability to sample a wide

range of cutoff figidities, and (2) the elimination of the difficult

problem of cokrectihg for atmbSpherit’secondaries. The instrument -used

the technique of making SiMu1taheous meaéureménts of energy loss and
Cerenkov radiation. o |

By making a very icareful and extensive study of the properties of
the ihStrument,:we were ab]é to obtain data With very low background;
-good charge keso]ution:(o = 0.2 cﬁarge unit); énd.hég1igib1e charge?
Vdepéhdent bias.  This was dbne using a‘ré]atively éimple instrument,
contéining a minimum of masS‘which might'indhce nuclear interactions.

We found that all the elements 2 5 Z<10 have similar integral
spectra'over the range of cutoff rigidities from ~2 to nds Gv, |

- approaching a p-1-6

power law at rigidities »8 GV. Ratios of various
elements are essentially independent of rigidity over the range
observed. _The values of the ratios and their dependence (or Tack
Vthereof) on rigidity, combined with calculations of interstellar pro¥
pagation and solar modulation imply the fo]]owing éonc]usionsﬁ |
1) A simple "1eaky'box" model for galactic'confinément of -cosmic
- rays is adequate to explain the data.

|
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The leakage, expressed as_avmean free pafh, must vary with

-rigidity, having a value decreasing from ~10 g/_cm2 at 42 GV to

" a6 or.7 g/cm® at ~10 GV.

3)

_t

5)

6)

7)

The effect of interstellar helium on the'propagation of cosmic
rays cannot be neglected. | ' |

The éffect of solar modulation on elemental abundance ratios is
important for figidities less tﬁan 3 or 4GV (kinetid'energies

<1 or‘z GeV/nucleon), and is probably dominant below 200 or 300

MeV/nucleon, at solar maximum. " - x

Individual element ratios, such as bery11ium/oxygen, are pref-
erable to combined_fatios, such as L/M, for testing propagation

models.

Accurate measurements of production and destruction cross sec-

tions for the isotopes of 1ithium, beryllium, and boron wi11 be

needed before finer details of the propagation can be studied.

The ratio of béryI]iUm/boron implies an average density of

neutra]{hydrogen of about 1 /cm3 and a méan confinemeht time

of ]06.5i0.5 10

years.‘ Survival of most of the '“Be is favored.

This implies confinement of the cosmic rays mainly within the

. galactic disc. '
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APPENDIX A. Data Processing and'Assignment of Cutoff Rigiditfes

It is'beyond'the scope of this thesis to discuss in detail all the
processing Which was done on the data produced'by the experiment, since
most of it was of a bookkeep1ng nature and had no d1rect bear1ng on the
physxcs.1nvolved. We s1mp1y present here an out11ne of what was done,
withiemphasis on those aspects wh1ch have some re]evance to the inter-
pnetation of the'reeults More deta1ls may be found in a. number of
reports on the subJect (Brown, 1971a, 1971b, 1972)

The first stages of processing cons1st of merging experiment data
and satellite orbit data, checking fon end deleting data of poOr qual-
ity, and extract1ng ‘and ed1t1ng 1nformat1on re]evant to the Cerenkov,
Te]escope Th1s is done pr1mar1]y to reduce the expense and incon-
venience of hand11ng large numbers of tapes and to put the data in a
more conven1ent form.’
| ~ The next step js‘to assign verticel cutoff rigidities. Satei]ite
' orbft data are aVai]ahie every 60.seconds; these ane interpo]ated tov
' 15-second intenvalé, then used to oalculafe'cutoffvrigidity fhom a grid
' ca]cu]ated'by Shea and Smart (Shea et al., 1965, 1968; éhea and'SMart,
1§67; Shea, personal :communication, 1971). This grid represents
"effective" cutoffs, which are derived by averaging over allowed
rigiditjes in the oenumbra] region (Shea et al., 1965). The grid we
'used‘was.modified from e 2° by 2° grid kindly supplied by M. A. Shea
(personal communication, 1971) The-suppiied grid was interpolated
,from a 5° by 15° grid previously pub11shed (Shea et al., 1968). We
found it necessary to refine the 1nterpo1at1on in the region bounded by

latitudes 0°-30°N and longitudes 245°-325°E, using the 5° by 5° grid
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caTculated by Shea and Smart in that region, as well as points calcu-
lated at one-degree Iatitude intervals for longitudes 260°F and 285°E.
This was done by hand, usino an iterative graphical technique.

" Since this'grid fs ca]cu1ated for an a]titude of 20 km, the cutoff
is extrapo]ated to spacecraft a]t1tude using the. re1at1on (Smart and '
Shea, 1967) PcaL -2 where L is the McI]wa1n parameter (MbIZwatn, 196])
Finally, the cutoff rigidities are lnterpolated to 144 msec 1ntervals
and assigned to'each analyzed event and .each readout of the Cerenkov
scaler: | | -

It is difficult to est1mate the accuracy of these ca]cu]ated ver-
t1ca1 cutoffs, s1nce few d1rect measurements exist. One recent pa1r of
measurements ‘near Pa]est1ne, Texas (P@nnypaeker et aZ., 1973) using a
balloon-borne superconducting magnetic spectrometer'gives resu]tslwhfch
agree to within 0.1 GV with the corresponding interpolated grid values.
Since the.quoted uncertainty in the measurements is 0.1 GV, we consider
the agreement to‘be'eXCellent.' Howeuer; it remainsian open question
whether discrepancies might be found at other geographic locations,
aithough the calculations for highv}'latitudes‘(Pc < 1 GV) are probably
not reliable (Fanselow and Stone, 1972) due to the neglect of the field
due to external currents (SMart et aZ 1969) A]so, the-ca]culated
cutoffs correspond to a qu1et geomagnetic f1e1d model. We have made no
attempt to correct for geomagnetic act1v1ty, the effect of which is to
Tower the cutoffs from the qu1et -time values. This effect may be
expected to be most pronounced at high latitudes (1ow cutoffs) resulting

in an apparent distortion of the integral rigidity spectra. However,
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Becauée the various abundance ratios are nearly independent of rigidity
(Figures IV-4, IV-5, and IV-6), distortion of these ratios by fluctua-
ting cutoffs is a second-order effect, and can be neglected without

affecting the conclusions of this thesis.
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APPENDIX B.‘-Identification of Geomagnetically Trapped ﬁartic]es

The Caltech Solar and Galactic Cosmic Ray Experiment on 0GO-6
consists of three separate charged-particle telescopes which share
pulse height ana1yzer$ and readout-cirCUitry. In order fo understand
the response 6f-the_éefenkov Te]eScope/electroniés system;-it is néces-
sary to consider thé'éffects of the'other two te]escopes.;‘For this
pﬁrpose; it is sUffiéiént to consider the following: 1) the energy
ranges-and geometrical factors 6f the te]eséopes, 2) the way in which
events are se]ected for ana]ysis,.B) the effects of analyzer déad.time,
4) the chafaéteristfcs of the partitie f]uxes}seen By the instrument.

- The Rénge'Te1éscope ana]yzeéleléCtrons wifh E 5 1 MeV and ndc]ei
with E 2 1 MeV/nué]edn, with a geometrical factor decreasing ffoﬁ
m}.5»cm2-ster at low energies to m0,2 em?.ster at E = 300 MeV/nucleon.
It has the same'pribrity for event analysis és the Eerenkov Te]éscope,
The Flare Telescope ahajyzes bkotﬁns (i7 to 100 MeV) and alphas (70 to

2, ster (Althouse

400 MeV), with a geometrical factor of about 0.02 cm
et-dz., 1967). The Flare telescope ha§ the'highest priority for event
analysis. The aluminized Mylar window of the Range Telescope fai]ed.fn
January, 1970, causing the front detector to respond to sun]ight. This
detector was disabled by ground command, and the logic required for
event ana]ysié was modified, causing the Range Telescope to analyze
electrons with E 2 240 keV after this time.

The pulse-height ana]ysi§ system is capable of reading out one -
event every 144 msec. When the.spacecréft is in a region pf géomag-

netically trapped particles, or in the polar regidns during a solar

flare, the counting rates of some or all of the telescopes are much
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higher than this. If the Flare Telescope rate is,>>7/sec; all the
ana]yzed events will be Flare evénfﬁ; If the ?1afe Telescope rate is
<7/sec, the Range and Cerenkov Teiescopes will cdmpete for whatever
ana]yEEr time remains according tovthe ratio of their counting rates.
Because the Rangé and Flare Te]eséopes have lower energy thresholds
than the'ﬁerenkov Telescope, they usually have much higher counting‘
rates in régions of high trapped-particle f]bx As a resu]f of this,
p1us the event- ana]ys1s pr1or1ty given to the Flare Telescope, rela-
~ tively few Eerenkov Te]escope events are analyzed in the trapped—
part1c]e_reg1ons. _We take advantage of this fact tp 1dentjfy and
eliminate data which are cohtaﬁinaied By trapped barticies, or by solar
flare particles in the polar regions. _ .

'AThe quantities R, C, and N, defined in Chapter IV (number of
Eerehkov sc&]ér readouts, nuhber of coincidences, number of analyzed
events) are accumulated in one-minute fhterva]s. Typical values are
R < 139 min™'; C = 10-40 min”! for galactic cosmic rays, and C >>
40 min'] for trapped particles; N z‘.9c'f6r intervals with no trapped
particles, and N = 0 for intervals containing trapbed partic1es. The

ratio N/C is a sensitive indicator of the préSencé‘of trapped particles,
| and can’be used in a‘"yes-no" fashion to determine whether‘a one-
minute interval should be considered contaminated with a significanf
number of trappéd particles. For this purpose, any interval having a

Tow efficiency for event analysis (N/C < r) was designated as contam-

inated, where r is a parameter discussed below.
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,_The sum of 15 months of data is shown in the fo]]oWing figures.
Figure B-la shows the behavior of the quantity C/R as a function of cut-
off'ffgidity (Pc). Notice fhe pronounced increases in counting rate at
PC = 1.2 GV (outer trapping zone, mostly electrons) and at Pc =.9.9 GV
(inner trapping zone, mostly brbtons). ' The same quantity isfSwan in
Figure B-1b, where a-d{stinction hés been made_between readouts having
N/C < r and those having N/C > r. These are designated as "low
analysis-efficiency" aata (L) and "high anaiysiseefficiency" data (H)
réﬁpective]y. | |

Likewise, the ratio N/C is shown in Figure B-2a for all the data,
and in Figure Bf2b.aftef making the sebaﬁation. Notice that N/C is
practica]iy constant in the"high efficiency” data. The small varia-
tions are due to the use of éné]yzér time by the other te]eScopes, and
are not directly corfe]ated with fhe Cerenkov rate. A vé]ue of'0.75 |
fér the parameter r was chosen, after some tria] and errof, to ﬁrbvide
. the best separationvof the‘behaviﬁr of high efficfenCy anq'low effi—_
' ciency C/R and N/C. Lower values a110w too much contamfnation in fhe
high:efficiency data; and higher Va1ues cause the rejection of too‘
much good data. Howéver, any value of r 2 6.25 rejects the vast
majorityvdf contaminated intervals. '

Because the maximum counting rate for galactic fluxes is about

1 1

40 min~', and the maximum number of analyzed events is about 417 min ',

the probability is ]esévthan 10% that a Cerenkov event will not be

analyzed because the analyzers are busy with a previous Cerenkov event.

Thus, the probability of failing to ana]yie ten (25%) of the Cerenkov
410 _ 4710

events is less than 0.1 7 =1 However, since some of the analyzer
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Figure B-1
Number of D2‘D3'51“ coincidences per scaler readout
observed as a function of cutoff'rigidity. Rigidity
bins are 0.08 GV wide. | _

a. Total of all observations;

b. Observatidns having high efficiency fof
event analysis (H) separated.froml1ow.
efficiency data (L). Large fluctuations
in the (L) data for P. 2 13 GV are due to

- the small number of L-type keadouts at |

high cutoffs.
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Figure B-2
Fraction of Cerenkov events analyzed as a function
of cutoff rigidity;
a. Total of all data;
b. Low efficiency (L) and high efficiency (H)

data shown separately.:
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capacity'is being used by the other telescopes, the actual probability
is much higher, resulting in the Toss of about 10% of the Xerenkov
events, as indicated'fh the H-cur#e of'Figure B-2b.- However, this 1o$s
rate is independent of C/R for the high'efficiénqy data.

It can be seen in Figuré B-1b that thére’is some contamination of
the-high efficiency data by trapped partic]es at cutoff rigidities
between 11 and 12 GY; Thig must be comppsed'ehtiré1y of sing]y_chargéd
partic]es, since no similar "bump" appears in the helium Spectrum of
Figure IV-1. 1In fact, the shape of the total "spectrum" implied by the
H-curve in Figure B-1b is substantially different from that of the
helium spectrum, dde to the large flux of return albedo at high (22 GV)
cutoffs. For this reason we cannot obtain a spectrum of primary pfo-
tons. However; the spectra for all Z.> 1 partfclés are derived cor-

rectly usfhg thé'methdd described in Chapter IV, because the albedo
| and‘trapped‘barticle f]uxes are singly charged. 4Sp1ash albedo Has been
measured directly (Wenzel, 1968)'&f.Churchi11, Canada (PC << 1 GV) and
Paiestine;-Texas‘(PCZ='4.5’GV)‘using an instrument essentia]]y'idéhtica]
to that on 0G0-6. The measurementé of helium in the sp]ash albedo
(T. Garrard, personal commuhication, 1973) imply an upper 1imit of

<1 m’zosec']-ster']

for the integral flux above 300 MeV/nucleon, assum-
ipg a differential énergy spectrum «E'z. The spectrum is very likely
steepér than that abbve 300 MeV/nucleon, implying an even smaller upper
limit. These considerations indicate that the flux of albedo helium
should be <<0.6% of the primary he]ium‘flux, causing ﬁo ambiguity in

the derivation of the primafy spectrum. ~ The same considerations pre-

sumably apply for heavier nuclei as well. An independent verification
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of this conclusion can be obtained by examining event distributions at
high cutoffs (e.g., Figure II-5) and noticing that there are no events

with Tow velocities.

The number of sCa]er_readouts R is shown in Figures B-3a, b, and c.

The high efficiency readouts in Figure B-3b represent the sampling time

dvai]ab]e for the analysis done in this thesis.
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Figure B-3
‘Observiﬁg time as a'function of‘cufoff rigidity,
a.‘ Toth of all observations; " |
b. Readouts having high efficiéncy for event
ana]yéis; : | |
c. Readouts having low efficiency for event

analysis.
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