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1.0 INTRODUCTION

The variety of spacecraft supported by the NASA Unified Network
requires development and maintenonce of command systems standards. Establishment
of such standards requires information on basic system performance characteristics,
comparisons and evaiuation of the various command modes. Towards this end, the
VHF Command System Study under NASA Contract Number NAS5-20358 addresses
specific tasks covering diverse areas pertinent to the establishment of such standards.
It is not the purpose of this effort to conduct a general study of VHF Command
Systems, but to provide answers to specific questions formulated by NASA. Under
the task structure, the VHF Command System Study provides theoreticol data and
supporting analyses for PSK system standards and in several areas comparison of FSK
ond PSK command modes. In the following paragraphs, background information
relevant to this study is presented, foliowed by brief statements of the various task
objectives and summary of results.

1.1 Background Information

The information base which is considered prerequisite to addressing
the VHF Command System Study is presented here. The primary subjects discussed
include command generation and flow, modulation techniques and parameter ranges,
command formats, performance criteria, and other key system considerations. Since
the Spacecraft Command Encoder (SCE) system will be the heart of the command
process in the future, the discussion here necessarily includes reference to the SCE
system,

Figure 1.1-1 provides a simplified version of the cverall command
system configuration. Normally, commands originate at the Operations Control |
Center and are transmitted to the SCE at the appropriate ground site via NASCOM.
This transmission is highly redundant and the SCE requests refransmission if errors
are detected, or transmits verification data to the OCC if none are detected., For
most passes the transmission of commands from the OCC to SCE occurs in a prepass
mode and the commands are buffered within SCE. In special cases, commands can
be transmitted from the OCC and processed by SCE in real time, or even originated
by the local SCE operator. The SCE isa flexible device which can output commands
in the fone, tone digital, PCM/PSK ¢nd PCM/FSK modes. SCE processes and formats
the input command data providing the appropriate modulated subcarrier for modula-
tion onto the carrier (which is in the 148-154 MHz range for this study) and trans=
mission. In order to verify the success of the transmission, the transmitted signal is
demodulated by a verification receiver and compared to the desired command signal
in a "short foop" test. This verification is accomplished by SCE. An additional
measure of ossurance is provided on some commands by interrogating downlink
telemetry data for spacecraft command response. This overall process provides
maximum assurance of correct command transmission and reception by closing the
command loop at its output terminal and finally with the spacecraft,

1-1
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Detoils of the command formats and modulation parometers possible
with SCE are given below. Figure 1.1-2 presents the primary analysis model for the
command system study.

NOISE
DATA> o]
IN SUBCARRIER CARRIER TRANSMISSION
MODULATOR "1 mobutator [—™ LIN K
CLOCK IN D—P
~\ V4
Vg .
GROUND SE EQUIPMENT
DATA
SPACECRAFT SUBCARRIER  f2A14 4
RECEIVER/ DEMOD COMMAND
CARRIER — & CLOCK DECODER
DEMOD 8S SC =
\ /
~

SPACECRAFT EQUIPMENT
885112

Figure 1.1-2, Primary System Analysis Model

1.1.1 RF Corrier Madulation

The NASA networks operote VHF command uplinks in the frequency
band between 148 and approximately 154 MHz. Uplink signals around 120 MHz
are also possible; however, the former constitutes the primary operating band and
the one which is emphasized in this study. The modulation on the VHF carrier may
be amplitude (AM), frequency (FM), or phase (PM) with AM being the most common.
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Typically, for the VHF application the baseband subcarrier generated by SCE is
modulated directly upon the carrier. This is contrasted to utilization of an inter-
mediate subcarrier. The power output of the basic STADAN transmitters vary from
250 watts to 2.5 kw with antenna gains in the range from around 9 d8 to 21 dB,
Variable line losses are encountered between antenna and trensmitter at the various
ground sites.

The carrier frequency on the downlink is generally in the band from
136 to 138 MHz for VHF operation. Modulation of the carrier is most often
occomplished by modulating the telemetry signal directly upon the VHF carrier
utilizing FM or PM. Spacecraft are power limited; thus, the transmitter powers
for the downlink are usuaily below 5 watts, Ground receiving antennas cover a
range of possibilities for the VHF application. These include 85-foot and 40-foot
antennas.

Verification data are often included in the downlink. These data are
stripped from the downlink signal by the PCM Data Handling Equipment and trans-
ferred to SCE for verification. The verification process is discussed in more detail
in a later paragraph.

1.1.2 Command Formats and Subcarrier Modulation

This section provides background information on the format of the
signals which are generated within the Spacecraft Command Encoder, SCE, ond
which interface with the RF facilities at each site. This background, in conjunction
with the RF modulation, provides the basis for the VHF Command System Study.
Primary emphasis is given to the PCM/FSK and PCM/PSK modes for VHF commands.
Pertinent in[ormurion contained within the available Command Standords rt]"] and

Guidelines [1-2] is briefly summarized below.

1.1.2.1 Message Structure

A message consists of an uninterrupted data transmission for a Command
or a Memory Load instruction. The format for the Command Message is a preamble
followed by one or more frames of data, each frame consisting of @ message address
and & command instruction. The format for the Memory Load Message is a preamble
followed by a frame {cddress plus memory load instruction command) followed by
the actual Memory Load Data itself.

The bit structure for these different message constituents is determined
by the specified format and by the information data. The preamble, which initiates
each new message is termed the Message Synchronization and contains thirteen or
more "0's" followed by one "1". The address part of each frame is @ 7-bit code word

-4



selected because of its Hamming distance properties from other code words. The
commend part of each frame contains the actual instructions and is constrained by
format to have a number of bits such that the frame length is less than 64 bits,

{The Memory Load Instruction command is also selected based on its code word
distance properties.) The Memory Load Data consists of the actual data bits but is
format contrained to be an integer number of frame bits up to @ maximum of 4096
bits. The subcarrier is turned off at the end of each message for at least a 20-bit
interval after which new messages can be accommodated. An example of the bits
in a message structure is given in the Command Message Format example of

Figure 1.1.2.1 (a).
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AND CLOCK RASEBAND SUBCARRIER/BIT RATE = 4
CLOCK/SUBCARRIER FREQUENCY = 1/4 SPTIRT

Figure 1.1.2,1, Command Messoge Format

1.1.2.2 Baseband

The baseband digital bit stream is generally an NRZ-level (or NRZ-
change) signal in which the actual level of voltage or current specifies the "1" =
"0" state. In addition, Biphase Level (or Split Phase) is accommodated by the VHF
PCM/PSK Command System and is a requirement for the SCE performance; however,
this mode is not referenced in the VHF PCM/PSK Standard Guidelines.



The data rates are integer multiples of two or ten with the following
}imitations:

'2n Wheren:3, 4, 5, sasssessra ey l'oond
n- 102 wheren=1, 2, 0000eee.l2

and thus extend over the range from 8 b/s to 1200 b/s. An example of the basebond
signal is given in Figore 1.1.2.1 {a).

1.1.2.3 Subcorrier

The baseband signal is FSK'ed or PSK'ed onto a baseband subcarrier to
form the composite PCM/FSK or PCM/PSK modulated signal. In aceordance with
the FSK standards, the subcarrier frequency is chosen in the range between 7 kHz
ond 12 kHz. In accordance with the PSK guidelines, the subcarrier is chosen such
that the sidebands are contained within the 7 kHz to 15 kHz frequency range. The
SCE system has capabilities of generating any subcarrier between 2 kHz and 16 kHz
with a resolution of 1 Hz for frequencies from 2-10 kHz and of 2 Hz for frequencies
from 10-16 kHz.

The ratio of baseband subcarrier to bit rate is limited to an integer
between & and 512 by the PSK guidelires; a minimum of 6 cycles/bit is specified.
For the FSK Standards, the frequency deviation is given as greater than 200 Hz
and not less than twice bit rate with a shifting time less than 1 cycle of the sub-
corrier frequency. The specifications of SCE allow a greater choice of parometers .
since for PSK, a minimum of 2 cyeles per bit is allowable while for F3K, any
frequency assignments for “1" and "0" inay be made within this subcarrier frequency
range. The transient time for the FSK tignals is near instantaneous - appreciably

‘Jess than one cycle. :

‘ The subcarrier frequency 'n the SCE system can be chosen with a
resolution of 1 Hz (or 2 Hz for the highur frequencies) and with an accuracy of
£0,02% as determined by the digital timing. This frequency tolerance is somewhat
better than the +0.1% value given in th: PCM/FSK Commond Standards reference.

An example of o PCM/PSk baseband subcarrier modulation is given
in Figure 1,1.2.1 (b). For convenience in drawing the figure, only four cycles
per bit are shown in the example.



1.1.2.4 Clock and Synchronization Format

The bit timing and synchronization of a received bit stream is an
important element in the performance of o command link and is one of the consider=
ations for the VHF Command Study, Although several modes for transmission of
clock information are available in the VHF Command System, the one of primary
interest is the 50 percent AM case as specified by both the PCM/FSK Standard and
the VHF PCM/PSK Guideline. However, the case of transmitting summed clock
ond data and the cose of transmitting no separate clock are copabilities of the
system as determined by SCE. These three modes are briefly discussed in the follow-
ing parographs and an example of each mode is given in Figure 1.1,2.4,

For the AM case, the clock sinewave equal to the bit rate is amplitude
modulated onto the baseband subcarrier to produce a composite waveform out of SCE
and into the RF modulator. Although emphasis is given to the 50 percent AM case,
SCE has provisions of AM'ing with modulation indices of 0, 10, 20, .....90 percent
with @ tolerance of £5%. The 50 percent AM case is illustrated in Figure 1.1.2.4
(a) for the case where the subcarrier is four times the bit rate, or clock frequency.
The phase of the clock is chosen such that the positive going crossover point of the
waveform is selected at the 0, 1/4 or 1/2 position of the bit interval (half the bit
interval is shown in the example). This selection is a design parameter of the system
ond even greater selection is permitted by SCE - each 45-degree phase increments
for the FSK mode and each 5.625 degree phase increment for the PSK case.

For the summed case, both data ond clock are added together to give
the composite baseband subcarrier signal. The two signals are generally summed
with equal levels; i.e., 1:1 although again the SCE capabilities provide considerably
more flexibility with clock to subcarrier ratios of 4:1, 3:1, 2:1, 1:1, 2,3,4,....10,
controlied by attenuator settings. The cnologous example of this mode is given in
Figure 1,1.2.4 (b).

if no clock signal is transmitted, this corresponds to the mode of
operation illustrated by Figure 1.1.2.4 (c).

1.1.2.5 Verification
*
Several different verification modes are available and even required
by the Common Standords and Guidelines as provided for the PCM/FSK System.
These verification modes are ground, spacecraft and/or ground-spacecraft checks,
Each mission is required to have ground check and either the S/C or the Ground-
§/C check for the verification of the command data.






The ground verification is accomplished by comparing the signa!l actually
being transmitted (vio the antenna probe output) with the correct command word. The
_omparison may be a bit-by-bit correlation {bit feedback check) or checking a
peculiarity of the codewords, such os parity, etc., {code check). This helps assure
that invalid command words are not transmitted aad if they are, detecticn is immediate
such that corrections can be implemented.

Spacecraft verifications are provided by transmitting redundancy in the
command format. This redundancy may be simple frame repetitions or, alternatively,
moy provide error detection capabilities in the code words themselves. In either
case, the spacecraft can detect an invalid command such that no action results from
the invelid command,

The third mode of verification is Ground-Spacecraft and involves the
complete duplex link. In the frame feedback case, the command words are returned
by the $/C to the ground (SCE) for verification. Al ternatively, the 5/C may make
o decision that correct detection has accurred and only the results of this decision
are returned to the ground for the verification check (decision feedback). This mode
of operation is required for those commands which require verification prior to their
execution and provide the greatest degree of security fo the Command System.

These modes of verification are iflustrated by the block diagram of
Figure 1.1.2.5. One cdditional ground verification mode is shown in the figure
which is provided by SCE and provides a verification check on the baseband sub-
carrier signal itself.

1,1.3 Command Link Model

The signal path for the commands extend from the output of SCE
through the RF transmitter to the spacecraft wherein command detection and
execution takes place. In addition, for some operational modes, the return link -
spacecraft o TM receiver to SCE - is included for the verification.

The deterministic effects of the channel model include primarily the
filtering performed in the signal paths, For the command uplink, this filtering
includes baseband subcarrier filters at the output of SCE and the input of the RF
lransmitter, and includes VHF filters at the transmitter output and the spacecroft
receiver input, These filters may act to reduce the amount of signal power in the
transmitted signal, and more importantly, to cause interdependence, or correlation,
between odjacent bits.
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Figure 1.1.2.5, Verification Modes

Another source of error in the channel is due to the tolerances on the
desired modulation and demodulation parcmeters. For the modulation parameters, .
for example, tolerance of 5 percent of the AM'ing or summing values is specified,
13 degrees on the clock to subcarrier phase relationship, and +,02 percent on the
clock and subcarrier frequencies themselves. Additional parameter tolerances are
specified for the RF modulator and transmitter. For the spacecraft receiver and
commond decoder, such tolerances are not defined for specific equipment; however,
nominal values can be assumed for different generic classes of implementation,

The random effects of the VHF link are primarily those of Gaussian
noise and/or interference at the spacecraft receiver input. The Gaussian noise is
readily modelled, with contributions due to the spacecraft antenna, RF losses, and
receiver noise figure. This effect is important because it is a fundomental limitation
upon which link parameters are budgeted and upon which link performance is often
predicted. Interference in the link is more difficult to model unless the specific
source is known; however, simplificaticns are sometimes useful to evaluate the
capabilities of the command transmissions against potential interference. In these
simplifications, the interference is generally modelied as a CW signal ot a given
corrier frequency or perhaps o pulsed CW signal whose pulse width is short compared
to a bit time, These effects of noise and interference are of primary importance in
coleulating the predicted performance of the VHF Command System.



1.1.4 Performance Parameters

The criterion of goodness which deseribes the command system performance
must account for the individual bit errors which occur due to link disturbances as well
as the effect of these errors on the overall performance, The Bit Error Probability {BER)
is the most fundamental error criterion to evaluate since this is the primary result of
additive noise or interference.

The relationship of bit errors to message errors is important in order fo
evaluate the effects of the errors on the system. The actual command format, the
location of the error(s), and the command decoder are utilized in assessing the effects
of an error {(i.e., no effect, a message error and command rejection, or a message
error and erroneous command reception). It is desirable to choose the command format
such that erroneous command reception is prevented and no signal errors are allowed
undetected. The probability of not getting a command message through the system
becomes an important parameter when the command decoder does not allow any single
errors and when complete ground=spacecraft verification is required for a correct
transmission, This parometer can be calculated, at feast under certain simplifying
assumptions, based upon bit and message errors on each successive command.

1.2 Task Descriptions ard Summary of Results

The VHF Command System Study consists of six tasks as set forth in the
Statement of Work of Contract Number NAS5-20358. Here, a brief description of
each task along with the principul results obtained from each task study are presented,
The remainder of this report is organized into Sections 2 through 7 corresponding
respectively to the six fasks. .

1.2.1 Significant Features of FSK and PSK Command Systems

This task is concerned with determination of performance of FSK and
PSK systems, with emphasis given to aspects of system performance related to
tronsmission of the clock along with the data.

Classical expressions of bit error probability are modified to account
for the AM Clock and Summed Clock signal structures which are of primary interest
here. In addition, it is shown in Section 6 that the RF uplink modulation subsystems
impose a peak subcarrier omplitude fimitation as opposed to the energy limited
condition normally encountered in cetermination of PSK and FSK bit error probabilities.
Applicable bit eror probability expressions are. developed and tabulated in Tobles 2,1.,3
and 2.1.4 for energy limited and peak amplitude limited signals respectively.



The optimum division of total subcarrier power between clock and data
is determined to be approximately 1:9. This corresponds to an AM Clock modulation
index of 0.5, or a clock-to~data amplitude ratio of 1:3 for a Summed Clock. Under
peak amplitude limited conditions and optimum power division, the Summed Clock
demodulator's bit error performance is approximately 1.0 dB better than that of the
AM Clock. ' :

Finally, for an AM Clock system, it is shown that o clock pHose
corresponding to a positive-going zero crossing ot time T/4 results in least sensitivity
to small bit synchronization errors.

1.2.2 Carrier ond Subcarrier Bandwidth Requirements

Determination of spectral characteristics and signal bandwidths ot sub-
carrier and RF are basic to the overall objectives of this study. Expressions for
constant envelope FSK and PSK signals for NRZ-L data are well known. It is then
required to address the cases presented by amplitude modulation of the F3K and P5K
subcarrier by the clock, where three possibilities exist relating the phase of the clock
to the bit transitions. Spectral characteristics of AM, FM, and PM carriers modulated
by the composite subcarrier are also of interest.

Power spectral density analyses have been carried out for PCM/PSK-
AM and PCM/FSK-AM signals with representative data presented in Sections 3.1
and 3.2 respectively. It is shown that cases where the clock signal's positive-going
zero crossing occurs at time T/4 yields the most narrow bandwidth for a given AM
Clock modulation index. Specificaliy, for a clock modulation index of 0.5, the
respective spectral envelopes at frequencies removed from the subcarrier lie é dB
below those of pure PSK or F5K.

Spectral characteristics of RF carriers modulated by the composite
PCM/PSK-AM and PCM/FSK~AM have also been determined. For AM carriers,
the RF spectra are obtained by simple translation of the subcarrier spectra to the
carrier frequency, In the FM and PM case, discrete spectral anclyses are employed
to compute representative RF spectral characteristics as a function of both subcarrier
and corrier modulation parameters, These data are graphically presented in
Section 3.3. Approximate relationships between required bar.dwidth and the vorious
modulation parameters are developed and summarized in Table 3.4. In addition,
99% total RF power bandwidth dota are given as a function of modulation index in
Section 3.4,
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1.2.3 Selection of PSK Subearrier Frequencies

The objective of this task is to establish criteria for selection of PSK
subcarrier frequencies. Of particular interest are selection based upon RF spectral
occupancy and selection from the viewpoint of minimizing the effects of interference
due 1o two command systems sharing a common RF channel.

[t is shown in Section 3.3 that the RF bandwidth is primarily dependent
upon the value of the subcarrier frequency and that the bit rate plays a secondary
role. The RF bandwidth is approximately an even integer multiple of the subcarrier
frequency. Thus, minimization of subcarrier frequency results is conservation of RF
spectral occupancy.

The results of Sections 6.1 and 6.2 indicate that the ability to establish
threshold at the receiver's first detector is strongly dependent upon the RF bandwidth
and consequently the value of subcarrier frequency. Thus, detector threshold
considerations also support selection of the subcarrier frequency as small as practical .

Consideration is given to the possible selection of PSK subcarrier
frequencies which results in reducing the risk of interference due to two command
systems sharing a common RF channel, including various combinations of AM, FM,
and PM moedulation. A first order anclysis shows that the interference in or near
the desired subcarrier passband can be representative of subcarrier and/or carrier
spectra of the desired and/or interfering signal. It is seen that the difference
frequency between desired and interfering RF carriers serves to translate the inter~
fering spectrum. In the case where this is a Doppler difference frequency, the
frequency band of the interfering spectrum can vary with time. The Doppler
generated difference con be on the order of the subcarrier frequency or fess. Itis
found that under conditions of near~zero difference frequency, an AM receiver with
- AM interference yields more readily than an angle modulation receiver to attempts
to reduce interference through a judicious choice of subcarrier frequency. On the
other hand, an angle modulation receiver exhibits a copture effect and will there-
fore operate under lower signal-to-interference levels than an AM receiver.

1.2.4 Error Rates

The objective of this task is a detailed analysis of the bit error
probability and message error probability performance of PSK command systems.
Simple demodulators for PSK-AM and PSK-Summed signals are postulated. The
demodulators include, besides the PSK detector, a squelch circuit, and circuitry
for obtaining bit and subcarrier synchrosization. In connection with the squelch
strategy, formulas and curves are presented in Section 5.2 indicating how the
choice of squelch parameters affects message detection and deletion probability
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and the probability that the decoder storts to decode a spurious message. It is shown
that the condition where the RF carrier is absent must ba considered in setting the
squelch threshold. Effects of selected RFI signal structure upon squelch operation is
presented in Section 5.5.

 The clock and subcarrier synchronization schemes are anclyzed and
the degradation in performance due to synchronization error is shown in Section 5.3
to be only a fraction of a decibel for signal=to-noise ratios in the range of interest.
These ond other considerations, such as implementation loss and power division '
between data and clock, are collected to develop a performance margin for AM and
Summed Clock type PSK demodulators. The margin for each system is approximately
JdB.

1.2.5 Uplink Carrier Modulation

In this task the overall system performance of PSK or F5K subcarrier
signals in conjunction with AM, FM or PM carrier modulation is studied. For AM
and narrowband PM uplink, formulas are obtained which relate bit error probability
to carrier power and noise spectral density. Representative data are graphically
presented in Sections 6.1 and 6.2 for AM and narrowband PM uplinks, respectively.
For an FM uplink, a bound on error probability is obtained which shows that the
wideband FM improvement usually found in FM systems cannot be exploited. Exact
relationships between error probability and RF signal-to=noise ratios for FM uplinks
canrot be determined. However, a method of approximating the error probability
is discussed, and approximate values are obtained and plotted in Section 6.2, It
is seen that the bit error performance of systems employing a Summed Clock is about
1 dB superior to those employing an AM Clock when the RF modulation is AM or
narrowband PM. When the RF modulation is FM, this difference is about 0.5 dB.

Effect of Doppler shift at RF and subcarrier ore considered. [t is
shown that the Doppler shift at RF is significant (i.e., < 6.5 kHz) compared to the
subcarrier frequency and therefore, has some impact on receiver design. Influence
of Doppler shift upon bit error performance is discussed in Section 6.3, The Doppler
shift at subcarrier is not significant.

1.2.6 Downlink Carrier Modulation

This task is concerned with those aspects of the telemetry downlink
which relate o its function in the command verification loop. Error probability
expressions for biphase PCM/PM and PCM/FM are developed. In the PCM/PM
case a modulation index of B = 7/2, resulting in antipodal PSK signals, is shown
to require least signal power to achieve a given error probability. However, the
bit error performance is degraded by only 0.5 to 1 dB when 10 to 20 percent of the

1-14



total power is put in the carrier to facilitate synchronization (corresponding to values
of B in the range 1.25 to 1.1). This could be o desirable trade for decreased receiver
complexity realized by tracking the carrier directly. Drowing on results of Section
5.6, it is shown that the error probabilities necessary for efficient operation of the
verificotion loop can be achieved at intermediate signal~to=noise ratios (~7 dB)
through the use of encoding and decoding equipment of moderate complexity.

1.3 Refarences
[1-1] Aerospace Data System Standard, Part ii, Section 3,
PCM/FSK Command Data System Standard, GSFC,
Greenbelt, Maryland, July 1, 1971,
(1-2) VHF PCM/PSK Command System Standard Guidelines:

Memorandum from R, J. Coates to Distribution, GSFC,
Greenbelt, Maryland, October 6, 1971.
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2.0 SIlGNIFICANT FEATURES OF FSK AND PSK COMMAND SYSTEMS

Compoarative analyses of various systems are performed in this section,
with particular emphasis on the fundamental differences between PSK and FSK systems,
and the effects on performance when various synchronization options are used.

Initially PSK and FSK systems are compared on the basis of bit error
probability Pe for given bit energy-to-noise ratio E /No' Consideration is given
to the effect on P of removing some energy from the data and using it to transmit
the bit rate clock.

Next, methods of clock recovery at the receiver are discussed and
output signal-to-noise ratios are derived, Following this, an attempt is mode to
determine the optimum division of transmitted energy between data and clock.

Finally, the effects of varying the phase of an amplitude=modulated
clock on power spectra and receiver performance dre discussed.

2.1 Error Probability with Perfect Bit Synchronization

In this section, the probability of bit error as a function of transmitted
energy is determined for PSK and FSK with a variety of bit synchronization schemes.
For the present, it is assumed that wharever the synchronization strategy, perfect
synchronization is obtained. The effects of bit timing errors will be studied in
Section 2.3, and from a different point of view in Section 5.

Three methods of deriving bit synchronization will be considered. The
first method involves no separate transmission of a clock; the receiver estimates bit
timing from the received PSK or FSK signal. The principal advantage of this method
" is that ol the transmitted energy is used to convey information, with none "wasted"
in tronsmitting a clock. The price of this efficiency is a high degree of complexity
in synchronizing circuifry at the receiver.

A second approach is to fransmit timing information by amplitude
moduloting the PSK or FSK signal by a sinusoid whose frequency is the bit rate and
whose phase is in a known relation to the switching times. This clock signal is
recovered at the receiver by one of the conventional AM detection techniques.
With this method, the synchronization circuitry is much simpler than with the first
method, but when the simplest receiver is used, the transmitted energy associated
with the clock is ignored in making bit decisions, so that there is some loss of
efficiency. However, it will be shown that when a more complex receiver is used,
this loss of efficiency does not occur.
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Finally, synchronization can be obtained by transmitting a sinusoidal
clock added to the PSK or FSK signal. The synchronization cirevitry is simple, but
the clock power is "wasted”. Unlike the AM clock case, there is no way that the
woste can be avoided by using @ more complicated receiver,

PSK and FSK systems employing all three synchronization strategies will
be compared on the basis of error probability as a function of signal power. The PSK
guidelines [2-1] specify that the subcarrier frequency s should be an integer multiple
of the data rate R. No comparable condition is imposed by the FSK standard [2-2],
ond the results given are, except as noted, valid for any choice of mark and space
frequencies f1 and f,.

A key formula in this section is that for the probobility of error for
coherent detection of equally likely signals sq(t) and s; (1) of equal energy Eg in the
presence of additive white Gaussian noise of spectral c]ensiry No/2. Let

T
p = Elfso(r) s (1)
b
O
then [2-3]
p. = alV—g 2.1-1)
o
V{here
o0
2
Q) = —lf eV 2 4
vam

X

A cose of particular importance is o = -1, in which case the signals are called
ontipodal .

Another useful error probubility formula is that for noncoherent
detection of orthogonal signals. To say that s (t) and s, (t) are orthogonal means

Ehaf].o‘-: 0. Under this condition, a noncoherent detector exhibits error probability
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P =1 (2.1-2)

1
e 2

This relation applies to receivers which make decisions on a bit~by=bit
basis; we shall note subsequently that better performance con somefimes be obtained
by using receivers which take advantage of dependence among adjacent bit intervals
of the transmitted signal. '

2.1.1 No Clock

When there are no constraints on equipment complexity and receiver
design is allowed to be as elaborate as necessary, synchronization can be derived
from the pure PSK or FSK signal alone, without the transmission of a separate clock.
In such a scheme, all transmitted power is used in communicating data, so that the
most efficient use of power is mode. in addition, it can be shown [2-4] that in cases
of practical interest, an estimate of bit timing derived from the data signal itself is
superior to one derived from o separate clock transmission.

The major disadvantage of receivers which synchronize directly from
the data signal is that fairly complex synchronization circuitry is required (details
of the receiver designs and analysis of their performance are given by Stiffler [2-5)).
In particular, for FSK systems, where no subcarrier synchronization is necessary,
the addition of circuitry to derive bit synchronization from the FSK signal is o
significant increase in receiver complexity. In PSK systems, the subcarrier must be
extracted in order to detect, and since f,. = pR, p an integer, the clock could be
obtained by dividing down the extracted subcarrier. However, a p~fold ambiguity
must be resolved, and since p can be quite large, (6 <p<512) this problem is not
simple. The situation is complicated by the fact that the form of the preamble
(thirteen zeros followed by o one) allows only one sign change before the data
sequence begins; this complication could be overcome by changing the form of the
preamble or by using biphase rather than NRZ PCM*,

In the absence of a transmitted clock, the NRZ-L PCM/PSK signals
{over one bit interval) have the form

*Thelz: rer:_']ns "biphase", "NRZ" and related terms are used in this report as defined
in[2=6].
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so(r) = | —  cOos (wﬂ:t + 956) , o<tsT

T

50 = =350

PSK must be coherently detected since the information resides in the
subcarrier phase. The signal energy is Ep, and since sg(t) ==351(t), # = ~1; therefore
using Equation 2.1-1,

P = Q —_— ' (2.1.1-1)

The optimum receiver is the correlation device shown in Figure 2.1.1-1 I

[ = |-

SAMPLE AT
TIME T

cos (wsct + esc)

Figure 2,1.1-1, Optimum Coherent PSK Detector

If the baseband signal is biphase PCM, the resulting PSK signals have
the form

2E

Toem gt T o) . 0st<T/2

/ZEb T
- 5 cos (wsct + Osc) , -2-51'ST-

b e o . .
Derivation of the optimum receiver structures can be found in [2-7].

o) =




5 () = -sO(t)

Since the signals are antipodal with energy Eb' ersor probability is still
given by Equation 2.1.1-1., The form of the optimum receiver is essentially that of
Figure 2.1.1-1 except that the received signal should be correlated with the biphase
sinusoid

‘ <
cos (wsct + esc) , 05t<1/2

T
- —_— <
cos (wsct + gsc) '3 <t<T

f(t) =

Biphase PSK and NRZ P5K are seen to be equally good in terms of error
probability. However, biphase PSK facilitates extraction of the bit clock from the
data since at least one sign change per bit is guaranteed. In addition, a biphase PCM
signal contains negligible power near de, which is important in certain practical
situations.

The NRZ-L PCM/FSK signals have the form:

si(t) = — cos (wif + @) , 0<+2T, j =0,

where the phase @ over each bit interval depends on previous bits in such a way as to
make the phase of the FSK signal continuous.

While FSK can be coherently detected, this is not often done since a
non-coherent FSK detector performs nearly as well (ot high signal=to-noise ratios)
and is more simply implemented because no synchronization to subcarrier frequency
is required. Such @ non-coherent receiver is implemented as shown in Figure 2.1 A-2,
The filters hq(t) ond h.I (t) are matched to so(t) and (t) without regard to phase; that is

hi(t) = cos wit , 05T , | = 0,1

The error probability when this receiver is used is given by Equation 2,1-2, provided
that the signals ore orthogonal. The F5K Command System Standard [2-2] requires
that 1. = f. 1 2 2R, and under this condition the correlation coefficient p is sufficiently

small tﬂat E]quotion 2.1-2 is quite accurate. The exact form for P_ for any p can be
found in [2-3] . ©
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Figure 2.1.1-2, Optimum Noncoherent FSK Detector

A continuous phase FSK signal can also be demodulated by a discriminator,
and when the ratio | fg = £ 1/R is small and the IF bandwidth is properly chosen, per=-
formance is better than Equation 2,1-2 indicates [2-8]. The reason for this superiority
s that discriminators take advantage of a "differential phase coherence” (2-9] introduced
by the phase continuity. Since the phase over any bit interval depends on (and contains
information about) previous bits, receivers which are allowed to make use of this
information should perform better than bit-by-bit receivers. Receivers which use this
memory explicitly have been devised [2-10] and shown to perform better than Equation
9.1-2 indicotes, but these receivers are considerably more complex than the receiver
of Figure 2,1.1-2, and are not likely to be used in this application,

Biphase PCM can be used in conjunction with F5K. In this case, the
non-coherent receiver is similar to that of Figure 2.1.1-2 except that the filters are
matched to biphase FSK pulses. Alternatively, a receiver can be implemented
‘ consisting of filters matched to fy and f. over half @ bit interval, followed by
envelope detectors, with post detection combining of the outputs after the two half=
bit intervals. Performance of the former receiver is given by Equation 2,1-1; the
latter receiver is slightly inferior, having twice the P_ at Eb/No =8.0,

Finally, for comparison purposes we present the performance of a scheme
which combines some of the advantages of PSK and FSK, namely differential PSK. In
DPSK a signal so(f) is transmitted if the corresponding data bit agrees with the bit
immediately preceding it, and si(t) = —so(t) is transmitted if the corresponding bit is
the complement of its predecessor. What is gained by this is that a receiver can be
realized which does not require subcarrier coherence; instead, the received signal
is correlated with a time=-delayed version of itself, as shown in Figure 2.1.1-3. The
error probability of this scheme is given by [2-11]
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This is 3 dB better than noncoherent orthogonal FSK, and only slightly worse than
PSK ot high signal-fo-noise ratios.

INPUT DELAY DATA
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Figure 2.1.1-3, DPSK Demodulator

The bit error probability results we have noted are plotted in
Figure 2.1.1-4. We remark again that these results are valid under the assumption
of perfect synchronization. Degradation due to clock and subcarrier phase jitter
will be considered later,

In what follows, we will, for purposes of simplicity, consider only
coherent PSK and non-coherent FSK, with NRZ-L PCM baseband signals.

2.1.2 AM Clock

Convenient expressions for the NRZ-L PSK signals with AM Clock are

ZEb

Ta+g2)

so(t) = B \/_'Z_q cos (wclt + ch) cos (wsct + Qsc) 0<t<T

ond sy (1) = -so(t), where W= 2 11/T is the clock frequency in radians per second,
0,) is the clock phase, and V2 q is the AM modulation index. The signals are
ontipodal, so the optimum receiver is sirailar o that of Figure 2,1.1-1, except that
the received signal should be correlated with an amplitude modulated sinusoid with
the form of so(t), rother than the pure sinusoid. The signals are antipodal with energy



1.0

Eb/No’ dB

Figure 2.1,1-4, Pe for Signals With No Clock
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E,, so that when the optimum receiver is used, P, is given By Equation 2,1.1-1.
Thus there is no increase In error probobility when the clock is transmitted by
amplitude modulation of the PSK, provided that the optimum receiver is used.

It is also possible to detect the PSK~AM signal with the the receiver
of Figure 2.1,1~1 as shown; i.e., by correlating with the pure sinusoid rather than
the umplitude-modulated sinusoid. This is attractive for reasons of receiver simplicity
and we will see later that very little loss is suffered, To see the effect of this, note
that the signals can be rewritten

_ 2
. [ . [4q%E
L0 = (0 =L cos 40 )+ (D) >

T+ T(1+42)

cos (wcll"*'gcl) cos (wscr‘f- gsc) , 05t=sT, |=0,1

Since Wy, = 2p7/T, p an integer, the response of the correlator at time T to the
second term is zero. Therefore ot the sampling instant the threshold device sees
the same quantity it would see if 5.(t) had consisted of the first term alone, But

the first term is o pure PSK pulse of energy Eb/('|+q2), and this receiver is optimum
for pure PSK. Defining 7 = 1/(1+92),

f2nE
_ b
Pe =Q N

O

(2.1.2-1)

Since 7 is the fraction of energy associated with the pure PSK term,
it can be thought of as @ measure of efficiency. |f mj denotes the AM Clock
modulation index, the relationship between 177 and m_q is

N e ——— (2.1.2-2)

Hmzﬁ
cl

Since 0<m_; S 1, the efficiency of a signal with an AM Clock satisfies

wiro

<n < |
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~ When the data modulation is FSK, the signals have the form

2E
s.(t) = b2 1+ 2q cos(wclt + gcl) cos (Wt +98),
* T(1+q") !

0<t<T , | = 0,1

There exist optimum and suboptimum non=coherent detectors for FSK,
corresponding to the cases in which the filters hg(t) and hy(t) are matched to the
amplitude-modulated FSK signals, and the constant~amplitude FSK signals, respectively.
Analysis of the suboptimum receiver in Section 2,4 shows that the clock terms have no
effect on the envelope at time T, so that the probability of error is what it would be
for pure FSK of energy nE,, namely

--r,'Eb/2No

= -

For the oplimum receiver, error probability is still given, at least to a good opproxi-
mation, by Equation 2.1=2,

Whether the system is PSK or FSK, the signals can be written as the sum
of 0 pure PSK or FSK term of energy nE, and a sideband term due to the clock, with
onergy (I = 1) Eb’ The sideband term contains PSK or FSK information as well as
clock information. The difference between the optimum and suboptimum receivers in
each case is that the suboptimum receiver uses only the pure PSK or FSK signa! to

moke bit decisions, while the optimum receiver uses both the pure PSK or FSK ond
the sidebands.

2.1.3 Summed Clock

When the data and clock are summed, the signals can be written

' 2nE, [20-7) E_
si(r) = V =7 cos ¢i(t) + T cos (wc]*"'gd) ’

0<t<T , j = 0,1 (2.1.3-1)
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where ¢.(1) indicates either PSK or FSK data modulation. The first term, a pure
dota signdl, has energy n Ep, while the second, a pure clock, hos energy (1 = 77)E.

Since the clock term carries no information about the data, the optimum
ceceiver is one which ignores the clock and is optimum for the pure PSK or FSK term.
The response of the correlator of Figure 2.1.1-1 to a pure sinusoid of frequency R is
rero because of the integer relationship between f;. and R. In the FSK receivers of
Figure 2.1.1-2 the filters ho(t) and hy(t) are narrowband filters centered at fy and
f1s respectively, and hence have negligible response to a fone of frequency R.
Therefore, the receivers which were optimum for no clock are also optimum for
summed Clock, but only a fraction 1 of the total energy is used in making decisions.
Therefore, P, for PSK is given by Equation 2,1,2-1, and for FSK by Equation 2,1.2-3,

The error probability results for no clock, AM Clock, and Summed
Clock, for both FSK and PSK are collected for future reference in Table 2.1.3.

Table 2.1.3. Pe for Energy=Limited Signals

Coherent PSK Non=coherent FSK
{near-orthogonal)
28 -E, /2N
b 1 b
No Clock Q ( N e
o
AM Clock, 2E -E. /2N
i b 1 " o
Optimum Q —2 1.
. N 5
Receiver o
AM Cl?ck; 2n Eb _ n Eb/zNo
Suboptimum Q 1.
Recei N ?
eceiver o
27 -nE /2N
Summed Clock Q \/7N°b _}2_ o b"“ o
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2.1.4 Peak Signal Considerations

It will be shown in Section & that in the systems under study *he sub-
carrier signals are subject to a peok amplitude constraint. It is therefore of interest
to obtain expressions for P, as a function of peak signal emplitude rather than signal
energy . \
For a Summed Clock the subcarrier signal is given by Equation 2.1.3-1,
The peak value of the signal occurs when both cos ¢ (t) =1 ond cos (Wt + 8 =1+,
Thus the peak value is given by

2E

S

so thot

a2T

E =
b o his2vm (-]

(2.1.4-1)

Therefore the error probability for a Summed Clock system (with perfect synchroni=
zation) under a peak signal amplitude constraint is found by substituting Equation
2.1.4-1 into the appropriate formula from Table 2.1.3.

For on AM Clock, si(r), i =0,1, has peak value**

*it may hoppen that the cosines do not assume their maxima simultaneously, but
since the subcarrier frequency is much higher than R, there must be a time at
which cos ¢{t) =1 and cos (wclt + Od) 1,

**The same observation concerning simultoneous maxima of the cosines just made
applies here also,’
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where the substitutions

}'] = .—13
14q
and
2
]-}7 = .3—5
i+q

have been used. Thus

02T

E, = —
b 2(2-n+2 /20(- 1))

(2.1.4-2)

Table 2.1.4 shows the error probability expressions obtained by inserting
Equations 2.1.4-1 and 2.1.4~2 into the corresponding entries of Table 2.1.3. The
form of the results suggests defining ar "effective energy" used in moking bit
decisions as :

°2T AM Clock,
2[2-n+2 /2 n(l=-m] Optimum receiver
2
E = ¢ aln AM Clock,
eff 2[2-n+2v2n0=1)) Suboptimum receiver
2 .
aTn Summed Clock,
L 2 [142 V(=) ] Optimum receiver
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‘Table 2.1.4, Pe for Peak Amplitude=Limited Signals

Coherent .PS K

Non=coherent FSK
{(near-orthogonal)

Ne Clock

AM Clock,
Optimum
Receiver

AM Clock,
Suboptimum
Receiver

Summed Clock

-/

02T

N_[2-n+2V2n(-m)]

o/

aznT

)

N_[2-n+2 v‘2n(l-n)J>

Q<\/

uznT

)

N, [1+2 Vn (1~ )]

]
7 e

1
7 e

1
Fe

1
A

~a2T/4N
o]

02T

4N° [2-n+2\/2n(1-n)]

aznT

4AN_[2-n+2v27(1-7)]

ozr]T

) 4N [1+2 v (1-n)]

2-14



With Eeff so defined, we have

.
2E
eff
Q ( 7 ) PSK
o

1 -EefF/ZNo FSK
7 e

‘

Figure 2.1.4 shows how E ¢ varies with the efficiency parameter

y for the three cases of interest, indicoting a superiority of the Summed Clock over
the AM Clock with suboptimum receiver for all 77, and over the AM Clock with

optimum receiver for n> 0.76.

E
aff
K 172 1.0 4 ' * ‘
0.8+ -
0.6, SUMMED CLOCK I
AM CLOCK,
OPTIMUM
0.4+ RECEIVER i
\ AM CLOCK,
SUBOPTIMUM
0.2 ' ' . RECElng
0.5 0.6 0.7 0.8 0.9 1.0

Figure 2.1.4, Effective Energy Used by Detector
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2.2 AM and Summed Clock Characteristics

Schemes for recovering the clock signal transmitted with PSK data are
anolyzed in this section. It is shown that when the ratio of fg; to R is large ond SNR
in the clock is large, the output of the clock extracting circuit is essentially the same
whether AM or Summed Clock is used. When the ratio of f_ to R is small, difficulties
may exist with both clock schemes. In an AM Clock system with small p, a simple
envelope detector cannot track the clock without considerable distortion of the signal.
In o Summed Clock system, the clock extracting circuit may contain significant
response to the data when p is small,

In this analysis, the filters are assumed to be ideal, with unity gain and
zero phose (or linear phase) in the passband. |n practice, linear phase is rarely
achieved over broad bands and delay distortion may result. For a Summed Clock the
clock spike is separated in frequency from the PSK by a substantial amount, and it is
probable that the clock and data are shifted in time relative to one another due to
filter phase nonlinearities. When R and i are fixed, it is possible that the delay
distortion can be compensated, but if either R or f  is variable, several different
compensators will have to be provided.

When the clock is AM, the clock information is in the some frequency
range as the data and delay distortion is not likely to be a significant problem.

2.2.1 Extraction of Summed Clock

When the clock signal is added to the PSK signal, it can be recovered
by passing the received signal through a narrowband filter centered at frequency R.
The received signal has the form

[ 2(1=7) Eb 2n Eb
— 5 cos (wc|r+ecl) + - x(t)

cos (wscl' + esc) + nsc(r)

where x(t) has the value %1 over each bit interval, indicating the corresponﬂi_ng
daota bit, and nsc(t) is white Gaussian noise of spectral density N°/2. By
linearity, the response of the clock filter is the sum of the responses to the three

terms individually.
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The first term, which is the clock signal, passes unchanged. The
responie 10 the second term can be thought of as interference from the PSK signal,
and the response fo the third term as nolse. It 1s of Interost to determine the

relative power in the three terms.

Considering the signal interference ferm first, it will be shown in
Section 3 that the PSK power spectrum has the form

P

5C

S (w) = 5T h(w - wsc) - h(w+wsc)

where Psc is the power in the pure PSK signal, ond

sin(wT/2)

7/ exp (-jwT/2)

hiw) =

Using the coarse overbound

p 2
S(w) < =< l h(23'r-§- R - w )
2T 2 sc

- for S{w) near w = 27R; it can be shown after some manipulation that the interference
power is upperbounded by :
2TFEbBcl
2
2 3
(e -3)

where B| is the bandwidth of the filter used to extract the clock. The power in the
response to noise alone is N,B.j/ and the power in the signal response is (V=-mELR.
Hence, the output signal fo ? oise-and-interference ratio exceeds
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2nE B
NoBc.:l * = 2
2 3
m (p-—)

The interference term can be neglected if

27 EbBcl

2
" (p-3)

or

b

3 1 2nk
P¥»3F * 7. N
- )

It should be noted that the bounding technique used in estimating the interference
power was somewhat loose, and even if the condition above is marginal, interference
probably is still negligible.

When the interference con be ignored, the output signal to noise

ratic is
E
_ b R
SNR:I = (-n) N B
o cl
2,2.2 Extraction of AM Clock

An amplitude modulated clock can ordinarily be detected by an
envelope detector, although problems may be encountered when p is small, os will
be discussed later, For the present, assume the received omplitude~modulated PSK
plus noise is passed through a bandpass filter centered at fi, with bandwidth B,
wide enough to pass the signal with negligible distortion. The output of this flrer
is then
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2 () = A(t) cos W t+ 8. * P(1)
+n(t) cos (W t+ 8 + (1)
* n(tsinfw t + 8 _ +¢(H)
where

2E
Aft) = b

T(146%)

[ 1 + \[Z—q cos (wcl +9c|) (2.2,2=1)

The phase ¢(t) is varied by the data, and the quadrature noise components nc(t)
and n¢(t) each have power spectral density

B
N ,lwi<2r =S

o 2

5, (W) = 8
0 ,lwl>27r-%5
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The envelope of y, (t) is, therefore

E(1) = \/ [A'(r) + ncm]2 + a2

When the signal-to-noise ratio is high, the second term can be neglected in
comparison with the first, yielding

Et) = A(t) + n_(1)

The output of the envelope detector is passed through a narrowband filter of
bandwidth B.| centered at R; this filter blocks the dc component of A(t) and
passes the pure sinusoid, yielding

2
4"

T(1+q9)

y2(t) = cos (wdt + ch) + (b

The output signal to noise ratio is thus

2
2q Eb
SNR . = ﬂlﬂi = (-n) _Elz_ R (2.2.2-2)
cl TIN B N B L.
o ¢l o cl

- This is the same signal-to-noise ratio as derived previously for the
Summed Clock. Moreover, since B | < B., the noise process n(t) is approximately
Gaussion. Thus, whether an AM Clock or Summed Clock is used, the output of the
clock extracting cirevit can be satisfactorily modelled as a sinusoid plus Gaussian
noise, with SNR.| given by Equation 2,2,2-2, '
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As before, we are interested in comparing the clock schemes under a
peak signal amplitude constraint. To do this, we substitute Equations 2,1.4~1 and
2.1.4-2 into our expression, yielding

r

2
a 1-n
Summed Clock
2NoBcl 142 Vn(l-n)
SNR = 9
cl
2
a 1-n
AM Clock
| 2NoBey 2-n+2 V2n(i-n)

Since

2-p+2V2p(l=-n) > 1+2 yni-n ,

the Summed Clock exhibits somewhat higher SNR (e.g., 0.9 dB for n = 0.89).

In order for an envelope detector to work properly, the signal into
the detector must display o well-defined envelope. This puts a restriction on the
relative size of fsc and R. For example, if the envelope detector is simply
full-wave rectifier followed by a low=pass filter, the separation between f;. and R
must be great enough that the filter output can frack the variations in the clock
signal, but not the variations in the rectified subcarrier. |f p is large, a simple
RC low-pass filter will perform satisfactorily, but if p is small, a filter with a
sharper cutoff must be used or substantial distortion of the signal may result.

2.3 Optimum Power Allocation

It was demonstrated in the last section that whether the clock is
added to the data or amplitude modulated onto it, the output of the clock extracting '
circuit can be adequately modelled as a sinusoid plus Gaussian noise, with SNR
proportional fo 1 = 7. Reducing 77 thus increases the reliability of the synchronization,
but decreases the reliability of the bit decisions conditioned on perfect synchronization.
The objective of this section is to determine the value of 7 for which bit error
probability is minimum. An exact solution is not obtained, but a lower bound on
Pg is found, and from the form of the bound and certain other considerations, an
estimate of the optimum 7 con be made with some confidence.
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Let T be the difference between the actual end of the bit interval and
receiver's estimate of the end, |f p(7) is the probability density function of T, and
Pejr is the probability of bit error conditioned on timing error T, then the overall
error probability is

P, =f Poir p(T)dT (2.3-1)

When the synchronization error is 7, the normalized output of the
correlator at the sampling inskant T + 7 is*

T+T

J1Eg

z(T+7) = 7 x(t)dt +n

T

where x(t) is the message, and n is o zero-mean Goaussian random variable with
variance Ng/2.

For 0 <171 < T, the integral includes the last T = T seconds of
the correct bit interval and the first T seconds of an adjccent interval. If the
adjacent bit is the same as the bit in the correct interval the value of the integral
is the same as if there were no error, ramely + /nEL. However, if the adjacent
bit is the complement, the value of the integral becomes £ ,/7EL (1 = 2 I /7).
Since the two possibilities are equally likely,

2nE
o b 1 b 171
Par =2 @ N t3 @ N, (' 27) '

Oo<ITi<T

When [7] > T the correlator output is statistically independent of the bit being
detected so Pyjp = 1/2.

*The derivation presented here is for the Summed Clock case. The derivation for AM
Clock is similar, except that P j+ depends on clock phase 8.1, as will be shown in
Section 2.4. The results presented for AM Clock are for the best choice of 6.
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Using these expressions in Equation 2,3=1, and making the reasonable
assumption the p(T) is an even function, we obtain

I T
2nE 2nt
s z/ 275 (71
P, = Q - /p(‘r) dr+ [ @ N (1 '2‘?"'>-
Q o]

= o]

p(r)dr + [ p(rdr (2.3-2)

If p(T) were known it could be substituted into Equation 2.3-2 and the resulting
expression minimized analytically or numerically with respect to 77, Here p(T) is
not known, but since the bit timing is established by observing the phase of a
sinusoid (the clock) plus narrowband Gaussian noise, the timing {itter is related to
the phase ¢ of a sinusoid plus narrowband Gaussian noise by

T _ 9
T =3 (2.3=3)

(where ¢ is not reduced modulo 27).

For I@¢l > 7, then a timing error in excess of T/2 occurs. If we now
regord ¢ as being reduced modulo 277 to a value satisfying =7 < ¢ < 71, then
Equation 2.3-3 indicates that T is the timing error reduced modulo T to a value
satisfying =T/2 £ 7 < T/2, Letting Po (@) denote the density function of the phase
reduced modulo 2, the density function of the variable x = 7/T, where T is
reduced modulo T, is given by :

px(x) = 29 qu (21;rx)

Note that px(x) =0 for Ixl > 1/2.
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Making the change of variable x = 7/T in Equation 2.3-2, ond
interpreting 7 as reduced modulo T, we obtain an expression for error probability
subject to the condition that timing errors of magnitude exceeding T/2 are reduced
modulo T to a value satisfying =T/2 £ T < T/2. We will denote this conditional
error probability P,

1/2
)
N 1 ZnEb ZT}Eb
P =20 < +2n f Q 5 (1-29
o o :
o
Ps (2rx)dx (2.3-4)

The density function P (@) is given by [2-12]

) 2 .2
v /2 . u\/czo_::ﬁ e (" sin” ¢)/2 []-Q(ucos ¢)]

#) = 5m

where

u = v 2SNRcI

Equation 2,3-4 was evaluated by computer for E,/N, = 5, 10 and 20, with R =58 .
-Results are shown in Figure 2.3=1. The analogous equation to Equation 2.3~4 for an
AM Clock was also derived, and results for 8,) = 7 are also shown in Figure 2.3-1,

N Because the conditioning on Fe excludes large synchronization errors,
P, is a lower bound on the actual error probability P,. However, since such large
synchronization errors are exceedingly rare when the clock signal-to-noise ratio is
reasonable, the bound P, 2 P, should be quite tight away from the exireme right end
of the curves. The shape of the curves, the fact that they are lower bounds, and the
expected tightness of the bound suggest the existence of a minimum for p between
0.8 and 0.9. Form | =0.5, 7 =0.89, s that the suggested 50% modulation index
appears to be near-optimum; for Summed Clock, a 3:1 amplitude ratio of data signal
to clock (resulting in a 9:1 ratio of power) appears to be appropriate.
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AM CLOCK, @ ;=7

0.0 0.2
n

Figure 2.3-1. Lower Bounds on P, Energy=Limited Signals
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Using Equations 2.1.4~1 and 2.1.4~2, lower bounds on P_ can be
obtained for peak amplitufe limited systems. Bounds are plotted in Figure 2.3~2 for
both clock schemes and a T/ZNO =10, 20, Here the Summed Clock looks better
than the AM Clock, because as noted in Section 2.1, for given n and peak value,
a Summed Clock signal has greater £, than an AM Clock signal. Note also that
the minimum shifts slightly to the right. This is to be expected since Equations
2.1.4~1 and 2.1.4-2 indicate that for a small increase in 17, considerable increase
,in Ep results,

].0 l ! n n I 2
0.5 .
107" i
1072, !
P
e
1072 g
1074 I
SUMMED CLOCK
-------- AM CLOCK, 8 =
10-5 T L L] ol Ll 1 T 1 2 i
0.0 0.2 0.4 0.6 0.8 1.0
n

Figure 2.3«2, Lower Bounds on Py Amplitude=-Limited Signals
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2.4 AM Clock Phase Effects

Both the FSK standards and the PSK guidelines allow three choices of
phase 8] for the clock: -7/2, 7, and 7/2, corresponding to positive-going zero
crossings at time 0, T/4 and T/2 respectively. The choice of phase has various effects
on the system behavior, which are determined in this section,

2.4.1 Bandwidth Effects

The effects of 8.1 on the power spectrum of the signal are discussed in
detail in Section 3. Generally, the conclusion is that 8 | = 77 yields minimum
subcarrier bandwidth, and that the bandwidth with 8 = +71/2 is the same as the
bandwidth when no clock is transmitted. The reason for this is that when 8 ( =7 the
bit switching occurs at a time when the signal amplitude is minimum while with
0 = +7/2, the signal level at switching time is the same as if no clock were present.
If 8] =0 were an allowable choice of phase, a signal with this clock phase would
exhibit maximum bandwidth,

2.4.2 Effects on Ecror Probability

The discussion in Section 2,1 indicates that the error probability is
independent of 8, if the detector output. is sampled at time T. However the choice
of 8| does affect the system's sensitivity to small bit synchronization errors. For
example, when the synchronization error is T, the normalized output of the sub-
optimum PSK detector at the sampling time is

T
2 ./ b
z(T+T) = T — [1 + ﬁq cos (wclt + eci)] x(t)
g
el

c052 {(w t+0 )dt
$C sc

After some manipulation, this becomes



z{T+7T) = T x(t)dt
o .
T+T
+ T x(t) [l + m_ cos (wclt + Qci)] dt
+ T

- J x(t) [T +mc] cos (wclr + Qc[)‘] dt

where the double-frequency terms have been dropped.

I 1Tl < T and the adjacent bit differs from the bit being detected,
this reduces to

For small values of timing error, 17| << T, this can be approximated as
z{(T+T) = = /nkE [(1-2(0 +m  cos® )E-!- (2.4.2-1)
b cl e’ T e

The reduction in magnitude of the detector output is seen to be least

when 8] = m; this clock phase therefore exhibits least semsitivity to small bit
synchronization errors.

Now consider the non-coherent FSK detector shown in Figure 2,1.2-2.

The filters ho(t) and hy (t} ore matched to rectangular sinusoidol pulses of frequencies
fg and f;, respectively:
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I
hi(f) = e 1= 0,1

Suppose that the input signal is at frequency f] on the interval (0, T),
and at frequency fg in the adjacent intervals on each side. The output of filter
hy(t) for any t in the interval 0 < t+ < T, is then

o)

Y| (t) = A(s) cos (uos + 0) cos W (t =s)ds

|
t

+ A(s) cos (w]s + 8) cos [w.l (t - s)] ds

where A(t) is as defined in Equation 2.2.2-1.

The first integral is negligible and the second, after discording a
double frequency term, is a sinusoid of frequency f} omplitude modulated by an
envelope

t t

2Eb

1
- 1+/2qcos{w s+86 )] ds
2 2 [

T(1+¢%) cl cl \»

A(s) ds

N|—

m
i

i o, _c . t oo
= K [T + p- (sm (27TT +ch) sin Gd)}
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This envelope is plotted for m | = J29=1/2and 6 | = T, £7/2 in Figure 2.4.2,
_ c

At t =T, the envalope is independent of 8|, s0 that if the sampling is done at the

end of the interval and the synchronization is perfect, it is immaterial which value

of clock phase is used. However, if the sampling time is chosen to be some time

before time T (in order to reduce the probability that jitter drives the sampling point

into the next interval), then 8| = 7 yields maximum response os fong as the sampling
time is 2 37/4.

Figure 2.4.2, Envelopes of Matched Filter Output
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To see the effect of small synchronization errors, suppose that the
received signal is shifted in time by an amount 7T relative to the receiver's time
orgin, where 0 £ T << T, At sampling time t =T, the output of hy{t) is

T-T

y](T) = As + T) cos (w'l (s+7)+ 91) cos W, (T-5)ds

+ A(s + T) cos (wo (s+T)+ 92) cos wy (T=5)ds

As before the second term contributes no significant amount, while
the first consists of a negligible double-frequency and an amplitude=modulated
sinusoid with envelope

T-7
= A(.-.+r)ds=|<[1-—-+:‘i'-
2 _ 2
o]

(sirjo' Gcl - 5in (wcl’r + ecl)) J

The best choice of 8¢ is that which maximizes this value, or equivalently, that
which maximizes

f(ch) = sin ch - sin (wcl'r+9cl)
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For the gvailable choices of gcl’

1 = cos (t.)cl'r) Gc‘ = /2
F(ch) = sin (wcl'r) Gcl = 1T
-1 + cos (w T) 8, = -n/2
cl cl

For small values of synchronization error, 7 < T,

sin (W =W T
in ( cIT) cl

ond

1 2
1 - cos (wclT) =5 (WCIT)

Thus 8.1 = 77 yields the largest output at the sampling time. The analysis for
cl 4 9 P P ys

-T <« T < 0 is similar and leads to the same choice of 8. Hence, 6 =7
yields least sensitivity to small bit synchronization errors.

2.5 Summary ond Conclusions

Comparative analyses of FSK and PSK systems and various bit
synchronization techniques have been considered. The principal criterion by
which comparisons are made is bit error probability P,. Well-known expressions
for P, with PSK and non-coherent FSK are modified to account for the power
allocated to transmit a clock. This is done by defining an efficiency parometer
1 as the fraction of the total energy which is used by the receiver in making bit
decisions.

Methods of extracting the two kinds of clock are considered. The
principal result is that if the signal-to-noise ratio into the clock extracting
circuit is high, the output is a sinusoid of clock frequency plus narrowband
Gaussian noise. The output SNR is determined for AM and Summed Clock.
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Using these results, an attempt is made fo determine the optimum
choice of n to minimize Py, taking both additive Gaussian noise effects and
synchronization error effects into account. This analysis is carried out only for
PSK, since the FSK standard allows no choice; an analogous approach would
apply FSK. The exact behavior of Pe as a function of 7 is not determined but o
lower bound on P is derived which is thought to be reasonably tight. From the
bound it is concluded that the optimum efficiency lies between 0.8 and 0.9.
That is, 10% to 20% of the power should be dedicated to the clock and the rest
to the pure PSK.

When the system is bit-energy constrained {or average power :
constrained), the bound on P, {and probably P itself) is less when the AM Clock
with optimum clock phase is used but when rhe system is peak constrained the
Summed Clock has @ smaller bound on P_. The reason for this is that when Ey, is
fixed, the AM Clock signal has less sensitivity to small synchronization errors
than the added clock signal. However, when the peak value is fixed, the added
clock signal has substantially higher value of Ep, than the AM Clock signal.

Finally, the effects of varying the phase of the AM Clock are
considered. It is shown that for both PSK and FSK, the phase which makes the
envelope minimum at the ends of the bit interval (i.e., the positive-going zero
crossing at the T/4 point) yields the least sensitivity to synchronization error.
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3.0 CARRIER AND SUBCARRIER BANDWIDTH REQUIREMENTS

Spectral characteristics of the modulated subcarrier and carrier.are
developed in this section for the signal structures described in the VHF PCM/PSK
Command System Guidelines [3-1] and VHF PCM/FSK Command Data System
Standard [3-2]. These characteristics are employed here to specify subcarrier and
RF carrier bandwidth requirements. In a later task, the subcarrier spectral character=~
istics are employed to aid in selection of the subcarrier frequency and to investigate
the effects of common RF channel interference.

The signal structures of interest here include subcarrier modulation via
binary PSK with AM Clock (PSK=AM) and continuous-phase, binary F5K with AM
Clock (FSK-AM). Each of these composite signals is subsequently considered as the
modulating signal for an AM, FM, and PM RF carrier.

The approach to analysis adopted here consists of development of
expressions of the power density spectrum for PSK-AM and FSK-AM. It is assumed
that the binary baseband signal in each case consists of random, statistically
independent, equally probable +1's and =1's. Amplitude modulation of the RF
carrier is dealt with by simply translating the spectrum at subcarrier to the carrier
frequency, since AM is a linear modulation process. In the cases involving FM
or PM carrier modulation, the resulting RF bandwidths are not so easily obtained.
In these cases, @ periodic composite subcarrier signal is assumed and the line
spectra relevant to FM and PM of the RF carrier are determined. This approach
provides a tight bound on the required bandwidths.

3.1 Spectral Characteristics of PSK-AM Signal Structures

Spectral density expressions for PSK-AM signal structures are
dcveloped here. Letting the AM Clock be introduced via ¢(t), the general
expression for a subcarrier modulated by PSK and AM Clock can be written as

esc(r) = 2 Psc e(t) » (1) cos (wsct + Osc) (3.1=1) *
with
c{t) = 1+ m_| cos (wc[t + Ocl) , {3.1-2)



* and x(1) represents the PSK, 0 or 7r radions phase shift occurring with equal
probability in each bit interval. In the above, Py represents the average un=
modulated subcarrier power with w, and 8. denoting the subcarrier angular
frequency and phase, respectively. The parameters, mc|, W] and O respectively
denote clock amplitude modulation index, clock angular frequency ond phase.
Recall from Section 1.1.2.4 that the ratio of subcarrier frequency to bit rate,

R = 1/T, equals an integer, p. Also, the clock phase is chosen such that the

clock waveform crosses zero, positive~going, ot 0, T/4 or T/2; that is,

B = ~n/?, 7 and 71/2 respectively.

Considering the signal of Equation 3.1-1 as the sum of non-
overlapping pulses of the form

esc(t), nT<ts(n+1)T ,
xn(t) =

0 , otherwise

where xn(t) denotes the pulse in the nth bit interval. The factor x(t) in Equation 3.1=1
becomes a,, = 1, with equal probability, and the power density spectrum is given by

[3-3]

N-1 N-1
li 1 - Y
S{w) = N:noo N m}::o ,12: E Fn(u) Fm (w)} (3.1-3) |

with F(w) representing the Fourier transform of the pulse x,(t). Above, the asterisk
denotes the conjugate of a complex quantity ond the averaging operator, E, implies
an average over all o;.

The Fourier transform of x,(t) can be expressed in the form

v 2Psc
Folw) = 5 a_exp (i Gsc) h (w- wsc)
+a exp =i Gsc) h{w+ usc) exp (=~ nwT) ,
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where

T
hw) = clt) exp (=jwt) dt. {3.1-4)
o
Since
1, n=m
£ l a a l = ?
nm 0, n# m
we have
E'F (w)Fm*(w)l =0 , n¥ ¥m .

After some straightforward mathemotical monipulation,
2
s¢

P
Fn(w) Fm*(w) ] = — | hiw-=- wsc) - hiw + wsc) , n=m.

E 3

Here, we have set 6. = 71/2 radians since the phase shift takes place at a zero
crossing of the subcarrier. Making the following substitutions for normalization

purposes,

x = fR

p = Fsc/R = integer
fFR =1,

cl

the spectral density can be expressed in terms of these parameters as



P
S(x) = E-}-"- h(x = p) = h{x+p) . (3.1-5)

Evaluation of Equation 3.1-4 yields

_ sin (7 x) M el . sin [ {x - 1]
hod = TH=Z0 = 3 =P8 T

Tel ) in [7(x+ V]
- e (P8 T

exp (=i7x) . (3.1-6)

Curves depicting representative spectra are presented in Figure 3.1-1 (a).
These curves are plots of normalized density spectra in the ronge centered at the sub-
carrier frequency (i.e., x ~ p=0). Typical effects of clock modulation index and
phase are noted in the figure. The special case, m¢| =0, yields spectral characteristics
pertinent to PSK-Summed Clock signal structures as well as representing the lower limit
of clock modulation index. Part {(b) of Figure 3,1-1 shows cumulative spectra corre=
sponding to those cases included in part (a) of the figure. The cumulative spectra
curves give the percent of total power in any specified bandwidth; thus, they aid in
specifying the required bondwidth. Extensive analysis of data such as those represented
by Figure 3.1-1 shows that a signal bandwidth of 4R contains at least 94% of the total
power of the modulated subcarrier for PSK=AM signal structures. Additional bandwidth
related data are summarized in Table 3.4.

in addition to the spectral characteristics in the vicinity of the subcarrier,
interest also exists in the distribution of energy at frequencies removed from the sub-
carrier frequency. Such information aids in the determination of interference effects
in adjacent channels. For this purpose, we now consider the rate at which the spectrum
rolls=off in the range | x = p | > |, This is accomplished here by means of @ spectral
envelope. That is, if one imagines @ munotonically decreasing curve drawn through
the peaks of the spectral distributions of Figure 3.1-1 (a), all values of spectral
density lie on or below such a curve. In the range of interest, an approximate expres-
sion for the spectral envelope can be written as

3~4



st:T,, dB

S(x)/?

% TOTAL POWER

Figure 3.1-1.

x=p

PSK~AM Spectra, (a) Spectral Density and (b) Cumulative Power Spectrum



s 2 2
e(x) ~ 1 1
E-T- o [ 1 +mcl cos (GCI)] [m - W (3.1-7)

with the restriction

I x=pl>»1.

Examination of the obove expression is quite revealing, We note that the spectral
envelope for @ PSK-AM signal structure is expressable as the spectral envelope for

PSK (i.e., the right-most factor above) times a multiplicative factor which is a
function of the clock modulation index and phase. Further, it is seen that the spectral
envelope for PSK=AM with 0 < me| < 1 and 8| = 277/2 equals that for PSK {i.e.,

m. = 0). Finally, Equation 3.1-7 shows that clock phase equal to 7 radians yields
the most narrow signal bandwidth. In contrast with the latter case, we note that

8. =0 yields the worst case for a given value of m.|, @ value disaliowed by the

VHF PCM/PSK Command System Guidelines.

[t is apparent that the PSK and PSK=AM signal bandwidth is a function
of the parometer p, depending of coursz upon the bandwidth selection criterion.
Such dependence is especially significant for small values of p, and in the range
x = p<0. This foct complicates presentation of spectral data for general usage., In
an effort to alleviate this problem, we write Equation 3.1~7 in the foilowing form
where the normalized spectral envelope is expressed in decibels.

s, () |
T = S]+52.+ Sa,lx-plb')i, (3.1-8)
sc 4B
where
' 2
S] = 10 log | [l +m | cos (eci)] (3.1-9)
2
5, = -10 log (p"} (3.1-10)
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and

2
- ] - ] -
53 = 10 log —n_-m m . (3.1-11)

Figure 3.1-2 is a plot of Equation 3.1-11, plotted as a function of x/p. An expanded
view of this curve, in the range 0.9 € x/p < 1.1, is shown in Figure 3.1-3 (o). Part
(b) of the latter figure is a plot of Equation 3.1-9, plotted as a function of mj with
8, = 7. Figures 3,1-2 and its expanded view in Figure 3.1-3 (0) can be interpreted
as the spectral envelope corresponding to p =1 and my| = 0. For other values of p

and m_|, the volues obtained from either of these curves must be subsequently modified
according to Equation 3.1-8. 1f 8 =%7/2, 1 of Equation 3.1-9 equals zero;
otherwise, the appropriate value o?Sl can be found from Figure 3.1-3 (b).

Further explanation regording the use of Figures 3.1-2 ond 3.1-3 con
best be given via several examples.

Exomple:

We determine the -30 dB bandwidth of the signal structure characterized
by the parameter values p =100, m¢| = 0.5 ond 8| = 7.

Substituting into Equation 3.1-8,
-30 dB = -6 dB -40 dB +S3
From Figure 3.1-3 (a), S3 =16 dB corresponds to x/p =0.949 and 1.05,
Thus, the 30 dB signal bandwidth is x = 105 - 94.9 = 10.1, nomalized
to the bit rate. The bandwidth can otherwise be expressed as 10.1R
hertz for any value of bit rate.
A second eknmple follows which is representative of wideband signal structures.

Example:

We determine the 15 dB bandwidth of the signal structure characterized
by the parameters, p =6, m¢ | =0.5and 8] = n/2.
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Since S] = 0, substitution in Equation 3.1-8 gives

-15dB =-15.56 dB +S3

From Figure 3.1-2, S3 =0.56 dB corresponds to x/p =~ 0.6 and 1.25,
and the normalized 15 dB signal bandwidth is x = 3.9. The bandwidth
expressed in hertz is therefore approximateiy 3.9 R.

The latter example depicts the most extreme case allowed by the Guidelines with
regards to wideband-ness of PSK-AM signal structures. This case also is @ marginal
one with regards to applicability of the spectral envelope concept, since Equation
3,1-7 is restricted to | x = p | » 1. However, the results obtained obove are quite
accurate as proven by data computed for this special case. Figure 3.1=1 indicates
the range of applicability of Equation 3.1-7.

As demonstrated by the examples presented above, Figures 3.1-2 and
3.1-3 are extremely useful in that they allow one to determine spectral characteristics
for @ wide range of parameter values. Finally, it should be poinfed out that the PSK
and PSK-AM signal structures are wideband in spectral structure for values of p < 50,
approximately. The extent to which this statement is true depends upon the bandwidth
of interest. For p =6, m.| =0, the spectral envelope is down to ~20.5 dB at dc,
corresponding to x = p = =6, Above the subcarrier frequency at x = p =6, the spectral
envelope has a value of =31 dB, exhibiting wideband spectral characteristics. In the
range of x/p covered by Figure 3.1-3 {a)}, the spectral characteristics exhibit a
narrowband nature as indicated by the symmetrical form of this curve about x/p =1,
In contrast, the curve of Figure 3.1-2is quite unsymmetrical in the range removed
from x/p = 1, being indicative of wideband spectral characteristics,

3.2 Spectral Characteristics of FSK~AM Signal Structures

The power density spectrum for continuous phase, binary F5K has been
analyzed by Bennett and Rice 3-4] and Pelchat [3-3]. The problem here is to
incorporate the AM Clock into such an analysis. Since the clock is not independent
of the PCM code, the results which these outhors present do not apply directly to
determination of PCM/FSK~AM spectia (i.e., via convolution of spectra). Solution
of the PCM/FSK~AM problem is presented in the following paragraphs. Pelchat's
approach:is followed with appropriate modifications and extension.

Letting the AM Clock be introduced via c(t) as in Equation 3.1-2,
the PCM frequency modulated subcarrier is given by
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e () = VIP cl) con [w b+ s} . (3.2-1)
Over the nth bit interval the instantaneous phase ¢{t) can be expressed as

n-1
éM) =a Aw(t=nT) + 2. a. AwT +06_,nT<t< (T,
n =0 ] 5C
(3.2-2)
where 8, is a random variable assumed to be uniformly distributed over the range

0 to 27 radions and A w is the peak deviation from the subcarrier frequency.

For the purpose of computing the power spectrum, it is convenient to
consider Equation 3.2-1 as a sum of nonoverlapping pulses

esc(t) , nT<t<{nt) T

x () =
0 , otherwise .

With Fn(u.J) denoting the Fourier transform of x_(t), as before, the power density
spectrum is given by Equation 3,1-3, -

Letting

k(om, wl) = c(t) exp (iam Awt) exp (=jwt) dt , (3.2-3)

the Fourier transform of xm(t) is
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{r

: ﬂ'ﬁ;: m-1
F @ = —5= | eop| |, o +AwT .g o, +8 _
1

* k(am rw'wsc)

m-}
+ exp {-i (wsc-i-w) mT-AwT Z:o ai—Qsc}
|=

’ k*(umr'w'wsc)l P)

where the asterisk denotes complex conjugate. For signal structures of interest here,
where '

E l exp(iGsc)] =0,
Psc |
Fm(w) Fn* (W) = - Gm,n (w) + G*m,n (-w)}

Letting

N-T N-1

 _ lim sc
Glw) = oo INT mZ:o < 3 \ Gm,n(w) I ’
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the power spectrum can be expressed by
S{w) = G W + G*(~w) . (3.2-4)

In cases where the narrowband approximation can be made, only the G (w) term above
significantly coniributes to the power spectrum.

It is helpful at this point to make the following substitutions:

P = Icsc/R
me = 24FfR (3.2=5)
x = f/R

Note that the parameter, p, is not reswicted to integer values. Here, m¢ denotes the
modulation index associated with the frequency shift modulation, where 4f is the
peak deviation from the subcarrier. Employing the above substitutions,

me m=1 n=1
Gm,n(x) = exp { j2m | (p=x) (m=n) ¥ =~ a, - > o,
i=0 i=0

.k - > -
k(e ,x=p) k (on, X = p)
After some manipblqﬂons, following Pelchat,

_ P | . K, &p)
G x) = a7 Ko (x=p)+2 Re I-C.I op [_izﬂ_(x_P)] (3.2-6)
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with the restriction

R
CI exp [-iZ‘n’ (x = p) | 1, (3.2-7)
where
C, =E exp (j @ m ) ,
_ 2
Ko(x) =t l I k (a, x) }
and
Kc(x) = exp (-j27x) E | k (am, x) }
- E{expj a_ m ) k* (an, x)] .
. The restriction given in Equation 3.2-7 requires mg be noninteger. In
the case where | C7 | =1, corresponding to my equal to an integer,
‘ Psc |
G (x) = 57 Ko x=-p) - K] (x=p) . {(3.2-8)
with
C, exp [-izn(x-p)] # 1
Here

k(o,x)l F i

K60 = | E
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At frequencies, X =X, such that

ICII = | and C.I exp [—iZn'(xd-p)J =1,
P

G (x) = -*'-'T% Ky (x=p) 8 x=x) (3.2-9)
2

spectral lines, or impulses of power density, appear in the power spectrum,

In terms of the normalized frequency variable, x, evaiuation of
Equation 3.2-3 yields

sin [ (x - a mf/2)]

k (am' x) =T mix - a. m/Z)
m 4 exp (j gcl) exp (= gci) ]
* 2 { 7r(x-ammf/2-l)+ﬂ'(x-ammf/2+l)

- sin [n (x -a_ l.'nf/z)} exP["i” (x-a_ '“r/z):l

(3.2-10)

If the parameter T is factored out of Equation 3.2-10, Equations 3.2=6 and 3.2-8,
and subsequently Equation 3.2-4, can be expressed in normalized form independent
of the bit rate, The single-sided spectral density thus becomes

S (x) G (x) G (-x)
P T P17 T P.T (3.2-11)
sC 5C 5C
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normalized to the average energy per bit of the unmodulated subcarrier. It is also
noted that the terms G (x) and G (=x) are real functions,

The spectral density of FSK signal structures takes varying forms as
the modulation index, mg, varies between integer values, being most significant in
the frequency range existing between the mark and space frequencies, fgand fy.
This fact is brought out in the work of Bennett and Rice. Similar effects are likewise
present in the case of FSK-AM signal structures. Curves of the normalized spectral
density are illustrated in Figure 3.2=1 (a), corresponding to m¢ = 4.5 and several
values of me] and 8. Only that portion of the curves above the subcarrier frequency
(x = p 2 0 in the figure) are shown here since the spectral density is symmetrically
distributed about the subcarrier frequency in the range encompassing the mark and
space frequencies, As noted in Figure 3.2-1, spectral data for 8.4 = /2 is
identical to that for 8| =-7/2, Also, the clock phase, ch = 71, yields the most
narrow signal bandwidth as illustrated in Figure 3.2-1. This Is to be expected since
the signal amplitude at the frequency-shift instant is smaller than that corresponding
to all other values of clock phase. It should be noted that the phase which results
in the greatest signal bandwidth is 8,4 =0, a phase disallowed by the Standards.

Eurther characteristics of the FSK-AM spectral density are similar to
those noted by Bennett and Rice. As g varies from a multiple of one-half towards
an integer value, the peak values of spectral density at or near f, fo * f_) ond
f1, fy % f.| become larger and more sharp. When mgf equals an integer, an impulse of
spectral density develops at these frequencies. The latter case reflects the foct that
the phase at the start of each bit interval is independent of the keying.

Part (b) of Figure 3.2=1 thows the cumulative power spectrum for each
case presented in part (a) of the figure. From the cumulative spectrum, the percent
_ total average power in a given bandwidth can be obtained. Analysis of data provided
by cumulative spectra computations for a broad range of parameters lead to the percent
total power-bandwidth relations presented in Table 3.4, The information in the table
can be employed as the basis for specifying signal bandwidth requirements.

Further interest in FSK=AM spectral characteristics lies in determination
of the manner in which the spectrum rclls-off at frequencies removed from the subcarrier,
In the frequency range corresponding to Ix - pl> mg/2 +1, we can consider the
spectral envelope which is given approximately by

S G } 2
PSCT ='-‘ 1+ m | cos (Gcl) f{x, ps mf) . (3.2-12)
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where f (x, p, m¢) represents the spectral envelope function for pure FSK signal
structures. The above expression provides considerable visibility into the effect of
P o AM Clock. We note that clock phases 8] = £7/2 produce spectral envelopes
equal to that of FSK, while 8¢| =7 provides the most narrow signal bandwidth.

The frequency shift modulation index, mg, can vary over @ wide range
of values (2 < mg < 625) as allowed by the VHF PCM/FSK Command Data Systems
Standard. Thus, it is not practical to attempt presentation of data covering all values
of m¢ of possible interest. An alternative approach has been adopted; namely, curves
are presented which depict the frequency where the envelope, f (x, p, mg), is down
relative to the unmodulated subcarrier by a specified number of decibels. These
curves are plotted in Figure 3.2-2 as a function of mg with envelope levels of =30,
-40, =50, and -60 dB acting as a parameter. Linear interpolation can be applied
with reasonably good accuracy between the curves shown. The family of curves
presented in Figure 3.2-2 were actually computed using Equation 3.2-6 with
me = 0. Cases of interest where m_| #0and 8 ; = 7 can be evaluated by adding
the appropriate value obtained from Ligures 3.1-3 (b) to that obtained from
Figure 3.2-2.

Further explanation of the use of the curves presented in Figure 3.2-2
is in order. These curves are directly applicable in the frequency range which is
characteristic of narrowband signals; that is, where the envelope is symmetrical about
the subcarrier frequency, In such a case, the signal bandwidth is twice the value
obtained from Figure 3.2-2 for a given value of p. However, in cases characterized
by wideband signal structure, data given by these curves must be adjusted to compen=
sate for frequency foldover. Such modification of the data is illustrated in the following
example in conjunction with Figure 3.2-3.

Example:

We determine the =50 dB bandwidth of an FSK-AM signal structure
characterized by the parameter values, p =20, mg =4.5, m ;= 0.5
and 8| = /2.

From Figure 3.2-2, we find that the envelope is down 50 dB at

x=p =15. Below the subcarrier at x-p = =15, we experience foldover
effects. That is, since x-p = =20 corresponds t¢ dc, the magnitude of
the envelope ot x-p = =25 (-59 dBor | .26x10'6) adds to the value
corresponding fo =50 dB (i.e., 1x1073) at x=-p =-15, The adjusted
value of the envelope at x=p = =15 is therefore 1 .126x1079 or =49.5
dB. We conclude that the —50 dB bandwidth is slightly larger than

2 x.15 R hertz or approximately 31 R hertz. Since 8. = /2 in this
example, we note from Equation 3.2-12 that no adjustment fo the
above value as a result of the AM Clock is necessary.
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Since the magnitude of the effect of foldover is a function of p, it is
diffieult to genaralize the effects of such. The cbove example illustrates the necessary
considerations, and the significant effects of foldover can be readily estimated by
sketching an envelope curve similar to that shown in Figure 3.2-3 from data obtainable
from Figure 3.2=2.

Of practical significance, we note that the worst case effect of foldover
occurs at de, where the magnitude of the spectral envelope is doubled as @ result of
foldover. Therefore, the moximum adjustment ever required is to increase the envelope
level by 3 dB, @ voiue which is not significant in most cases of practical interest,

3.3 RF Carrier Spectral Characteristics

Further spectral characteristics relevant to VHF Command Systems are
presented in the following paragraphs where the composite subcarrier signal structures
act as the RF modulating signal. Specifically, RF carrier modulation technigues
which are consideredinclude amplitude, phase and frequency modulation by the PSK-
AM and FSK=AM subcarrier. Emphasis is placed upon general RF spectral character=
istics and bandwidth requirements at RF.

Amplitude modulation of the carrier is considered by translation of the
subcarrier spectrum up to the carrier frequency, this approach being possible since
AM is o' linear modulation process. RF spectral characteristics and bandwidth
requirements are therefore obtained in a straightforward manner without further
analysis.

Frequency and phase mcdulation, or general angle modulation, are
nonlinear modulation processes and are not as easily handled as amplitude moduletion.
The approach adopted here assumes periodic subcarrier modulation, and subsequently
line spectra pertinent to the modulated RF carrier are calculated through the use of
a Fast Fourier Transform (FFT) Algorithm [3-5] . Angle modulation of the RF carrier
can be expressed by

e () = V2P ws[wtrem vo | (3.3-1)

where P., w. and 8, denote average vnmodulated carrier power, carrier angular
frequency and phase, respeciively. In the above expression, & (t) represents the
modulation function for angle modulatisn. [t is assumed that the PCM baseband signal
consists of alternate plus and minus ones denoted by an = %1 in the nth bit interval.

In general, we have a sequence of N bits, n=0, 1, 2,..., N -1, with N equal to
an even integer such that the modulation function repeats identically for each N bit
sequence .
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In the case of PSK~AM subcarrier modulation the ratio p is an integer
and the value of N equals two. Otherwise, in the case of FSK-AM subcarrier
modulation, the value of p is not necessarily an integer value and N is therefore
on even integer equal to or greater than two, dependent upon the value of p. In
terms of @ Fourier series representation, Equation 3.3=1 can be expressed os

e
e = V2P 3

m:-m

F
m

cos{(w tmw ) t+8 +G}, (3.3-2)
c r m ¢

with the complex Fourier coefficients for narrowband signals given by

NT

1 . .
Fm = N7 exp [; ¢(r)} exp (=im wrf) dt ., (3.3-3)

Thus, the Fourier coefficients, Fry, can be found from the modulation function via
the FFT technique. The fundamental frequency, relative to the carrier frequency, °
is given by '

f = 1/NT = R/N

r

. The power spectrum can be represented by

wo=|r|?. (3.3-4)

The modulated subcarriers employed in the angle modulation RF spectral
analysis can be represented as follows employing the change of variable, t' = w t;

esc(f') = /2

Psc a c(t') cos (N pt' + gsc) . PSK-AM (3.3-5)
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n=1
e (M) = v’2Psc c(t') cos [N (p+an mf) B+ Z a.m

=0 f

+ esc] , FSK-AM (3.3~6)

where-the AM Clock is introduced via

c(th)y = 1 + m_| c€os (Nt' + eci)

The summation in Equation 3.3~6 requires that the FSK-AM subcarrier signal be
continuous phase at each frequency transition,

The modulation function of Equation 3,3-3 for the FM and PM

carriers becomes

f"
] -—__1_(__ ' . -
() = o, /esc(u)du , 0St's2m; FM (3.3-7)
o]

kesc () , 0t <2 ; PM , (3.3-8)

where k is @ proportionality constant representative of the respective modulator.

The subcarrier signal indicated above is the appropriate expression from Equation
3.3-5 or 3.3-6 for PSK=AM or FSK~AM, respectively.

We note that the actual peak frequency deviation from the carrier in

the FM case is

Aupk =k V2 Psc a+ l'"cl) (3.3-9)
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. e . t
and we define the deviation ratio as

Af

k = -
.TS.E_ =B, (1 +m) (3.3-10)

Similorly, in the PM case the peak phase deviation is given by

gy =k VZP_ (1 + m )

ﬁp a+ mc,) (3.3-11)

The parameters ﬁf and B_ are recognized as the FM and PM modulation indices,
respectively, in the absence of an AM Clock.

This summarizes the mathematical formulation nececsary to compute
RF line spectra using Equations 3.3-7 and 3.3-8 in conjunction with Equation 3.3-3
which con be rewritten in terms of the variable t' as

27

F =

m “f% exp[w(f')] exp (-jmt') dt' (3.3-12)

The FFT algorithm is employed to evaluate F__.

Spectral characteristics and bandwidth requirements are presented in
the following parographs via line spectra envelopes and cumulative spectra curves.
Representative curves are included for each type of angle modulation of interest
here. In addition, families of curves are presented which relate the manner in which
the skirts of the RF spectra roll-off. From these data, bandwidth requirements are
easily obtained for any desired bandwidth definition,

"In the FSK~AM case, f5. is the average of the mark and space frequencies.
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3.3.1 Amplitude Modulation of the RF Carrier

Amplitude modulation of the RF carrier can be expressed os
"N o= '
ec(") vV 2P {1 + mqesc(r)/s/ZPscj‘cos (wcr+Gc) .

(3.3.1-1)

where P., w, and 6 denofe average unmodulated carrier. power, carrier angular
frequency and phase, respectively. The parameter mg is the RF modulation index,
defined as

m_ =P /P (3.3.1-2)
sC c

However, the value of mg here does not represent the peak deviation of the carrier
amplitude because of the presence of the AM Clock. The actual peak deviation of
the carrier amplitude is given by

i

AAPk =m (1 + md) (3.3.1=3)

a value which must be maintained less than or equal to unity fo prevent envelope
distortion. Hence, we have the following relationship which must be observed,

m <1/ + mg) (3.3.1-4)

[+ is well known that the RE carrier spectrum consists of the subcarrier
spectrum translated to w, and multiplied by mg /2. In oddition, a spectral line
exists at the carrier frequency. In terms of the specfral densities developed in
Section 3.1 and 3.2 for PSK-AM and FSK=AM, respectively, the single-sided power

spectral density becomes

m2

W =P {bw-w)+ o5 sw-w)t . (3.3.1-5)
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In order to determine any defined bandwidth at RF, we only need to determine the
upper cutoff frequency corresponding to the subcarrier spectral density, and double
that value. Thus, the spectral characteristics developed at subcarrier are directly
applicable here by simple translation according to Equation 3.3.1-3.

Relationships between bandwidth and pertinent parameters which
describe the signal structure are summarized in Table 3.4.

3.3.2 PSK=AM/FM Spectral Characteristics

Frequency modulation of the RF carrier by the composite PSK-AM
subcarrier signal is considered here, where the subcarrier is assumed to be periodically
phase-shifi-keyed, with period 2T.

Computation of the power spectrum defined by Equation 3,34 for a
wide range of parameter values has been carried out by means of an FFT computer
program. [n addition, corresponding cumulative power specira have been computed.
A representative result is shown in Figure 3.3.2-1. In this figure, and subsequent
ficures, only that portion of the spectrum above the carrier is pictured since the
spectrum is symmetrically distributed about the carrier frequency. Similarly, the
effect of the clock modulation index upon the FM cpectrum is illustrated in Figure
3.3.2-2 {a) via line spectrum envelopes. The latter figure depicts envelopes for
the two extreme values of m ) (i.e., zevo and unity). Part (b) of Figure 3.3.2-1 v
and 3.3.2-2 shows the cumulative spectra which correspond to part (a) of these
figures. Examination of these two figures indicate the dependence of the spectrum
upon the clock modulation index and phase for small values of Bg. Data anal ysis
has revealed that the gross spectral structure (e.g., the envelope) is not critically
dependent vpon clock modulation index or clock phase.

Restricting attention to the peaks of the line spectrum envelope, we
now consider the FM spectrum in a more general sense. Analysis of computed spectral
data leads to the following results and conclusions:

1. Line spectrum envelope peaks occur at approximately integer
multiples of the subcarrier relative to the carrier frequency.

2. For given values of B:, m_y and 8., the peak values are independent
of the parameter p, and the subcarrier frequency.
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FEAK VALUES RELATIVE TO
UNMODULATED CARRIER, dB

In anticipation of the clock modulation index being equal to or less
than one~half in practice, the following considerations are restricted to coses where
me] =0.5and 8 ) = 7. Extensive data analysis justifies this parameter selection as
representative of cases where m 1 £ 0.5and 61 =27/2 or 7. In Figure 3.3.2-3,

values of spectral envelope peaks which occur at multiples of the subcarrier, relative

to the carrier frequency, are plotted for various values of B¢, These data provide
information regarding the manner in which the FM spectrum rofls—off, In addition,
the FM spectral envelope peaks which correspond to 96% and 99% of the total RF
power are indicated in Figure 3.3.2-3. Based upon results of data analysis, an
empirical expression of bandwidth has been determined as

Bc = 2 (ﬁf + 1) (Fsc + R) , ﬁfSS . (3.3.2-1)

An ideal filter with the bandwidth given above would pass 94% or more of the total
RF power. For values of B¢ < 3, this figure is approximately 98% and subsequently
decreases for larger values of B¢ Due to the structure of the RF spectral envelope,
noninteger values of (8¢ + 1) should be rounded to the nearest integer value.

0 ' . 3 3 3 n a . e "
0> 96% Total Power

-10 - A>99% Total Power
m, =0.5, 0,,=7
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3.3.3 PSK=AM/PM Spectral Characteristics

Phase modulation of the RF carrier is considered here in a manner similar
to that of the FM carrier. In this case, the modulation function corresponds to a
periodic phase-shift-keyed subcarrier with period 2T, Figure 3.3.3~1 illustrates the
line spectrum via envelope curves for the extreme values of clock moduiation index.
The dependence of the spectrum upon clock medulation index and clock phase are
small for values m¢) < 0.5, as in the FM case. Part (b) of this figure shows the
corresponding cumulative power spectra.

Analysis of computed data corresponding to peak phase deviations of
/2 radians or less reveals that peaks of the line spectrum envelopes again occur at
approximately integer multiples of the subcarrier, relative to the carrier frequency.
Also, for given values of the parameters 8_, m y and 8 T the values of "he envelope
! P %_ c .

peaks are independent of p, and the subcarrier frequency. Therefore, os in the FM
case, we can present data relevant to the envelope peak values which are applicable
for all values of the parameter p. These data are shown in Figure 3.3.3-2,

In the range B¢ < /2, the 95%, or greater, fotal power bandwidth is
given by

Bc = 2 (fsc + R , 3p < m2 (3.3.3-1)

Again, more power is encompassed in this passband for smaller values of 8,.. For
Bo 2 7/2, the expression would necessarily have to reflect the effect of s in
the PSK=AM/FM case.

'3.3.4 FSK-AM/FM Spectral Characteristics

In general, the FSK-AM/FM spectrum results from combined effects of
many paramefers, including FSK subcarrier, AM Clock and RF modulation parameters,
An FFT computer program has been utilized to gather discrete spectral data which
are representative of the most significant effects which these parameter values
intfroduce. The waveforms of interest here are continuous phase ot subcarrier and RF.
Application of the technique employed here to compute line spectra is restricted by
the continuous phase requirements. Specifying Np equal to an integer satisfies the
continuous phase subcarrier condition. Conditions for maintaining continuous phase
of the modulation function from one period, NT, to cnother are complicated functions
of subcarrier and carrier modulation parameters, The most trivial solution to this
problem is to set N =2 and p i:mf/2 equal to an integer. Such conditions have been
imposed to compute the data presented here.
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Data presented in Figure 3.3.4~1 are illustrative of FSK=AM/FM

spectral characteristics, these datc including RF spectral envelopes and associated
cumulative spectra. Analysis of computed data shows the following characteristics

to exist:

1.

Figure 3.3.4-1 is representative of the effect of the AM Clock
modulation index at RF, The presence of the AM Clock has a
small RF bandwidth "broadening" effect.
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2., Under the conditions imposed here, selection of the subcorrier
phase to yield frequency shifts at a zero crossing of the subcarrier
yields the most broad RF bandwidth; however, this effect is small.

3. The power at the RF carrier is a function of Br (1 + m ), with
small dependence upon the clock modulation index for m | < 0.5.
In this ronge, the carrier power can be predicted quite accurately
by assuming sinusoidal FM with modulation index Sy.

4. In general, peaks of the spectral envelopes occur at integer
multiples of f,. * 4f (i.e., the mark and space frequencies).
The volues of the peak ot mark and spoce are generally unequal
because the actucl deviation raotio varies from mark to space
bits while the average value, B¢ (1 +mg|), remains fixed.

Figure 3.3.4-2 depicts values of the spectral envelope peaks which
oceur ot f, + 4 f relative to the RF carrier, plotted for several values of B¢ equal .
to or less than five. In anticipation of an ultimate choice of m¢| =0.5 and
0. = 7 radians, the dato in this figure correspond to these clock modulation
parameter values. It should be emphasized that only the discrete data poinfs in
Figure 3.3.4-2 have meaning, and the broken lines connecting such points only
serve to establish those points which are associated with a given value of Be.
Also, these data relate to values of half-bandwidth ot RF since the data shown

appear symmetrically about the RF carrier,

Bosed upon analysis of a‘rumber of coses (i.e., modulation parameter
values) for which data have been computed, the envelope peak value data shown
in Figure 3.3.4-2 for p = 20 and m; = 2 are representative of all p/m; = 10.
Further, it appears that these data present an approximate upper bound for
p/mp<10. A possible exception to the latter statement might exist when

m(p-mF/Z) = (m=n) (p +mf/2) .

where m and n are integers. This condition corresponds to a harmonic of f
coinciding with a different harmonic of fj. Such a condition would norma?ly
have greatest significance for larger values of B¢ (e.g., Bf > 3).

As before, an empirical expression of RF bandwidth has been
determined to be

B, = 2(B+1) (F_+4F + R), B. <5 , (3.3.4-1)

a bondwidth which would pass 94% or more of the total RF power.

3-34



PEAK VALUES RELATIVE TO
UNMODULATED CARRIER, dB

ge-¢

] ' X ] b | L A '

-10 -

=20 4

-40—1

-50 -

-40 -

0> 92% Tota! Power
X > 96% Total Power

O . , A> 99% Total Power
\ N N~ X F, /AF=20 i
A x \ 5C
a \ \ N O mey =0.5, 8, =7
AN A \
AN A

Figure 3.3.4-2. Peak Volues of FSK~AM/FM Spectral Envelope



3.3.5 FSK-AM/PM Spectral Characteristics

Phase modulation of the RF carrier is considered here in a manner
similar to that for the FSK-AM/FM carrier. Continuous phase requirements at
subcarrier and RF are satisfied in this cose by setting Np equal an integer. Data
have been computed which correspond to peak phase deviations of /2 and smaller,
Figure 3.3.5-1 shows spectral envelopes and associated cumulative specira repre=
sentative of the effects of an AM Clock as well as the more general characteristics
of the FSK-AM/PM spectrum. The characteristics itemized 1 through 4 in Section
3.3.4 are applicable here also.

Figure 3.3.5-2 depicts values of the spectral envelope peaks for
various values of B, providing RF bandwidth information in addition to showing
the rate at which the spectrum rolls~off. Analysis of computed data indicates that
the FSK-AM/PM spectral characteristics are generally independent of integer
relationships between the mark and space frequencies and the bit rate. Further,
the peak values shown in Figure 3.3.5~2 present approximate upper bounds for
values of p and mg of interest here.

In this case, the 95%, or greater, total power bandwidth is given as

B = 2(f, +AF+R) , B <m/2 . (3.3.5-1)

Similor to the PSK-AM/PM case, an expression of bandwidth covering 8, 2 /2
must include the effect of Bp as with FM. »

3.4 Summary of Bandwidth Requirements

Expressions of power spectrum density have been developed here for
PSK-AM and FSK~AM signal structures. Spectral densities end cumulative power
specira were computed and analysed to yield approximate relationships between
defined signal bandwidths and the parometers which characterize the signal. When
these composite subcarrier signals are employed to amplitude modulate an RF carrier,
the RF bandwidths are readily determined by translation of the subcarrier spectra,
Table 3.4 summarizes the bandwidth-parameter relationships for the various
modulation techniques considered.
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In the cases where the PSK-AM subcarrier is used to FM or PM the RF
carrier, numerical methods have been employed tc compute line spectra cnd cumulative
power spectra. Analysis of these data culminated in sets of curves which depict the
bandwidth in terms of relevant signal parameters. These curves also show the manner’
in which the RF spectrum rolls=off at frequencies removed from the carrier.

Although PSK signals with Summed Clock have not been considered
directly, the subcarrier spectra results presented here, corresponding to a clock
modulation index equal zero, can be applied to such signal structures. This is
accomplished by simply adding an impulse of spectral density at the clock frequency
to the PSK spectral density for m i = 0.
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Table 3.4. Modulated Signal Bandwidths

Modulation %

Subearrier/ Bondwidth Tetal
Carrier Me| CH Power
2R 289

0 —_
4R > 94
2R 286

PSK-AM
.5 /2 4R 294
8 R > 94
.5 T 2R >98
0 - 2 (Af +R) > 98
FSK~-AM .5 /2 2AF+3R > 98
5 T 2 (Af+R) >98
0 — 2(F +2R) 294
sC
PSK=AM/AM .5 /2 2 (fsc + 2 R) 294
.5 m 2(f +R) >98
5C

0 —_ 2(FSC+AF+R) 298
FSK=AM/AM .5 /2 2 Fsc +2A4f+ 3R 298
.5 T 2 (fsc + Af +R) >98
PSK=-AM/FM .5 m 2 “3{ +1) (fsc +R), Bf £5 >94
PSK-AM/PM .5 i1 2 (Fsc +R), Bp < /2 >95
FSK-AM/FM .5 T 2 (ﬁf-i-l) (fsc + Af +R), BFSS =94
FSK-AM/PM .5 s >95

25, +4F+R), B < /2
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Sirtgr t5 the cases invalving ¢ PSK~AL subcarrier, BF spectrel datc
for an FM ana PM cerrier modulated by tre composite FSK=AM subcarrier have been
computed. The RF spectral information of interest is a function of many parameters,
including FSK subcarrier, AM Clock and RF modulation parameters. Dato are
presented illustrative of the most significant effects of these parameters, corresponding
to selected paramerer vaives. Since the RF spectral analysis conducted here involves
computation of discrete spectra, periodic subcarrier modulation is employed. The
need to maintain continuous phase at subcarrier and RF between successive bits and
periods of subcarrier modulation places some restrictions upon allowable modulation
parameter values in computing the spectral data, However, during this investigation,
no evidence was found to indicate that the general results obtained are critically
dependent upon the imposed restrictions.

Data presented in conjurction with FM and PM RF modulation provide
reasonably tight bounds on these RF spectral characteristics relevant to specification
of bandwidth requirements and subsequent filter design. Expressions of RF bandwidth
typically represent 94%, or greater, total RF power bondwidths when employed in
conjunction with ideal filters, A complicating factor in relating RF bandwidth to
subcarrier modulation parameters and the peak deviation at RF is the AM Clock.

For example, the peak deviation defined by Equation 3.3-9 as

Aw

ek JZP_ 1+ m )

k' (1 + mci) )

in conjunction with subcarrier frequency, does not uniquely determine the RF bond-
width. That is, if we maintain the subcarrier frequency and Af, fixed, ond vary

' and m.| within the fixed 4f,| constraint, the RF bandwidth varies in a manner
which is not easily related to lf' and mgy. Thus, the RF bandwidth expressions
presented here are not as general as might be desired. Recently established inter-
national standards refer to a 99% total power bandwidth. From the data presented
in Section 3.1, we determine that the ideal filter bandwidth which encompasses 99%
of the total sideband power, plus carrier power, for PSK=AM/AM is given by
2 (f,c + R}, withm  =0.5and 8, = 7 radians. Similarly, from Section 3.2, the
bandwidth for FSK~AM/AM is given by 2 (fg. + 4f + R). Regarding FM and PM
cortiers, Figure 3.4 summarizes 99% total power bandwidths corresponding to PSK-
AM and FSK-AM type modulating signals. These data are presented as a function
of the appropriate RF modulation index. [t should be noted that the data corresponding
to FSK=AM/FM in Figure 3.4 were computer under conditions where harmonics of the
mark (or space) frequency, relative to the carrier, do no coincide with or overlap
different order harmonics of the space (or mark) frequency within the bandwidth of
interest.
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(@) PSK=AM/FM (b) PSK~-AM/PM

Figure 3.4. 99% Total Power RF 3andwidth, my = 0.5 and gcl =7
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Dato and results generated during this task effort have been employed
hera to provide a basis for specification of signal bandwidth. In the following
section, these results will be employed to assist in the selection of subcarrier
frequencies and fo investigate effects of common RF channel interference.
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4.0 SELECTION OF PSK SUBCARRIER FREQUENCY

Factors which enter into the selection of subcarrier frequencies for
PCM/PSK which are pertinent to VHF PCM/PSK Command Systems are presented
here. Consideration is given fo bit rates, types of RF carrier modulation and
associated carrier bandwidth requirements. [n addition, the possible selection of
subcarrier frequencies which reduce the risk of interference due to other systems
sharing @ common RF channel with the PCM/PSK command system is considered.

The spectra of the PCM/PSK command signals were determined and
presented in the previous section. The depandence of RF bandwidth upon the PSK
subcarrier modulation parameters for AM, ©M, and PM carrier modulation wos
likewise determined. This information forms the basis for seiection of PSK sub~
carrier frequencies from a spectral occupancy viewpoint,

A further consideration associaied with selection of the subcarrier
frequency which is included in this study task corcarns interference in the sub-
carrier passband due to two systems sharing a common RF channel. The Tone-
Digital, PCM/FSK and PCM/PSK Command Systems share the Tower portion of
the 7-15 kHz band, a situation which can give rise fo interference between two
such systems sharing o common RF channel. Recognizing the consequences of the
presence of interference leveis which are on the order of or larger than the desired
signal level, we attempt here to show the first order effects upon receiver operation of
interference whose level is lower than that of the desired signal, That is, under
conditions of high desired=to-interference signol ratios where the AGC of an AM
receiver is not dominated by interference, or where the interference does not
capture an angle modulation receiver, we show the relationship between the
interfering signal in the subcarrier possband, the subcarrier frequency and other
RF modulation parameters. Under cestain restrictive conditions, criteria are

" established which reduce the risk of interference.

Another factor to be considered in selection of the subcarrier frequency
concernsachieving threshold in the firit detector or RF demodulator of @ command
receiver. This matter is dealt with in Section é during consideration of uplink
modulation, The results there indicate that the subcarrier frequency should be
selected as small as feasible in order o obtain efficient operation.

4.1 ' Selection on the Basis of Spectral Occupancy

The ratio of subcarrier frequency-to-bit rate, p, is specified by the
PCM/PSK Command System guidelines as an integer number, 6 < p <512, This
wide range of values encompass both wideband and narrowband signal structures,
with narrowband signal characteristics restricted to approximately p > 20,



Table 3.4 shows that the subcarrier bandwidth requirements for PCM/PSK=-AM is
given as two fo four times the bit rote, depending upon the clock modulation index
and phase. The presence of the AM Clock does not expand the subcarrier band-=
width requirement, but tends to cause a decrease when the optimum clock phase is
employed. The subcarrier bandwidth translates linearity in the case of an amplitude
modulated RF carrier, but in ¢ nonlincar manner when the RF carrier is frequency

or phase modulated, From a soectral occupancy viewpoint, one would generally
wont o select a value p as small as possible. In the following paragraphs, each of
the three types of RF modulation and the associated bandwidth requirements as a
function of subcarrier frequency are discussed.

4,1.1 Relationship of RF Bandwidth to Subcarrier Frequency

Concerning amplitude modulation of the RF carrier by the composite
PSK-AM subcarrier, Table 3.4 shows that the bandwidth which encompasses 98%
of the total PSK~AM/AM RF power is given by

B, = 2(F *+R

Since p = 6, the influence of the bit rate upon the required bandwidth is typically
anall. Thus, for p > 1, we note that the bandwidth varies directly as the sub-
carrier frequency.

As in the case of an AM carrier, it is desirable to relate the FM
spectral occupancy fo the subcarrier frequency and bit rate, and in addition, to
the FM deviation ratio. It has been noted previously that the presence of the
AM Clock tends to complicate deveiopment of a bandwidth relationship which
“provides the accuracy of Carson’s Rule as applied to sinusoidal angle modulation.
However, Equation 3.3.2-1 provides an expression of bandwidth which passes
94% or more of the total RF power when applied fo an ideal filter. From this
expression, we again note that the bandwidth increases directly as the subcarrier
frequency for p >> 1.

The dependence of the PM RF bandwidth upon bit rate and subcarrier
frequency for peck phase deviations less than /2 radians is given by Equation
3.3.3-1. The bandwidth defined there encompasses at lecst 95% of the total RF
power when applied to an ideal filter. As expected, for small values of Bp, the
bandwidth here is approximately equal to that for an AM carrier.
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In each case of RE modulation considered, it is seen that the required
bandwidth increases with increasing volues of the subcarrier frequency. Bandwidth
dependence upon bit rate is approximately 15% of the total when p takes on its
lower value, and this dependence decreases as the value of p increases. Thus, it
1s the subcarrier frequency which primariiy determines the RF bandwidth. Since
the RF bandwidth is approximataiy an even infeger multipie of the subcarrier
frequency, the value of the subcarrier frequency can have a significant affect upon
the resulting RF bandwidth. It is therefore desirable from this viewpoint to main-
tain the subcarrier frequency smaif.

4.2 Selection on the Basis of interference

In addition fo the foregoing considerations, other factors which enter
into selection of the PSK subcarrier frequency include interference effects. Regording
general consideration of the effect of interference upon system operation, it should
be emphasized that this problem is best handled via simulation or experimentation.
This is due fo the fact that the desired results are dependent upon the signal structures
of interest; and in angle modulation systems, inherent nonlinearities make cnalytical
solutions difficult. Related to the Jatter point we recognized the work of Davenport
[4-1] and Jones [4-2], for example, who studied the problems of hard limiting one
sinusoid plus Gaussian noise and two sinusoids plus Gaussian noise, respectively.
Jones presents results of signal suppression, as a function of signal=to-signal ratio
and signal-to-noise ratio, which show that the weaker signal con be suppressed by
as much as 6 dB under high signal-to-noise conditions (i.e., > 10 dB). Little
treatment is given in the literature un the effects of modulated signals. Tyree and
Bailey [4-3] have investigated the Lit error rate of multiple PSK signals through a
hard limiter via computer simulation,

Concerning the possibiz selection of subcarrier frequencies to reduce
the risk of interference due to two command systems sharing a common RF channel,
we adopt an analytical approach similar to that rypically followed in first order
demodulator performance analyses [4-4]. We do not attempt to deal with the
problems of signal suppression and intermodulation noise effects, Further,
recognizing the consequences of small desired-to-interfering signal ratio, we
restrict attention here to conditions of small interference levels. We initially
assume the presence of desired and interfering RF carriers at near equal frequencies
such that both carriers are within the receiver's predetection passband. In this
case, the output of an empiifude or angle modulation detector will exhibit the
difference frequency of the RF corriers. The interfering spectrum can be repre-
sentative of subcarrier and/or carrier spectra. It can be seen from the development
here that the difference frequency serves fo translate the interference spectrum in
all types of modulation considered, in addition to producing other deleterious
effects. A situation of particular interest here concerns the existence of a



difference frequency resulting from the Doppler effect. At VHF frequencies, the
range of differance frequancies due to Doppler is of the order of the subcarrier
frequency and less. In addition, this source causes the difference frequency to be
time varying, making it difficult to select the subcarrier frequency such that effects
of interference due fo two system sharing a common RF channel are avoided,
Attempts to determine the effects of such interfering signals upon system petformance
are further complicated by frequency foldover when the difference frequency is
smaller than the average frequency of the interference spectrum which it translates,

Although restrictive in practice, the considerations of interference
due fo two systems sharing a common RF channel are presented for the case where
the difference frequency is zero, Such an approach indicates the nature of the
interference and leads to criteria which allows the risk of interference to be
reduced in several special circumstances. Desired signal-interfering signel
combinations due to the various RF modulation techniques of interest are considered.,
If we imagine in this development that the phase &, is replaced by

w,t + 86 ;
C

d

where wy represents the difference frequency, the role of the differerice frequency
becomes apparent. In each case, we denote the RF carrier modulation for the
desired and interfering signals as x(t) and y(t), respectively. Associated with the
two signals are the subcarrier frequencies f, ond f,, bandwidths B, ond B, , RF
carrier amplitude modulation indices r and m_, RF carrier angle moduldtion
indices B4 ond B, and RF carrier power Py ahd P_. Due to the existence of
various subcarrier ‘and carrier modulation parameters, and different possible types
of subcarrier modulation, it is impractical to consider each possible combination
‘independently. In some cases it is sufficient to assume general bandwidth
characteristics, and in other cases it is sufficient to assume RF carrier modulotion
by a sinusoidal modulating signal.

4,2.1 AM Receiver = AM Interference

The composite signal at the receiver frontend resulting from an AM
desired and interfering signal can be expressed as

C{t} = \/E—P: [] +x(1)] cos (wct) + fl’_li- ['l +y(r)1

cos (wct + Gc) ’ (4.2.1-1)
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where f_ is the received RF carrier frequency, the corriers being ampiitudé
modulated by x(t) and y(1). With the input C(t), the output of an envaiope
detector is given by

2
o - | A7) 2 [ Va7 0]
[ 2 Py y(t} cos (Qc) }

2
+ [ J2 P (1) } (4.2.1-2)

if the undesired carrier level is approximately equal to or greater than the desired
carrier level, the response of the receiver's AGC will be significantly affected or
even dominated by the interference, Thus, we only consider here the case where

R{t) = V2 Px x(t) + V2 PY y(t) cos (Oc) ,

m_ v2 Px > my V2 Py (4.2.1-3)

yielding the desired signal plus interference. To avoid overlap of the two spectra,

IF-F
x

1
y | > 5 (B + By) . (4.2.1-4)

In practice, a guard band would be included in addition to the above requirement,
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Both PSK and FSK subcarrier spectra were determined in Section 3.0
where bandwidth as a function of bit rate was presented, thus providing information
.or use in Equation 4.2.1-4 for situations involving interference related to either
PSK or FSK subcarrier.

In the case where the interfering signol represents a Tone Command
(4-5], it suffices to select fx greater than the highest tone frequency by an amount
B,/2 plus a small guard band which includes half the bandwidth occupied by keying
the highest frequency tone. In this case, let f represent the highest tone frequency,
then Equation 4.2,1-4 would apply by letting £ be approximately four times the
inverse of the tone duration, For a 0.5 second rone duration, By ~ 8 hertz,

Finally, if the interfering signal represents @ Tone Digital [4-4]
Command, this subcarrier bandwidth can be bounded by @ value approximately
four times the inverse of the shortest tone duration (i.e., corresponding to o zero
having an 18/fy second duration), Eguation 4.2.1-4 again applies by letting
B, = 4fy/'|8, yielding

E>R e rn (4.2.1-5)
x ? vy x
4.2,2 AM Receiver - Angle Modulated Interference

In this case, the desired command is received by way of an AM RF
carrier, and the interfering signal is on an ongle modulated carrier. Here, the
composite signal is given by

Ct) = V2 Px ['l+x(r) —] cos (wcf)

+ V2 P;cos [wcl' + y{t) + Gc] . (4,2.2-1)

ond the output of the AM detector Becgmes
R(t) = V2P x{t) + /2 Py. cos [y(t) + 8 ] ,
m V2 P: > /2 3 (4.2,2-2)
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The first term on the right in Equotion 4.2,2-2 represents the desired
modulated subcarrier with its spectrum centered at fx+ The second term represents

interference due to the presence of the angle modulated RF carrier. Assuming that
the interfering RF carrier is modulated by a periodic signal of fundamental frequency
f., the Fourier series representation of this modulated corrjer is given by

o0
cos [wct + y(t) + Gc ] = Z ,Fnl cos

n—

[ (wc + nwr)f + Gn + Gc ] ’ (4.2,2-3)

with complex Fourier coefficients

V3

Fo=f exp [iy(r)] exp (-jinw 1) dt . (4.2,2-4)

Under the assumed conditions, the Fourier serjes representation of the interference
term in Equation 4,2.2-2 is

. oo .
cos [y(t)-#&c} = _Z: an,' cos (nwrf + Qn + Qc)

(4.2,2-5)

This is equivalent to translation of the RF line spectrum which is centered at f
- - c
down to dc, according to Equation 4,2.2-5.



If we neglect the subcarrier modulation for the present, y(1) represents
sinusoldal modulation of the RF carrfer and the discrete spactrum of Equation 4.2,2«4
consists of lines at integer muitiples of the subcarrier frequency, f.,. The mognitudes
of these spectral lines are governed by the Bessel functions J{ ﬂyz where B, is the
appropriate angle modulation index. In order to place the desired subcarrier’spectrum
cbove that of the interference, f, must be at least twice f,, even for small B,. This
requirement would be difficult to realize if the interference represents either PSK
or FSK subcarrier modulation occupying the lower portion of the 7=15 kHz band.

Alternatively, we can consider a selection of f, which tends to
minimize the interference in cases where the interfering subcarrier signal is narrow=
band. An example is that of a PCM/PSK=AM subcarrier angle modulating the RF
carrier, where the ratio of subcarrier frequency~to-bit rate p =f_/R = 20 or greater.
With reference to Figure 3.3.2-2 and 3.3.3=1, we note that "holes" exist approx=
imately midwoy between interger multiples of f, relative to the carrier. The width
and depth of these holes increase with increasing volues of p. As discussed above,
the spectrum of the assumed interference has this property; thus, a desired PCM/
PSK-AM subcarrier caon be placed at the location of a hole. That is, telecting
f, = f,/2 or 3 f_/2 tends to minimize interference effects. in addition to the ratlo
P /P.: the interference level is a function of each dota rate, dota clock modulation
itdex and phase (if applicable), and the modulation index of the interfering carrier.

Although a very restrictive case, it is recognized that the above
described method for selecting subcarrier frequencies is not particularly well suited
In the case where the desired signal is representative of a PCM/PSK-Summed
command. It 1s desirable to place the Summed Clock spectral line in a hole of
the PCM/PSK~AM interference spectrum, in addition to the desired subcarrier,

4,2,3 mle Modulation Receiver = AM Interferance

The composite signal which consists of the dasired command on on
angle modulated RF carrler with an interfering command on an AM carrier con be
expressed by '

< = VZP, co.s-[t...)cr + x(f)]

+ J2-Py [l + y(f)] cot (wct + Oe) . (4.2.3-1)
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Assuming ideal limiter action, the output of the angle modulation detector for the
cases of PM and FM follows.

M

In this case, the instantaneous phase deviation from the carrier is
obtained from Equation 4.2.3=1 to yield the PM detector output

sin [x(t) + P);'/Px {1 +y(1] sin (Gc)
cos [x(t)] + V P)'/ Px 1 +y(t)] cos (Bc)

o) = tcm-] [

(4.2.3-2)
Rewriting the above in the form of desired signal plus interference gives
1 [V +y(] sin[x(t) - 8_]
e(t) = x(t) - tan
Vv Px/Py +[1 +y(H)] cos [x(t) - Gc]
(4.2.3-3)

Next, assuming a H.igh desired signal=fo-interference ratio, the detector output can
be written as '

ot = x(t) -~ ~./P),,/'P)c [ sin [x(f) - Gc]

+ y(t) sin [x(r) - Gc ]I , V Px/Py » (1 +my) .

(4.2.3-4)
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In the above expression x(1) represents the desired, modulated subcorrier (i.e.,
PCM/PSK), with its spectrum centered at f,.. The remaining terms represent
interference. We only need to consider the second term on the right in Equation
4.2,3-4 to see that no choice of subcarrier frequencies exists which ollows the
desired subcarrier to be placed out=of=band of the interference. The interference
in question has spectral characteristics of the desired RF spectrum (see Figure
3.3.3-1) clustered about f¢ * f, and translated into the desired subcarrier passband
via the second term in Equation 4,2,3-4, The interference power is dependent
upon Py,/Py in addition to B, , the peak phase deviation in this case. We note
here that a value of 8, exists which tends to reduce the effect of this interfering
component. For example, if we consider x(t) to represent an unmodulated sub-
carcier, selecting B, = 4 yields J‘ (4) = 0, thus reducing the interference at Fr
and in B,, fo approximately zero.

The lost term in Equation 4.2,3~4 represents odditional interference
at frequencies resulting from the convolution of the spectrum of y(t) with that of
the desired spectrum translated to dc. If x(t) and y(t) represent unmodulated sub=-
corriers, the resulting convolved spectra will have spectral lines ot

nf ot f I , n=01,2 ... (4.2.3-5)
xX y .

Figure 4.2.3 illustrates the spectrum resulting from convolution of the two spectra.
To reduce interference in the subcarrier band B,, centered at f,, it is required to
maximize the difference frequency,

If <l af 5 || n=0,1,2 ... (4.2.3-6)
x x y

We are only interested in the volues of n which yields the components adjacent
to f,.
X

In summary, the foregoing analysis shows the presence of interference
at the desired subcarrier in addition to that at frequencies given by Equation 4.2.3-5,
Such is the case for interfering signals representative of Tone, Tone Digital, PCM/
PSK and PCM/FSK Commands transmitted on an AM RF carrier.
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M

The output of an FM detector is given by the first time derivative of
Equation 4.2.3-4, with x(t) representing the desired, modulated (PCM/PSK)
subcarrier.. We have

é(f) o~ x(t) = V P)‘r/’F'x x(t) cos [x(t) - Gc :|
- Py/Px I y(t) x(t) cos [x(t) - Gc:]

+ y(t) sin [x(t) - Qc ] ] , Px/Py >» (1 +my)
(4.2.3-7)

The desired signal out of the detector is represented by the first term on the right
side of the above expression. The remaining three terms represent interference.
The second term in this expression yields interference which is again distributed
about f, and integer multiples of f, «as a result of the indicated convolution of the
desired subcarrier spectrum, x(t), and the tronslated RF spectrum associated with
x(t). Again, as in the PM cose, the effect of this term can be minimized by an
appropriate choice of the frequency modulation index.

The interference contributed by the last two terms in Equation 4.2,3-7
is similar to that of the last term in Equation 4.2,3-4 which corresponds to the PM
case. Again there exists interference distributed in clusters about frequencies
specified by Equation 4.2,3-5, and the interference in the band B, can be reduced
by maximizing the difference frequency of Equation 4.2.3-6. The major difference
in this case and that pertaining to PM is due to the different bandwidths of the
individual signals under convolution. The effectiveness of maximizing the difference
frequencies is of course dependent upon carrier and subcorrier modulation parameters
as well as the type of subcarrier modulation in each case.
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4,2,4 Angle Modulation Receiver - Angle Modulated Interference

The final combination of desired and interfering signal involves both
signals on angle modulated RF carriers sharing a common RF channel . Here, the
composite signal at the frontend of the receiver is given as

€t = V2P cos[wrexit)] + 2P cos [wcf+y(t)+9c]
(4.2.4-1)

As before, assuming use of an ideal limiter, the output of a PM or an FM detector
consists of desired signal plus interference.

MM

The output of the PM detector is

sin [x(t) - y(t) - Gc]

o = x(t) - tan” !
‘/Px/Py + cos [ x(t) = y(t) - Qc]

(4.2.4-2)

With the assumption of high desired=to~interfering signal ratio,

0(t) =~ x{t) - ‘/Py/Px l sin [x(t)] cos [y(f)+9c]

- cos [x(r)] sin [y(f)+9c:] } ’ \/Fx—/Py»l .

(4.2.4-3)
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Both interference terms above have spectra resulting from the convolution of RF
specira tramslated to de. The interference therefore tends 1o cluster about the sum
and difference frequencies '

nfximfyl , n=0,1,2, ... ; m=0,1,2, .. (4.2.4-4)

We note that there exists no choice of subcarrier frequencies, f, and f,_, in this
case which avoids interference in the subcarrier band B . In addition’to the ratio
PY/PX' the interference level is a function of each RF carrier angle modulation
index as well os the desired and interfering data rates,

M

The output of an FM detector is obtained by taking the first time
derivative of Equation 4.2,4~3, where x(I) now represents the desired subcarrier
signal .

x

é(r) >~ x(t)+ v Py/P { y(t) sin [x(t)] sin [y(r) + Gc]

cos l:y(t) + Qc

+ y(t) cos [x(f)

- x(t) cos [x(r)] cos [y(t) + Oc

-

-—

~- x(t) sin [x(r)} sin [y(r) + Qc . V Px/Py > ] .

(4.2.4-5)

Again, the interference tends to cluster about the sum ond difference frequencies
given by Equation 4,2.4~4, and potentially each interference term in Equation
4.2,4-5 contributes interference in the band B,. Certain choices of the RF modulation
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indices for the desired and interfering signals in conjunction with maximization of

| fy = £, | lead to a reduction in the risk of interference under the conditons assumed
here. Eoncerning the first two interference terms in Equation 4.2.4-5, the value

of By con be selected to suppress the RF power in the vicinity of f_ £ f,, and reduce
the effects of these terms in the subcarrier passband, B.. Similarly, interference
represented by the last two terms in Equation 4.2,4~5 can be reduced by selecting
ﬁy to suppress the power in the vicinity of the carrier in the interfering RF spectrum,

In order to apply the approach here for reduction of the risk of inter-
ference in the presence of a nonzero difference frequency, conditions must exist

which limits the difference frequency to a value much less than | f = fy l..

4.3 . Summary of Factors in Selection of PSK Subcarrier Frequency |

Considerations pretaining to selection of the PSK subcarrier frequencies
on the basis of speciral occupancy have been discussed. Approximate empirical
formulas are presented which show the dependence of required bandwidth upon sub-
carrier frequency, bit rate and RF modulation index. These bandwidth requirements
show that the RF bandwidth increases with subcarrier frequency. Therefore, from a
spectral occupancy viewpoint, it is desirable to make the PSK~AM subcarrier
frequency small. It should be noted that a 98% total power bandwidth, for example,
does nat necessarily guarantee any specific system bit error performance, but it is
an indicator of such, In Section 5, which is concerned with determination of a
performance margin criterion, additional consideration of the effect of bandlimiting
is presented. In addition fo the desire to minimize the subcarrier frequency from a
spectral occupancy point of view, the resuits of Section 6 indicote that detector
threshold requirements also support selection of the subcarrier frequency as small as
practical .

Possible selection of the PSK subcarrier which results in reducing the
risk of interference due to two command systems sharing a common RF channel has
been investigated, with consideration given fo the various combinations of AM,
FM and PM carrier modulation. It is shown in this first order analysis that the
interfering spectrum in or near the desired PSK subcarrier passband is representative
of subcarrier and/or carrier spectra of the desired and/or interfering signals.
Furthermore, it is seen that the differerce frequency between the desired and
interfering RF carriers serves to translate the interfering spectrum; and when this
difference frequency is the result of Doppler, the frequency band location of the
interference varies with time, in general, The Doppler difference can be in the
range of zero to a value on the order of the subcarrier frequency. Under conditions
of near-zero difference frequency, an AM receiver with AM intei ference yields
more readily to efforts o reduce interference through a judicious choice of
subcarrier frequency. If the interference represents an angle modulated carrier,
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the interfering specirum is broad and leaves little latitude for reduction of interference
via subearrier frequency selection. With an angle modulation receiver, no subcarrier
frequency choice exists which avoids the presence of interference in the desired sub-
carrier passband, In the latter case, the interference power in the desired subcarrier
passband can be reduced somewhat through selection of RF modulation indices.

Although little promise exists for significantly reducing interference in
on angle modulation receiver through sefection of subcarrier frequency, it should be
noted that a demodulator exhibiting the capture effect can operate at a relatively
low signal=to-interference ratio provided the signal-to-noise ratio is high, It cannot
be expected that an AM receiver will do as well.
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5.0 ERROR RATES

In this section, analyses pertinent to the determination of error rates
are presented along with resulting theoretical data, Attention is restricted to P5K
subcarrier demodulation and a basic squelch strategy as it affects false alarm and
detection probabilities. The effects of clock and subcarrier reference signal quality
ypon bit error rate are determined as a function of signal~to-noise ratio. In addition,
consideration is given fo error detection and correction coding and comparative data
are presented for various coding schemes.

5.1 PSK Demodulotion Structures

Basic subcarrier PSK (NRZ~L) demodulation configurations are presented
ard discussed in the following paragraphs for two cases of primary interest. The two
cases include subcarrier signal structures where (1) the clock is amplitude modulated
on the PSK subcarrier (PSK=AM), and {2) the clock is added to the PSK subcarrier

(PSK=Summed). .

5.1,1 Amplitude Modulated Clock

The PSK receiver for this case is shown in Figure 5.1.1-1, As discussed
in Section 2, this receiver is suboptimum but it is ecsier to implement than the optimum
receiver, and it will be shown that its performance is only 0.5 dB inferior to that of
the optimum receiver for a clock AM modulation index of 0.5, The receiver includes
a subcarrier tracking loop, envelope detection of the clock, a basic squelch cireuit,
and the suboptimum PSK detector configuration. The filters shown in this figure are
assumed to be ideal rectangular filters with the exception of the filter in the squelch,
it being a simple RC low pass filter. The choice of a real filter in the latter case is
made because it is desirable to know the step response of this filter, on which the
squelch operation is based. The input to the subcarrier demodulator is assumed to be
the demodulated RF carrier signal plus white Gaussian noise with two-sided spectral

density N_/2.

y(t) = esc(f) +on_ (t)

Asc [1 * Mel €°F (wclr + ocl)] x(t) cos (wsct-'-gsc) M I"sc:(t) *

(5.1.1-1)
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In this expression, A;., We., m | and w. [ denote the subcarrier amplitude, subcarrier
ongular frequency, clock AM modulation index and clock angular frequency, respec-
tively. Also, x(t) =1 over each bit interval and additive noise is denoted by ng(t).

Consideration is now given fo the bandwidth requirements for each of
the filters shown in Figure 5.1.1-1, The signal spectrum for the AM Clock case is
determined in Section 3. The bandwidth of the signal, and hence the required filter
bandwidth B;., depends on m| and 6 |, but would be in the neighborhood of 4R.
Concerning the bandpass filter in the clock branch of Figure 5.1.1-1, two factors
must be considered in determining its bandwidth. It is desired to make this bandwidth
small in order to yield a high clock signal~to-noise ratio. However, when a message
is initiated, the clock signal must be up (essentially in the steady state) prior to the
end of the preamble (13 "zeros" followed by a "one"). Assuming that three bits
(zeros) are required to start the decoder, the clock should be up at the renth zero of
the preamble. A bandpass bandwidth, B.| =R/5 will provide the appropriate fransient
response for the desired conditions, Obviously, a longer preamble offers potential
improvement in clock signal-to-noise ratio,

The equivalent bandpass filter shown in the subcarrier tracking loop of
Figure 5.1.1=1 requires additional consideration., Typically, this filter would be
representative of a phase~locked-loop (PLL), The actual bandwidth of the PLL must
be chosen to allow loop acquisition within ten bits of the preamble. At the frequency
of interest here (i.e., twice the subcarrier frequency, or on the order of 20 kHz)
Doppler effects are negligible. With the prescribed frequency stability of 0,02%
(SCE characteristics), the PLL must acquire over a range of approximately £4 Hz,
Using the expressions given by Gardner [5-1] for maximum lock~in frequency,
lock-up transient time and noise bandwidth we have

de o 26wn

T o
L 1 /wn
and

Wn
B =~ (6 +1/4 §)

B, /2.



In the above expressions, § and w, are the loop damping factor and natural frequency,
respectivaly. Two foctors must be conslderad In detarmining the equivalent nolse
bandwidth; (1) required transient time (< 10/R), and (2) the frequency stability. These
considerations lead to two constraints on bandwidth; namely

BAR 2 4mx 107 (1 112469

and

Bt/R 2 (6 t1/48)10 ,

with the larger of the two possible values being the appropriate selection. Alterna-
tively, we can consider a fix-tuned filter with B; = R/5 following the sume arguments
employed to establish the clock bandwidth, except in the range where the bandwidth :
is determined by frequency stability (p > 250), Both fix-tuned and equivalent PLL

bandwidths are shown in Figure 5,1.1-2,

Finally, the bandwidth Bg of the RC low pass filter in the squelch
circuit of Figure 5.1.1=1 is considered. The considerations previously stated in
conjunction with the clock are ogain cpplicable, except that whereas the clock
filter output must be a close replica of the clock signal after the tenth bit, here the
output need only have reached some substantial fraction of its steady state value,
We consider here that steady state is established when time equals 0.5/8; = 7RC.
If this point corresponds to ten bits, we have Bs = R/20. The philosophy here can
vary somewhat. It should be pointed out however, that the threshold level will
ultimately be set ot a value corresponding to the fifth bit or so of the preamble.

5.1.2 Summed Clock

The Summed-Clock demodulator is shown in Figure 5.1.2. This
configuration differs from that of Figure 5.1.1=1 only in the manner in which the
clock is extracted. The composite subcarrier signal is given by

y(t) = Asc x(t) cos (wsct + Gsc) +Acl cos (wdt +9d) + N () .
(5.1.2-1)

Concerning filter bandwidth requirements in this configuration, they are the same as
estoblished in the AM Clock cose.
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Figure 5.1.1-2. Subcarrier Tracking Loop Bandwidth
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5.2 Squelch Strategy and Analysis

The squelch strategy suggested by the receiver block diagrams of
Figures 5.1,1=1 and 5.1.2 is to use the envelope of the signal at subcarrier to
determine the presence or absence of a command message. When a command is
present, the signal envelope is approximately the envelope of the command signal,
and when no command is present, the envelope is the envelope of noise. The
simplest squelch tests the envelope against a threshold L and decides "command
present” if the envelope exceeds L. The value of the threshold depends on specified
probabilities of false alarm, detection, and so forth.

A more sophisticated strategy employs two thresholds, Ly ond Lo,
Ly 2 Ly. The squelch goes "up™ when the envelope exceeds Ly, but once up it
does not go "down" until the envelope drops below Ly. Since the first strategy is
a special case of the second (with L = Ly = 1), we will analyze the second
strategy. First we define and assign lcbels to some quantities of interest,

The probability of a false start by the decoder, denofed Ppg, is the
probability that, given no message present, the squelch filter output goes above
Ly and the decoder begins to decode a spurious command. The great majority of
the time, the squelch will shortly drog again, so that the decoder is engoged only
briefly. With small but nonzero probability the squelch stays up for the length of
o message. We call this event @ messige false alarm and denote ifs probability

PMFA-

When a message is present, it is detected if the squelch is up by the
tenth bit of the preamble ond remains up for the duration of the message. The
probability of detection.is denoted Pppy. If at some time during transmission, the
squelch goes down, then part of the message is lost. In this case the messoge is
said to be deleted and the probability of deletion is Ppp[ . Finally it is possible
that the squelch may never go up, so that the receiver is oblivious to the message;
this is called a miss and happens with probability Ppyico. The major difference
between @ miss and a deletion is that with a deletion 'ﬁﬂe receiver believes a
message was present, but was unable to decode it completely, while with a miss,
the receiver is unaware that o message was sent.

5.2 Characteristics of the Squelch Filter Output

In this section we attempt to characterize statistically the process at
the output of the squelch filter under the two conditions of interest, message present
and message absent. The analysis here applies to the case in which the RF carrier
is up, whether a command message is being transmitted or not. The possibility that
the RF carrier may not be present should also be considered in choosing parameters
in the squelch strategy; this case is discussed separately in Section 5.2.5.
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For the purpose of this analysis, we will replace the RC squelch filter
by on ideal low=pass filter of the same equivalent noise bandwidth; this bandwidth
is found to be 7 By/2. Because By K B,., we assume that the output process of the
squelch filter is Gaussian,

Determination of the probabilities discussed above reduces to the problem
of evaluating the probability that a certain random process exceeds a given value for
oll times in an interval. General solutions to such problems are unknown; we present
an approximate solution based on the intuitive reasoning that samples of the process
taken at frequency 7 By are sufficient to determine the process, Moreover, these
somples are uncorrelated, and since the process is Gaussian, they are independent,

Suppose that the envelope detector is realized as a square~-law device.
The input fo the device when o message is present consists of a PSK signal, possibly
with AM or Summed Clock, plus narrowband Gaussian noise. Since By < R, the
clock terms will not be present in the squelch filter output, so we ignore the clock.
In addition, since the envelope of the PSK signal is the scme as the envelope of the
pure {(unkeyed) sinusoid, we ignore the keying. Thus the input to the square-law
device is reduced fo

Asc cos (wscf + gsc) + . nsc(f)

When no message is present the input has the same form, with Ac. = 0. Thus by
analyzing the response to the above signal we can obtain results for both signal
present and signal absent cases,

) The power spectral density at the output of the square=law device con
be shown to have the form illustrated in Figure 5.2.1. The mean (dc) value of the
output is the square root of the impulse area and the variance (ac power) of the
filter output is the shaded area. Letting B, = 4R and Bg = R/20, we obtain for the
mean and variance with signal present,

ASC2
f = \=x + 4] NR (5.2.1-1)
0.t~ L Ascz + 2 NRZ 5.2.1-2
1 0 \2NR o (5.2.1-2)



2f

Figure 5.2.1. One-Sided Power Spectral Density at
Qutput of Square=Law Device

The mean and variance with signal absent are obtained by setting
A, =0 in Equations 5.2.1-1 and 5.2.1=2. Therefore

My, = 4NOR
2 v 2
0’0 e~ —5- (NOR)

(Note that puy and 0y as given here are steady-state values; in the sequel we ignore
the fact that the first sample in @ message envelope has mean value only approximately
95% of the steady=-state value.)
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5.2.2 False Start and Message False Alarm Probabilities

| Let Pe {m) denote the probability that at some fixed sample time, with
no message present, the squelch ioes up, remains up for exactly m samples (including
the first), then drops ofter the mh sample. Since Ly must be exceeded by the first
sample and Ly by the next m = 1 samples, and since the samples are independent
Gaussian random variables with mean Mg @nd standard deviation Tgr we have

m=1

L

- M Ly - u
2 "o 1-af-2_to

( L =¥
P.(m) = Q | —————0 Q
F 00 o 00

It is convenient to normalize the threshold, mean and standard

deviation by N R; then defining

L]/N R-4
x = Q o

° vV /5

‘ L2/N R-4
ﬁ = Q <._.°
° v /5

we have

PF(’“)=°‘oﬁm—I (1-8)

o O

A false start has been defined as the event that the squelch goes up
when no message is present, regardless of how long it stays up. Hence

— °0l = 1 & m=1 _
I?FS. ‘— n% I:}F.(m) -“o( -ﬂo) mz=:| 50 —oco
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Under the assumptions we have made, the sequence of samples with no message
present can be modelled as the two=state Markov chain shown in Figure 5.2.2-1,
Letting 7 ;p denote the equilibrium probability that the squelch is up and TpawN
the equifi%rium probebility that the squelch is down, the equilibrium distribution
satisfies the simultoneous equations

up = % "pownN T B Tup

Top = V" "bown

Combining yields

o

ﬂ'UP = ]—F-O—ﬁ— (5-2-2-])
o s

This probability can be interpreted as the froction of time the squeleh is up when no
message is present. |ts design significance is that if the squelch is already up when
an actual message begins, the receiver output sequence will have the message shifted
to the right with meaningless bits inserted at the beginning, Thus an incorrect or
invalid sequence is presented to the command decoder, resulting in 6 message
deletion.

Figure 5.2.2-1. Markov Chain Model for Squelch
in Absence of Signal
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A related quantity of interest is the average length of time the squelch
stoys up after a false start. To calculate this, note that

C w o
Efm|es] = 30 mp imlFs) = 5= 3 mp.(m)
m=1 FS m=1
1 — m=1
Tx, % (78) 2, ma,
m=
But
oo
Z: mﬁu‘.:»m“.I = : 2
m=1 (]-ﬁo)

Hence £ {m I FS, =1/(1 = B,). This indicates that once the squelch goes up, the
receiver will be operating for 1/(1 = B,) sample times, on the average. The
separation between samples is 1/7 B, = 20/7R so that the average duration of
false starts is N =20/7 (1 - 480) =6.37/(1 - 130) bit times.

The average number of false starts per hour, termed the false qurr
rate FSR can be estimated by

.
Peo samples/hr

I

FSR average ¥ samples/false start

x - B - 3600
=] s
1/(1 - ,90)

T
o« (1"130) 35 ° R+ 3600
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Since By <« 1 in well-designed systems, we can approximate this by
FSR = 180 roc R .
False start rates as a function of R for various values of Ppg are plotted in

Figure 5.2,2-2,

Finally, the message false alarm probability is given by

a0

PriEa = 2o P (m)
m=M

where M is the number of samples in a message length. Since the shortest message
is 64 bits long and since one sample time is 6.37 bit times, M = 10 for the shortest
message. Thus

00
-1
i:‘N‘\FA l“oco(.’-'ﬂo) E ﬁom - ﬁo

o
m=10

For reasonable values of 8, PMFA 18 on extremely small number, and
of little design significance. '

5.2.3 - Detecﬂon, Deletion, and Miss Probabilities

The probability of detection, given a signal present, is

o Ly =k Ly =By M
PDET - o Q o
1 1
_ M-T1
=% 8
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Figure 5.2.2-2, False Start Rate
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where & and 8y are, nomalizing as before,

L]/NR-4-A 2/2NR
% = Q o s¢ ° (5.2.3-1)

]
\/JT ASC2
10 \2N R +2

. LZ/NR-A—A-Q/ZNR
Q 2 3¢ 2 (5.2.3-2)

m ASC2
16 \2N_R + 2

With probability 1 = Ppgp7, the squelch is down for at least one sample during the
message; thus

o
[

1= Poer = Poer * Puiss

But Ppiss = (1= e<q) (1 - B, M1 s a very small number, so we may write

5.2.4 Design Considerations

In selecting the squelch thresholds Ly and Ly, tradeoffs among the
quantities we have just introduced must be considered. For example, typically a
maximum value of Pgg =y might be specified, either directly or perhaps from a
specified FSR via Figure §.2,2-2, This determines the normollzed threshold
/N R and hence (for a given signal-to-noise ratio, A, 2 /2N R), o«y. With
these quonnrues fixed, Ppcy may be varied within limits %y vorymg L2/N R, but
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os P is increased, so is the fraction of time the squelch is up when no message

is present, and the average duration of false starts, Figure 5,2.4 shows the variations
of Pppt and Ppp( versus SNR for three values of Ppg and various choices of the
second threshold L5/N_R. Curves are shown for both é4-bit and 4160-bit message
lengths. Also included is a fable showing the probability of 7 p from Equation
5.2.2-1 as a function of the fraction Ly/Ly.

5.2.5 Squelch Analysis in the Absence of RF Carrier

The calculations of means and variances at the squelch filter output
in Section 5.2.1 assumes that the RF carrier is on at all times. Under certain
conditions (e.g., spacecraft over the horizon) the RF carrier will not be present.
In this case, the AGC will amplify the receiver input noise and the response of the
squelch filter to this noise may be significant. Since the squelch should inhibit
decoding in this mode, the squelch filter response when no carrier is present should
be considered in establishing the thresholds.

By considering the characteristics of the AGC, and employing
techniques similar o those used in Section 5.2.1, we can obtain the squelch filter
output mean pp ¢ and standard deviation ¢ under the condition that the carrier
is absent. Then, for a specified false start probability Prgs Ly must be chosen so
that both

Ly -u
o [1—L) <p

FS

and

)
A
<

g FS

Equivalently, we must choose

-1

-1 '
>
Ly2max { g, Q (PFS) * by v ONC Q (PFS) + MNC

1 0
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Typical of applications of interest here, it is the corrier~absent condition which
datermines the value of L] .

5.3 Bit Error Probabil ity

In this section the bit error probability P of the demodulators of
Figures 5.1.1~1 and 5.1.2 is determined. Degradation in performance due to
subcarrier and clock jitter is estimated, and appropriate adjustments to the error
probability formulas obtained in Section 2.1 are made. The noise in the subcarrier
bandwidth is assumed to be white Gaussian noise with spectral density No/Z-

The normalized output of the suboptimum PSK=AM detector, assuming
perfect subcarrier and clock synchronization, is given by

z(t) = r)Eb + n

where n is a zero~mean Gaussian random variable with variance Ny/2. The effect
of synchronization errors is to reduce the magnitude of the first term, which is the
response to the PSK~AM signal., The reduction due to bit timing error has been
considered in Section 2,4, where the signal response under conditions of small bt
synchronization error is given by Equation 2.4,2-1. If in addition the local
oscillator phase differs from the actual subcarrier phase by an omount ¢, the effect
is an additional reduction by a factor cos @. Thus the detector response to signal

alone is
z(T+7) = % \/?)Eb [ 1=-2( +mcl cos gcl) l;f:I-J cos ¢ (5.3-1)

The analogous expression for a PSK=Summed Clock signal is

z(T+T) = % nEb [1-2 -I—‘J-;—!-] cos ¢

which is just Equation 5,3-1 with m. = 0.
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If Pejor é denotes the error probability conditioned on synchronization
r
errors T and ¢, then

el

b [1-2(T+mclcosgcl) 7 cos @ |

2nE
Pe|'r,¢ =@ N

o]

(5.3-2)

where the appropriate expression for PSK-Summed Clock is obtained by taking

mcj = 0. The bit error probability is found by averaging Pel‘r, G overT ond ¢:

3 =ff Pyr g P Ti®) dT 40 (5.3-3)

With perfect synchronization, T =0 and ¢ = 0 with probobility one,

iy

[+

so that

Equations 5.3=1 through 5.3=2 indicate the manner in which perform=
ance is degraded due to clock and subcarrier jitter. The most meaningful measure
of degradation would be the amount that the subcarrier power must be increased over
that required to achieve a specified P, under conditions of perfect synchronization;
that is, for PSK=Summed Clock, for example, if

2nE
= b (y.,17l
e N T N (‘ 2 T>°°‘¢

(o)

then the degradation in dB at that value of P, would be 10 log {(EL/E*).
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Unfortunately, degradation so defined is diffieult to colculate and
depends on the specified P,. Alternatively, degradation is definod here as the
average reduction in the magnitude of the detector output at the sampling time
(due to signal alone) caused by jitter. Furthermore, in order to separate the effects
of clock and subcarrier jitter, we assume that T and ¢ ore uncorrelated, Thus, the
total degradation, D, is

D=D_+D, (5.3-4)
where
D, = Wlog,E [ cos 6| (5.3—5)'
and
D = =20 log EH1-2(1+m cos 6 )—'-T—'J] (5.3-6)
cl 10 ol € 5 T

with the proviso that D | for PSK-Summed Clock is obtained by taking mj =0. We

proceed to derive expressions relating Dy, and Dy to signal=to=-noise ratios.

5.3.1 Degradation Due to Subcarrier Phase Jitter

The subcarrier fracking loop is anafyzed here to determine the relation-
ship between subcarrier signal-to~noise ratio and D, as given by Equation 5.3-5,

The output of the equivalent band-pass filter in the tracking loop of
Figure 5.1.1-1 or 5.1.2 can be written

ex(r) = Ax cos (2 wsct + 2956) + nx(r) (5.3.1-1)

where, since By << B, , n,{(t) can be assumed to be Gaussian with zero mean and
variance 0, ¢. Representing ny(t) in quadrature components, this becomes
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ex(t) = Ax cos (2usct + 29“) + ncx(t) cos (2wscr + 29“:)

T+ nsx(f) sin (2wsct + ZQSC)

where
2 _ 2 _ 2

ncx(.t) B nsx(t) = 9% :

Rewriting this,

e () = R (1) cos Qw t + 28 + Y1)
where

3 2 2

R (1) = \/[Ax * (r)} +n_ 20

and

';b(f) = mn-‘I [—M__}
A +n (1)
x X

Interest here lies in the phase /(1) which can be approximated for
large signal-to—noise ratio as

N {t)

¥ = —3

X
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with mean square value

p,
!112(*) ~ ‘ nsx(f) - 0):2 - ]
A2 A2 2SNRX
x X

where SNRy is the signal~to=noise ratio of Equation 5,3,1-1.

The subcarrier phase jitter is given by

B0 = 5 ¥

——tim  e—e———

For small @(t),

1
cosd)(r)-l--z- (l’)n-'l--i-m;—

Inserting this in Equation 5.3-5,

_ 1
Dsc = =20 log.lo [] Wﬁ;] (5.3.1-2)

The signal-to~noise ratio SNR, is related to the subcarrier signal-
to~noise ratio
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SNR._ =

as follows. The signal-to-noise ratio out of the limiter is [ 5-3]

SNRSC (- 2SNRSC)
SNR, =

L a/m + SNR__ (5.3.1-3)

This expression assumes that the limiter is a bandpass limiter {i.e., that the hard=
limiting is followed by @ bandpass filter which passes only the fundamental component
of the hard=limited signal). The resulting noise output is thus narrowband relative

to the process immediately after hard-limiting; assuming that this noise process is
adequately modelled as band~limited white Gaussian noise, the square~law detector
analysis of [5-2] applies since the frequency doubler is implemented by a squaring
operation. Following the development in [5-2], it can be shown that

2

(SNR)) B
SNR, =~ 3 l] +25NRL] CE, 6.3.1-4

Using Equations 5.3.1-2 through 5.3.1-4, D is shown as a function
of SNRgc in Figure 5.3.1,

5.3.2 Degradation Due to Clock Phase Jitter

The effect of clock phase jitter can be analyzed in @ manner similar
to the subcarrier phase jitter. The output of the clock extracting circuit is given as

ecl(f) = Acl cos (wclr +9cl) + ncl(t)
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Figure 5.3.1. Degradation Due to Reference Subcarrier Phase Jitter

[t is shown in Section 2.2 that whether the clock s AM or Summed, nei{t) can be

assumed to be Gaussian with output signal=to-nojse ratio equal to the received
signal-to-noise ratio,

Ac12 Pcl
SNRCI = 7 N
2crc| o cl

where P.| is the power in the clock signal.

As before, n_j(t) causes a phase error @ (t) such that, for high signal-
to~noise ratios, _

¢(|-) I~ —?_!.Ls_

cl
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The relation between timing error T and phase error B(t) is

We are interested in the average of the magnitude,

Ta'f, = . ""'| n __(*)l-

irl = 2m A cl,s
cl

s
2

But ng} 5(t) is @ zero=mean Gaussian process with variance aciz; the mean of the
magnitude of such a process is {5-4]

Thus
iTl _ 1
T 2 vn SNRcl
so that
1+ m_| cos ch
Dcl = -20 log10 1-

v SNRC

where the degradation for a Summed Clock system is obtained by setting m_; = 0.
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The degradation for PSK=Summed Clock and PSK-AM Clock with
8.1~ Tand m.] = 0.5 is illustrated in Figure 5.3.2., For SNR| in excess of 10 dB,
the degradation is small, with the AM Clock approximately 0.25 dB better than the
Summed Clock af SNR_| =10. Since B, > B_|, this means that very little of the
actual power transmitted needs to be in the clock signal., This conclusion, and the
values of D] obtained here, are in agreement with what would be expected from
consideration of the results given in Section 2, 3.

.75 1 i3 'l
Summed Clock
--—- AM Clock
m, =05,08,=m
cl el
.50 - -
@ :
©
5
fa)
.25 1 -
0 T r
5 10 15 20 25
SNR |, dB
cl
Figure 5.3.2. Degradation Due to Clock Phase Jitter
5.3.3 Degradation Due to Use of Suboptimum Demodulator

As we have noted, the receiver of Figure 5.1.1-1 is suboptimum. It
is shown in Section 2.1.2 that the correlator output of the suboptimum detector is
reduced from that of the optimum detector by an amount \/77 , when 7 is the fraction
of the total signal power which is associated with the pure PSK subcarrier. From
Equation 2,1,2-2
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1

T]:
]+m2/2
cl

Therefore

Dsusopr = =10 logyq (m)

For m_; = 0.5, for example, use of the suboptimum receiver rather than the optimum
receiver costs only 0.5 dB. Degradation versus clock modulation index is plotted in
Figure 5.3.3.

Figure 5.3.3. Degradation in Suboptimum PSK Detector Performance

5.4 Message Error Probability

A quantity of critical interest in command systems is the probability of
correctly fransmitting a command, which we denote PCORR' Correct transmission is
effected when (1) all bits are detected correctly, and (2} the squelch remains up for
the entire message. Thus we have
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= Pr l no bit errors in message, message detected I

Peorr

Pe I no bit errors in message { detection l . PDET

Since By « By, the correlation between the events "no bit errors" and "detection”
is small. Thus we can approximate Pcypp 05

P = Pr | no bit errors in message PDET

CORR

If the message consists of L bits, this becomes

L (5.4-1)

~PJ)" Pogr

Peor = @

Equation 5.4~1 was evaluated for PSK with 7 =1 for several values of Ppg; the
results are shown in Figure 5.4. When a clock is present, 77 <1, so that Pcorr
is reduced from the value shown. However, data taken for 7 =0.8and 7= 8%
indicates that the degradation is not significant,

5.5 RF] Effects in the Subcarrier Bandpass

Radio frequency interference {RFl) can affect the performance of @
communications receiver in various ways. |t is obvious that the presence of sufficient
interference power can completely disrupt operation of a receiver, as in the case of
large amounts of thermal noise. RFI in the RF carrier demodulation structure can
possibly capture the receiver, causing the receiver to essentially ignore a desired
signal. Deleterious effects are also possible in the absence of a desired signal.
Depending upon the type of RF carrier modulation and the characteristics of the
interfering signal, it is possible for interference to be translated into the subcarrier
passband. A special-case of such involving interference due to two systems sharing
a common RF channel has been considered in Section 4.2, In general, these
considerations have shown the manner in which interference is translated from RF
to the subcarrier passband. In the presence of a desired signal, subcarrier interference
can degrade performance in o manner similar to thermal noise, depending upon the
nature of the interfering signal, Interference in the absence of a desired signal can
cause the receiver to false alarm,

5-30



PcoRrR

99.99

i i 1 rl n r

/’ /t

P =3.35x10"° ' P
FS ‘ o It
—— 64=~bit message /, fF
===~ 4160«bit message / I, -
5

r

12

P /N R, dB
5C o]

Figure 5.4{a). Probability of Correct Message

5-31



PCORR

80 -

70
60
50 -
40 -
30 -

20

10

- -5
PFS =3.33x10

f / ! ~— 64-bit message |
N ! ~=-= 4160-bit message

6 7 8 9 10 1
P /N R, dB
£C o]

Figure 5.4(b). Probability of Correct Message

12

5-32



Pcorr

99.99

Aarid L L1 L

99.9

99 7
98 4
95 1

90 4

80 -

70 -
60 -
50
40 -
30

20 -

_ -4
PFS =2.32x 10
o ! | ——— 64~bit message

=== 4160-bit message

¥ L ¥ L] T v

6 7 8 9 10 11
P /N R, dB
s¢ ©

Figure 5.4(c). Probability of Correct Message

12

5-33



Under certain restrictive assumptions, the problem of REI in the sub-
carrier passband is addressed in the following paragraphs, and estimates of RF|
effects are presented. Major emphasis here is placed upon the effects of RF] upon
squelch operation. Although RF| effects are not restricted to squelch operation,
major concern for such exists because squeich operation primarily determines the
false start and message detection or deletion probabilities. 1t is assumed that an
additive interfering signal exists in the subcarrier passband which can be expressed
as

et = A sin [(“’sc + Aw)r] , Jat] < B_/2

5.5.1 Effects of RFl on Message False Alarm

In the absence of a desired signal, but when an interfering signal lies
in the passband B, the noise statistics at the output of the squelch filter are given
by Equations 5.2.1-1 and 5.2.1-2 by changing Asc to A in these expressions.

The presence of RFI acts to increase the probability of Faise starts, and subsequently:
message false alarm, by contributing power to the squelch in addition to increasing
the squelch noise power relative to that of the signal-absent case. '

It is sufficient to state that the presence of RFI signal power in the
squelch bandpass which is on the order of the noise power will couse false starts
and message false alarms if no protective measures are taken to prevent such. A
possible means of reducing false alarms in such a case would be to require that the
" clock signal level be above a specified value, in addition to the requirement that
the squelch be up before initicting decoder action. Another possibility would be
to structure the preamble such that the decoder must recognize a sequence of bits
as opposed to a single bit change (e.g., a specified code word such as an address).

Some additional theoretical analysis, based upon the assumed inter=
ference, indicates the manner in which RF| increases the message false alarm
probability. Employing the Gaussian statistics of Equations 5.2.1~1 and 5.2,1-2,
the message false alarm probability can be expressed in terms of

oo

Pura < 2 Relml
m=M
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and in the situation under consideration here

PF (m) = m'l B]m“] (] - ﬁl) ’ (5.5.]-1)

where A;. is replaced by A_: in Equations 5.2.3-1 and 5.2.3-2. Recall that the
squelch threshold is established in terms of the rms value of the noise for given
false start probability in the presence of thermal noise. Such a value can be
employed in Equation 5.5.1-1 to determine message false alarm probability as a
function of the ratio of interference signal power to thermal noise power,

Although the practicality of the above results are guestionable, in
that they depend upon the nature of the interference, this approach does indicate

how RF| effects influence message false alarms.

5.5.2 Effects of RFl on Message Deletion Probability

Determination of the effects of RFI upon message deletion or detection
probability requires consideration of the presence of a desired signal plus interference.

This can be expressed by
esc(t) = Asc('r) cos (uscr) + Asi sin [(wsc + Aw) f}

where A, _(t) represents subcarrier modulation, The output of the squelch low pass
filter for Targe desired signal~to~interference ratios is given approximately by the
" expression

A
es(f) = -% A+ Asi sin (Awt) } , AfF < Bs

8C

in the event that Af =0, the desired subcarrier level can increase or decrease
according to the interference level and phase relative to thaot of the subcarrier.
The worst case corresponds to Ag. = A_; in brackets above.

It should be noted that the presence of the interference signal
component above is dues to the existence of a beat frequency at the input of the

envelope detector, as described in Section 4.2, The interference into the squelch's
¢



threshold device is therefore represented by the interference component obove,
causing a time variction about the desired signal level. It is meaningless to consider
an average effect; however, @ worst case condition is meaningful when considered
in conjunction with message deletion probability. The worst case corresponds fo the
minimum value of the above expression,

In terms of detection probability, degradation due to RF] can be
determined by replacing A in Equations 5.2.3-1 and 5.2.3-2 by

A (1 - Ve,
[od si 5C

5

The degradation factor for detection probability is defined as

D = =20 !c.»g.}0 (T = \/Psi/Psc) ;

DET

and plotted in Figure 5.5.2 as o function of the ratio of unmodulated subcarrier
power-to~interference power.,
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Figure 5.5.2. Degradation of Detection Probability
Due to RFI in Subcarrier Passband

5-36



5.6 Coding for Error Detection and Correction

In order to assure correct command message transmission, the VHF
command system utilizes one or several verification modes to compare the bitstream
actually transmitted to the intended bitstream. Verification can be effected at the
output of the command encoder and/or via the transmitted signal, Another verifi=
cation mode exists in refransmission of the bikstream, from the spacecraff to the
ground, for comparison with the intended message. In this case, errors can be
introduced during retransmission which were not present originally. This problem
is amplified due to the fact that the spacecraft's transmitter is power limited.

. In addition to utilization of verification schemes, further reliability
can be provided by error detecting and/or correcting codes. This kind of scheme
is attractive when it is more economical to increase equipment complexity than to
increase transmitter power, and when some expansion of the transmission bandwidth
can be tolerated.

In a coded system, more bits are transmitted over the channel than
are contained in the message. The extra bits, or redundant bits, are se'ected in
such @ way that a rule exists whereby with high probability, oceurrence of errors
during transmission can be detected, and, in some cases, the positions in error can
be located and the errors corrected. The system bandwidth is expanded by a factor
equal to the ratio of the number of bits transmitted per unit time to the number of
message bits per unit time. The reciprocal of this number is called the code rate
(not to be confused with data rate). Thus, a rate = 1/2 system transmits twice as
many bits per unit time as the message source generates, and requires twice the
bandwidth that would be required if the message bits themselves were transmitted.

Since the considerations with regard to coding are different for
uplink and downlink, they will be discussed separately.

5.6.1 Uplink Coding

Generally speaking, coding systems achieving extremely small error
rates require extremely complicated decoders. In the uplink, where the decoder
must be on board the spacecraft and where transmitter power is not criticai, only
a very modest coding scheme, if any at all, is called for. One possibility would
be a scheme which attempts to detect errors in the received sequence, but requests
retransmission of erroneous data rather than attempting to focate and correct the
errors, Systems of this kind can be easily implemented and can provide moderate
increase in reliability. Consider, for example, use of an extended Hamming Code
[5-—5] of length 16 and rate 11/16. To use this code, message bits are grouped
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into blocks of 11 bits and for each such block o codeword of 16 bits is transmitted,
The mapping of message blocks Into codewords is accomplished by a simple logic
circuit., A simple decoder exists for this code, which is capable of detecting dll
patterns of three or fewer transmission errors. Suppose the transmitter expends E
joules of energy per transmitted bit, and Es/Ng =3 dB, for example. Assuming
PSK modulation, the bit error probability is

p = Q -N—‘- = 0.02289

The decoder fails to detect errors in a biock of 16 fransmitted bits only if four or
more of the bits are in error. Thus,

16
Pr | undetected error, < Z: (}16) pk (1 —p.)“'(’-k = 0.00040
k=4

Now the probability that a block is received without an error is
(1-p)16 = 0.69039. All blocks except those with no errors and those with errors
which are undetected must be retransmitted. Therefore, the fraction of blocks
requiring retransmission is

1- (]-p)lé = Pr { undetected error | = 0,3092]
= 31% .

Similarly, 31% of .the retransmissions will require another refransmission, and so
on. The average number of transmissions required per block is

1

1+ (.30921) + (.30921)2 + ... = T53055T

1.4476
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The average energy expended per message bit is then

= 1 -
E, = E, x (11> x (1.4476) = (2.1056) E_

so that Ep /N = 6.2 dB. An uncoded PSK system with this E /N ratio would
exhibit error rate P = 0.00188. This is the probability of an (undetected) bit

error. A reasonable quantity to compare with the block undetected error probability
of the coded system would be the probability of receiving a block of 11 consecutive
bits in which at least one bit is in error:

Pr | undetected error in 11 bits } = 1 = (I—Pe).!'l = 0.,02049

The coded system is seen to perform considerably better than an

" uncoded system of equal signal energy. An uncoded system which has the some
undetected error probability (in an 11-bit block) as the coded system would require
E,/N, = 8.9 dB, or about o 2.7 dB increase in signal energy.

The numerical results of this section are intended only as examples
of the gains that could be achieved by coding. Much lower undetected error
probability could be achieved by using more sophisticated codes. However, it
should be noted that in the system under consideration here, @ built=in error
detection scheme is present in the form of the verification loop via downlink. If
the downlink is designed to be extremely reliable, then virtually all uplink errors
will be detected by the verification loop, without extra error detection equipment.
I the verification loop will always be in operation, and if the downlink is reliable,
then use of coding in the uplink is probably not justified. On the other hand, if
't is desired to limit use of the downlink, and/or the downlink is not extremely
reliable, then use of forward error detection in the uplink might be economical.

5.6.2 Downlink Coding

In the downlink, where transmitter power is at a premium and the
decoder is on the ground, sophisticated coding schemes can be used to good
advantage. The best codes for such applications appear to be rate = 1/2 con=
volutional codes. (Although lower-rate codes are somewhat more efficient with
respect to fransmitter power, the simplicity of the rate = 1/2 encoder is, in most
applications, worth the extra dB or so it costs.) A simple example of @ convolutional
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encoder is shown in Figure 5.6.2-1, Each transmitted bit is a linear combination of
the present message bit and the m previous bits; the encoder is thus said to have
memory m. The probability of error with these codes decreases cxponentially with
m, while encoder complexity increases proportionally with m. Hence, powerful
codes can be implemented with simple equipment on board the spacecraft,

N

T\

h{\’_

INFORMATION

ENCODED

BITS _
/) QUTPUT
' BITS
-p@— MO DULO-2 ADDEK

D — UNI{T DELAY ELEMENT

Figure 5.6,2-1. A Rate ~ 1/2, m = 2 Convolutional
Encoder (Generators: 101, 111}

The optimum decoding rule for convolutional codes is due to Viterbi
[5-6]. The amount of computation per decoded bit performed by this decoder is
proportional to 2™, and the decoder is, therefore, practical only for short codes.
Some curves of error rate for Viterbi decoding of short convolutional codes are
given in Figure 5.6.2-2. There is one set of curves for the case in which hard
decisions are made at the output of the correlator, and another set for the cose in
which the correlator output is quantized into eight levels. Eight-level quantization
is seen to be significantly better than two-level quantization, but it turns out that
very little is gained by using more than eight levels.
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The impracticality of the Viterbi algorithm for long codes is o
significant restriction, since very low error rates require very long codes. An
alternative decoding procedure, for which the complexity or amount of computation
is relatively insensitive to code memory, is sequential decoding. The amount of
computation o sequential decoder performs is a random variable, depending on the
pattern of errors introduced during transmission. In order for the average number
of computations per decoded bit to be at an acceptable level, it is necessary to
operate at about a 3 dB higher value of ER,/N, than with other decoding methods.
For rate = 1/2 codes with hard decisions, Eb/ho must exceed 4.5 dB; when 8-
level quantization is used the minimum becomes about 3 dB. For any Eb/N above
the minimum value, however, error probability can be made as small as desired
(without increase in E,/N_) by making m large, with insignificant increase in
decoder complexity.

It is important to note that both Viterbi decoding and sequential
decoding work well only if the channel is memoryless; that is, if bit errors occur
independently. In the system under study, this can be assumed to be the case if
the transmission errors are due only to the presence of additive white noise. If
fransmission errors tend fo occur in ciusters or "bursts, a different coding
scheme, designed for burst error correction, should be used.

Another feature of the present system which may have an effect is the
finite message length. Claims made for coded systems are generally made under the
assumption of a pofentially infinite message sequence; when the message length is
finite, the performance may be different. When short codes are used, so that the
message length is several times the encoder memory, the effect will be minimal, but
when m is large, some degradation from ideal performance should be expected. In
any case, it is advisable to encode ard decode a "tail" of m zeros at the end of
each message. - The purpose of the tail is to allow the last few message bits to affect
the same number of transmitted bits as the earlier message bifs. In the absence of
such a tail, that is, when encoding and decoding ceases os soon as the last message
bit is processed, the last bits of the message will exhibit a higher probability of
error than the other bits because, in effect, fewer parity checks are available on
them than on the earlier bits.

5.7 . Performance Mcrgin“Criterion for PCM/PSK Demodulators

Performance of the optimum PCM/PSK demodulation structure with
application to VHF Command Systems has been discussed previously in this section,
as well as in Section 2. The difference in optimum performance and the performance
expected from a realizable demodulator is the margin of performance. Thus, the
margin of performance accounts for implementation losses resulting from use of non-
ideal subsystems and components, and nonideal signal structures. Fstablishment of
a margin criterion must also incorporate reasonable hardware complexity and costs.
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The PSK demodulators of interest here accommodate signal structures
where the clock signal is transmitted with the PSK subcarrier, including AM and
Summed Clocks. Another factor which contributes to the margin of performance is
therefore the division of total subcarrier power between the unmodulated subcarrier
ond the clock; that is, the power associated with making bit decisions and that
associated with providing the clock. -

The margin of performance is established here on the basis of bit error
performance, and under energy limited conditions as opposed to peak amplitude
limited conditions. Thus, in both clock systems of interest, the performance
provided by the total energy in the information and clock bearing signals is being
compared with the performance of an ideal, optimum PSK demodulator which uses
the same total energy.

5.7.1 AM Clock System

Consideration here is given to establishing a margin of performance
applicable to the PSK demodulation structure shown in Figure 5.T1.1=1. This
configuration accommodates demodulation of a signal structure where the clock is
omplitude modulated on the subcarrier.

QOptimum bit error performance of a PCM/PSK demodulator is given
in Table 2,1.3 as

Pe = Q -I'T- ’ (5.7.1-”

where Ey is the bit energy, and N is the single=sided noise spectral density. The
demodulator depicted by Figure 5.1,1-1 is suboptimum. This configuration was
selected on the basis that it is less complex than an optimum demodulator, but the
reduction in bit error performance relative to optimum performance is typically
small. Since the total average power in the subcarrier passband (i.e., power out
of the receiver’'s first detector) is shared between the clock and the bit decision
process, the effective value of E, in Equation 5.7.1=1 is reduced in accordance
with the efficiency factor, 1. It is recalled that 17 is the fraction of the total bit
energy which goes into making the bit decision. Thus, as shown in Table 2.1.3,
the bit error probability for the PSK-AM suboptimum demodulator is



V1
P =Q < , (5.7.1-2)

o
with the relationship between m_, and 7 being

1

7l = ————
1+m 2/2
cl

Figure 5.3.3 shows this degradation as a function of clock modulation index, mee
Maximum degradation is 1.76 dB, corresponding to 100% modulation (n = 0.67).
Employing the results of Figure 2.3-1, more representative is the degradation
corresponding to 50% modulation (17 = 0.89); that is, 0.51 dB a factor to be taken
into account in establishing the margin of performance.

5.7.1.1 Subcarrier and Clock Reference Phase Jitter

Phase jitter on the subcorrier and clock reference signals is a further
cause of degraded PSK demodulator performance. In Section 5.3, degradation in
bit error performance due to phase jitter was determined and shown in both cases,
as expected, to be a function of signal~to-noise ratio. This requires that the
contribution of phase Jitter to the margin of performance be determined on the
basis of a realistic signal-to-noise ratis. The margin established here is based
" upon a 13 dB signal=to=-noise ratio in the bit rate bandwidth.

With the clock signal-to-noise ratio given by

2
el Psc R
SNRc[ T T2 N R B d

the value, 13 dB, in the bit rate bandwidth yields a 11 dB signal-to-noise ratio in
the clock bandwidth for 50% emplitude modulation. From Figure 5.3.2, the
degradation due to clock phase jitter is seen to contribute about 0.2 dB degradation
for a clock phase of  radians.



The 13 dB signal=to~noise ratio in the bit rate bandwidth corresponds
to ¢ dB in the subcarrier passband, Bge = 4R. From Figure 5.3.2, the degradation
due to subcarrier phase jitter is seen to be less than 0.2 dB for this case.

5.7.1.2 - Effects of Bandlimiting Upon Bit Error Performance

Bandlimiting the PSK signal aoffects the bit error performance by
reducing the bit energy through suppression of spectra! sidebands. In addition,
bendlimiting causes intersymbol interference which aliso increases the bit error
probability, Optimum performance of a synchronous PSK demodulator is obtained
only when the effective bondwidth preceeding the demodulator is infinite in width,
In practice, this suggests that the bandwidth should be large compored to the
equivalent bandwidth of the demodulator, Under such conditions, the deleterious
effects of bandlimiting are minimized,

In the application here, the subcarrier passband tends to bandiimit
the PSK signal. The actual bandlimiting effect is dependent upon the need to
isolate the PSK signal from signal structures in adjacent bands. Upper bounds on
bit error probability which correspond to bandlimiting NRZ~PSK signals are
illustrated in Figure 5.7.1.2 [5-7] . These data are presented for several values
of the product, B, _T. Substantiating results have been obtained independently
[5-8]. Although these results are based upon the use of ideal filters, use of
realizable filters (e.g., a three pole Butterworth filter) will lead fo results which
do not differ greatly. That is, a realizable filter can be closely approximated by
on unrealizable filter with delay.

Of particular interest here are the results from Figure 5.7.1.2 for
an effective bandwidth equal to four times the bit rate, Bs.T = 4. It is noted that
the worst case degradation in bit error performance due to reduced bit energy and
intersymbol interference is about 0.8 dB at a bit error rate corresponding to 13 dB
signal-to-noise ratio in the bit rate bandwidth. This value of degradation is used
in establishing the margin of performance, and it should be a conservative value
Fo;.fhese purposes when coupled with the clock parameters, m | =0.5and 8, = 7
radians.

5.7.1.3 Margin of Performance

Various factors which must be incorporated into the determination of
the performance morgin for a PSK-AM demodulater have been discussed above. In
addition to these, some account must be made for implementation losses. Such a
loss is exemplified by a "threshold offset" in the threshold device associated with
making bit decisions, this being a result of tolerances in component values. Since
the effects of bandlimiting can be considered as a form of implementation loss also,
we estimate the total implementation losses to be 2 dB, a number which includes
the 0.8 dB degradation due to bandlimiting.
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ltemization of the various factors which have been established to
yield the margin of performance is as follows:

Suboptimum demodulator (m¢} = 0.5) 0.5d8
Subcarrier phase jitter 0.2 dB
Clock phase jitter . 0.2dB
Implementation losses 2.0dB
TOTAL MARGIN 2.9dB

The 2.9 dB margin of performance established here is based upon
assumptions of 50% modulation of the subcarrier by the clock and a 13 dB signal-
to-noise ratio requirement in the bit rate bandwidth. If required, adjustment in
the margin for different values of modulation index, signal-fo-noise ratio and
bandlimiting can be made with the aid of the data presented.

5.7.2 Summed Clock System

Consideration here is given to establishing a margin of performance
applicable to the PSK demodulation structure of Figure 5.1.2 for the Summed
Clock system. Again, there is degradation from optimum performance attributed
to power sharing between the clock and the bit decision process. Degradation
due to reference subcarrier and clock phase jitter is again based upon the require~
ment for 13 dB signal=to~noise ratic in the bit rate bandwidth. Degradation due
to subcarrier reference phase jitter is essentially equal to that for the AM Clock
. system.

In this case, the clock is added to the PSK subcarrier with a clock=
to-subcarrier amplitude ratio of ®, where the relationship between « and 77 is
given by

7= e > . (5.7.2-1)
] +

As shown in Table 2.1.3, the bit error probability for the PSK-Summed demodulator
is given by Equation 5.7.1-2, with 17 for this case defined above. From Figure
2.3-1, an appropriate division of power can be selected to correspond to 17 = 0,89
(¢ =0.35) as in the PSK=AM case.
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With the clock signal-to=noise ratio in this case given by

13 dB in the bit rate bandwidth again yields 11 dB of clock signal-to=noise ratio
for n =0.89 (. =0.35). From Figure 5.3.2, degradation due to clock jitter is
seen to be about 0.4 dB.

In the Summed Clock cose, the effects of bandlimiting of interest
here correspond to an effective bandwidth equal to four times the bit rate, B T =4
in Figure 5.7.1.2. Corresponding fo a bit error rote resulting from a 13 dB signal-
to~noise ratio in the bit rate bandwidth, the degradation is seen to be approximately
0.8 dB or less, since Figure 5.7.1.2 depicts an upper bound on the bit error
probability.

5.7.2.1 Margin of Performance

The major factors which contribute to establishing the margin of.
performance for the Summed Clock system of PSK demodulation have been
presented above. Accounting for implementation losses as before, these factors
are itemized os:

Power division factor {« = 0,35) 0.5dB
Subcarrier phase jitter 0.2dB
Clock phase jitter 0.4 d8
Implementation losses 2.0d8B
TOTAL MARGIN 3.1d8B

The 3.1 dB margin of performance given cbove is based upon a 13 dB signal-to-
noise ratio in the bit rate bandwidth and a clock-to=subcarrier summing ratio of
0.35. As in the case of the PSK-AM demodulator margin, information is provided
to make necessary adjustments to the margin under conditions different from those
assumed here.



5.7.3 Comparative Performance

_ The foregoing results show that the performance of the PSK-AM and
PSK~Summed demodulator are equal to within several tenths dB under the assumed
conditions. The difference is atiributed to an optimum choice of clock pnese ir
the PSK-AM case. If 8_; = =7/2 radians were selected, the margin in ecch ccse
would be approximately the same.

It should be emphasized at this point that the performance margins
given are for energy~limited conditions, the conditions under which the PSK
demodulators would probably be tested. However, if either demodulator is tested
as an integral part of a total receiver system, the system and demodulator would
operate under peak=limited conditions. Figure 2.3-2 indicates that the PSK-
Summed demodulator performs best under this condition.

5.8 Summary and Conclusions

Theoretical analyses have been conducted and reported which are
concerned with the prime objectives of a command system, that of correct frans=
mission of command data in as efficient a manner os possible. PSK demodulators
for the AM and Summed Clock systems have been defined. Using a basic
hysteresis squelch strategy, vorious probabilities associated with correct message
transmission have been computed, including bit error, message error, message
deletion and false start probabilities. Emphasis has been placed upon investigation
of system parameters which significanty influence these probabilities. Theoretical
data ore graphically presented which cover a range of parameter values such as
false start rotes and squelch threshold levels. Consideration is also given to effects
of RF1 upon squelch operation. This effect is estimated for selected interfering
. signols.

Further factors influencing operation of a PSK demodulator include
phase jitter on the reference subcarrier and clock. Degradation due fo such has
been computed and presented here. A criterion has been established for evaluating
a PSK demodulator's performance relative to theoretical. This margin is shown to
be 2.9 dB ond 3.1 dB respectively for the AM and Summed Clock systems.

Finally, error detection and correction coding schemes are considered

in view of constraints imposed by receive complexity and available power. Con=
sideration here has been given to typical uplink and downlink applications.
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6.0 ' UPLINK CARRIER MODULATION

The subcarrier signals discussed previously are transmitted to the
spacecraft by one of several RF modulation schemes. The purpose of rhis section
is to determine how the RF parameters affect overall system performance.

The principal results of this section are formulos relating bit error
probability to carrier-to-noise power ratio. To derive these results, the output
signal and noise characteristics of the RF detector are obtained. Then, with
suitable approximations and assumptions, the error probability results for subcarrier
detectors derived in Section 2 are employed. (The formulas used are those assuming
perfect synchronization, so that degradation due to jitter, as determined in
Section 5, must be accounted for separately.) Analytical expressions relating Py
to the ratio C/NgR, where C is the unmodulated carrier power, N, is the one-
sided noise power spectral density, and R is the data rate, are obtoined for AM
and narrowband PM. These expressions are subject to an additional threshold
constraint; that is, they are valid only for ratios of C/NgR in excess of some
threshold value depending on a choice of p (and in the PM case, 8).

The chief obstruction to cbtaining analytical relationships between
P, and C/N_R for an FM uplink is that for typical values of the modulation index
8, the operating point lies well below threshold, where the additive white
Gaussian noise mode! for the detector input fails. Approximate results are
obtained by ignoring the non-Gaussian character of the noise and using an
empirical formula for the output noise spectral density. In addition, a lower
bound on P, is obtained, the form of which indicates that the usual "wideband
FM improvement” cannot be exploited in these transmission schemes.

Amplitude, frequency and phase modulators with conventional
demodulators are discussed in Sections 6.1 = 6.3, In Section 6.4 we study the
response of receivers of one kind to signals of another kind. Finally, Doppler
effects and their impact on RF and subcarrier demodulator design are considered
in Section 6.5.

5.1 AM Carrier Modulation

 When the subcarrier amplitude-modulates the RF carrier, the resulting
transmitted signal has the form

e () = A [1,+mcesc(r)] 05wt (6.1-1)



where A_ is the amplitude of the unmodulated carrier, m. is the RF modulation index,
t1. is the angular carrier frequency, and ey (1) is the subcarrier signal, which moy be
PSK or FSK, with AM or Summed Clock. We assume |ege(t)] <V (with e Juality for
some t); the subcarrier signal is therefore peak = constrained, and when applying
results from Section 2, we will use formulas appropriate to peck constraints.

When m_ < 1 and the received signal-to-noise ratio is sufficiently
high, the signal can be demodulated by the receiver shown in Figure 6.1-1. The
bandpass filter is assumed to be wide enough to pass ec(t) with negligible degradation,
so that the filter output is

y 1) = e () *+ n(n)

BAND- | y (D | () /‘\
1 Toass ] ENVELOPE | 72 DC 1 "

EILTER DETECTOR BLOCK A_m R

Figure 6.1=1. AM Receiver

_ where n(t) has the spectral density iltustroted in Figure 6.1=2(a). This narrowband
noise process can be represented in the form

n(t) = t swt + nlt) si ¢
(1) ﬂc()CO < r‘s() lnwc

where the quadrature components ne(t) and ng(t) both have the power spectral
density of Figure 6.1-2(b). The input to the envelope detector can then be
written

y1(t) = [Ac 1+ ".'c esc(f)) + nc(r)] cos w_t

+ t) sin t
ns()sx w,
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Figure 6.1-2. Noise Spectra Associated with AM Receiver (High C/NGR)

The output of the envelope detector, assuming ideal envelope extraction, is

Tyl = \/T A_(T+m e () + nc(r)]2 + n2 (1) (6.1-2)



When the received signal=to~noise ratio is high, the first term under the radicel
will, with high probability, be considerably greater than the second.

Under this assumption we may neglect n,(t) and say

v = AL+ m e () + n (1) (6.1-3)

Following the dc biock and the scalar multiplication we have

y (1)

5C esc(t) * I"sc:.(f)

where

nsc(t) -

Thus n,.(t} hos the power spectral density shown in Figure 6.1=-2(c). Since the
spectrum is flat over the frequency band of interest, we may assume that it remains
flat outside this band; i.e., that the input to the subcarrier detector consists of

the sagnal e (t) in the presence of additive white Gaussian noise of spectral density
N /Ac m, E The results of Section 2 can now be applied, excze t that the N_
appearing fn the formulas there must be replaced by 2N, /A 2 (since a noise
-spectral density of N,/2 was assumed in deriving those formuias)

If the subcarrier modulation is PSK with AM Clock, then from Table
2.1.4, witha =1, we obtain

| 7
P =.Q JAC m2 77
e NR e o p+2 V2n0-7)



Recognizing that Ac2/2 is the power in the pure caerrier term, ond
denoting this as C, we can rewrite this as

m 21‘7
P o= Q NCR c
€ o 2-m+2V2n(-n)

For Summed Clock, we obtain

m2?7
P = 0Q NCR c
© o 1+2 Vn(1-n)

The corresponding expressions for noncoherent FSK are*

2
m "7

] C c
P = = expy{ -
e 2 MNR 2 [2-n+2 V27y (-7

AM Clock

2
m_ 7

1 [
exp | =
e 2 MNR 2 l1+2Vna-m]

[—
0

Summed Clock

The results are illustrated in Figure 6.1-3 for 17 = 8/9, the approximate optimum value
determined in Section 2.3, and m. = 0.8, the modulation index specified in the VHF
PCM/FSK Command Standard [2-2].

*Here and hereafter we will tabulate results only for PSK and noncoherent FSK, and
only for Summed Clock and AM Clock with suboptimum receiver, because these are
the only cases of significant practical interest.
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Figure 6.1-3. Error Probability for AM Uplink Above Threshold, m_ = 0.8



Although the curves of Figure 4.1-3 show a wide range of C/NGR, our
derivation is only valid ot high signal-to-noise ratios, since a critical step in the
derivation was to neglect the quadrature noise term appearing in Equation 6.1-2.
Bacause of the nonlinearity of the envelope detector, at low signal-to-noise ratios,
receiver performance degrades rapidly from that shown in the curves, giving rise fo
a receiver threshold effect. Thus, the results we have obtained apply only above
threshold, i.e., at sufficiently high signal-to-noise ratios for the assumption of
signal plus Gaussian noise info the PSK or FSK detector to apply with high prob-
ability. Below threshold, determination of overall receiver performence (P, versus
C/NGR) is complicated by the fact that the noise info the PSK or FSK detector is
decidedly non-Gaussian, and the usual formulas for error probability do not opply.
It would appeor that computer simulation is the most promising means to determine
the dependence of Py on C/N R near threshold.

It is generally accepted [6-1], [6-2], that the envelope detector.
threshold occurs in the vicinity of 0 to 10 dB received signal-to-noise ratio; this is
usually of little practical significance since signal quality requirements usually call
for much high signal-to=-noise catio than this. However, in our application, nofe
from Figure 6.1=3 that error probability of 107 requires in the vicinity of 20 dB
signal-to-noise ratio in the bit-rate bundwidth., Since B¢ = 2pR and p z 6, the
required signal=-to=noise ratio T the RF bandwidth is 11 dB or more below this. Thus
systems of the kind we are discussing could operate in the region where the threshold
effect is a consideration.

Threshold problems can be avoided by using @ synchronous receiver.
It can be shown that such a receiver behaves :n accordance with the curves of
Figure 6.1-3 for all values of C/N_R; that is, there is no threshold effect. The

synchronous receiver 1s considerably more complex than the envelope receiver,
because of the need to synchronize fo the received carrier.

The most practical approach to dealing with the problem appears to
be simply to operate in the threshold region and cuffer whatever losses of efficiency
are incurred. The difficulty is determining just what the loss is. While considerable
effort has been expended on analyzing envelope detectors below threshold, the
analyses have generally dealt with output signal-to=noise ratios, and not the spectral
and statistical properties of the output noise process. Knowledge of output SNR is
snsufficient to determine overall performance, because, as we have noted, unless
the noise into the PSK or FSK detector is Gaussian with a flat spectrum, the error
probabilify of the detector is unknown.

=7



The standard analyses of envelope detectors {e.g., [6-3], (6-4])
Indleate rhat abave thresheld, sutput SINR varles linearly with input SNR, while
below threshold, output SNR varies with the square of the input SNR, The receiver
characteristic thus has the rough form of Figure 6.1-4 where for convenience we
take the threshold to occur at O dB.

SNROUT' dB

SLOPE 1

C/N B, dB
[« 2N o]

SLOPE 2

Figure 6.1~4, Performance Curve for AM Receiver

If we assume that the fact that below threshold, the noise is nonwhite
and non-Gaussian has no significant effect on the PSK detector error probability,
. then we would expect the overall P, versus C/NR curve to have the appearance
of Figure 6.1-5; here (C/NyR)* is the value corresponding to C/NyB. =1, and ¥
is a constant depending on 77, m., and the kind of synchronization scheme used.
While this is probably a satisfactory rough approximation to the behavior of P,
more coreful means must be employed to obtain specific values.

6.2 FM and Noncoherent PM Carrier Modulation

If the subcarrier signal angle modulates the RF carrier, the resulting
signal is

ec(r) = Ac cos [wcf + ¢(f)} (6.2-1)
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Figure 6.1-5.

where for FM

@) =

and for PM

¢ (1)

C/N R, dB
o

Approximate Error Probability Curve for PSK/AM
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Since FM by eg.(t) is the same as PM by J eg (1) dt, any FM receiver
con be converted fo o PM recelver by integrating Its output, A phase demodulator
constructed this way is called a noncoherent phase demodulator. In the next section
we will consider a different kind of phase demodulator which synchronizes to a pure
carrier component in the received signal and demodulates coherently.

The receiver to be considered in this section is that shown in Figure
6.2-1. The discriminator is a device whose output is the instantaneous frequency
of the input. It can be shown [6-2] that if the bandwidth of the bandpass filter is
wide enough to pass e.(t) with negligible distortion, then the instantaneous frequency

of y'l (f) is

n {t)

_d -1
y2(f) = wcr + ¢ (1) + ton Ac+n2(t)

dt

where ny(t) and nq(t) are band-limited white Gaussian noise processes with spectral
density N, .

I R
__Teanoeassjn® 2o B BE r
FILTER DISCRIMINATOR BLOCK Yo'V

Figure 6.2«1. FM Receiver

When the input signal=to=noise ratio is high, A, > n (t) and
Ao > ny(t) with high probability. Under this assumption, we hoave the approxima=
tion

-1 n] (t) -1 n](t) ﬂ.[(i')
tan m = tan yy = = (6.2-2)
c c
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so that

dn

do 1 1

ylh & w o + =3 * 2= &
c

Following the dc block we have
dn
dg 1 1
s * ¢t A2 & (6.2-3)

C

The high signal-to-noise ratio condition leading to Equation 6.2-2
gives rise to a threshold similar to that just observed in connection with the envelope
detector. A generally accepted threshold value [6-2] for the discriminator=type
receiver is at C/N,B_=10. Asbefore, translating to C/N_R increases the threshold
value considerably, For example, from Figure 3.3.2-3, a F?SK/FM signal with
B =2 has 98% of its power within 3f . on each side of f; thus B, =~ 2-3 foe = 6 PR,
and the threshold is at

B
cC _ C c  _
NR - N B - T -
(o] o C

‘For the minimum value of p =6, this yields a 25,5 dB threshold, well above the
C/NgR which would be required for reasonable P, if there were no threshold effect.
Thus, typical operating points lie well below threshold.

As before, performance of the system cannot be exactly determined;
however, it is possible to approximate the performance by replacing the diserim-
inator noise output by white Gaussion noise of spectral density S (f,.), where
S (f) is the actual discriminator output noise power spectral density. An empirical
formula for S (f) with the signal format under discussion is

2
B} T S
S = 1,58 e "2 +0.7 Bi_e " (1) +-§12ri3-?— P

e
IF I
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where r = C/NoBl and By is the IF bandwidth, taken here for simplicity to be the
Carson's Rule bandwidth Bp =2(8 +1) fsc' Using this we obtain the curves of
Figure 6.2-2. In these curves, 7 = 0,89 is used, although there is no guarantee
that this value is optimum, since it was obtained under the assumption of white
Gaussian noise.

Also shown in Figure 6.2-2 is a lower bound to Po. This bound, which
uses 77 = 1.0 for simplicity, is obtained by noting that the cori 2lation coefficient
between two PSK/FM signals with FM modulation index B is Jo (28). Thus using
Equation 2,1-1, '

_ C
Pe = Q \/m- (1= J0 (B) (6.2~4)

o

for a receiver which demodulates coherently at RF and subcarrier. Equation 6.2-4
is thus a fairly conservative lower bound to P, for both PSK/FM and FSK/FM for
any value of 1. This equation alsc shows that the “FM improvement" generally
expected in analog FM systems is not available here since as 8 becomes large,

Jg (28) approaches zero and the bound becomes independent of £ (rather than
decreasing with increasing £, as FM improvement would require).

To consider the case of phase modulation, we note from Table 3.4
that for the modulation indices of interest, 8 < 0.5, the RF bandwidth is approxi-
mately the same as that for an AM uplink. Thus the threshold constraint is not as
. severe as in FM, so we carry out the analysis assuming that the approximation in
Equation 6.2-2 is valid. As with the AM analysis, however, the results must be
interpreted with the threshold condition in mind,

For PM, @ (1) =ke c(f). Since the constant k is the phase modulation
index, we relabel it 8, so that i?rom Equation 6.2-3, we have

desc 1 a:!n.|
yah = B —= + T
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Figure 6.2-2. Approximate Bit Error Probability for FM
Uplink with #=2and p=6
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The appropriate receiver is, as we have noted before, simply the FM receiver of
Figure 6.2-1 followed by an integrator. The integrator output is

ysc(r) - eSC(t) * nSC(r)

where n,_(1) is band-limited white noise of speciral density

-
A2ﬁ2

[+

Removing the band=-limitation and making appropriate substitutions
into the formulas of Table 2.1.4 yields

PSK-AM/PM

¢ 7 7
P =Q \[ 8
€ NR 2-n +22n (1-n)

Po=a (/e B 4 PSK=Summed,/PM
© o 142 VnQ1-n)

P oot |- =S g2 7 FSK-
e 2 2N _R 2[2-1+2v37 0-m] AM/PM.
p = 1 exp | - C ﬁ2 7 FSK=-
e 2 2N°R 2[1 +2 Vo (-m] Summed/PM

Error probability curves for PM with 8 = 0.5 are shown in Figure 6.2-3.
The parameter 1 is chosen as 8/% in all cases,
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Figure 6.2-3, Error Probability for PM Uplink Above Threshold, 8 =0.5
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6.3 Coherent PM Carrier Modulation

When phase modulation is used with a sufficiently small modulation
index, the device shown in Figure 6.3-1 can be used to demodulate the signal.
Since it operates by synchronizing to o carrier component in the received signal,
it is colled o coherent PM demodulator. For simplicity, we first consider the
special case of PSK subcarrier with no clock; i.e.,

ec(r) = Ac cos [wcr + B8 esc(r)] (6.3=1)
where

t) = t i t
esc() x(t) sin W

LOWPASS
FILTER

CARRIER
TRACKING 90°
LOOQP

Figure 6.3=1, Coherent PM Receiver
Here x(t) is a random signal which maintains a constant value £1 over each bit
interval.
From Equation 6,3-1, we obtain

ec(r) = Ac cos (B x(t) sin wsct) cos w_t

- Ac sin (B x(t) sin wscf) sin wct (6.3-2)
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Since x(t) = %1, and since cosine is even and sine is odd,

cos (B x(t) sin wscf) = cos (B sin wsct)

o0

= Jy(B) +2 g 1o (B) cos 2kw, t

and

si'n_ (Bx(t) sinw 1) = x(t) sin (B sin w_1)

oD
= x(t) |2 37 Jyyyy (B) cos (&t w b
k=0

where J; (+) is the Bessel function of _fhe‘firs‘r kind of order k. Substituting into
Equation 6.3-2 yields ‘

ec(t) = Ac JO {B) cos mcr

oD
+ Ac ;§ JZk(B) [cos (wc + 2k wsc) t + cos (wc - 2k wsc) t]

o0
+A_X(1) D doy 1 (B) [ cos (w_+ (k) w )t
k=0

- cos (wc - (2k+1) wsc) t] ' _ (6.3-3)
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When e (r) is multiplied by a sinusoid in phase quadrature with the
carrier, the result is:

Y1 {t} - ec(r) sin wct

‘ 00
Ay (Bre (1 +A_x() ;’ Jopay (B) sin (2kH) w_¢
+ terms of frequency near 2 W,

If we is greater than the bandwidth of x(t) then the low-pass filter
can be chosen such that the first term is passed and all remaining terms blocked,
yielding an output

Y_r);(f) = A Jy(Ble () | (6.3-4)

The fact that x,.(t) can be recovered without distortion regardless of
B (os long as J; (B8) 7 0) depends strongly on the fact that X5 () was assumed to be
a pure PSK sngnul as we will see laver, in general, distortion will result unless 8
is small.,

In the presence of noise, the accuracy with which the receiver can
lock onto the carrier depends on fhe'- signal-to-noise ratio in the tracking loop,
which in turn is proporhonc:l to J (B) In addition, the output signal-to~noise
ratio is prop0rf|onc1| to J (B). The system thus operates best at @ value of 8 for
which JO (B)and J (,8) are both farge. Plots of Jg (8) and Jy (B) for
0< B< 2are shown in Figure 6.3-2, along with the small = 8 approximations:

2
N B . B
B = 1-—— , L (B =5
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‘Figure 6.3-2, J0 (8} and J] (8), With Small-8 Approximations

As an alternative approach to analyzing the coherent PM receiver, suppose that the
input is given by Equation 6.3-1, but the restriction is to pure PSK subcarrier signals
is removed. If the carrier tracking loop achieves exact synchronization, then

y ) = - Ac cos [wct 1 8 esc(t)] sin w t

A A

= —ﬁi sin ﬁesc(f)- —2C" sin [2wcf+ﬁ esc(t)]
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The second term is rejected by the filter, leaving

AC
yo(t) = =5 | sin Be (1) o

where [-]l denotes the low=pass components of the enclosed signal. If 8 is small,
say B'< 0.5, then

sin [ Besc.(r) ] =~ B esc(t) (6.3-5)
so that _
AC B
72“) = 2 esc(f)

We note that this agrees with Equation $.3-4 when Jy (B) is replaced by its
approximate value 8/2.

When B is not small, the approximaticn of Equation 6,3-5 foils and considerable
distortion of the signal may result, We have seen that if e, (t) is pure PSK, this is
not the case, but if esc(r) consists of PSK with a Summed Clock term, then sin

B egc(t) contains contributions at all frequencies of the form nw¢|, w, . * nwel,
2w * nw |, etc., which are in the passband of the filter and which may be
non=negligible.

If the input to the receiver of Figure 6.3-1 is the PM signal e.(t)
with added white Gaussian noise of spectral density N,/2, and if 8 is small
enough for Equation 6.3-5 to hold, then under the assumption of perfect carrier
synchronization, the output is found to be

ysc(f) - escm * nSC(')
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where ng (1) is band-limited white Gaussian noise of spectral density N /Ac2 B2,
Since this is the same noise spectrum found in Section 6.2 for the noncoherent
receiver, we conclude that the performance of the coherent and noncoherent
receivers agree, provided that the signal-to-noise ratio is high enough that carrier
synchronization errors are negligible, With this condition the curves of Figure §.2-3
apply for coherent PM.

6.4 Cross-Coupling Between RF Systems

In this section we determine the response of one type of RF receiver to
a received signal at the same carrier frequency, but with a different type of RF
modulation. This problem is of interest when, for example, two missions are assigned
the same RF channel but use different carrier modulation schemes. The results of
this section would indicate the extent to which the receiver aboard one spacecraft
would respond to'signals directed to the other. |t is important to remember that
these results are (in general) only valid when the desired signal is off; when the
received signal consists of desired signal plus interfering signal, we have an RFI
problem, rather than a cross~coupling problem. This problem can be approached
using the techniques of Section 4.

6.4.1 Cross-Coupling Between Angle = and Amplitude ~ Modulation Systems

An angle-modulated RF signal has the form indicated by Equation 6.2-1,
in which @(t) involves the subcarrier signal esc(t). Since such a signal has constant
envelope, an envelope detector does not respond to the signal, and therefore there is
no cross—coupling into an AM receiver.

An AM signal has the form of Equation 6.1-1, Conventional angle
modulation receivers employ limiters ot the input to remove spurious amplitude
" fluctuations, When an AM signal is received, the limiter removes the modulation.
Since the resulting signal has constant phase, the response of the demodulator is

Zero.

6.4.2 Cross-Coupling Between FM and PM

The instontaneous phase of a frequency-modulated signal is

wt + k e (s)ds
c sc
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while the instantaneous frequency of a phase=modulated signal is

de
s

dt

c

w +
cB

Hence, if a PM receiver demodulates an FM signal, the output is proportional to

esc(t) dt

an if an FM receiver demodulates a PM signal, the output is proportional to

de

5C

dt

w o+
c A

These results are displayed in Table 6.4.2, in which the RF detector
outputs are given, to within a scale factor, for all types of receiver with all
possibilities of received signal.

Table 6.4.2. Cross=Coupling Between FM and PM

Receiver Input
Receiver

AM FM PM
AM e (1) 0 0

sC

desé

FM 0 esc(r) T
PM 0 fesc(*) dt esc(r)
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6.5 ) Doppler Considerations

{n this section we estimate the magnitude of the frequency shift due -
to relative motion between spacecraft and transmitter. Qur purpose is to determine
what design modifications are necessary to compensate for the frequency uncertainty.

A sinusoid of frequency f undergoes a frequency shift by an omount
vif/c, where c is the speed of light, and v, is the component of spacecraft velocity
in the direction of the transmitter. We assume a worst=case velocity component of

v, = 13 km/sec (7 nautical mi/sec)

5o that v,/c = 4,33 x 107,

Uplink cartier frequencies are near 150 MHz, so that the worst-cose
Doppler is opproximately 6.5 kHz. Thus unless on attempt is made to track the
carrier, the RF and IF bandwidths must be 13 kHz wider than actually required to
accommodate the signal. For example, if the RF modulation is AM or relatively
narrowband angle modulation, then as noted in Section 3.3, the signal bandwidth
is a few times the subcarrier frequency, and since f . can be as low as 7 kHz,
widening of the filter passbands enough to accommodate frequency shift can
significantly increase the amount of noise power in the RF detector input, causing
degradation of performance.

-As another example of the effect of Doppler variations, we consider
its impact on the design of the coherent PM demodulator discussed in Section 6.3.
For simplification, we assume that the subcarrier modulation is PSK with no clock.
Then 17 =1, and we have

P =Q < B (6.5-1)

This is plotted for severa! values of B in the range of interest in Figure 6.5.
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Figure 6.5, Error Probability for PSK/PM, 0.1 £ B8 <0.5

6-24



Recall from Equation 6,3=3 that the received signal contains a pure
carrier term of the form

Ac J0 (B) cos (wcr)

to which the receiver must lock before reliable demodulation can take place. The
frequency uncertainty requires that the carrier tracking foop have some bandwidth
By, related to the Doppler and Doppler rate in a manner depending on the charac-
teristics of the tracking method. If we require 10 dB signal~to-noise ratio in the
carrier tracking loop, and assume a nominal value of 4 kHz for By, then we must
have

2 2
A Jy (B)

< 0 . € 2. _R_, i
2N B, NR o B+ g 210 (6.5-2)

Equation 6,5-2 establishes, for given dcta rate R and modulation index £, minimum
ollowable values of C/N R for reliable carrier tracking. Thus, we have an effect
analogous to the threshold effect seen it Sections 6.1 and 6.2; i.e., at low values
of C/NgR, performance is degraded from that predicted by Equation 6.5-1 because
of poor carrier tracking. The thresholds implied by Equation 6.5-2 are shown in
Figure 6.5 for several bit rates.

The spacecraft velocity also causes a shift in the subcarrier frequency;
however, since subcarrier frequencies are ot most 15 kHz, the worst case frequency
shift is given by

v
-E’- fos 4.33x 1072 x 15 x 10° = 0.63 Hz

This shift is less than 10% of even the least allowable bit rate, and therefore less
than 5% of the least possible subcarrier bandwidth. Therefore the Doppler effects
on the design and operations of the subcarrier detector are negligible.
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6.6 . Summary

This section has addressed certain problems associated with the RF
carrier portion of the command system. Results relating P, to C/N R, where C is
the RF carrier power, are obtained for AM, FM, and PM RF modulation in con=
junction with the subcarrier keying and clock transmission schemes discussed
earlier, The threshold effect associaoted with conventional receivers is discussed
and its effect on system operating characteristics is considered.

~ Another problem considered in this section is the response of one kind
of receiver to a received signal of another kind. These cross~coupling effects are
determined and listed for all combinations of receiver and transmitted signal.

Finally, the frequency shifts at RF and subcarrier due to spacecraft
motion are determined. Some implications of Doppler effects on RF system design
are discussed. It is also shown that the frequency shift at subcarrier is negligible.
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7.0 . DOWNLINK CARRIER MODULATION

The downlink transmission schemes used for command verification
differ from those in the uplink in several respects. For example, the usual base-
band signal is biphase PCM; NRZ signals are not used. No clock is transmitted
along with the data. The baseband signal directly frequency or phase modulates
the RF carrier, without the intermediate step of subcarrier modulation which is
employed in the uplink. Finally, since the transmitter is on board the spacecraft,
power limitations are of more significance than in the uplink, *

In this section, various aspects of the downlink are investigated,
with emphasis on those features which are peculiar to the downlink, and relying
as much as possible on results and techniques developed previously. First some
comments on biphase PCM are mode. Then the RF signals resulting from PM or
FM modulation by a biphase basebond signal are studied. Finally, some observations
concerning the power constraint, as it relates to the reliability requirements, are
made.

7.1 Biehase PCM

In biphase PCM the baseband signal consists of a sequence of pulses
sO(t) or s3{t) with the form '

+] 0<St<T/2
so(f) =

-1 T/2<t<T
5 (1) = - so(f)

The power spectrum of a random biphase PCM signal can be shown to be (7-1]:

S =T sin4!7TfT/2!
(m61/2)

*Gains and other characteristics of ground antennas are found in "Handbook of
NASA/GSFC Tracking, Data Acquisition and Communication Antennas”,
No. X-525-64-222, Octrober 1964,



which is illustrated in Figure 7.1, Note that there is very little signal power near
de, so that the signal can be ae~coupled without significant distortion. This is
one of the principal reasons for using biphase rather than NRZ signals. Another
reason is that since at least one sign change per bit interval is guaranteed, bit
synchronization directly from the signal is facilitated.
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Figure 7.1. Rondom Biphase PCM Power Spectrum

In the following sections we investigate the signals resuiting from
phase or frequency modulation of a carrier by a biphase PCM signal,

7.2 PCM/PM

The general form of a PM signal with PCM modulation is
ec(f) = Ac cos I:wcr + Bx(t) + Gc:l (7.2-1)

where x(t) is a biphase PCM signal. We adopt the convention of referring to such

signals as PCM/PM, reserving the designation PSK for such signals in which
B=mn/2.



Expanding Equation (7.2-1) yields

e () = A, cos [ 8 (1) ] cos (w t +6)
- Ac sin [B x(t) ] sin (wcr + Oc)

But since forany t, x(t) = %1, this con be written
ec(t) = Ac cos B cos (wct + Qc)

- Ac x(t) sin 2 sin (wct + Qc) (7.2-2)

The first term in Equation 7.2=2 is a pure carrier term while the second is a pure
antipodal biphase PSK term.

: Power spectra of such signals can be determined using the techniques
developed in Section 3. Spectra for B=1and B =m/2 are shown in Figure 7.2-1.

For receiving stations which do not have the capability of exiracting
the carrier from a PSK signal, B should be chosen in such a way that enough power
is left in the pure carrier to allow reliable acquisition and tracking. For example,
the appropriate standard [7-2] requires that at least 10% of the transmitted power
be left in the pure carrier term. From Equation 7.2-2, this requirement means that
cos2 B = 0.1, or B < 1.25. When the receiving station is capable of cbtaining
carrier synchronization directly from the received PSK signal, the most efficient
modulation index is B = /2, which suppresses the carrier entirely and devotes all
the transmitted power to the data. It should be noted, however, that values of B
equal to 1.25, 1.1 and 1, for example, corresponding to 10, 20 and 30 percent of
the power in the carrier, yield 0.5 dB, 1 dBand 1.5 dB losses in the PSK component,
respectively, The 0.5dB to 1 dB loss might provide a good trade for reduced receiver
complexity realized by tracking the carrier directly. This is contrasted with the
frequency doubling, tracking and dividing scheme typically employed to reconstruct
the carrier in PSK, and finally resolving a phase ambiguity.
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We have seen in Section 2.1 that the optimum receiver for antipodal
biphase PSK (B = m/2) is a correlator similar to that of Figure 2.1,1=1 (except that
the local signal to be multiplied must be a biphase sinusoid rather than a pure
sinusoid). We also noted that the error probability is given by

. 2!5b

P, = Q N
]

where Ey is the energy in each bit interval of the biphase PSK signal. It has just
been shown that for any B, a biphase PSK signal can be written as the sum ofa
pure carrier and an antipodal biphase PSK signal with bit energy

(f w_ > 27R, the response of the correlator o the pure carrier is negligible, ond
so the correlator is the optimum receiver for any 8. Letting C = Ac“/2 and noting
that T = 1/R, we have for the optimum receiver,

f 2
_ 2Csin” B
Pe = Q NOR (7.2-3)

Equation 7.2-3 can also be derived by considering the biphase PCM/
PM signals as points in a signal space of two dimensions. The geometry is shown
in Figure 7.2-2. The length of each vector is the square root of the signal energy,
Ac jT/2, ond the vectors are inclined at angles + 8 to the ¢1(t) = axis. The
error probability of such a signal set is given by [7-3]:




2
T
/34,
8 d
3
B
3

Figure 7.2-2. Signal Space Model for PCM/PM

where d is the Euclidean distance between the signal vectors. From Figure 7.2-2,

T
d =2 2A"::smﬂ

which leads to Equation 7.2-3. This geometric approach also shows that 8 = 7/2
is the optimum choice to minimize P,, and that nothing is gained by increasing 8
to values greater than 71/2,
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7.3 PCM/FM

The use of FM rather than PM as the RF downlink medulation affords
some simplification since a noncoherent receiver can be used. As noted in
Section 2.1, the optimum receiver for such a signal is essentially the same matched
filter~envelope detector receiver shown in Figure 2.1.1-2, except that the filters
are matched to split-phase puises. If the signals are orthogonal, the error prob-
ability is given by

= L - -
P—2e = e (7.3=1)

The signals can be shown to be orthogonal if | f; = fg| T is an even
integer. If this quantity, which is the PCM/FM modulation index, is not an even
integer, but fyand fy, are sufficiently far apart that a filter tuned to fy responds
negligibly to tq ond vice-versa, then P, is approximated by Equation 7.3-1. A
somewhat simp?er receiver for these signals consists of filters matched to fy and f,
over half of a bit interval, followed by envelope detectors, with post=detection
combining of the detector outputs at times T/2 and T. The error probability when
such a receiver is used is given by [7-4]

1 -C/ZNOR / C
Pe =5 e (1'*—8-':':&- (7.3-2)

Power spectra of biphase PCM/FM signals have been obtained by
Hartmann [7-1] using an approach similar to that of Section 3, As an example,
the (one-sided) spectrum for a modulationindex of 2 is shown in Figure 7.3, This
is chosen since it is the least modulation index for which the signals are exactly
orthogonal. The spectrum is seen to contain impulses at the mark and space
frequencies as well as a continuous part exhibiting nulls of fg and f;. These
features are typical of PCM/FM power spectra with even integer modulation
indices.
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7.4 Downlink Reliability Requirements

Since decoded commands are transmitted to the ground via the
telemetry downlink for purposes of verification, it is necessory that the downlink
be at least as reliable as the uplink and perferably much more reliable. The
. reason for this is that whenever the command relayed via downlink disogrees with
that which was transmitted, the command must be repeated. |f the downlink error
probability is, say, an order of magnitude greater than the uplink error probability,
then most of the disogreements between transmitted and received messages will be
due to errors in the downlink, and therefore, most of the repeated commands are
actually repeats of commands which were initially received correctly on board the
spacecraft. A high-reliability downlink ensures that almost all detected errors
occurred in the uplink, and thus very few unnecessary retransmissions are incurred.

The bit error probability results of Equations 7.2-3, 7.3-1 and 7.3~2
ore shown in Figure 7.4. From these plots we see that bit error probabilities of
the order of 107 or less require 10 dB or more C/N_R. Because of the limitation
on spacecraft transmitter power, it is desirable to operate at as Jow a value of
C/NoR as possible, with particular interest in the intermediate range of 7 dB or
so, Figure 7.4 indicates that P, is unacceptably high at this value of C/NOR,
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even for the most efficient modulation scheme. This suggests the use of coding in
the downlink. As discussed in Section 5.6, substantial gains can be obtained with
relatively simple encoding equipment on board the spacecraft and decoding
eqripment of moderate complexity on the ground. For example, referring to
Figure 5.6.2-2, P, of 1072 or less can be obtained at 6,6 dB Ep,/N_ with a
memory 5, rate 1/2 nonsystematic convolutional code with Viterbi decoding and
hard decisions at the receiver. With soft decisions, the required Eb/No drops to
4.7 dB, These values represent gains of 3 dB and 4.9 dB, respectively, over the
9.6 dB required to achieve P = 1079 in an uncoded system. While these gains
are given for antipodal PSK, comparable coding gains would be expected with
any PCM/PM or PCM/FM transmission scheme. We conclude that with the use of
coding in the downlink, the necessary reliability can be obtained at intermediate
values of C/NgR with equipment of moderate complexity.

7.5 Summarz

During this task effort, certain aspects of the telemetry downlink with
application to command verification have been studied. Signal structures and spectra
representing PCM/PM and PCM/FM signals, where the PCM is biphase rather than
NRZ, are considered. Error probability associated with these systems are also
discussed and data are graphically presented.

Concerning PCM/PM, various values of the peak phase deviation,
B, are considered. Based upon the foct that 8 = 7/2 (i.e., PSK) provides the
best bit error performance, other values of 8 and the corresponding degradation in
performance are investigated. It is shown thot values of 8 equal to 1.25, 1.1 and
1, for example, corresponding to 10, 20 and 30 percent of the power in the carrier,
yield 0.5 dB, 1 dB and 1.5 dB degradation in performance relative to PSK. The
0.5 dB to 1 dB loss might provide a good trade for reduced receiver complexity
realized by tracking the carrier directly, Foctors to be considered include the
following. Typically, o frequency doubler, tracking and divider technique is
employed to reconstruct the carrier for PSK, producing a phase ambiguity which
must be resolved. In PCM/PM, a carrier tracking phase locked joop can be
employed when sufficient power is allocated to the carrier. In the latter case the
tracking loop is operating at a lower signal-to-noise ratio, depending upon the
loop bandwidth. The loop bandwidth in both cases is determined by the frequency
uncertainty and the requirement upon acquisition time. Finally, it should be
noted that the frequency uncertainty is doubled in the PSK case.
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7.6

Regarding error probability, it is shown that even the most efficient
.modulation scheme provides an error probability which is unacceptably high for
command verification purposes when operating in the intermediate signal-to-noise
ratio range (e.g., 7 dB) of interest, However, sufficient gain from coding is
available to reduce the error probability to an acceptable level for typical values
of C/NR. The coding gain can be obtained with the use of relatively simple
encoding and decoding equipment.
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