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BOUNDDEDNESS OF ABSOLUTE VALUES OF
GENERALIZED FOURIER COEFFICIENTS

by

Charles C. Miao and G. Adomian
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Athens, Georgia 30601
ABSTRACT

For \( f(x) \in C[a,b] \) and \( \{\varphi_k(x)\} \) an orthogonal set with weight function \( w(x) \) on \([a,b]\), an upper bound for \( \sum_{k=0}^{n} |(\varphi_k, \varphi_k)^{\frac{1}{2}} a_k| \) where \( a_k \) are generalized Fourier coefficients is given for odd \( n \) by
\[
\sqrt{n+1} \left( \int_a^b w(x) dx \right)^{\frac{3}{2}} \|f\| \quad \text{where} \quad \|f\| \text{ is the sup norm of } f \text{ on } [a,b].
\]

For even \( n \), the bound is
\[
[b \int_a^b w(x) dx ||f||^2 - \max_k (\frac{n+1}{2}) |(\varphi_k, \varphi_k)^{\frac{1}{2}} a_k|^2]^{\frac{1}{2}} \quad \text{for} \quad 0 \leq k \leq n,
\]
which is a little cumbersome so the result for odd \( n \) would be more useful.

For the trigonometric case \( f \in C[-\pi,\pi] \) and \( w(x) = 1 \), this result gives
\[
\sum_{k=0}^{n} |a_k| + |b_k| \leq 2\sqrt{n+1} \|f\| \quad \text{for any} \quad n.
\]
Given $f(x) \in C[a,b]$ and letting $\{\varphi_n\}$ be an orthogonal set of continuous functions with weight function $w(x)$ on $[a,b]$, consider the generalized Fourier series $\sum a_k \varphi_k(x)$ converging uniformly to $f(x)$.

The normalized Fourier coefficients are given by

$$a_k = \frac{(f, \varphi_k)/(\varphi_k, \varphi_k)}{\int_a^b w(x)f(x)\varphi_k(x)\,dx/\int_a^b w(x)\varphi_k^2(x)\,dx}.$$  

By Bessel's inequality,

$$\sum_{k=0}^n (\varphi_k, \varphi_k)a_k^2 \leq \int_a^b w(x)f^2(x)\,dx \leq \left(\int_a^b w(x)\,dx\right)\|f\|^2,$$

where $f$ is the sup norm or maximum of $f$ in $[a,b]$.

Denote $(\varphi_k, \varphi_k)^{1/2}a_k$ by $A_k$ and write

$$\sum_{k=0}^n |A_k|^2 \leq \left(\int_a^b w(x)\,dx\right)\|f\|^2. \quad (1)$$

Suppose $n$ is odd. We separate the left side into pairs thus

$$\sum_{k=0}^{(n-1)/2} |A_{2k}|^2 + |A_{2k+1}|^2 \leq \int_a^b w(x)\,dx\|f\|^2.$$

We let the sequence $\{(|A_{2k}| + |A_{2k+1}|)^{(n-1)/2}\}$ be a rearrangement of the sequence $\{|A_{2k}| + |A_{2k+1}|\}^{(n-1)/2}$ such that

$$|A_{2k}| + |A_{2k+1}| \geq |A_{2(k+1)} + A_{2(k+1)+1}|$$

i.e., each pair is greater or equal to the next pair,
e.g., $A'_0 + A'_1 \geq A'_2 + A'_3$, $A'_2 + A'_3 \geq A'_4 + A'_5$, etc.

Now using Tchbychev's inequality, we write

\[
\frac{(n-1)/2}{(n-1)/2} \left( \sum_{k=0}^{(n-1)/2} |A'_{2k}| + |A'_{2k+1}| \right)^2 \leq \left( \sum_{k=0}^{(n-1)/2} (|A'_{2k}| + |A'_{2k+1}|)^2 \right) \leq 2 \left( \sum_{k=0}^{(n-1)/2} |A'_{2k}|^2 + |A'_{2k+1}|^2 \right).
\]

Since sums are preserved

\[
\frac{(n-1)/2}{(n-1)/2} \left( \sum_{k=0}^{n} |A_{2k}| + |A_{2k+1}| \right)^2 \leq \left( \sum_{k=0}^{n} |A_{2k}|^2 + |A_{2k+1}|^2 \right)
\]

or simply,

\[
\frac{n}{(n+1)} \left( \sum_{k=0}^{n} |A_k| \right)^2 \leq \left( \sum_{k=0}^{n} |A_k|^2 \right). \tag{2}
\]

Combining (1) and (2),

\[
\frac{n}{(n+1)} \left( \sum_{k=0}^{b} w(x)dx \right) \leq \left( \sum_{k=0}^{b} \phi_k(x) \right)^2 \leq \left( \sum_{k=0}^{b} \phi_k(x) \right)^2 \|f\|^2.
\]

hence our result

\[
\frac{n}{\sqrt{n+1}} \left( \sum_{k=0}^{b} \phi_k(x) a_k \right) \leq \sqrt{n+1} \left( \sum_{a}^{b} \phi_k(x) \right)^2 \|f\|. \tag{3}
\]

If $n$ is even we can let $A_{n+1} = 0$ to divide into pairs as before, or somewhat more generally since zero can be inserted anywhere in the sequence, let $0 \leq j_0 \leq n$ and let $\{A'_s\}_{s=0}^{n+1}$ be a rearrangement of
\{0, A_0, A_1, \ldots, A_n \} \text{ such that}

(i) \quad |A'_{2s}| + |A'_{2s+1}| \geq |A'_{2(s+1)}| + |A'_{2(s+1)+1}|

(ii) The zero is paired with the \( A_{j_0} \).

We now have pairs as before and again using Tchbychev's inequality, we have

\[
\left( \sum_{s=0}^{n/2} |A'_{2s}| + |A'_{2s+1}| \right)^2 \leq 2 \left( \frac{n}{2} + 1 \right) \sum_{k=0}^{n/2} |A'_{2s}|^2 + |A'_{2s+1}|^2 - \left( \frac{n}{2} + 1 \right) A_{j_0}^2.
\]

Since the sums above are preserved,

\[
\left( \sum_{k=0}^{n} |A_k| \right)^2 \leq (n+2) \left( \sum_{k=0}^{n} |A_k|^2 \right) - \left( \frac{n}{2} + 1 \right) A_{j_0}^2.
\]

Combining (1) and (4) (for \( 0 \leq j_0 \leq n \))

\[
\left( \sum_{k=0}^{n} A_k \right)^2 \leq (n+2) \left( \int_{a}^{b} w(x) dx \right) \|f\|^2 - \left( \frac{n}{2} + 1 \right) A_{j_0}^2.
\]

Finally (for even \( n \))

\[
\sum_{k=0}^{n} |(\varphi_k, \varphi_k)^{3/2} A_k | \leq \sqrt{(n+2) \left( \int_{a}^{b} w(x) dx \|f\|^2 \right) - \left( \frac{n}{2} + 1 \right) A_{j_0}^2}
\]

where \( 0 \leq j_0 \leq n \).

(If \( A_{j_0} = 0 \) the right side becomes \[ (n+2) \left( \int_{a}^{b} w(x) dx \right) \|f\|^2 \]

which is not as tight a bound.) Thus the lowest bound
(not l.u.b.) is
\[
\sum_{k=0}^{n} \left| (\varphi_k, \varphi_k)^{\frac{1}{2}} a_k \right| \leq \left( (n+2) \int_{a}^{b} w(x) dx \right) = \max_{k}(n+1) \left| (\varphi_k, \varphi_k)^{\frac{1}{2}} a_k \right| \right] ^{\frac{1}{2}} \quad (6)
\]

where \( 0 \leq k \leq n \).

**Example:** Trigonometric series for \( f(x) \in C[-\pi, \pi] \)

\[
f(x) = \frac{a_0}{2} + \sum_{k=1}^{\infty} a_k \cos kx + b_k \sin kx
\]

\( w(x) = 1 \)

\( (\varphi_k, \varphi_k) = \begin{cases} 2\pi & \text{if } k = 0 \\ \pi & \text{if } k \neq 0 \end{cases} \)

By (1),

\[
(2\pi) \frac{a_0^2}{2} + \sum_{k=1}^{n} a_k^2 + b_k^2 \leq 2\pi \|f\|^2
\]

or

\[
\sum_{k=0}^{n} a_k^2 + b_k^2 - \frac{a_0^2}{2} \leq 2\|f\|^2
\]

a result also apparent from Parseval's formula

\[
\frac{1}{\pi} \int_{-\pi}^{\pi} |f(x)|^2 dx = \frac{a_0^2}{2} + \sum_{k=1}^{\infty} a_k^2 + b_k^2
\]

or

\[
\sum_{k=0}^{n} a_k^2 + b_k^2 - \frac{a_0^2}{2} \leq \frac{1}{\pi} \int_{-\pi}^{\pi} |f(x)|^2 dx = 2\|f\|^2
\]
By (2), we have
\[
(\sum_{k=0}^{n} |a_k| + |b_k|)^2 \leq 2(n+1) \sum_{k=0}^{n} |a_k|^2 + |b_k|^2 - (n+1)a_o^2 .
\]

Combining, we have
\[
\sum_{k=0}^{n} |a_k| + |b_k| \leq 2\sqrt{n+1} \|f\| .
\]

Cheney\(^1\) gives the bound \(\pi\sqrt{2n-1} \|f\|\). It's easy to see \(2\sqrt{n-1} \|f\| < \pi\sqrt{2n-1} \|f\|\) for all \(n \geq 1\).

As an elementary example let \(f(x) = \pi\) in \([-\pi, \pi]\). We get immediately
\[f(x) = 2(\sin x - \frac{\sin 2x}{2} + \frac{\sin 3x}{3} - \ldots) .\]
For the sum \(\sum_{k=0}^{3} |a_k| + |b_k|\), the bound stated here is \(4\pi\), which is quite close to the actual sum, while Cheney's bound is \(\sqrt{5}\pi^2\).
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A Decomposition for Some Operators
by
Bernard B. Morrel

Let $H$ be a complex Hilbert space and let $\mathcal{B}(H)$ denote the algebra of all bounded linear operators on $H$. Then $T \in \mathcal{B}(H)$ is abnormal (sometimes, completely non-normal) if there is no non-trivial subspace $M \subseteq H$ which reduces $T$ and such that the restriction of $T$ to $M$ is normal. Every $T \in \mathcal{B}(H)$ may be written uniquely as the direct sum of a normal operator $T_0$ with an abnormal operator $T_1$. We shall refer to $T_0$ and $T_1$ as the normal and abnormal parts of $T$, respectively.

A theorem of von Neumann ([7], p. 96) asserts that every isometry $V$ on a Hilbert space $H$ is unitarily equivalent to the direct sum of a unitary operator and a pure isometry of multiplicity $d = \dim [(VH)^1]$ (cf. [3], problem 118). It develops that the scalar $d$ is a complete set of unitary invariants for the abnormal part of the isometry $V$. An operator $T$ is quasinormal if $T$ commutes with $T^*T$. In particular, every isometry is quasinormal. In [1], Brown obtains both a canonical form and a complete set of unitary invariants for the abnormal part of a quasinormal operator. In the isometric case, Brown's results specialize to those of von Neumann.
In section 1 of this paper we obtain a decomposition for operators, which, as is shown in section 3, is a generalization of Brown's work on quasinormal operators. We associate with each \( T \in \mathcal{B}(H) \) a (not necessarily proper) subspace \( H_1(T) \) of \( H \) which is invariant under \( T^* \) and reduces \([T] = T^*T - TT^*\). If \( V \in \mathcal{B}(H) \) is isometric, for instance, one has \( H_1(V) = (VH)^1 \). We establish that the structure of the abnormal part of \( T \) is completely determined up to unitary equivalence by the restrictions of \( T^* \) and \([T]\) to \( H_1(T) \). In case \( d = \dim(H_1(T)) < \infty \), the structure of the abnormal part of \( T \) is determined by two \( d \)-by-\( d \) matrices.

The results of section 1 are of little interest if \( H_1(T) \) is too large. In section 2 we study conditions under which \( H_1(T) = H \). We show that if \( T \) is abnormal and nearly a finite-dimensional operator (in some appropriate sense), then \( H_1(T) = H \). This suggests that the results of section 1 will be of most interest if the operator being studied is far from being finite-dimensional.

The main result of section 3 is that if \( T \) is subnormal, then \( H_1(T) \) is the closure of the range of \([T]\). This means, for example, that the structure results given in section 1 may be easily applied to subnormal operators whose self-commutator is of finite rank. It also enables us to deduce the results of Brown and von Neumann mentioned above from our results in section 1.
In section 4 we give an application of our results to
the study of quasitrangular operators.

The author would like to express his thanks to
P.R. Halmos, T.L. Kriete, III, and to Marvin Rosenblum
for a number of helpful conversations concerning the results
in this paper.

§1. We begin with several lemmas which may be of interest
independent of their application here.

**LEMMA 1.1:** Let $H$ be a Hilbert space and let $A, B \in \mathcal{B}(H)$. Then
$M = \bigcap_{s=1}^{\infty} \ker(AB^s - B^sA)$ is the largest subspace of
$H$ for which $BM \subseteq M$ and $ABv = BAv$ for every $v \in M$.

**PROOF:** It is clear that $M$ is a subspace of $H$. Pick
$v \in M$ and let $w = Bv$. Then for all integers $s \geq 1$
we have $AB^sw = AB^{s+1}v = B^{s+1}Av = B^s(BAv) = B^s(ABv) = B^sAw$,
since $v \in M$. Hence $BM \subseteq M$. The relation
$M \subseteq \ker(AB - BA)$ implies that $ABv = BAv$ for all $v \in M$.

Next, let $Y$ be a subspace of $H$ such that $BY \subseteq Y$
and $ABy = B Ay$ for all $y \in Y$. Then $B^sY \subseteq Y$ for all
$s \geq 1$. If $y \in Y$, then $AB^2y = AB(By) = BA(By) =
B(ABy) = B^2Ay$. By induction, $B^sAy = AB^sY$ for every
$y \in Y$ and all $s \geq 1$. Hence, $Y \subseteq \bigcap_{s=1}^{\infty} \ker(AB^s - B^sA) = M$. 

An easy modification of the proof of Lemma 1.1 yields a proof of the following result:

**Lemma 1.2:** Let \( A, B \in \mathcal{B}(H) \). Then the largest subspace \( M \subseteq H \) such that \( AM \subseteq M \), \( BM \subseteq M \) and \( ABv = BAv \) for every \( v \in M \) is

\[
M = \bigcap_{r=1}^{\infty} \bigcap_{s=1}^{\infty} \ker(A^r B^s - B^s A^r).
\]

Although we shall not use the results in this generality, we note that Lemmas 1.1 and 1.2 both hold in case the underlying space is a Banach space.

An immediate consequence of Lemma 1.2 and the definition of reducing subspace is the following:

**Corollary 1.3:** Let \( T \in \mathcal{B}(H) \). Then the largest subspace \( H_o \) of \( H \) which reduces \( T \) and such that \( T|_{H_o} \) is normal is

\[
H_o = \bigcap_{r=1}^{\infty} \bigcap_{s=1}^{\infty} \ker((T^*)^r T^s - T^s (T^*)^r).
\]

Furthermore, \( T|_{H_o^\perp} \) is abnormal.

Our next lemma is the basis for the subsequent decomposition theorems.

**Lemma 1.4:** Let \( T \in \mathcal{B}(H) \). Put \( M_o = H \), and for all \( k \geq 1 \), define

\[
M_k = \bigcap_{r=1}^{k} \bigcap_{s=1}^{\infty} \ker((T^*)^r T^s - T^s (T^*)^r).
\]
Then

\[ \text{i.}) \quad M_k \supseteq M_{k+1} \quad \text{for all } k \geq 0, \]

\[ \text{ii.}) \quad T M_k \subseteq M_k \quad \text{for all } k \geq 0, \]

\[ \text{iii.}) \quad T^* M_k \subseteq M_{k-1} \quad \text{for all } k \geq 1, \]

\[ \text{iv.}) \quad T^* M_k^\perp \subseteq M_k^\perp \quad \text{for all } k \geq 0, \]

\[ \text{v.}) \quad T M_k^\perp \subseteq M_{k+1} \quad \text{for all } k \geq 0. \]

**PROOF:** Parts iv.) and v.) of the assertion follow immediately from parts ii.) and iii.) upon taking orthogonal complements, and part i.) follows directly from the definition of the subspaces \( M_k \).

Part ii.) is trivially true if \( k = 0 \). For \( r \geq 1 \), Lemma 1.1 implies that \( \bigcap_{s=1}^r \ker[(T^*)^s T^s - T^s (T^*)^r] \) is an invariant subspace for \( T \), and hence, so also is \( M_k \) for every \( k \geq 1 \).

Part iii.) is trivial if \( k = 1 \), so suppose that \( k \geq 2 \). Let \( x \in M_k \) and put \( z = T^* x \). Then since \( x \in M_k \subseteq M_1 \), we have \( (T^*)^r T^s x = (T^*)^r (T^s T^* x) = (T^*)^r+1 T^s x \).

But if \( r + 1 \leq k \), then, since \( x \in M_p \) for every \( p \leq k \), we have \( (T^*)^r T^s x = T^s (T^*)^{r+1} x = T^s (T^*)^r z \). Thus \( z \in M_{k-1}^\perp \) and iii.) holds.

If we let \( \{e_k | k \geq 0\} \) be the standard orthonormal basis for \( l^2 \) and if we let \( T \) be the unilateral shift
on \( l^2 \), then it is instructive to note that

\[ M_k = \text{sp}\{e_j | j \geq k\} \quad \text{for} \quad k \geq 0. \]

**THEOREM 1.5:** Let \( T \in \mathcal{S}(H) \). Then there exists a (finite or infinite) sequence \( \{H_j | j \geq 0\} \) of pairwise orthogonal subspaces of \( H \) such that

i.) \( H = H_0 \oplus H_1 \oplus \ldots \oplus H_k \oplus \ldots \).

ii.) \( H_0 \) reduces \( T \), \( T|H_0 \) is normal, and \( T|H_0^{\perp} \) is abnormal.

iii.) \( T^*H_1 \subseteq H_1 \).

iv.) \( T^*H_k \subseteq H_{k-1} \oplus H_k \) for all \( k \geq 2 \).

v.) \( TH_k \subseteq H_k \oplus H_{k+1} \) for all \( k \geq 1 \).

vi.) \( H_k \oplus H_{k+1} = \sqrt{[H_k, TH_k]} \) for all \( k \geq 1 \).

vii.) \( \dim H_k \geq \dim H_{k+1} \) for all \( k \geq 1 \).

**PROOF:** We associate with \( T \) the subspaces \( M_k \) as was done in Lemma 1.4. Put \( H_0 = \bigcap_{k=1}^\infty M_k \), or, equivalently,

\[ H_0 = \bigcap_{r=1}^\infty \bigcap_{s=1}^\infty \ker((T^*)^rT^s - T^s(T^*)^r). \]

From Corollary 1.3, \( H_0 \) reduces \( T \), \( T|H_0 \) is normal, and \( T|H_0^{\perp} \) is abnormal.
Next, define $H_k = M_k \cap M_{k-1}$ for all $k \geq 1$. Since $H_0 = \bigcap_{k=1}^\alpha M_k$, we have $H_0 \perp H_j$ for every $j > 0$. Noting that $H_j \subseteq M_{j-1}$ for every $j \geq 1$ and that $H_i \subseteq M_i \cap M_{j-1}$ whenever $i \leq j-1$, we conclude that $H_i \perp H_j$ if $i < j$, or equivalently, $H_i \perp H_j$ if $i \neq j$. By induction, $M_k = H_1 \oplus H_2 \oplus \ldots \oplus H_k$, $k \geq 1$.

It follows immediately that $H = H_0 \oplus H_1 \oplus \ldots \oplus H_k \oplus \ldots$.

Thus, both i.) and ii.) hold.

Part iii.) follows from Lemma 1.4, since $T^*H_1 = T^*M_1 \subseteq M_1 = H_1$.

We shall prove iv.) and v.) simultaneously. Note first that $TH_1 = TM_1 \subseteq M_2 = H_1 \oplus H_2$. Using Lemma 1.4 again, we have $T^*H_2 \subseteq T^*M_2 = H_1 \oplus H_2$. Also, $TH_2 \subseteq TM_2 \subseteq M_3 = H_1 \oplus H_2 \oplus H_3$. Note that if $x_1 \in H_1$ and $x_2 \in H_2$, then

$$<Tx_2, x_1> = <x_2, T^*x_1> = 0$$

since $T^*x_1 \in H_1$. Hence $TH_2 \subseteq H_2 \oplus H_3$ and iv.) and v.) hold in case $k = 2$. Suppose that it has been shown that $TH_j \subseteq H_j \oplus H_{j+1}$ and that $T^*H_j \subseteq H_{j-1} \oplus H_j$ for all $j \leq m$. Then $T^*H_{m+1} \subseteq T^*M_{m+1} \subseteq M_{m+1} = H_1 \oplus H_2 \oplus \ldots \oplus H_{m+1}$. But if $y \in H_1 \oplus \ldots \oplus H_{m+1}$,
then \( Ty \in H_1 \oplus \ldots \oplus H_m \), and so, if \( x \in H_{m+1} \), we have \( \langle y, T^* x \rangle = \langle Ty, x \rangle = 0 \). Thus, \( T^* H_{m+1} \subseteq H_m \oplus H_{m+1} \).

We also have \( TH_{m+1} \subseteq TM_{m+1} \subseteq M_{m+2} = H_1 \oplus \ldots \oplus H_{m+2} \).

If \( x \in H_{m+1} \) and \( y \in H_1 \oplus \ldots \oplus H_m \), then \( T^* y \in H_1 \oplus \ldots \oplus H_m \) and \( \langle Tx, y \rangle = \langle x, T^* y \rangle = 0 \), so that \( TH_{m+1} \subseteq H_{m+1} \oplus H_{m+2} \). By induction, both iv.) and v.) hold.

Since \( TH_k \subseteq H_k \oplus H_{k+1} \) for every \( k \geq 1 \), we have \( \sqrt{[H_k, TH_k]} \subseteq H_k \oplus H_{k+1} \) for every \( k \geq 1 \). Assume that \( v \in H_k \oplus H_{k+1} \) and that \( v \) is orthogonal to \( \sqrt{[H_k, TH_k]} \), where \( k \geq 1 \) is fixed. Clearly, \( v \in H_{k+1} \). The fact that \( \langle v, Tx \rangle = 0 \) for every \( x \in H_k \) together with v.) implies \( \langle v, Tx \rangle = 0 \) for every \( x \in H_1 \oplus \ldots \oplus H_k \). Thus, \( T^* v \) is orthogonal to \( H_1 \oplus \ldots \oplus H_k \); that is, \( T^* v \in M_k \). But since \( v, T^* v \in M_k \), we have

\[
T^S(T^*)^{k+1}v = T^S(T^*)^k(T^*v)
\]

\[
= (T^*)^kT^S(T^*v)
\]

\[
= (T^*)^k(T^*TSv)
\]

\[
= (T^*)^{k+1}TSv
\]

for every \( s \geq 1 \). Hence \( v \in \bigcap_{r=1}^{\infty} \bigcap_{s=1}^{\infty} \ker((T^*)^rT^S - T^S(T^*)^r) \); i.e., \( v \in M_{k+1} \). Then \( v \in [H_{k+1} \bigcap M_{k+1}] = \{0\} \) and vi.) holds. Part vii.) follows immediately from vi.)
It is worth noting that if $T$ is the unilateral shift, then $H_0 = \{0\}$, while for $k \geq 1$, $H_k$ is precisely the one-dimensional subspace spanned by $e_{k-1}$.

If $T \in \mathcal{B}(H)$, then we shall use the notation $H_k(T)$, $k = 0, 1, 2, \ldots$, to denote the subspaces associated with $T$ as in Theorem 1.5. Note that in case $H = H_0(T) \oplus H_1(T)$, Theorem 1.5 is nothing more than the decomposition of $T$ into a normal and an abnormal part. In case $H = H_0(T) \oplus H_1(T)$, we shall say that $T$ has a trivial decomposition.

If $T \in \mathcal{B}(H)$ is abnormal (so that $H_0(T) = \{0\}$) and if we let $P_k : H \rightarrow H_k(T)$ denote the orthogonal projection of $H$ onto $H_k(T)$ for $k \geq 1$, and if we define

$$T_{ij} = P_i T | H_j$$

for all $i, j \geq 1$, then $T$ is represented by the matrix of operators $\{T_{ij}\}$ acting on the direct sum of the spaces $H_k$, $k \geq 1$. Parts iii.), iv.), and v.) of Theorem 1.5 assert that $T_{ij} = 0$ if either $j > 1$ or $j < i-1$.

Thus $T$ is represented by a matrix of operators whose non-zero (operator) entries lie on either the main diagonal or the first subdiagonal of the matrix. To simplify the notation, let $D_i = T_{i,i}$ and let $S_i = T_{i+1,i}$ for every $i \geq 1$. From part vi.) of Theorem 1.5, we have ran $S_i$ dense in $H_{i+1}$ for $i \geq 1$, or, equivalently, that

$\ker S_i^* = \{0\}$ for $i \geq 1$. 

In the next two theorems we exhibit a canonical form for operators which have a non-trivial decomposition. The technique to be used is a modification of the proof of the fact that every weighted shift is unitarily equivalent to a weighted shift with non-negative weights (cf. [3], problem 75). Roughly speaking, we wish to show that the matrix of operators \{T_{ij}\} described above is unitarily equivalent to a matrix of operators of the same form with non-negative operator weights along the first subdiagonal. Some technical difficulties arise from the fact that the spaces \{H_k\} may be of different dimensions.

For simplicity, we break the reduction to canonical form into two parts.

**THEOREM 1.6:** Let \( T \in \mathcal{S}(H) \) be abnormal. Then there exist a (finite or infinite) sequence of Hilbert spaces \( J_1 \supseteq J_2 \supseteq \ldots \) and corresponding sequences of operators \( D'_i : J_i \to J_1 \) and \( S'_i : J_i \to J_{i+1} \) with \( \ker(S'_i)^* = \{0\} \) and \( \ker S'_i = J_1 \oplus J_{i+1} \), such that \( T \) is unitarily equivalent to the operator \( T' \) defined on \( J_1 \oplus J_2 \oplus \ldots \) by the matrix \( \{T'_{ij}\} \) of operators given by \( T'_{i,i} = D'_i \), \( T'_{i+1,i} = S'_i \), and \( T'_{i,j} = 0 \) if \( i \neq j, j+1 \).

Further, \( H_k(T') = J_k \) for \( k \geq 1 \).

**PROOF:** We shall assume that all of the subspaces \( H_k(T) \), \( k \geq 1 \), are non-zero. Put \( J_1 = H_1(T) \) and define
$W_i^* : J_1 \longrightarrow H_1(T)$ by $W_1^* = 1$ on $J_1$. Put $D_1' = D_1$.

Recall that $S_1 : J_1 \longrightarrow H_2(T)$ and that $\text{cl}(\text{ran } S_1) = H_2(T)$. Let $J_2 = (\ker S_1)^\perp \subseteq J_1$. Then $\dim J_2 = \dim[(\ker S_1)^\perp] = \dim[\text{cl}(\text{ran } S_1)] = \dim H_2(T)$. Pick a unitary operator $W_2^* : H_2(T) \longrightarrow J_2$ (onto $J_2$) and define $S_1' = W_2^* S_1 W_1 = W_2^* S_1$. Then $S_1' : J_1 \longrightarrow J_2$. Since $\ker S_1' = \{0\}$, we have $\ker(S_1')^* = \ker(S_1 S_1^*) = \{0\}$, and since $J_2 = (\ker S_1)^\perp$, we have $\ker S_1' = \ker S_1 = J_1 \oplus J_2$. Setting $D_2' = W_2^* D_2 W_2$, we see that $D_2' : J_2 \longrightarrow J_2$.

Suppose that we have defined Hilbert spaces $J_1 \supseteq J_2 \supseteq \ldots \supseteq J_m$, that we have picked unitary operators $W_i$ mapping $H_i(T)$ onto $J_i$, $i = 1, 2, \ldots, m$, and that we have put $D_i' = W_i^* D_i W_i$ for $i = 1, 2, \ldots, m$ and $S_i' = W_{i+1}^* S_i W_i$ for $i = 1, 2, \ldots, m-1$. Then define $J_{m+1} = [\ker(S_m W_m)]^\perp$. Since $\text{cl}(\text{ran } S_m) = H_{m+1}(T)$, we have $\dim(J_{m+1}) = \dim(H_{m+1}(T))$. Pick a unitary operator $W_{m+1}^*$ mapping $H_{m+1}(T)$ onto $J_{m+1}$ and define $S_m' = W_{m+1}^* S_m W_m$. Then, as above, $S_m'$ maps $J_m$ into $J_{m+1}$, $\ker(S_m')^* = \{0\}$, and $\ker S_m' = J_m \oplus J_{m+1}$. Next, put $D_{m+1}' = W_{m+1}^* D_{m+1} W_{m+1}$, noting that $D_{m+1}'$ is an operator on $J_{m+1}$.

Continuing this process, we obtain a sequence $J_1 \supseteq J_2 \supseteq \ldots$ of Hilbert spaces and a sequence of unitary
operators \{W_i\} with \(W_i\) mapping \(J_i\) onto \(H_i(T)\) for all \(i \geq 1\). The associated sequences of operators \(\{D'_i\}\) and \(\{S'_i\}\) are as in the statement of the theorem.

Next put \(J = J_1 \oplus J_2 \oplus \ldots\) and define \(W = W_1 \oplus W_2 \oplus \ldots\). Then \(W\) is a unitary operator mapping \(J\) onto \(H\), and, of course, the operator \(T' = W^*TW \in \mathcal{B}(J)\) is unitarily equivalent to \(T\). A straightforward computation with the representations of \(T\) and \(W\) as matrices of operators shows that the matrix of \(T'\) relative to the decomposition \(J = J_1 \oplus J_2 \oplus \ldots\) is as desired.

Since \(T' = W^*TW\), we find that for all \(r,s \geq 1\), the equation

\[
(T')^r(T')^s - (T')^s(T')^r = W^*[((T^*)^rT^S - T^S(T^*)^r)]W
\]

holds, so that \(W^*\) maps \(M_k(T)\) onto \(M_k(T')\) in a one-to-one fashion for all \(k \geq 1\). It follows immediately that \(H_k(T') = J_k\) for all \(k \geq 1\).

**DEFINITION:** Let \(J_1 \supset J_2 \supset \ldots\) be a finite or infinite sequence of Hilbert spaces and let \(J = J_1 \oplus J_2 \oplus \ldots \oplus J_k \oplus \ldots\). Let \(E_i\) denote the orthogonal projection of \(J_i\) onto \(J_{i+1} \subseteq J_i\) and let \(\pi_i\) denote the orthogonal projection of \(J\) onto \(J_i\) for all \(i > 0\). Let \(T \in \mathcal{B}(J)\). Then we say that \(T\) is in standard form if \(M_k(T) = J_{k+1} \oplus J_{k+2} \oplus \ldots\) for \(k \geq 1\) and if there exist operators \(D'_i \in \mathcal{B}(J_i)\) and non-negative operators \(P_i \in \mathcal{B}(J_i)\) with \(\ker P_i = J_i \subseteq J_{i+1}\)
such that $\pi_i T | J_k = 0$ if $k > i$ or $k < i-1$, $\pi_i T | J_i = D_i$ and $\pi_{i+1} T | J_i = E_i P_i$ for all $i > 0$.

**THEOREM 1.7:** Let $T \in \mathcal{B}(H)$ be abnormal. Then $T$ is unitarily equivalent to an operator in standard form.

**PROOF:** We may as well replace $T$ by the operator $T'$ of Theorem 1.6. We also retain the notation of Theorem 1.6.

Define $V_1 = I$ on $J_1$. Next, write $S_1^i = U_1 ((S_1^i)^* S_1^i)^{1/2} = U_1 P_1$, so that $P_1$ is a non-negative operator on $J_1$ and $U_1$ is a partial isometry with initial space $(\ker S_1^i)^1 = J_2 \subset J_1$ and final space $\mathrm{cl}(\mathrm{ran} S_1^i) = J_2$. Since $U_1$ is onto $J_2$, it follows that $U_1^* : J_2 \rightarrow J_1$ is an isometry with range $J_2$. Thus, $V_2^i = E_1 U_1^*$ is a unitary operator on $J_2$ and $V_2^i S_1^i V_1 = V_1 U_1 P_1 = E_1 U_1 U_1 P_1 = E_1 P_1$.

Suppose that we have defined unitary operators $V_i \in \mathcal{B}(J_i)$ such that $V_i^* (S_{i-1}^i)^* V_{i-1} = E_{i-1} P_{i-1}$ for $1 \leq i \leq m$ and non-negative operators $P_i \in \mathcal{B}(J_i)$ by $P_i = (V_i^* (S_i^i)^* S_i^i V_i)^{1/2}$ for $1 \leq i \leq m$. We consider the polar factorization $S_m^i V_m = U_m P_m$ of $S_m^i V_m$. Arguing as above, $U_m^* : J_{m+1} \rightarrow J_m$ is an isometry with final space $J_{m+1}$, so that $V_{m+1}^* = E_m U_m^*$ is a unitary operator on $J_{m+1}$. Thus we obtain a (finite or infinite) sequence of unitary operators $V_i \in \mathcal{B}(J_i)$ and a sequence $P_i \in \mathcal{B}(J_i)$ of non-negative operators such that $\ker P_i = J_i \oplus J_{i+1}$. 
and $V_{i+1}^*S_{i+1}V_i = E_i P_i$ for all $i > 0$. We define

$D'_i = V_{i+1}^*D_i V_i$ for all $i > 0$ and put

$V = V_1 \oplus V_2 \oplus \ldots \oplus V_k \oplus \ldots$. Then $V \in B(J)$ is unitary, so that $T'' = V^* T' V$ is unitarily equivalent to $T'$, and hence, to $T$. A straightforward calculation shows that

$\pi_i T''|J_k = 0$ if $k > i$ or $k < i-1$, that $\pi_i T''|J_i = V^* D'_i V_i = D'_i$

for $i > 0$, and that $\pi_{i+1} T''|J_i = V_{i+1}^* S_i V_i = E_i P_i$ for all $i > 0$.

Finally, we note that an argument analogous to that used in Theorem 1.6 shows that $H_i(T'') = J_k$ for all $k > 0$. We note also that $H_k(T'') = WH_k(T)$ and $H_k(T) = (WV)^* H_k(T'')$ for all $k > 0$.

To simplify our notation, we shall assume in the future that if $T \in B(H)$ is abnormal and is in standard form, then

$H = H_1 \oplus H_2 \oplus \ldots$, where $H_1 \supset H_2 \supset \ldots$. The diagonal (operator) entries of the matrix representation for $T$ will be denoted by $D_k$ and the subdiagonal entries by $S_k = E_k P_k$ for all $k > 1$.

Next, suppose that $T \in B(H)$ is abnormal and that $T$ is unitarily equivalent to $T(1) \in B(1)$ and to $T(2) \in B(2)$, where $T(i)$ is in standard form for $i = 1,2$. Then there exists a unitary operator $U$ such that $T(1) = U^* T(2) U$. Arguing as in Theorem 1.6, we see that $U$ maps $M_k(T(1))$ onto $M_k(T(2))$ for all $k > 1$. Viewing $T(1)$, $T(2)$ and $U$ as matrices of operators,
this means that $U$ is a diagonal matrix with diagonal (operator) entries $U_k$, where $U_k$ is a unitary operator mapping $H_k(T^{(1)})$ onto $H_k(T^{(2)})$ for all $k \geq 1$. With some more work, the details of which we omit, one verifies the relations

$$p_k^{(1)} = U_k^* p_k^{(2)} U_k,$$

$$[E_k^{(1)}]^* E_k^{(1)} = U_k^* (E_k^{(2)})^* E_k^{(2)} U_k,$$

and

$$E_k^{(1)} [E_k^{(1)}]^* = U_{k+1}^* E_k^{(2)} [E_k^{(2)}]^* U_{k+1}$$

for all $k \geq 1$. In effect, these relations assert that each of the non-zero entries in the matrix representation of $T^{(1)}$ is unitarily equivalent to the corresponding entry of $T^{(2)}$. It follows that the representation of an operator in standard form is essentially unique.

The next theorem deals with the relations that hold among the entries in the standard form for $T$. It shows that the structure of the abnormal part of an operator is determined by the action of the operator on the subspace $H_1(T)$.

**Theorem 1.8:** Let $T \in \mathcal{B}(H)$ be abnormal and in standard form. Put $C = [T]|_{H_1(T)}$. Then
\[ i.) \quad [D_1] = C - S_1^* S_1, \]

\[ ii.) \quad [D_i] = S_{i-1} S_{i-1}^* - S_i^* S_i \quad \text{for} \quad i \geq 2. \]

\[ iii.) \quad S_i^* D_{i+1} = D_i S_i^* \quad \text{for} \quad i \geq 1. \]

Further, the operators \( D_i, \ i \geq 2 \) and the operators \( P_i, E_i, \ i \geq 1 \), may be determined explicitly in terms of \( C \) and \( D_1 \).

**PROOF:** Note first that

\[ \ker[T] \supseteq M_1(T) = \bigcap_{r=1}^{\infty} \ker(T^* T^r - T^r T^*). \]

Hence, \( \text{cl} (\text{ran}[T]) \subseteq (M_1(T))^\perp = H_1(T) \). It follows that \( H_1(T) \) reduces \( [T] \), so that \( C = [T]|_{H_1(T)} \) is well-defined. In fact, \( [T] = C \otimes 0 \). If we represent \( [T] \) as a matrix of operators relative to the decomposition

\[ H = H_1 \otimes H_2 \otimes \ldots \otimes H_k \otimes \ldots, \]

then we obtain a matrix \( \{C_{i,j}\} \) of operators with \( C_{1,1} = C \) and \( C_{i,j} = 0 \) if \( i+j > 2 \).

Using the matrix representation for \( T \) relative to this same decomposition for \( H \), we obtain another expression for \( [T] \). Direct comparison of the entries in these two representations for \( [T] \) yield equations \( i.) \), \( ii.) \), and \( iii.) \).

To complete the proof, note first that
\[ \ker S_1 = \ker (S_1^* S_1) = \ker (C - [D_1]) \], so that \[ H_2 = (\ker S_1)^\perp = \text{cl}(\text{ran}(C - [D_1])) \]. Hence, \[ H_2 \] (and thus, \[ E_1 \]) is determined by \( C \) and \( D_1 \). Noting that \( S_1^* S_1 = P_1 E_1^* E_1 P_1 \) and that \( E_1^* E_1 \in \mathcal{S}(H_1) \) is the orthogonal projection of \( H_1 \) onto \( H_2 \), we have, since \( H_2 = \text{cl}(\text{ran} P_1) \), that \( S_1^* S_1 = P_1^2 \), or,

\[ P_1 = (S_1^* S_1)^{\frac{1}{2}} = (C - [D_1])^{\frac{1}{2}}. \]

We note for future reference that \( S_1^* S_1^* = E_1 P_1^2 E_1 = P_1^2 |H_2^2. \)

From iii.), \( S_1^* D_2 = D_1 S_1^* \). If \( X \in \mathcal{B}(H_2) \) is any operator satisfying \( S_1^* X = D_1 S_1^* \), then \( S_1^* (D_2 - X) = 0 \) and, since \( \ker S_1^* = [0] \), \( D_2 = X \). Note also that \( S_1 S_1^* D_2 = S_1 D_1 S_1^* \) and hence, \( D_2 = (S_1 S_1^*)^{-1} S_1 D_1 S_1^* \). The expression on the right in the last equation represents a bounded operator even though \( S_1 S_1^* \) will not, in general, have a bounded inverse. Substitution from above yields

\[ D_2 v = (D - [D_1])^{-\frac{1}{2}} D_1 (C - [D_1])^{\frac{1}{2}} v \]

for all \( v \in H_2 \).

A messy but rather easy use of induction completes the proof. We omit the details.

The formulas in Theorem 1.8 are much more manageable in the special case \( \dim H_1 = \dim H_k \) for all \( k \geq 1 \). The operators \( E_k \) are unnecessary in this case, so that \( S_k = P_k \geq 0 \) for all \( k \geq 1 \). In this case, one obtains:
the formulas

\[ P_k = (C - \sum_{i=1}^{k} [D_i])^{\frac{1}{k}} \]

and

\[ D_{k+1} = p_k^{-1}D_k p_k \quad \text{for all} \quad k \geq 1. \]

The formulas in Theorem 1.8 are easy to handle only in special cases. An important observation, however, is that the structure of an abnormal operator \( T \) is determined by its action on the subspace \( H_1(T) \). In case \( H_1(T) \) is an infinite-dimensional subspace, then, in the absence of stronger hypotheses on \([T]\) and \( D_1 \), nothing has been gained. If \( \dim H_1(T) < \infty \), however, Theorem 1.8 asserts that the structure of (the abnormal part of) \( T \) is determined by two finite-dimensional operators.

§2. It is easily seen that the decomposition for operators given in Section 1 may be trivial. If \( T \) is normal, for instance, then \( H = H_o(T) \). Even if \( T \) is abnormal, the decomposition will be trivial if \( \ker[T] = \{0\} \), since \( H = H_1(T) \) in this case. In this section we shall consider other conditions which imply that our decomposition is trivial.

**Lemma 2.1:** Let \( T \in \mathcal{B}(H) \) and suppose that \( M \) is a subspace of \( H \) such that \( TM \subseteq M \) and \( M \subseteq \ker[T] \). Then \( T|_M \) is hyponormal. If \( T|_M \) is normal, then \( M \) reduces \( T \).
PROOF: Write

\[
T = \begin{bmatrix} A & B \\ 0 & C \end{bmatrix}
\]

with respect to the decomposition \( H = M \oplus M^\perp \). Then

\[
[T] = \begin{bmatrix} [A] - BB^* & A^*B - BC^* \\ B^*A - CB^* & [C] + BB^* \end{bmatrix}
\]

The fact that \( M \subseteq \ker[T] \) implies that \( M \) reduces \([T]\). Let \( X = [T]|_{M^\perp} \). Then \([T]\) has the representation

\([T] = 0 \oplus X \) relative to \( H = M \oplus M^\perp \). Equating corresponding entries in the two representations for \([T]\) yields

\([A] = BB^* \geq 0 \), so that \( A = T|M \) is hyponormal. If \( A \) is normal, then \( BB^* = 0 \). Thus \( B = 0 \) and \( M \) reduces \( T \).

**THEOREM 2.2:** Let \( T \in \mathcal{B}(H) \) have compact real part. Then \( H = H_0(T) \oplus H_1(T) \).

**PROOF:** We may as well assume that \( T \) is abnormal. Assume that \( H \neq H_1(T) \) and let \( A = T|_{(H_1(T))^\perp} \). From Lemma 2.1, \( A \) is hyponormal. Since \( \text{Re} \ T \) is compact, so also is \( \text{Re} \ A \).

Putnam has shown ([5], p. 43) that if \( T \) is hyponormal and abnormal, then the measure of the spectrum of \( \text{Re} \ T \) is positive. Since a compact self-adjoint operator has countable spectrum, it follows that a hyponormal operator
with compact real part is normal. In particular, \( A \) is normal. By Lemma 2.1 again, \( [H_1(T)]^\perp \) reduces \( T \) and \( T|_{(H_1(T))'} \) is normal, a contradiction, since \( T \) was assumed to be abnormal.

It is interesting to note what happens in case \( H \) is a finite-dimensional Hilbert space. Since every operator on a finite-dimensional space is compact, it follows from Theorem 2.2 that our decomposition is always trivial for finite-dimensional operators. Hence, non-trivial examples of our decomposition, much like non-unitary isometries, are purely infinite-dimensional phenomena.

As a consequence of Theorem 2.2 we obtain a simpler expression for the normal subspace of an operator having compact real part.

**Corollary 2.3:** If \( T \in \mathcal{B}(H) \) has compact real part, then

\[
H_1(T) = \bigcap_{r=1}^{\infty} \ker(T^*T - T^rT^r) .
\]

**Proof:**

\[
H_1(T) = H \ominus H_1(T) = M_1(T) = \bigcap_{r=1}^{\infty} \ker(T^*T - T^rT^r) .
\]
§3. Since our decomposition is trivial for operators on a finite-dimensional Hilbert space, we shall assume hereinafter that the underlying Hilbert space $H$ is infinite-dimensional. Note that the easiest way to guarantee that the decomposition of an abnormal operator $T$ is non-trivial is to assume that $\dim H_1(T) < \infty$. This ensures that $H \neq H_1(T)$, of course, but it also means that $H_k(T) \neq \{0\}$ for all $k \geq 1$, since, from Theorems 1.5 and 1.6, we have

$$\dim(H_1(T) \oplus \ldots \oplus H_k(T)) \leq k \dim H_1(T) < \infty.$$ 

The condition $\dim H_1(T) < \infty$ is difficult to verify in many cases. In this section we will show that this condition is easy to verify in case $T$ is subnormal.

We recall that $T \in \mathcal{B}(H)$ is subnormal if there exists a Hilbert space $K \supset H$ and a normal operator $N \in \mathcal{B}(K)$ such that $NH \subseteq H$ and $T = N|_H$, in which case $N$ is called a normal extension of $T$. We say that $N$ is a minimal normal extension of $T$ if the smallest subspace of $K$ which contains $H$ and reduces $N$ is $K$ itself. Halmos has shown that every subnormal operator has a minimal normal extension and that this extension is unique up to unitary equivalence. For proofs of these facts and an excellent discussion of subnormal operators, see [3], Chapter 16.
LEMMA 3.1: Let $T \in \mathcal{B}(H)$ be subnormal. Then

1.) $\ker[T^r] \subseteq \ker((T^*)^rT^S - T^S(T^*)^r)$ for $r,s > 0$.

ii.) $\ker[T^r] = \bigcap_{s=1}^{\infty} \ker((T^*)^rT^S - T^S(T^*)^r)$ for all $r > 0$.

iii.) $\bigcap_{r=1}^{\infty} \ker[T^r] = H_0(T)$.

PROOF: Let $N \in \mathcal{B}(K)$, $K \supseteq H$, be the minimal normal extension of $T$. Since $NH \subseteq H$ and $T = N|H$, we may write

$$N = \begin{bmatrix} T & X \\ 0 & Y \end{bmatrix}$$

with respect to the decomposition $K = H \oplus H^\perp$. Then

$$N^k = \begin{bmatrix} T^k & X_k \\ 0 & Y^k \end{bmatrix}$$

for all $k \geq 1$, where $X_1 = X$ and $X_{n+1} = TX_n + XY^n = T^nX_1 + X_nY$ for all $n \geq 1$. Computing both $(N^*)^rN^S$ and $N^S(N^*)^r$ and equating corresponding entries yields

(1) $(T^*)^rT^S - T^S(T^*)^r = X_sX_r^*$

and

(2) $(T^*)^rX_s = X_1(Y^*)^r$.

for all $r,s > 0$. Putting $r = s$ in (1) gives
\[ \ker[T^r] = \ker(X_r^* X_r^*) = \ker X_r^* \text{ for all } r \geq 1 . \] Thus, \[ \ker((T^*)^r T^S - T^S (T^*)^r) = \ker(X_s^* X_r^* \supset \ker X_r^* = \ker[T^r] , \] and i.) holds.

From i.), \( \bigcap_{s=1}^{\infty} \ker((T^*)^r T^S - T^S (T^*)^r) \) contains \( \ker[T^r] \) for \( r \geq 1 \), and since the reverse containment is trivial, the two sets are equal. Part iii.) is an immediate consequence of part ii.) and Lemma 1.3.

Recall that if \( T \in \mathcal{B}(H) \), then
\[
M_k(T) = \bigcap_{r=1}^{k} \bigcap_{s=1}^{\infty} \ker((T^*)^r T^S - T^S (T^*)^r) .
\]
if \( T \) is subnormal, then, applying Lemma 3.1, we obtain
\[
M_k(T) = \bigcap_{r=1}^{k} \ker[T^r] .
\]
In particular, if \( T \in \mathcal{B}(H) \) is subnormal, then
\[
H_1(T) = (M_1(T))^\perp = \text{cl}(\text{ran}[T]) .
\]
This shows that if \( T \) is subnormal and abnormal and if \( H \neq \text{cl}(\text{ran}[T]) \) (in particular, if \( [T] \) has finite rank), then our decomposition for \( T \) will be non-trivial.

It follows from Theorem 1.5 and the remarks above that if \( T \) is subnormal, then \( M_k(T) - \bigcap_{r=1}^{k} \ker[T^r] \) is invariant under \( T \). Actually, a stronger statement is at hand.
Taking adjoints in equation (2) in the proof of Lemma 3.1 and putting \( r = 1 \), we get \( X_s^* T = Y_s X_s^* \) for all \( s > 0 \).
Thus, \( \ker[T^r] = \ker X_r^t \) is invariant under \( T \) for all \( r \geq 1 \). In case \( r = 1 \), this observation is due to Stampfli ([6]).

If \( T \) is subnormal and abnormal and if \( H \neq \cl(\ran[T]) \), or equivalently, if \( \ker[T] \neq \{0\} \), then it follows from Theorem 1.8 that the structure of \( T \) is determined (up to unitary equivalence) by \( [T] \) and \( T^*|H_1(T) \). In the special case in which \( [T] \) is of finite rank, the structure of the abnormal part of \( T \) is determined by two matrices. In case \( T \) is abnormal and \( [T] \) is of rank one, there are two constants which are a complete set of unitary invariants for \( T \).

**PROPOSITION 3.2:** Let \( T \in \mathcal{B}(H) \) be subnormal with one-dimensional self-commutator. Let \( U \) denote the unilateral shift on \( l^2 \). Then there exist scalars \( s_1, d_1 (s_1 > 0) \) such that \( T \) is unitarily equivalent to the direct sum of a normal operator and \( s_1U + d_1I \).

**PROOF:** We may as well assume that \( T \) is abnormal. We have \( \dim(H_1(T)) = \dim(\cl(\ran[T])) = 1 \). It follows from Theorem 1.5 that \( \dim(H_k(T)) \leq 1 \) for all \( k \geq 1 \). Since \( H \) is the direct sum of the spaces \( H_k(T), k \geq 1 \), and since \( H \) is infinite-dimensional, we must have \( \dim(H_k(T)) = 1 \) for \( k \geq 1 \). From Theorem 1.8, \( T \) is unitarily equivalent to a matrix with scalars \( d_1 \) on the main diagonal, positive scalars \( s_1 \) on the first
subdiagonal, and zeros in the other entries. Further, since \( s^*_k d_{k+1} = d_k s_k^* \) and since \( s_k > 0 \), \( k \geq 1 \), we have \( d_k = d_1 \) for all \( k \geq 1 \). From Theorem 1.8 again, we have \( 0 = [d_k] = s_{k-1}^* s_{k-1} - s_k^* s_k = |s_{k-1}|^2 - |s_k|^2 \) for all \( k \geq 2 \). We then have \( s_k = s_1 \) for all \( k \geq 1 \) and we conclude that \( T \) is unitarily equivalent to \( s_1 U + d_1 I \).

A careful examination of the proof of Proposition 3.2 shows that the result holds if we assume only that \( T \in \mathcal{B}(H) \) satisfies \( \dim(H^1(T)) = 1 \). Since one may conclude from this that \( T \) is subnormal, the apparent generalization is really an artificial one. Finally, we note that Proposition 3.2 has been obtained independently by K. Clancey ([2]).

Recall that \( T \in \mathcal{B}(H) \) is quasinormal if \( T \) commutes with \( T^* T \), or, equivalently, if \( T^*[T] = O = [T]T \). Thus, if \( T \) is quasinormal, then \( T^* x = 0 \) for every \( x \in \text{cl}(\text{ran}[T]) \). The following lemma was first proved by A. Brown in [1].

**Lemma 3.3:** If \( T \in \mathcal{B}(H) \) is quasinormal, then \( T \) is subnormal.

**Proof:** Write \( x \in H \) as \( x = x_1 + x_2 \), where \( x_1 \in \text{cl}(\text{ran}[T]) \) and \( x_2 \in \text{ker}[T] \). Then
\[
<Tx,x> = <[T]x,x_1> + <[T]x,x_2>
= <x,[T]x_1> + <x,[T]x_2>
= <x_1,[T]x_2> + <x_2,[T]x_2>
= <x_2,T^*Tx_2> - <x_2,TT^*x_2>
= \|Tx_2\|^2 \geq 0.
\]

Thus, \(T\) is hyponormal. Note that \(cl(ran[T]^\frac{1}{2}) = cl(ran[T])\), so that \(T^*[T]^\frac{1}{2} = 0 = [T]^\frac{1}{2}T\). A direct computation shows that the operator \(X\) defined on \(H \otimes H\) by

\[
X = \begin{bmatrix}
T & [T]^\frac{1}{2} \\
0 & T^*
\end{bmatrix}
\]

is normal. Hence, \(T\) is subnormal.

**THEOREM 3.4:** (A. Brown, [1]) Let \(T \in \mathcal{B}(H)\) be quasinormal. Put \(R = cl(ran[T]^\frac{1}{2})\) and \(C = [T]R\). Then \(T\) is unitarily equivalent to the direct sum of a normal operator with the operator defined on \(R \otimes R \otimes \ldots\) by the matrix of operators \(\{T_{i,j}\} \) with \(T_{i+1,i} = C^\frac{1}{2}\) for \(i \geq 1\), \(T_{i,j} = 0\) if \(i \neq j+1\).

**PROOF:** We may as well assume that \(T\) is both abnormal and in standard form. Since \(T\) is subnormal, we have \(H_1 = R\), and since \(T^*[T] = 0\), we have \(T^*|H_1 = 0\), or,
in the notation of section 1, \(D_1 = 0\). Since \(S_i^*D_{i+1} = D_iS_i^*\) and \(\text{ker } S_i^* = \{0\}\) for all \(i \geq 1\), we have \(D_i = 0\) for all \(i \geq 1\).

We next observe that since \(D_i = 0\) for \(i \geq 1\), the inclusion \(\text{ker } S_i \subseteq \text{ker } T\) holds for all \(i \geq 1\). But \(T\) is both abnormal and hyponormal, and hence, \(\text{ker } T = \{0\}\). Thus \(\text{ker } S_i = \{0\}\) for all \(i \geq 1\), and, since \(H_{i+1} = \text{cl}(S_iH_i)\), we have \(\dim H_i = \dim H_{i+1}\) for all \(i \geq 2\).

We have shown that \(T\) is a matrix of operators on \(R \oplus R \oplus \ldots\) whose only non-zero entries are the non-negative operators \(S_i = P_i\), \(i \geq 1\), which appear on the first subdiagonal.

From part ii.) of Theorem 1.8, we have \(O = [D_1] = S_{i-1}^2 - S_i^2\) for all \(i \geq 1\), and hence, \(S_i = S_1\) for all \(i \geq 2\). From part i.) of Theorem 1.8, \(O = [D_1] = C - S_1^2\). Hence \(S_i = C_\frac{1}{2}\) for all \(i \geq 1\).

If \(V \in \mathcal{B}(H)\) is isometric, then \(V^*V = I\) and \(V\) is quasinormal. Recall that if \(V\) is isometric and if \(P\) denotes the orthogonal projection on \((VH)^\perp\), then \(VV^* = I - P\), so that \([V] = I - (I - P) = P\). This implies that \(H_1(V) = \text{cl}(\text{ran}[V]) = (VH)^\perp\).

COROLLARY 3.5: (von Neumann, [7]) Every isometry \(V \in \mathcal{B}(H)\) is unitarily equivalent to the direct sum of a unitary operator with a unilateral shift of multiplicity \(\dim(VH)^\perp\).
PROOF: A normal isometry is unitary, since $V^* V = I = V V^*$. Noting that $[V]_{H_1(V)}$ is the identity operator on $(VH)^\perp$ and applying Theorem 3.4, we see that $V$ is unitarily equivalent to the direct sum of a unitary operator and a matrix of operators on $R \oplus R \oplus \ldots$ with identity operators on the first subdiagonal and zeros elsewhere, i.e., a unilateral shift of multiplicity $\dim R = \dim (VH)^\perp$.

We note that if $T$ is quasinormal, then a complete set of unitary invariants for $[T]$ is a complete set of unitary invariants for the abnormal part of $T$. In case $V$ is an isometry, the fact that $[V] = I$ on $H_1(V) = \text{ran}[V] = (VH)^\perp$ means that the scalar $\dim(\text{ran}[V]) = \dim (VH)^\perp$ is a complete set of unitary invariants for the abnormal part of $V$.

§4. We conclude with a simple application of our decomposition theorems to the study of quasitriangular operators. Recall that $T \in \mathcal{S}(H)$ is triangular if there exists an increasing sequence $\{E_k\}$ of projections of finite rank such that $\{E_k\} \to I$ strongly as $k \to \infty$ and such that $T E_k - E_k T E_k = 0$ for all $k$. We say that $T$ is quasi-triangular if there exists an increasing sequence $\{E_k\}$ of projections of finite rank such that $\{E_k\} \to I$ strongly as $k \to \infty$ and $\|T E_k - E_k T E_k\| \to 0$ as $k \to \infty$. It is clear that every triangular operator is quasitriangular. We note that the study of quasitriangular
operators was initiated by Halmos ([4]). We shall use the facts, first proved in [4], that every normal operator is quasitriangular and that the direct sum of two quasitriangular operators is quasitriangular.

**PROPOSITION 4.1:** Let \( T \in \mathcal{B}(H) \) be abnormal with \( \dim(H_1(T)) < \infty \). Then \( T^* \) is a triangular operator.

**PROOF:** Let \( E_k \) denote the orthogonal projection of \( H \) onto \( [M_k(T)]^1 \) for all \( k \geq 1 \). From Theorem 1.5, the sequence \( \{E_k\} \) is an increasing sequence of projections of finite rank, and since \( TM_k(T) \subseteq M_k(T) \) for all \( k \geq 1 \), we also have \( T^*E_k - E_kT^*E_k = 0 \) for all \( k \geq 1 \). The abnormality of \( T \) implies that \( \bigcap_{k=1}^{\infty} M_k(T) = \{0\} \), or, equivalently, that \( E_k \) tends strongly to \( I \) as \( k \) tends to infinity.

The preceding proposition, together with Lemma 1.3 and Halmos' results, yield the following:

**COROLLARY 4.2:** Let \( T \in \mathcal{B}(H) \) satisfy \( \dim(H_1(T)) < \infty \). Then \( T^* \) is quasitriangular.

**COROLLARY 4.3:** Suppose that \( T \in \mathcal{B}(H) \) is subnormal and that its self-commutator has finite rank. Then \( T^* \) is quasitriangular.

The answer to the following question is apparently unknown.

**QUESTION:** If \( T \) is subnormal and has compact self-commutator, is \( T^* \) quasitriangular?
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A stochastic Green's function (s.g.f.) is derived which allows writing the two-point correlation (statistical measure) of the solution (stochastic) process for the stochastic differential equation $\dot{y}=x$, where $x(t,\omega), t \in T, \omega \in (\Omega, \mathcal{F}, \mu)$, a probability space, and $\mathcal{L}(t,\omega'), t \in T, \omega' \in (\Omega', \mathcal{F}', \mu')$ is a stochastic operator (a differential operator involving random function coefficients). The s.g.f. is calculable in terms of statistical measures of the random fluctuations of the coefficient processes and ordinary (deterministic) Green's functions. Where perturbation theory is adequate to deal with the randomness involved, the s.g.f. approach yields the expected results. In more general cases, where perturbation theory is not adequate, this appears still to be a promising approach. The results have been applied to a linear (control) system with $n$ dimensional state vector $y(t)$ with system equation $\dot{y}=f(y,x,t)=A(t)y+x(t), A$ a $n \times n$ matrix with random elements $a_{ij}(t,\omega)$, $x(t)$ a product of a $n \times r$ stochastic matrix (not a probability transition matrix) $B(t)$ with a $r \times 1$ matrix $u(t)$. The Green's function $G$ becomes a Green's matrix (state transition matrix in control theory), and we can determine expectations of correlations of $y$. (This work is supported by National Aeronautics and Space Administration Grant NGR 11 003 020.)
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PROPAGATION IN RANDOM MEDIA
G. Adomian, University of Georgia

Abstract. The problem of wave motion in a stochastic medium is treated as an application of stochastic operator theory to the case of partial differential equations and wave equations. Stochastic Green's functions are found for the two point correlation of the solution process for a scalar wave equation with randomly time-varying index of refraction without monochromaticity assumptions. The results are connected to the theory of partial coherence and can be used to calculate spectral spreading in a "hot" medium.
Consider the scalar wave equation
\[ \nabla^2 y(r, t, \omega) - \frac{\delta^2}{\delta t^2} \left[ \frac{1}{c^2} \nabla^2 + \alpha(r, t, \omega) \right] y(r, t, \omega) = x(r, t, \omega) \]
where \( t \in T \) represents time, \( r \in \mathbb{R}^3, \omega \in \Omega \) on a probability space \((\Omega, \mathcal{F}, \mu)\). The quantities \( x \) and \( \alpha \), and consequently \( y \), are all stochastic processes (s.p.) dependent on space position and time, i.e., random fields. The deterministic operator \( L \) is given by the ordinary d'Alembertian \( \nabla^2 - \frac{1}{c^2} \frac{\delta^2}{\delta t^2} \) and the random part of the stochastic operator by \( R = (\frac{\delta^2}{\delta t^2})\alpha \).

Letting \( L^{-1}x = F \) we write the above as
\[ y(r, t, \omega) = F(r, t, \omega) + L^{-1}(\frac{\delta^2}{\delta t^2})\alpha(r, t, \omega)y(r, t, \omega) \]
where \( L^{-1} \) is the inverse of the operator \( \nabla^2 - \frac{1}{c^2}(\frac{\delta^2}{\delta t^2}) \).

Denoting the Green's function for \( L^{-1} \) by \( G(t, \tau) \), the last term is rewritten as \( \int G(t, \tau)(\frac{\delta^2}{\delta t^2})\alpha(\tau)y(\tau)d\tau \), i.e., the random operator \( R \) is \( -(\frac{\delta^2}{\delta t^2})\alpha(t) \).

After integrating twice by parts we can write
\[ y(t) = F(t) + \int [\frac{\delta^2}{\delta t^2}G(t, \tau)\alpha(\tau)]y(\tau)d\tau \]
if quantities \( G(t, \tau) \frac{\partial}{\partial \tau} \alpha(\tau)y(\tau) \) and \( [\frac{\delta}{\delta t}G(t, \tau)\alpha(\tau)]y(\tau) \)
vanish as \( t \to \pm \infty \) which we suppose does happen either because of the initial conditions (\( G \) and \( G' \) zero) or because \( \alpha \) is a reducible-to-stationary stochastic process.

We write \( \Gamma(t, \tau) = \sum_{m=0}^{\infty} (-1)^m K_m(t, \tau) \) with \( K_1 = K \) as before,
\[ K(t, \tau) = \frac{\delta^2}{\delta t^2}G(t, \tau) \alpha(\tau) \]
\[ K_2(t, \tau) = K(t, \tau_1)K(\tau_1, \tau)d\tau_1 \]
\[ = \int \frac{\delta^2}{\delta t^2}G(t, \tau_1) \alpha(\tau_1) \frac{\delta^2}{\delta t^2}G(\tau_1, \tau) \alpha(\tau)d\tau_1 \]

This work has been supported by the National Aeronautics and Space Administration (NGR11-003-020).
\[ K_3(t, \tau) = \int K(t, \tau_1)K_2(\tau_1, \tau)d\tau_1, \text{ etc.} \]

\[ \Gamma(t, \tau) = K(t, \tau) - K_2(t, \tau) + K_3(t, \tau) \ldots \]

\[ = K(t, \tau) - \int K(t, \tau_1)K(\tau_1, \tau)d\tau_1 + \int \int K(t, \tau_1)K(\tau_1, \tau_2)d\tau_1d\tau_2 - \cdots \]

\[ = \frac{\partial^2 G(t, \tau)}{\partial \tau^2} \alpha(\tau) - \int \frac{\partial^2 G(t, \tau_1)}{\partial \tau^2} \frac{\partial^2 G(\tau_1, \tau)}{\partial \tau^2} \alpha(\tau_1)\alpha(\tau)d\tau_1 + \]

\[ + \int \int \frac{\partial^2 G(t, \tau_1)}{\partial \tau_1^2} \frac{\partial^2 G(\tau_1, \tau_2)}{\partial \tau_2^2} \frac{\partial^2 G(\tau_2, \tau)}{\partial \tau^2} \alpha(\tau_1)\alpha(\tau_2)\alpha(\tau)d\tau_1d\tau_2 - \cdots \]

Thus we can determine the s.g.f. (stochastic Green's function) either for the spectral density s.m. (statistical measure) if it exists, or immediately the more general two point correlation (and mutual coherence functions) thus

\[ R_y(t_1, t_2) = \int \int G_H(t_1, t_2, \sigma_1, \sigma_2)R_\alpha(\sigma_1, \sigma_2)d\sigma_1d\sigma_2 \]

where \( G_H \) is found from \( h(t, \tau) \), the random Green's function.

The first term of \( G_H \) (which we do not write out) shows the results for waves propagating in a deterministic medium. The other terms of \( G_H \) involving statistics of \( \Gamma \) show the effects of spectral spreading due to the stochastic medium. These are the terms lost by a monochromatic assumption. The calculation for a specific case presents considerable difficulty but can be made knowing the statistics (i.e., s.m.) of \( \alpha \) (such as correlation if \( \alpha \) is gaussian).

In the general nonstationary case, we make the time domain iterative treatment, and if we assume gaussian behavior for the index of refraction, we observe the odd terms vanish in the series (terms involving products of odd numbers of \( \alpha \)'s) and the even terms are negative. Thus in forming products \( y(t_1)y(t_2) \) for correlations, the contribution of the spectral spreading or non-monochromatic terms of \( G_H \) (i.e., the last three of the four term expression) are all positive.

Our procedure involves no assumption of statistical independence of the solution s.p. or wave function and the stochastic index of refraction and makes no closure approximations.

The first application of this work was the processing of a signal by a "stochastic filter" which randomly sampled the signal.
at intervals of time governed by a probability law. Work on optimization of stochastic systems and numerous other applications is immediately suggested.
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STATIONARITY CONDITIONS FOR
STOCHASTIC DIFFERENTIAL EQUATIONS

This is a preliminary study of possible necessary and sufficient conditions to insure stationarity in the solution process for a stochastic differential equation. It indirectly sheds some light on ergodicity properties and shows that the spectral density is generally inadequate as a statistical measure of the solution. Further work is proceeding on a more general theory which gives necessary and sufficient conditions in a form useful for applications.
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SECTION 1

The following definitions and notation will be used consistently throughout this thesis.

\((\mathcal{F}, \mathcal{J}, \mu)\) will be a fixed (but otherwise arbitrary) probability space with points \(\omega \in \mathcal{F}\), a \(\sigma\)-algebra \(\mathcal{J}\) of subsets (probabilizable events), and a complete measure \(\mu\) such that \(\mu(\mathcal{F}) = 1\).

A random variable (r.v) \(X = x(\omega)\) will be a finite real-valued (or complex valued) measurable function defined on \(\mathcal{F}\), i.e., we require that \([\omega : x(\omega) < \lambda] \in \mathcal{J}\) for all real numbers \(\lambda\). If \(x(\omega)\) is complex-valued, we require that \(x(\omega) = u(\omega) + iv(\omega)\) where \(u\) and \(v\) are real-valued r.v.'s.

Given a r.v. \(x(\omega)\), \(E(x)\) or \(<x> \) denotes the integral \(\int x(\omega) d\mu(\omega)\) if this integral is defined.

Given a parameter set \(T\) (which we usually take to be the real numbers), a stochastic process (s.p.) or random function (r.f.) on \(T\) is a real or complex-valued function \(X: T \times \mathcal{F} \rightarrow \mathbb{R} (\mathbb{C})\) such that for each fixed \(t \in T\) the function \(x_t(\omega) = X(t, \omega)\) is a r.v. Very often in our notation we will suppress the variable \(\omega\) and write \(X(t)\) for the r.f.

Notice that a s.p. has two convenient interpretations. First of all, a s.p. is a family of r.v.'s indexed by \(T\), i.e., \(X = \{x_t(\omega): \omega \rightarrow R\}_t \in T\). On the other hand, if we emphasize the variable \(t\) and let \(T = \mathbb{R}\), then a s.p. \(X\) is a
collection of real-valued functions of a real variable (indexed by \( \mathcal{G} \)). These functions are called the sample paths (realizations, trajectories) of the process. The measurability of \( X \) with respect to the variable \( \omega \) says nothing about measurability with respect to the \( t \), and in general the sample paths may be very badly behaved. However, we will consider only measurable processes, i.e., functions \( X(t, \omega) \) which are measurable with respect to the \( \sigma \)-algebra \( \mathcal{J} \times \mathcal{J} \) where \( \mathcal{J} \) is the family of Lebesgue measurable subsets of the real line. Then all the sample paths will be measurable.

We let \( L^2(\mathcal{G}) \) denote the Hilbert space of all square integrable r.v.'s on \( \mathcal{G} \), making the usual identification of r.v.'s which are equal almost everywhere with respect to the measure \( \mu \).

We say that a r.f. \( X(t, \omega) \) is second order if each r.v. \( x_t \), \( t \in \mathcal{T} \), is a member of \( L^2(\mathcal{G}) \). Thus \( X \) is second order if and only if \( \int_\mathcal{G} \|X(t, \omega)\|^2 \, d\mu(\omega) < \infty \) for all \( t \in \mathcal{T} \). Note that a second order r.f. \( X \) induces a map into a space of r.v.'s \( Y : \mathcal{T} \rightarrow L^2(\mathcal{G}) \) defined by \( (Y(t))(\omega) = X(t, \omega) \). The covariance function associated with the r.f. \( X \) is defined by \( \Gamma_X(s,t) = \mathbb{E}(X(s)X(t)) \).

Once again let \( \mathcal{T} = \mathbb{R} \) and let \( X(t, \omega) \) be a second order s.p. Let \( Y \) be defined as in the preceding paragraph.

We say that \( X \) is continuous in the mean square sense at \( t_0 \) if \( \lim_{t \to t_0} X(t) = X(t_0) \). This is equivalent to saying that the function \( Y(t) \) is continuous at \( t_0 \) relative to the
standard topology on the reals and the norm topology on $L^2(\mathbb{R})$. Similarly, we say that $X(t)$ is differentiable in mean square at $t_0$ if there is a r.v. (second order) $r$ such that $\lim_{t \to t_0} \frac{X(t) - X(t_0)}{t - t_0} = r$. Thus $X$ is differentiable in mean square at $t_0$ if and only if $Y(t)$ is differentiable at $t_0$, and moreover $r = \frac{dY}{dt}(t_0)$. This same analogy carries over to integration (Riemann, Riemann-Stieltjes, Lebesgue-type) in mean square of $X$ and the corresponding integration of $Y$. Hence the study of the mean square analytic properties of a (second-order) s.p. $X$ is equivalent to the study of the corresponding properties of a function $Y: \mathbb{R} \to L^2(\mathbb{R})$.

Throughout this thesis we will deal with the concept of wide-sense stationarity. Moreover, without loss of generality we consider only zero-mean processes, and consequently we take as the defining characteristic of a stationary process $X$ the existence of a correlation function $f$ such that $\Gamma_x(s, t) = f(t-s)$. We define the spectral density function of the process by $\varphi(u) = \int e^{2\pi i tu} f(t) dt$.\(^1\)

\(^1\)We use this definition of correlation function in accordance with Adomian [1]. Often in the literature the correlation function is defined $g(s-t) = E(X(s)X(t))$ which is the complex conjugate of our definition. We let $\varphi(u) = \int e^{2\pi i tu} f(t) dt$ be the spectral density function of the process whereas some authors may have $\psi(u) = \int e^{-2\pi i tu} f(t) dt$ as the spectral density function. This of course will be the complex conjugate of our spectral density function.
Usually we consider only real processes, however if some result takes on a much cleaner form in the complex case we will note it.

The physical interpretation of stationarity is well known (see Yaglom [11]). The following geometrical interpretation may provide some insight however. Note that a second-order process with the real line as the parameter set is a map $X: \mathbb{R} \rightarrow L^2(\mathbb{C})$ from the reals into a particular Hilbert space. Hence the relationship $E(X(s)X(t)) = f(t-s)$ is merely a restriction on the behavior of the inner products of points in $L^2(\mathbb{C})$ which lie on the curve associated with $X$. In particular, $\|X(t)\|^2 = E(X(t)\overline{X(t)}) = f(t-t) = f(0)$ for all $t$, and so the curve $X$ must lie on a sphere of radius $f(0)$ centered at the origin. For stationary $X$, $E(X(s+\tau)\overline{X(t+\tau)}) = E(X(s)\overline{X(t)})$ for all $s$, $t$, and $\tau$, and so if we think of the inner product as determining an angle between say the vectors $X(s)$ and $X(t)$, then this angle is invariant under translations of the parameter set, e.g. the angle between $X(s)$ and $X(t)$ is the same as the one between $X(0)$ and $X(t-s)$. A circle in $\mathbb{R}^2$ centered at the origin is an example of such a curve if the standard parameterization is taken: thus, consider the curve $x(t) = e_1 \cos t + e_2 \sin t$ where $e_1$ and $e_2$ are the standard basis vectors for $\mathbb{R}^2$. In general, we can replace the unit vectors by arbitrary orthogonal vectors in $L^2(\mathbb{C})$ of equal norm, call two such (distinct) vectors $A$ and $B$. Then the process defined by $X(t) = A \cos t + B \sin t$ is really just
a circle in $L^2(\mathbb{C})$, and a simple calculation shows it is stationary. One of the most powerful results in the general theory of stationary processes is that every (continuous) stationary process is the limit of sums of processes of this special type.

One is naturally interested in determining what sort of transformations of stochastic processes preserve stationarity. For the moment, we interpret the term "stochastic transformation" in the loosest sense, namely we call any rule which associates one or more processes with another process a stochastic transformation (s.t.)\(^2\). In this sense there are many s.t.'s which carry stationary processes into stationary processes, and we list here just a few:

i) Let $U:L^2(\mathbb{C}) \rightarrow L^2(\mathbb{C})$ be any isometry. Let $F(t)$ be a stationary process. Then the process $G(t) = U(F(t))$ is stationary since $E(G(s)\overline{G(t)}) = E(F(s)\overline{F(t)}) = f(t-s)$. Let $\alpha$ be any complex number. Then the process $H(t) = \alpha U(F(t))$ is stationary since $E(H(s)\overline{H(t)}) = |\alpha|^2 f(t-s)$.

ii) Let $F(t)$ and $G(t)$ be stationary processes such that the smallest closed linear manifolds containing $F$ and $G$ respectively are orthogonal. Then $F(t) + G(t)$ is a

\(^2\)For a more complete discussion of this term, see Section 4. One also may wish to consider the possibility of mapping a random function into a random sequence. In his dissertation Adomian presented and discussed the important example of a randomly sampled random function. He also sets up conditions under which a stationary random function is mapped in this manner into a stationary random sequence.
stationary process since \( E([F(s)+G(s)][F(t)+G(t)]) \)
= \( f(t-s) + g(t-s) = u(t-s) \) where \( u = f+g \). Note that in
general the sum of two stationary processes is not station-
ary. A necessary and sufficient condition that \( F(t) + G(t) \)
be stationary is that \( E(G(s)\overline{F(t)}) + E(F(s)\overline{G(t)}) \) be a
function of \( t-s \), and we see that this is a fairly strong
restriction. The fact that stationary processes do not
form a linear manifold (in the space of all processes)
causes a certain amount of difficulty in determining what
s.t.'s preserve stationarity.

iii) Let the stationary process \( F(t) \) be \( n \) times
continuously differentiable and let \( c_0, \ldots, c_n \) be constants.

Then the s.p. \( G(t) = \sum_{k=0}^{n} c_k F^{(k)}(t) \) is stationary and
\[ E(G(s)\overline{G(t)}) = \sum_{k,j=0}^{n} c_k c_j (-1)^j f^{(k+j)}(t-s). \] We note that
limits (in mean square) of stationary processes need not be
stationary, and so it is unusual that linear combinations
of derivatives of stationary processes are stationary. As
a rule, the function \( G(s) = X_0 + \int_{0}^{s} F(t)dt \) is not stationary
even though \( F \) is, and so integral operators do not in general
preserve stationarity. Intuitively the solution to a
stochastic differential equation is representable in the
form of applying a stochastic integral operator to the
forcing function of the differential equation; thus we see
this operation will not often yield as a stationary solution.

We now seek to determine conditions under which stochastic
differential equations do possess stationary solutions.
SECTION 2

This section is devoted to the study of analytic random functions and their application to stochastic differential equations. We recall that if \( X(t) \) is a second order random function, then \( X(t) \) can be thought of as a map \( X: T \rightarrow L^2(\Omega) \). Usually \( T \) will be the set of real numbers or some subset of the reals; more generally, \( T \) will be a subset of a Euclidean space. There is already a general theory of analytic maps from finite dimensional Euclidean spaces into Banach spaces, so we list here only the most relevant parts of this theory.

**Definition:** Let \( B \) be a real Banach space. Let \( \{c_n\}_{n=0}^{\infty} \) be a sequence of elements of \( B \). Suppose there is a positive real number \( r \) such that the series \( \sum \|c_n\|t^n \) converges for all real numbers \( t \) satisfying \( |t| < r \). Then the series \( \sum c_n t^n \) is called a power series centered at \( 0 \) with coefficients in \( B \).

Notice that since a power series converges absolutely (by definition) in the space \( B \) and since \( B \) is complete, the series does indeed converge to an element of \( B \) for each appropriate \( t \). The absolute convergence of power series allows us to rearrange the series however we like, and the
rearranged series will still converge to the same limit.

Theorem 1. Suppose \( \sum a_n t^n \) and \( \sum b_n t^n \) are two power series for \( |t| < r \) with coefficients in a Banach space \( B \). If 
\[ \sum a_n t^n = \sum b_n t^n \text{ for all } t \in (-r, r), \]
then \( a_n = b_n \) for each \( n \).

We will find this theorem on uniqueness of coefficients especially useful. For a proof, see Dieudonne [3].

Definition. Suppose \( f \) is a function from the reals into a Banach space \( B \). Suppose there are elements \( \{C_n\}_n=0^\infty \) in \( B \) such that 
\[ f(t) = \sum(C_n/n!)t^n \text{ for } |t| < r. \]
Then \( f \) is said to be analytic at \( 0 \).

In accordance with this definition, a second order random function \( X(t) \) is analytic at \( 0 \) (in the mean square sense) when there are second order random variables \( X_0, X_1, \ldots \) such that 
\[ X(t) = \sum(X_n/n!)t^n \text{ for } |t| < r. \]
If we include the dependence on \( \omega \) in our notation, we see that 
\[ X(t, \omega) = \sum(X_n(\omega)t^n)/n! \]
and so an analytic random function is one which has this special sort of separation of variables.

We have the following theorem which relates analyticity of a random function to the analyticity of its covariance function.

Theorem 2. A second order random function \( X(t) \) is analytic if and only if its covariance function \( \Gamma_X(s, t) \) is analytic at every diagonal point \( (t, t) \). If this condition is
satisfied, then \( \Gamma_x(s,t) \) is analytic at each \( (s,t) \).

More simply, a random function is analytic if and only if its covariance function is analytic. See Loeve [7] for a proof of Theorem 2.

Returning to more general Banach space considerations, we have the following very important theorem, again from Dieudonné.

**Theorem 3.** Suppose \( f: \mathbb{R} \rightarrow B \), \( B \) a Banach space, is analytic at 0. Let \( f(t) = \sum (C_n/n!) t^n \). Then \( f \) is infinitely differentiable. Moreover, \( f^{(k)}(t) = \sum_{n=0}^{\infty} (C_{n+k}/n!) \), \( f^{(k)}(t) \) is analytic, and \( f^{(n)}(0) = C_n \).

Hence we see that the random variables occurring in a power series expansion of a random function are related in a simple way to the mean-square derivatives of the random function.

Let us now turn our attention to the question of forming a product of two elements each from a (perhaps different) Banach space. We are motivated by ordinary differential equations of the form \( x'(t) + a(t)x(t) = f(t) \) but we would like to replace the functions involved in the equation by second order stochastic processes. Then we would have an equation \( X'(t) + A(t)X(t) = F(t) \) where \( X, A, \) and \( F \) are maps from the reals into the Banach space.
$L^2(\Omega)$. There is a natural way of attaching meaning to the
formal product $A(t)X(t)$, we can form the pointwise product
$[A(t)X(t)](\omega) = A(t,\omega)X(t,\omega)$. In general, this expression
no longer defines a function into the space $L^2(\Omega)$ since
$A(t,\omega)X(t,\omega)$ may not be square integrable (with respect
to $\omega$) for each $t$. Consequently, some care is needed in
handling these products.

Consider now the general case of forming products in
Banach spaces.

**Definition.** Let $E$ and $F$ be two (real) Banach spaces. A
map $P:E \times F \rightarrow E$ is called a *product* on the spaces $E$ and
$F$ if $P$ is bilinear and satisfies the inequality

$$
\|P(e,f)\| \leq \|e\| \|f\| \text{ for every } e \in E \text{ and } f \in F.
$$

We usually write $ef$ for the product $P(e,f)$. There are many
examples of products, and the one which we will find useful
is the following.

Let $E$ be a Banach space, let $F = L(E,E)$ be the space of
bounded linear operators on $E$. Note that $F$ is a Banach
space. Define the product $P:E \times F \rightarrow E$ by $P(x,f) = f(x)$.

It is elementary to verify that $P$ defines a product in our
sense.

We prove now a few generalizations of well-known
theorems and see how they fit into our more general framework.
Theorem 4. Suppose \( P: E \times F \rightarrow E \) is a product. Let 
\[ A = \sum a_n \in E \text{ and } B = \sum b_n \in F \] 
be two absolutely convergent series. Define 
\[ C_n = \sum_{j=0}^{n} a_{n-j} b_j = \sum_{j=0}^{n} P(a_{n-j}, b_j). \] 
Then 
\[ \sum C_n = AB = P(A, B). \]

We can prove this theorem by slightly modifying the proof for the case \( E = F = R \) found in Rudin [9] so we omit the proof here. However, as an important corollary we have:

Let \( A: I \rightarrow L(E, E) \) and \( x: I \rightarrow E \) be two functions defined on \( I \), an open interval containing 0. If \( A \) and \( x \) are both analytic at 0, then the map \( f: I \rightarrow E \) defined by 
\[ f(t) = A(t)(x(t)) \]
is analytic at 0.

**Proof.** Let \( A(t) = \sum A_n t^n \) and \( x(t) = \sum X_n t^n \). Let \( t_0 > 0 \) be such that both \( A(t_0) \) and \( X(t_0) \) converge absolutely. Then

\[
f(t) = A(t)(x(t)) = (\sum A_n t^n)(\sum X_m t^m) = \sum A_n X_m t^{n+m} = \sum \sum_{k=0}^{\infty} t^k A_{k-j} X_j.
\]

Then by Theorem 4, \( f(t_0) \) converges, and so \( f(t) \) converges absolutely for \( |t| < t_0 \). Hence \( f(t) \) is analytic.

Keeping this concept of products in mind, we turn now to the question of differential equations involving functions from the reals into Banach spaces. Let \( I \) be an open interval containing 0 and let \( U \) be an open set in the Banach space \( B \). Then a function \( f: I \times U \rightarrow B \) is said to be a **time-dependent**
vector field on $U$. A map $\alpha: I \to U$ is an integral curve for $f$ if $\alpha$ is differentiable and satisfies the equation $\alpha'(t) = f(t, \alpha(t))$. $f$ is said to be Lipschitz at $t \in I$ if there is a constant $K > 0$ such that $\|f(t,x) - f(t,y)\| \leq K \|x-y\|$ for all $x,y \in U$. $f$ is said to be uniformly Lipschitz on $I$ if there is a single constant $K > 0$ such that $\|f(t,x) - f(t,y)\| \leq K \|x-y\|$ for all $x,y \in U$ and all $t \in I$. We let $C^p(I \times U)$ denote the set of all functions from $I \times U$ into $B$ which are $p$ times continuously differentiable. Let $B_a(X_0) = \{y \in B: \|y-X_0\| < a\}$. Now we can state an existence theorem for certain differential equations in Banach spaces.

**Theorem 5.** Let $I$, $U$, and $B$ be as above. Let $X_0 \in U$. Let $a \in (0,1)$ be a number such that $B_{2a}(X_0) \subset U$. Let $f: I \times U \to B$ be continuous, bounded by $C$, and satisfy a Lipschitz condition (with constant $K$) uniformly with respect to $I$. If $b < a/C$ and $b < 1/K$, then there is a unique integral curve $\alpha: (-b, b) \times B_a(X_0) \to U$ such that $\alpha(0) = X_0$. If $f \in C^p(I \times U)$, so is $\alpha$.

In particular, we note that if $f$ is continuously differentiable, it is continuous and satisfies a uniform Lipschitz condition.

For a proof of Theorem 5, see Lang [6].

Let us see how to apply this theorem to stochastic differential equations. In particular, consider the equation $X'(t) + A(t)X(t) = F(t)$, $X(0) = X_0$, where $A(t)$ and $F(t)$
are second order random functions and $X_0$ is a given second order random variable. Solving the above equation for $X'(t)$, we have $X'(t) = F(t) - A(t)X(t)$, and so the vector field (on $L^2(\Omega)$) associated with this equation is given by $f(t,x) = F(t) - A(t)x$. To insure that the formal product $A(t)x$ is well defined for every $t \in I$ and every $x \in L^2(\Omega)$, we assume that there is a constant $K > 0$ such that 
\[
\text{ess sup}_{\omega} |A(t,\omega)| < K \text{ for all } t \in I.
\]
We will show that for each $t$, $A(t)$ can be thought of as a bounded linear operator on $L^2(\Omega)$, whereupon the formal product $A(t)x$ will be a product as defined earlier; in particular, $A(t)x \in L^2(\Omega)$ for every $t \in I$ and every $x \in L^2(\Omega)$, and so the function $f(t,x)$ is a well defined vector field on $L^2(\Omega)$.

Suppose then that $\text{ess sup}_{\omega} |A(t,\omega)| < K$. Consider the map 
\[\overline{A}: I \rightarrow L(L^2(\Omega), L^2(\Omega)) \text{ defined by } (\overline{A(t)}x)(\omega) = A(t,\omega)x(\omega).
\]
We show first that for a fixed $t \in I$, $\overline{A(t)} \in L(L^2(\Omega), L^2(\Omega))$. Thus we must show that if $x \in L^2(\Omega)$, then $\overline{A(t)}x$ must be a square integrable random variable on $\Omega$. We have 
\[
\int_{\Omega} [\overline{A(t)}x]^2(\omega)d\mu(\omega) = \int_{\Omega} A^2(t,\omega)x^2(\omega)d\mu(\omega) \leq \text{ess sup}_{\omega} |A^2(t,\omega)| \leq K^2 ||x||^2 < \infty.
\]
Thus 
\[\overline{A(t)}x \in L^2(\Omega).
\]
For a fixed $t$, $\overline{A(t)}$ is clearly linear, and moreover 
\[
||\overline{A(t)}x|| = \left(\int_{\Omega} [\overline{A(t)}x]^2(\omega)d\mu(\omega)\right)^{1/2} \leq (K^2 ||x||^2)^{1/2} = K||x||.
\]
Hence $\overline{A(t)}$ is a bounded operator and $||\overline{A(t)}|| \leq K$. This
\[ X'(t) + A(t)X(t) - \sum_{k=0}^{\infty} (t^k/k!) [X_{k+1} + \sum_{j=0}^{k} \binom{k}{j} A_j X_{k-j}] \text{.} \] But this equals \( F(t) \), so by equating coefficients (Theorem 1), we have \( F_k = X_{k+1} + \sum_{j=0}^{k} \binom{k}{j} A_j X_{k-j} \), or

\[ X_{k+1} = F_k - \sum_{j=0}^{k} \binom{k}{j} A_j X_{k-j} \text{.} \]

We are given \( X_0 \), so this formula allows us to determine each \( X_n \) by induction. Now we have to show that the power series for \( X(t) \) with these coefficients converges (absolutely) in some neighborhood of the origin.

We observe that the expression for \( X_n \) can be put in a more convenient form. We claim that

\[ X_n = x_n X_0 + \sum_{k=0}^{n-1} k^n F_k \text{,} \]

where \( x_n \) is the coefficient of \( X_0 \) in the original expression for \( X_n \) (after successively substituting the previously calculated \( X_j \)'s, \( j \leq n-1 \)) and \( k^n F_k \) is the coefficient of \( F_k \) in the original expression for \( X_n \). \( x_n \) and \( k^n F_k \) are defined inductively by the relations

\[ x_0 = 1, \quad x_{n+1} = -\sum_{j=0}^{n} \binom{n}{j} A_j x_{n-j} \]

\[ k^n F_k = 0 \quad \text{for } n \leq k \]

\[ k^n F_{k+1} = 1, \quad k^n F_{n+1} = -\sum_{j=0}^{n} \binom{n}{j} A_j k^n F_{n-j} \quad \text{for } n > k. \]
Notice that the expressions for $x_n$ and $f_n$ are combinations of the $A_j$'s only; the initial condition $X_0$ and the forcing function $F(t)$ are not involved in these coefficients.

Proof of claim: We use induction on $n$. The claim clearly holds for $n = 1$. Suppose the claim holds for $k \leq n$ and examine the case $k = n+1$.

$$X_{n+1} = F_n - \sum_{j=0}^n \binom{n}{j} A_j X_{n-j} = F_n - \sum_{j=0}^n \binom{n}{j} \left[ \sum_{k=0}^{n-j-1} f_n^{k} F_k + x_{n-j} X_0 \right] =$$

$$= F_n - \sum_{j=0}^n \sum_{k=0}^{n-j-1} \binom{n}{j} A_j f_n^{k} F_k - \sum_{j=0}^n \binom{n}{j} A_j x_{n-j} X_0 =$$

$$(- \sum_{j=0}^n \binom{n}{j} A_j x_{n-j}) X_0 + F_n - \sum_{j=0}^n \sum_{k=0}^{n-j-1} \binom{n}{j} A_j f_n^{k} F_k.$$

But $- \sum_{j=0}^n \binom{n}{j} A_j x_{n-j} = x_{n+1}$, so all that remains is to show

$$F_n - \sum_{j=0}^n \sum_{k=0}^{n-j-1} \binom{n}{j} A_j f_n^{k} F_k = \sum_{k=0}^{n-j} f_n^{k} F_k.$$

Fix an integer $p$ such that $0 \leq p < n$. What is the coefficient of $F_p$ in the left hand side of the above equation? Notice that $k = p$ only when $j$ satisfies $n-j-1 \geq p$, i.e., $j \leq n-p-1$. Thus we get an $F_p$ for $j = 0, 1, \ldots, n-p-1$ and $k = p$.

Hence the complete contribution involving $F_p$ is

$$-F_p \sum_{j=0}^{n-p-1} \binom{n}{j} A_j f_n^{p} n-j \cdot \text{But } f_n^p = 0 \text{ for } p \geq k, \text{ so if } p \geq n-j$$

we have $f_n^{p} n-j = 0$. Since $p \geq n-j$ for $j \geq n-p$, we have
\[ \sum_{j=0}^{n-p-1} \binom{n}{j} A_j p^{n-j} = \sum_{j=0}^{n} \binom{n}{j} A_j p^{n-j} - \sum_{j=n-p}^{n} \binom{n}{j} A_j p^{n-j} = - \sum_{j=0}^{n} \binom{n}{j} A_j p^{n-j} = f_{n+1} \]

Hence \( F_n = \sum_{j=0}^{n} \sum_{k=0}^{n-j-1} \binom{n}{j} A_j k^j n-j F_k \)

= \sum_{k=0}^{n} k^j n+1 F_k \) and the induction is complete.

As a consequence of the above relationships, we have

\[ X(t) = \sum(t^n/n!)X_n = \sum(t^n/n!)[x_nX + \sum_{k=0}^{n-1} k^j n F_k] = \]

\[ = x_0 \sum(x_n/n!)t^n + \sum(t^n/n!) \left( \sum_{k=0}^{n-1} k^j n F_k \right). \]

We will now place additional restrictions on \( A(t) \) so that we can prove the above power series converge.

Let \( A(t) = \sum(A_n/n!)t^n \), and suppose there is some constant \( K \) such that \( \operatorname{ess} \sup_{\omega} |A_n(\omega)| \leq K^n \) for each \( n \). Then each \( A_n(\omega) \) can be thought of as a bounded linear operator on \( L^2(\Omega) \), i.e., \( A_n \in L(L^2(\Omega), L^2(\Omega)) \). Also \( \operatorname{ess} \sup_{\omega} |A(s, \omega)| < K' < \infty \) for some \( K' \) and for all \( s \) in some neighborhood of 0, and so our original restriction on \( A(s, \omega) \) (allowing us to form products) is satisfied. We wish to show that \( A(s) = \sum(A_n/n!)s^n \)

is an analytic map from I into the Banach space \( L(L^2(\Omega), L^2(\Omega)) \).

First we need to calculate the norm of \( A_n \) considered as an element of \( L(L^2(\Omega), L^2(\Omega)) \), and we have the following theorem.
Theorem 6. Let $A : \Omega \to R$ be a random variable such that 
\[
\text{ess sup } |A(\omega)| < \infty.
\]
Then the norm of $A$ considered as an element of $L(L^2(\Omega), L^2(\Omega))$ is 
\[
\text{ess sup } |A(\omega)|.
\]

Proof: Let $\|A\|$ denote the norm of the linear operator generated by $A$. Then 
\[
\|A\| = \sup_{\|x\|=1} \|Ax\|.
\]
Let $x : \Omega \to R$ be such that $\|x\| = 1$. Then
\[
\|Ax\| = \left( \int_{\Omega} (Ax)^2(\omega) d\mu(\omega) \right)^{1/2} = \left( \int_{\Omega} A^2(\omega) x^2(\omega) d\mu(\omega) \right)^{1/2} \leq \text{ess sup } A^2(\omega)
\]
\[
\int_{\Omega} x^2(\omega) d\mu(\omega) \right)^{1/2} = \text{ess sup } |A(\omega)| \|x\| = \text{ess sup } |A(\omega)|.
\]
Hence $\|A\| \leq \text{ess sup } |A(\omega)|$. We show now that $\|A\| \geq \text{ess sup } |A(\omega)|$.

Let $\epsilon > 0$ be given. Let $K = \text{ess sup } |A(\omega)|$ and define the set $D = \{ \omega : |A(\omega)| \geq K - \epsilon \}$. We may suppose without loss of generality that $\mu(D) = 0 > 0$. Define $x(\omega) = \chi(\omega) \delta^{-1/2}$ where $\chi(\omega) = 1$ for $\omega \in D$ and $\chi(\omega) = 0$ otherwise. Then
\[
\|x\| = \left( \int_{\Omega} x^2(\omega) d\mu(\omega) \right)^{1/2} = \left( \int_{D} \delta^{-1} d\mu(\omega) \right)^{1/2} = (\mu(D) \delta^{-1})^{1/2} = 1,
\]
and
\[
\|Ax\| = \left( \int_{\Omega} A^2(\omega) x^2(\omega) d\mu(\omega) \right)^{1/2} = \left( \int_{D} A^2(\omega) d\mu(\omega) \right)^{1/2} \geq \delta^{-1} (K - \epsilon)^2 \mu(D)^{1/2} = K - \epsilon.
\]

Hence $\|A\| \geq K - \epsilon$, and since $\epsilon$ is arbitrary, we see that $\|A\| \geq K$. Thus $\|A\| = \text{ess sup } |A(\omega)|$.

QED

We now see that $\Sigma(A_n/n!) t^n$ is a power series in $L(L^2(\Omega), L^2(\Omega))$ since $\Sigma(\|A_n\| \|t^n/n!\|)$ =
\[ \sum (\text{ess sup}_\omega |A_n(\omega)| |t|^{n/n!}) \leq \sum (K^n |t|^{n/n!}) = e^{K|t|} < \infty. \]

Hence \( A(t) = \sum A_n t^{n/n!} \) is analytic in \( L(L^2(\mathcal{H}), L^2(\mathcal{H})) \).

Form the function \( y(t) = -\int_0^t A(s)ds \) where integration takes place in \( L(L^2(\mathcal{H}), L^2(\mathcal{H})) \), and then consider the bounded linear operator (for each \( t \)) \( \exp y(t) \). This is an analytic map, and simple algebra and an inductive proof shows that its power series has the coefficients \( x_n \) defined previously.

Hence applying the corollary to Theorem 4, the function \( X_0 \exp (-\int_0^t A(s)ds) \) is an analytic map from \( I \) into \( L^2(\mathcal{H}) \).

Now consider the expression:

\[ \exp (-\int_0^t A(s)ds) \int_0^t \exp \left( \int_0^y A(s)ds \right) F(y)dy \]

where the indicated integrations involving the exponentials take place in \( L(L^2(\mathcal{H}), L^2(\mathcal{H})) \) and the remaining integration takes place in \( L^2(\mathcal{H}) \). Since \( F(y) \) is analytic (in \( L^2(\mathcal{H}) \)), \( \exp \left( \int_0^y A(s)ds \right) F(y) \) is analytic (in \( L^2(\mathcal{H}) \)) as before, and consequently so is its integral \( \int_0^t \); we apply once more the operator \( \exp (-\int_0^t A(s)ds) \), so the whole expression defines an analytic function in \( L^2(\mathcal{H}) \). Again an inductive proof shows that the coefficients of this analytic map are

\[ \sum_{k=0}^{n-1} k^n F_k \]

as previously defined. Hence our power series for \( X(t) \) converges (absolutely) in some neighborhood of \( 0 \), and analyticity is established. We summarize our results with the following theorem.
Theorem 7. Let $F(t)$ and $A(t) = \sum (A_n(\omega) / n!) t^n$ be analytic second order random functions and let $X_0$ be a square integrable random variable. Suppose there is a constant $K$ such that $\text{ess \ sup } |A_n(\omega)| \leq K^n$ for every $n$. Then the stochastic differential equation $X'(t) + A(t)X(t) = F(t), X(0) = X_0$ has a unique analytic solution.

Note that the extension of this theorem to higher order equations is trivial. If we have the equation $X^{(n)}(t) + \alpha_{n-1}(t)X^{(n-1)}(t) + \cdots + \alpha_0(t)X(t) = F(t)$ and the coefficients are analytic and satisfy $\text{ess \ sup } |\alpha_j^{(k)}(0)| \leq K_j^k$ for some set $\{K_j\}_{j=0}^{n-1}$ and every $k$, then we write the equation in a vector form $X'(t) = A(t)X(t) + G(t)$ where

$$A(t) = \begin{bmatrix} 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & 1 & 0 & \ldots & 0 \\ \vdots \\ \vdots \\ 0 & 0 & 0 & \ldots & 1 \\ -\alpha_0(t) - \alpha_1(t) & \ldots & -\alpha_{n-1}(t) \end{bmatrix}$$

and $G(t) = \begin{bmatrix} 0 \\ \vdots \\ F(t) \end{bmatrix}$.

Note that analyticity of the $\alpha_j(t)$'s implies that of $A(t)$ (as a bounded linear operator on $(L^2(\mathcal{F}))^n$) and $G(t)$ is obviously analytic. Hence the same techniques of our
theorem extend to this case and to the state space equations of stochastic control theory, in particular to the recent work of Leon H. Sibul (dissertation).  

Turning to the question of stationarity, we are interested in finding necessary and sufficient conditions that an analytic random function be stationary. We will assume all our random functions satisfy $< X(t) > = 0$. Suppose then that $X(t) = \Sigma(X_n/n!)t^n$ is a real analytic random function with the (analytic) covariance function $\Gamma(s,t)$. Suppose also that $X(t)$ is stationary. Then there is some function $f: \mathbb{R} \rightarrow \mathbb{R}$ such that $\Gamma(s,t) = f(t-s)$. Note that $f(u) = f(-u)$. Since $\Gamma(s,0) = f(-s)$, we see that $f$ is analytic (at 0), so there are real numbers $c_n$ such that $f(s) = \Sigma(c_n/n!)s^n$. Let us see how these constants are related to $X(t)$. We have

$$\Gamma(s,t) = < X(s)X(t) > = \Sigma(s^mX_m/m!) \Sigma(t^nX_n/n!) = \Sigma \Sigma (s^j t^n-j/j!(n-j)!) < X_j X_{n-j} > = \Sigma \Sigma (1/n!) (s^j t^n-j < X_j X_{n-j} >).$$

But

$$f(s-t) = \Sigma (c_n (s-t)^n/n!) = \Sigma (1/n!) \Sigma (-1)^{n-j} c_n (s^j t^n-j < X_j X_{n-j} >).$$

Since $f(s-t) = \Gamma(s,t)$, we have these two power series (in two variables) representing the same function, hence their coefficients must be equal, thus $(-1)^{n-j} c_n = < X_{n-j} X_j >$.

Rewriting this last equation, we have $< X_n X_m > = (-1)^n c_{n+m}$.

---

On the other hand, suppose we have a zero mean analytic random function \( X(t) = \Sigma(X_n t^n/n!) \) such that there exist constants \( \{c_n\} \) satisfying \( \langle X_n X_m \rangle = (-1)^{n+m} \). Then the above equations show that \( X(t) \) is stationary. Thus we have the following theorem.

**Theorem 8.** Let \( X(t) = \Sigma(X_n t^n/n!) \) be a (zero mean) real analytic random function. Then \( X(t) \) is stationary if and only if there are constants \( \{c_n\} \) such that \( \langle X_n X_m \rangle = (-1)^{n+m} \).

It is clear that a set of constants \( \{c_n\} \) satisfying the condition of Theorem 8 cannot be completely arbitrary. In fact, we must have

i) \( c_{2k+1} = 0 \),  
ii) \( c_{4k} \geq 0 \), and  
iii) \( c_{4k+2} < 0 \).

To see i), note that \( \langle X_{2k+1} X_0 \rangle = (-1)^{2k+1} c_{2k+1} = -c_{2k+1} \) and \( \langle X_0 X_{2k+1} \rangle = (-1)^0 c_{2k+1} \). Since \( X(t) \) is real-valued, we have \( -c_{2k+1} = c_{2k+1} \), i.e., \( c_{2k+1} = 0 \). This is to be expected since \( f(t) \) must be an even function. Also

\[
0 \leq \langle X_{2k}^2 \rangle = \langle X_{2k} X_{2k} \rangle = (-1)^{2k} c_{4k} = c_{4k} \quad \text{and} \quad 0 \leq \langle X_{2k+1}^2 \rangle = \langle X_{2k+1} X_{2k+1} \rangle = (-1)^{2k+1} c_{4k+2},
\]

hence ii) and iii) are proved. By defining \( d_n = |c_{2n}| \), we can write \( f(t) \) in the form

\[
f(t) = \sum_{n=0}^{\infty} (-1)^n (d_n/2^n!) t^{2n} \quad \text{where} \quad d_n \geq 0 \quad \text{for all} \quad n,
\]

hence \( f(t) \) is representable by an even, alternating power series.

(Note that \( d_n = \langle X_n^2 \rangle \).)
Theorem 8 can be reformulated in the following way.

**Theorem 9.** Let \( X(t) = \sum_{n=0}^\infty \frac{t^n}{n!} \) be a (zero mean) real analytic random function. Let \( A = \{X_0, X_2, \ldots, X_{2n}, \ldots\} \) and \( B = \{X_1, X_3, \ldots, X_{2n+1}, \ldots\} \). Then \( X(t) \) is stationary if and only if \( A \) is orthogonal to \( B \) and

- \( i) \quad <X_{2n}X_0> = <X_{2(n-k)}X_{2k}> \quad k = 0, \ldots, n \)
- \( ii) \quad <X_{2n+1}X_1> = <X_{2(n-k)+1}X_{2k+1}> \quad k = 0, \ldots, n \)
- \( iii) \quad <X_{2n}X_0> = -<X_{2n-1}X_1> \) for all \( n \geq 1 \).

**Proof:** Suppose \( X(t) \) is stationary. We show that \( A \perp B \)

1. \( <X_{2n}X_{2k+1}> = (-1)^{2n}c_{2n+2k+1} = c_{2(n+k)+1} = 0 \). Hence \( A \perp B \). Also,
2. \( <X_{2(n-k)}X_{2k}> = (-1)^{2(n-k)}c_{2n-2k+2k} = c_{2n} <X_{2n}X_0> \)
3. \( <X_{2(n-k)+1}X_{2k+1}> = (-1)^{2(n-k)+1}c_{2n-2k+1+2k+1} = c_{2n+2} <X_{2n+2}X_1> \)
4. \( <X_{2n-1}X_1> = (-1)^{2n-1}c_{2n} = -c_{2n} = -<X_{2n}X_0>, \)

so the first half of the theorem is proved.

Suppose now the second half of the theorem holds.

Define \( \{c_n\} \) by the equations \( c_{2m+1} = 0 \quad m = 0, 1, \ldots \), and \( c_{2m} = <X_{2m}X_0> \quad m = 0, 1, \ldots \). We will show that \( <X_{n-j}X_j> = (-1)^{n-j}c_n \) for \( 0 \leq j \leq n \) and all \( n \), whereupon Theorem 8 tells us that \( X(t) \) is stationary. Suppose first that \( n \) is odd. If \( j \) is even, \( n-j \) is odd and \( X_{n-j} \in B \), hence...
<X_{n-j}X_j> = 0 since X_j \in A. Thus <X_{n-j}X_j> = 0 = (-1)^{n-j} c_n since n = 2m+1 for some m. If j is odd, n-j is even, so
X_{n-j} \in A and X_j \in B, hence <X_{n-j}X_j> = 0 = (-1)^{n-j} c_n as before.

Now we show Theorem 8 is satisfied for even n. Let n = 2p. First consider the case where j is odd, let j = 2q+1.

Then

< X_{n-j}X_j > = < X_{2(p-q)-1}X_{2q+1} > = < X_{2(p-1-q)+1}X_{2q+1} > = \\
= < X_{2(p-1)+1}X_1 > = < X_{2p-1}X_1 > = -< X_{2p}X_0 > = \\
= (-1)^{2(p-q)-1}c_{2p} = (-1)^{n-j} c_n.

Now suppose j is even, j = 2q. Then

< X_{n-j}X_j > = < X_{2(p-q)}X_{2q} > = < X_{2p}X_0 > c_{2p} = \\
= (-1)^{2(p-q)}c_{2p} = (-1)^{n-j} c_n

as was to be shown. Hence X(t) is stationary. QED

We now have developed a technique for finding the power series coefficients of solutions to stochastic differential equations and we also have theorems which tell us when a given analytic stochastic process is stationary, so in principle we have the machinery to determine conditions under which a given equation will have stationary solutions. We present some examples to show how this may be done.

Example 1. We know that the derivative of a stationary random function is stationary. When will the integral of
a stationary (analytic) random function be stationary?

This question is equivalent to determining stationary solutions to the differential equation \( X'(t) = F(t) \), \( X(0) = X_0 \) where \( F(t) \) is the given stationary (analytic) random function and the random variable \( X_0 \) is yet to be specified. The solution to this equation is

\[
X(t) = X_0 + \int_0^t F(s)ds = X_0 + \sum_{n=0}^{\infty} \left( X_n t^n/n! \right) + \sum_{n=0}^{\infty} \left( X_n t^n/n! \right)
\]

where \( X_n = F_{n-1} \) for \( n \geq 1 \).

We now apply Theorems 8 and 9 to this random function to see what additional conditions we need to place on \( X_0 \) to guarantee stationarity. Theorem 9 tells us that in order for \( X(t) \) to be stationary, it is necessary that

\[
<X_{2n} X_0> = (-1)^n <X_0^2>, \text{ i.e., we must have } <F_{2n+1} X_0> = <X_{2(n+1)} X_0> = (-1)^{n+1} <X_0^2> = (-1)^{n+1} <F_n^2>.
\]

Hence our first restriction on \( X_0 \) is that it must satisfy the relations \( <F_{2n+1} X_0> = (-1)^{n+1} <F_n^2> \). Moreover, Theorem 9 requires that \( <X_0 X_{2n+1}^2> = 0 \) for all \( n \), hence our second requirement is that \( <X_0 F_{2n}^2> = 0 \) for all \( n \). Since \( F(t) \) is stationary, there are constants \( \{f_n\} \) such that

\[
<F_{n-j} F_j> = (-1)^{n-j} f_n.
\]

Define constants \( \{c_n\} \) by the relations \( c_{2n+1} = 0 \), \( c_0 = <X_0^2> \), and \( c_{n+2} = -f_{2n} \). We will show that \( <X_{n-j} X_j> = (-1)^{n-j} c_n \).

Case 1. Let \( n \) be odd, \( n = 2k+1 \). We must show

\[
<X_{n-j} X_j> = 0 \text{ for all appropriate } j. \text{ For } j = 0, \quad <X_{n-j} X_j> = <F_{n-1} X_0> = <F_{2k} X_0> = 0. \text{ For } j \geq 1, \quad <X_{n-j} X_j> =
\]
\[ <F_{n-j-1}F_{j-1}> = (-1)^{n-j}f_{n-2} = (-1)^{n-j}f_{2k-1} = 0 \text{ since the } f_n \text{'s with odd subscripts must be zero.} \]

**Case 2.** Let \( n \) be even, \( n = 2k \). For \( j = 0 \), \( <X_nX_j> = <F_{n-1}X_0> = <F_{2k-1}X_0> = <F_{2k}X_0> \)

\[ = (-1)^k f_{2k-1} = (-1)^k f_{2k} = (-1)^{2k}f_{2k-1} = (-1)^{2k}c_{2k} = (-1)^n c_n \text{ as required. For } j \geq 1, \]

\[ <X_{n-j}X_j> = <F_{n-j-1}F_{j-1}> = (-1)^{n-j}f_{n-2} = (-1)^{2k-j}f_{2k-2} = \]

\[ = (-1)^{2k-j}f_{2k-1} = (-1)^{2k-j}c_{2k} = (-1)^{n-j}c_n \text{ as required. Hence we see that necessary and sufficient conditions for } X(t) \text{ to be stationary are that} \]

\[ <F(t)> = 0, \quad <F_{2n+1}X_0> = (-1)^{n+1}<F_n^2>, \text{ and } <F_{2n}X_0> = 0. \]

These last two conditions may be combined by requiring that

\[ <X_0F(t)> = <X_0 \sum(F_n t^{n/n!})> = \sum(t^{n/n!}) <X_0F_n> = \sum(t^{2n/(2n)!}) <X_0F_{2n}> + \sum(t^{2n+1/(2n+1)!}) <X_0F_{2n+1}> = \]

\[ = \sum(t^{2n+1/(2n+1)!}) (-1)^n <F_n^2> = -\sum(t^{2n+1/(2n+1)!}) x (-1)^n <F_n^2>, \]

i.e., we require that the correlation function of \( F(t) \)
and \( X_0 \) be given by

\[ <F(t)X_0> = -\sum((-1)^n t^{2n+1/(2n+1)!}) <F_n^2>. \]
Example 2. We present here an example of a differential equation in which the coefficient function as well as the forcing function is random. Consider the equation

\[ X'(t) - Ae^{-tA}X(t) = AB(e^{tA} - 1) \]

\[ X(0) = B \]

where \( A \) is an essentially bounded r.v. Writing the equation in the form \( X'(t) + A(t)X(t) = F(t) \), we calculate that \( A(t) = -Ae^{-tA} = \sum (-A)^{n+1} t^n / n! \), i.e., \( A_n = (-A)^{n+1} \). Also we have \( F(t) = AB(e^{tA} - 1) = \sum A^{n+1} B t^n / n! \) so we have \( F_0 = 0 \) and \( F_n = A^{n+1} B \) for \( n \geq 1 \). We have a solution

\[ X(t) = \sum X_n t^n / n! \]

where \( X_n = x_n X_0 + \sum_{k=0}^{n-1} k! f_n F_k = \]

\[ = x_n B + \sum_{k=1}^{n-1} k! f_n (A^{k+1} B) = B x_n + \sum_{k=1}^{n-1} k! f_n A^{k+1} = BC_n \]

where we define \( C_n \) to be the expression in the brackets.

Remember that both \( x_n \) and \( f_n \) are polynomials in the variables \( A_0, \ldots, A_{n-1} \), and since the variables \( A_k \) are polynomials in \( A \) \( (A_k = (-A)^{k+1}) \), we conclude that \( C_n \) is a polynomial in the r.v. \( A \). Now if \( X(t) \) is to be stationary, we must have \( <X_0 X_2> = -<X_1^2> \), and this condition becomes \( <A^2 B^2> = 0 \) and hence we know that any polynomial in \( A \) is orthogonal to any polynomial in \( B \). Thus we have \( <X_n X_m> = <BC_n BC_m> = <B^2 C_n C_m> = 0 \) for \( n + m \geq 1 \) and consequently Theorem 8 is satisfied. Thus the solution is stationary if and only if \( <A^2 B^2> = 0 \). Note that we did not actually have to calculate the solution to make this conclusion.
Example 3. Consider the equation \( X''(t) + BX(t) = 0, \)
\( X(0) = X_0, \ X'(0) = X_1, \) where \( B \) is a random variable which is positive a.s. This equation is a stochastic analog of the harmonic oscillator equation. Suppose \( X(t) = \Sigma(X_n/n!)t^n, \)
then \( X''(t) = \Sigma(X_{n+2}/n!)t^n, \) so \( 0 = X''(t) + BX(t) = \)
\( = \Sigma(X_{n+2}/n!)t^n + B \Sigma(X_n/n!)t^n = \Sigma((X_{n+2}+BX_n)/n!)t^n, \) i.e.,
\( X_{n+2} = -Bx_n \) for all \( n. \) It is easy to see that the coefficients \( X_n \) are given by the relations \( X_{2n} = (-B)^nX_0 \) and \( X_{2n+1} = (-B)^nX_1. \)
The closed form expression with these coefficients is
\( X(t) = X_0 \cos \sqrt{B \ t} + (X_1/\sqrt{B})\sin \sqrt{B \ t}. \)

To see when this random function will be stationary, let us assume that the random variables \( B, \ X_0, \) and \( X_1 \) are all independent and \( <X_0> = <X_1> = 0. \) We apply Theorem 9, so define \( A = \{X_0, X_2, X_4, \ldots \} \) and \( C = \{X_1, X_3, X_5, \ldots \}. \) Now \( A \) and \( C \) are orthogonal since
\( <X_{2n}X_{2p+1}> = <(-B)^nX_0(-B)^pX_1> =\)
\( = <(-B)^{n+p}> <X_0> <X_1> = 0. \) We check the last three conditions of the theorem:

i) \( <X_{2(n-k)}X_{2k}> = <(-B)^{n-k}X_0(-B)^kX_0> =\)
\( = <(-B)^nX_0X_0> = <X_{2n}X_0> \)

ii) \( <X_{2(n-k)+1}X_{2k+1}> = <(-B)^{n-k}X_1(-B)^kX_1> =\)
\( = <(-B)^nX_1X_1> = <X_{2n+1}X_1> \)

iii) \( <X_{2n}X_0> = <(-B)^nX_0^2> = <(-B)^n><X_0^2> =\)
\( = (-1)^n <B^n><X_0^2>. \)
Also \( <X_{2n-1}X_1> - (-B)^{n-1}X_1^2 = (-1)^{n-1} <B^{n-1}X_1^2> \).

But these expressions must be negatives of one another, and so \( <B^n> = <B^{n-1}>X_1^2/<X_0^2> \). Let \( c = <X_1^2>/<X_0^2> \), then \( <B^n> = c <B^{n-1}> \), i.e., \( <B^n> = c^n \) for every \( n \). The characteristic function for \( B \) is \( \exp itB = \sum [i(n+1)/n! c^n/n!] = \exp itc \), so \( B = c \) a.s.

since characteristic functions are unique. Thus if we assume \( B, X_0, \) and \( X_1 \), are independent and \( <X_0> = <X_1> = 0 \), the solution is stationary if and only if \( B(\omega) = <X_1^2>/<X_0^2> \) a.s..

These three examples serve to indicate a fairly wide range of questions which the techniques of this section can answer. The first example provides us with a criterion which we will use in section 3 to characterize the general form of stationary solutions to the equation. Example 2 shows that we may characterize conditions for the existence of stationary solutions without having to find the solution itself. Example 3 says that a more general canonical form of simple stationary processes (i.e. adding randomness in the time functions of \( A \cos t + B \sin t \)) is not needed.
SECTION 3

In this section we use some of the tools of random harmonic analysis to develop further conditions guaranteeing stationarity of solutions to certain stochastic differential equations. We make extensive use of the harmonic decomposition theorems concerning stationary processes to find sufficient conditions to be placed on the initial values of the equations. We then calculate the correlation function of the resulting solutions. Moreover, we show that under fairly general conditions we can get asymptotic stationarity independent of the initial values. We begin with the notion of an orthogonal random measure.

Let $\mathcal{B}$ denote the family of Borel subsets of the real line and let $\mathcal{A}$ denote the subfamily of bounded Borel subsets. Then a function $\xi: \mathcal{A} \times \mathcal{B} \rightarrow \mathbb{C}$ is called an orthogonal random measure if

1) $\xi(A) \in L^2(\mathfrak{M})$ for each $A \in \mathcal{A}$

2) $E(\xi(A)) = 0$ for each $A \in \mathcal{A}$

3) $E(\xi(A)\xi(B)) = 0$ if $A \cap B = \emptyset$, $A, B \in \mathcal{A}$

4) the relation $M(A) = E(|\xi(A)|^2)$ defines a measure on $\mathcal{A}$.

The measure $M$ is called the absolute measure associated with $\xi$. If $f: \mathbb{R} \rightarrow \mathbb{C}$ is a complex valued measurable function such that $\int_a^b |f(\lambda)|^2 dM(\lambda) < \infty$, we can define the integral
\[ \int_a^b f(\lambda) \xi(d\lambda) \] in a natural way (see Rozanov [8]).

We say that a second order r.f. \( \eta(t) \) is separable if the smallest closed linear manifold in \( L^2(\mathfrak{g}) \) containing the r.v.'s \( \{\eta(t)\}_{t \in \mathbb{R}} \) is separable, i.e., it contains a countable dense subset. We remark that a continuous r.f. \( \eta(t) \) is necessarily separable, for let \( \mathcal{U} \) be a basis for \( L^2(\mathfrak{g}) \) and let \( \{t_n\}_{n=1}^{\infty} \) denote the set of rational numbers.

Then for each \( n \), there is a countable subset of \( \mathcal{U} \) (call it \( H_n = \{h_{nm}\}_{m=1}^{\infty} \) such that \( \eta(t_n) = \sum_{m=1}^{\infty} E(\eta(t_n)h_{nm})h_{nm} \).

Let \( H = \{a_n\}_{n=1}^{\infty} \) be an orthonormal basis for the smallest closed linear manifold containing \( \bigcup_{n=1}^{\infty} H_n \). We claim that for every \( t \), \( \eta(t) = \sum_{n=1}^{\infty} E(\eta(t)a_n) a_n \). This equation obviously holds if \( t \) is rational, so we suppose that \( t \) is irrational and \( \epsilon > 0 \). Since \( \eta \) is continuous, there is a \( t_k \) such that \( \|\eta(t) - \eta(t_k)\| < \epsilon/3 \). There is an \( N \) such that if \( n \geq N \), then \( \|\eta(t_k) - \sum_{m=1}^{n} E(\eta(t_k)a_m)a_m\| < \epsilon/3 \). Hence, for \( n \geq N \)

\[
\begin{align*}
\|\eta(t) - \sum_{m=1}^{n} E(\eta(t)a_m)a_m\| &\leq \|\eta(t) - \eta(t_k)\| + \\
&+ \|\eta(t_k) - \sum_{m=1}^{n} E(\eta(t_k)a_m)a_m\| + \|\sum_{m=1}^{n} E(\eta(t)a_m)a_m - \sum_{m=1}^{n} E(\eta(t_k)a_m)a_m\| < \\
&< \epsilon/3 + \epsilon/3 + \|\sum_{m=1}^{n} [E(\eta(t_k)a_m) - E(\eta(t)a_m)]a_m\| < \\
&\leq 2\epsilon/3 + \|\eta(t_k) - \eta(t)\| < \epsilon.
\end{align*}
\]

Hence the curve \( \eta(t) \) is contained in a separable manifold and so \( \eta(t) \) is separable.
Rozanov proves that every separable stationary process (with measurable correlation function) is representable in the form

$$\eta(t) = \int_{-\infty}^{\infty} e^{2\pi i t \lambda} \xi(d\lambda)$$

where $\xi$ is an orthogonal random measure. ($\xi$ is called the spectral random measure associated with $\eta$). This is one of the most powerful results in random harmonic analysis and we will make extensive use of this theorem throughout the rest of the paper. Relevant discussions of these integrals and decompositions are presented in Rozanov's text [8] and in Irzhina's paper [5].

In particular, we are especially interested in the equation

(1) $X'(t) + aX(t) = F(t)$

$X(0) = X_0$

where $a$ is an essentially bounded r.v., $X_0 \in L^2(\mathcal{F})$, and $F(t)$ is a stationary continuous r.f. We will also suppose that $a$ and $F(t)$ are independent. As is well known, the solution to the above equation can be expressed as

$$X(t) = X_0 e^{-ta} + e^{-ta} \int_0^t e^{ya} F(y)dy.$$  

We write $F(y) = \int_{-\infty}^{\infty} e^{2\pi iy\lambda} \xi(d\lambda)$ where $\xi$ is the spectral random measure associated with the process $F(y)$. Assume for the moment that the following calculations are valid and calculate

$$\int_0^t e^{ya} F(y)dy = \int_0^t e^{ya} \int_{-\infty}^{\infty} e^{2\pi iy\lambda} \xi(d\lambda)dy =$$
\[ \int_{-\infty}^{\infty} e^{y(2\pi i\lambda + a)} dy \xi(d\lambda) = \int_{-\infty}^{\infty} (e^{\lambda(2\pi i\lambda + a)}/2\pi i\lambda + a) \xi(d\lambda). \]

Thus
\[
X(t) = X_0 e^{-ta} + e^{-ta} \int_{-\infty}^{\infty} (e^{2\pi it\lambda}/2\pi i\lambda + a) \xi(d\lambda)
\]
\[= e^{-ta} [X_0 - \int_{-\infty}^{\infty} (\xi(d\lambda2\pi i\lambda + a)) + \int_{-\infty}^{\infty} (e^{2\pi it\lambda}/2\pi i\lambda + a) \xi(d\lambda)]
\]
\[= K(t, a, X_0, F) + Y(t)\]

where K and Y are the respective summands from above.

We show now that the random function Y(t) is a stationary process.

\[E(Y(s)\overline{Y(t)}) = E(\int(2\pi is\lambda/2\pi i\lambda + a) \xi(d\lambda)).\]

\[\int(e^{2\pi it\mu/2\pi i\mu + a}) \xi(d\mu) =
\]
\[= E(\int e^{2\pi i(s-t)/2\pi i\lambda + a)(2\pi i\mu + a)} \xi(d\lambda) \overline{\xi(d\mu)})
\]
\[= \int E(1/2\pi i\lambda + a)(2\pi i\mu + a)e^{2\pi i(s-t)}E(\xi(d\lambda) \overline{\xi(d\mu)})
\]
\[= \int E(1/2\pi i\lambda + a)^2 e^{2\pi i(s-t)}G(d\lambda)
\]

where G is the absolute spectral measure of F. As we see E(Y(s)\overline{Y(t)}) is a function of t-s only, hence Y is stationary and its correlation function is

\[f(\tau) = \int E(1/2\pi i\lambda + a)^2 e^{2\pi i\lambda \tau}G(d\lambda).\]
If $F(t)$ is a real process and $a$ is a real valued r.v.,
the above equations reduce to the representation

$$X(t) = K(t) + Y(t)$$

where

$$Y(t) = \int_{0}^{\infty} \left( a \cos 2\pi \lambda t + 2\pi \lambda \sin 2\pi \lambda t / a^2 + 4\pi^2 \lambda^2 \right) u(d\lambda) + \int_{0}^{\infty} \left( a \sin 2\pi \lambda t - 2\pi \lambda \cos 2\pi \lambda t / a^2 + 4\pi^2 \lambda^2 \right) v(d\lambda)$$

and $F(t) = \int_{0}^{\infty} \cos 2\pi \lambda t u(d\lambda) + \int_{0}^{\infty} \sin 2\pi \lambda t v(d\lambda)$ is the

spectral representation of $F$. \(^1\) Also then $E(Y(s)Y(t)) = \int_{0}^{\infty} E(1/4\pi^2 \lambda^2 + a^2) \cos 2\pi \lambda (s-t) G(d\lambda)$ and $Y(t)$ is again stationary

with correlation function $f(\tau) = \int_{0}^{\infty} E(1/4\pi^2 \lambda^2 + a^2) \cos 2\pi \lambda \tau G(d\lambda)$.

We get

$$K(t) = e^{-ta} [X_0 - a \int u(d\lambda)/a^2 + 4\pi^2 \lambda^2] + \int (2\pi \lambda v(d\lambda)/ a^2 + 4\pi^2 \lambda^2)$$

and so if $a(\omega) \geq \kappa > 0$ for almost all $\omega$, we see that

$$\lim_{t \to \infty} K(t, \omega) = 0 \text{ a.e.}$$

and then $X(t)$ is asymptotically stationary

(independent of the initial conditions). See also Adomian's discussion of a similar problem in his dissertation.

We now need to investigate carefully the various
integrations involved in the above calculations. In particular, the problem may be phrased as follows: let $I$ and $J$ be
intervals, $f: R^2 \times \mathcal{G} \to C$ measurable on the product space

$R \times R \times \mathcal{G}$, $\xi$ a random orthogonal measure; 1) can we define

\(^1\)See Doob [4] also.
the integral $\int f(x, y, \omega) \xi(dx)$ in a consistent way?, 2) if so, when can we say that the iterated integrals

$\int \int f(x, y, \omega) \xi(dx) dy$ and $\int \int f(x, y, \omega) dy \xi(dx)$ are equal? Let us answer the first question. Let $g: \mathbb{R} \times \Omega \rightarrow \mathbb{C}$ be a function with the property that there exists a mutually disjoint sequence of bounded Borel sets $\{A_k\}_{k=1}^n$ and a sequence

$\{g_k\}_{k=1}^n, g_k \in L^2(\Omega)$, such that $g(x, \omega) = \sum_{k=1}^n C(A_k, x) g_k(\omega)$

where $C(A_k, x)$ is the characteristic function of the set $A_k$. Moreover we will require that the families $\{g_k\}$ and $\{\xi(A_k)\}$ be independent. Then define $\int g(x, \omega) \xi(dx) = \sum_{k=1}^n g_k(\omega) \xi(A_k, \omega)$. We get

$$E\left(\int g(x, \omega) \xi(dx)^2\right) = E\left(\sum_{j, k=1}^n g_j g_k \xi(A_j) \xi(A_k)^2\right) = \sum_{j, k=1}^n E(g_j g_k) E(\xi(A_j) \xi(A_k)) = \sum_{k=1}^n E(\xi(A_k)^2) M(A_k) \tag{3}$$

$$= \int E(\|g(x)\|^2) M(dx) = \int \|g(x)\|^2 M(dx),$$

where $M$ is the absolute spectral measure associated with $\xi$.

Now consider the set $\mathcal{J}$ of all functions $g(x, \omega) = \sum C(A_k, x) g_k(\omega)$ where $\{g_k\}$ is independent of the family $\{\xi(A)\}_{A \in \mathcal{A}}$, $\mathcal{A} = \text{all bounded Borel sets}$. $\mathcal{J}$ is clearly a linear space, and if $g \in \mathcal{J}$ $\int g(x) \xi(dx)$ is defined. Define $\|g\|_\mathcal{J} = \left(\int \|g(x)\|^2 M(dx)\right)^{1/2}$, then $\|\cdot\|_\mathcal{J}$ is a norm on $\mathcal{J}$. Complete $\mathcal{J}$ with respect to this
norm and denote the completed space $S$. If $g \in S$ and 
\[ \|g - g_n\| \to 0, \] define $\int g(x) \xi(dx)$ as the limit in the mean of the random variables $\int g_n(x) \xi(dx)$. Note that equation (3) guarantees that this limit exists. Just as in the case of ordinary stochastic integrals with respect to orthogonal random measures, we have that $g(x)$ is integrable whenever 
\[ \int \|g(x)\| ^2 M(dx) < \infty \] and $g$ is the limit of elements of $J$. Note that if $g, h \in S$, then 
\[ \mathbb{E}(\int g(x) \xi(dx) \int h(y) \xi(dy)) = \int \text{cov}(g(x), h(x))M(dx) \] since the corresponding relation holds for elements of $J$. Note also that if $g(x)$ is continuous in mean square and independent of $\{\xi(A)\}_{A \in \mathcal{A}}$, then $g$ is integrable if and only if 
\[ \int \|g(x)\| ^2 M(dx) < \infty. \]

Consider now the question of interchanging the order of iterated integrals. Suppose we have a function 
\[ f : \mathbb{R}^2 \times \mathfrak{G} \to C \] which is measurable, $f(x,y,\cdot) \in L^2(\mathfrak{G})$ for each pair $(x,y)$, and the natural map from $\mathbb{R}^2$ into $L^2(\mathfrak{G})$ induced by $f$ is continuous. Suppose also that the family 
\[ \{f(x,y)\}_{(x,y) \in \mathbb{R}^2} \] of r.v.'s is independent of $\{\xi(A)\}_{A \in \mathcal{A}}$. Let $I$ and $J$ be intervals. Then $g(x) = \int_1 f(x,y) \xi(dy)$ exists if and only if 
\[ \int_1 \|f(x,y)\| ^2 M(dy) < \infty. \] We want to integrate $g(x)$ over the interval $J$, and $\|g(x)\| = (\int_1 \mathbb{E}(\|f(x,y)\| ^2) M(dy))^{1/2}$ so let us require that $f$ satisfy the condition

\[ (4) \int_J (\int_I \mathbb{E}(\|f(x,y)\| ^2) M(dy))^{1/2} dx < \infty. \]

Then the integral $\int_J \int_I f(x,y) \xi(dy) dx$ exists. Now we want to
insure that \( \iint_{IJ} f(x,y)dx\xi(dy) \) exists, so we need to know that \( \int f(x,y)dx = \frac{1}{2} \). Note that independence is preserved under this integration, so all we need to check is that

\[
\int_{I} E(|h(y)|^2) M(dy) < \infty \text{ where } h(y) = \int f(x,y)dx.
\]

But

\[
E(|h(y)|^2) = E(\int f(s,y)f(t,y)ds dt) = \int E(f(s,y)f(t,y))ds dt,
\]

so we require that \( f \) satisfy

\[
(5) \quad \iint_{IJ} E(f(s,y)f(t,y))ds dt M(dy) < \infty.
\]

Now if \( f \) satisfies (4) and (5), both the iterated integrals exist. Consider now a subclass of function integrable with respect to \( \xi \). We say that \( g \in U \) if \( g \in \mathcal{S} \) and there is a subset \( H = H(g) \subseteq L^2(\mathcal{S}) \) whose finite linear combinations are dense in \( L^2(\mathcal{S}) \) (call such a set linearly dense) with the property that \( E(g(x)\xi(A)h) = E(g(x))E(\xi(A)h) \) for \( x \in A, A \in \mathcal{S}, h \in H(g) \). We sometimes write this relation as

\[
E(g(x)\xi(dx)h) = E(g(x))E(\xi(dx)h). \quad \text{If } g \text{ is a simple function, then}
\]

\[
E(\int g(x)\xi(dx)h) = E(\sum g_k\xi(A_k)h) = \sum E(g_k)E(\xi(A_k)h) =
\]

\[
= \int E(g(x))M_h(dx)
\]

for \( h \in H(g) \) where \( M_h \) is the measure defined by \( M_h(A) = E(\xi(A)h) \). Hence if \( g \in U \), we have \( E(\int g(x)\xi(dx)h) = \int E(g(x))M_h(dx) \) for \( h \in H(g) \).

Return now to the consideration of our function \( f \). We require now that the range of the function \( g:R \to \mathcal{S} \) defined
by \([g(x)](y, \omega) = f(x, y, \omega)\) be contained in \(U\). Then there is a linearly dense subset \(H \subset L^2(\mathbb{R})\) such that if \(h \in H\) then

\[
E(\int_I \int_J f(x, y) \, dx \xi(dy)h) = \int_I E(\int_J f(x, y) \, dx) M_h(dy) = \\
= \int_I \int_J E(f(x, y)) \, dx M_h(dy) = \int_I \int_J E(f(x, y)) M_h(dy) \, dx = \\
= \int_J E(\int_I f(x, y) \xi(dy)h) \, dx = E(\int_I \int_J f(x, y) \xi(dy)h).
\]

Since \(H\) is linearly dense and the above relation holds for all \(h \in H\), we conclude that

\[
\int_I \int_J f(x, y) \xi(dy) \, dx = \int_I \int_J f(x, y) \, dx \xi(dy)
\]

under these conditions.

To summarize these results, we have the following theorem:

**Theorem 10.** Suppose \(f : \mathbb{R} \times \mathbb{R} \times \mathbb{R} \to \mathbb{C}\) is measurable and independent from the orthogonal random measure \(\xi\). Let \(M\) be the absolute measure associated with \(\xi\). Let \(f(x, y, \cdot)\) be square integrable and continuous when considered as a mapping from \(\mathbb{R} \times \mathbb{R}\) into \(L^2(\mathbb{R})\). Suppose there is a linearly dense subset \(H\) of \(L^2(\mathbb{R})\) such that \(E(f(x, y) \xi(dy)h) = E(f(x, y))E(\xi(dy)h)\) for \(h \in H\). If for the intervals \(I\) and \(J\) we have

\[
\int_J \left( \int_I E(|f(x, y)|^2) M(dy) \right)^{1/2} \, dx < \infty
\]

(4)
(5) and \[ \iint_{IJ} E(f(x,y)f(t,y))ds \, dt \, M(dy) < \infty \]

then \[ \iiint_{IJ} f(x,y) \xi(dy)dx = \iiint_{IJ} f(x,y)dx \, \xi(dy) . \]

In our calculations involving the differential equation (1), the function \( f \) is defined by

\[ f(x,y) = e^{2\pi ixy} e^{ax} = e^{2\pi ixy} e^{a(\omega)x} \]

Suppose that \( K = \text{ess}_{\omega} \sup |a(\omega)| \) and \( a \) is real valued. Then relation (4) becomes

\[ \int_{0}^{t} \left( \int_{-\infty}^{\infty} E(\{|f(x,y)|^2\} M(dy))^{1/2} dx - \int_{-\infty}^{\infty} E(e^{2ax})M(dy))^{1/2} dx = \left( \int_{-\infty}^{\infty} M(dy))^{1/2} \int_{0}^{t} E(e^{2ax})dx . \right. \]

But \( \left( \int_{-\infty}^{\infty} M(dy))^{1/2} = \|F(0)\| < \infty \), and \( E(e^{2ax}) \leq e^{2Kx} \) so \( \int_{0}^{t} E(e^{2ax})dx < \infty \) for \( t \) finite. Hence (4) holds. Consider now relation (5).

\[ |E(f(x,y)f(t,y))| \leq E(|e^{2\pi ixy} e^{as} e^{-2\pi iyt} e^{at}|) \leq e^{K(s+t)} \]

hence \[ \int_{-\infty}^{\infty} \int_{0}^{t} \int_{0}^{t} E(f(s,y)f(t,y))ds \, dt \, M(dy) \leq \|F(0)\|^2 \int_{0}^{t} \int_{0}^{t} e^{K(u+v)}dudv < \infty \) for \( t < \infty \). Since \( a \) is independent of \( F \), \( f \) is independent of \( \xi \) (being a Borel measurable function). Hence the only additional requirement we place on \( a \) and \( F \) is that there exist a linearly dense set \( H \) for which
\[ E(e^{ya} \xi(dy)\bar{h}) = E(e^{ya})E(\xi(dy)\bar{h}), \]

for then we have
\[ E(f(x,y)\xi(dy)\bar{h}) = E(e^{2\pi i xy e^{ya}}\xi(dy)\bar{h}) = e^{2\pi i xy}E(e^{ya})E(\xi(dy)\bar{h}) = E(e^{2\pi i xy e^{ya}})E(\xi(dy)\bar{h}) = E(f(x,y))E(\xi(dy)\bar{h}). \]

Note that if \( a \) is not random, then all these conditions are trivially satisfied.

So now we can decompose the solution \( X(t) = K(t) + Y(t) \) into the sum of a stationary \( Y(t) \) and (in general) non-stationary \( K(t) \). Thus if we set \( K(t) = 0 \) and solve for \( X_0 \), we obtain a sufficient condition for stationarity. In particular, if
\[ (7) \quad X_0 = \int (1/2\pi i \lambda + a) \xi(d\lambda) \]

then \( X(t) \) is stationary. Note that a new difficulty arises in this expression. Namely, if \( a = 0 \) (in general, if \( \mu(\omega; a(\omega) = 0) > 0 \) and 0 is in the point spectrum of \( F \), then (7) is not defined. This does not contradict our exchange of integrations however, but it does say that we cannot split up the integral in equation (2).

The condition in (7) may actually be a necessary condition for stationarity. For example, consider the equation \( X'(t) + X(t) = f, f \in L^2(\mathfrak{m}). \) \( F(t) = f, \) so \( \xi(S) = f \) if \( 0 \in S \) and \( \xi(S) = 0 \) otherwise. Hence the condition is
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\[ X_0 = \int (1/2\pi i\lambda +1) \xi(d\lambda) = f \] and the resulting solution is

\[ X(t) = \int (e^{2\pi it\lambda/2\pi i\lambda +1}) \xi(d\lambda) = f. \]

Note that \( F(t) \) is analytic, so solving by power series we get \( X(t) = f + (X_0 - f)e^{-t}, \) i.e., \( X_n = (-1)^n(X_0 - f), n \geq 1. \) Calculating the covariance function of this process, we see that a sufficient condition that \( X(t) \) be stationary is that \( \langle f^2 \rangle = \langle fX_0 \rangle = \langle X_0^2 \rangle. \) We show now that this is necessary. For if \( X(t) \) is stationary,

\[ \langle X_0^2 \rangle = -\langle X_1^2 \rangle. \]

But \( \langle X_0^2 \rangle = \langle X_0^2 \rangle - \langle fX_0 \rangle \) and \( \langle X_2 \rangle = \langle X_0^2 \rangle - 2\langle fX_0 \rangle + \langle f^2 \rangle. \) Also \( 0 = \langle X_0 X_1 \rangle = \langle X_0^2 \rangle - \langle fX_0 \rangle, \) i.e., \( \langle X_0^2 \rangle = \langle fX_0 \rangle \) and so we have

\[ 0 = \langle X_0^2 \rangle + \langle X_1^2 \rangle = 2\langle X_0^2 \rangle - 3\langle fX_0 \rangle + \langle f^2 \rangle = 2\langle X_0^2 \rangle - 3\langle X_0^2 \rangle + \langle f^2 \rangle, \] i.e., \( \langle f^2 \rangle = \langle X_0^2 \rangle. \)

Hence \( \langle X_0^2 \rangle = \langle fX_0 \rangle = \langle f^2 \rangle \) is a necessary and sufficient condition that \( X(t) \) be stationary. But then \( \langle (X_0 - f)^2 \rangle = \langle X_0^2 \rangle - 2\langle fX_0 \rangle + \langle f^2 \rangle = 0 \) and so \( f = X_0. \) Thus the condition \( X_0 = \int (1/2\pi i\lambda +1) \xi(d\lambda) \) is actually necessary. (Note that we have incidentally proved that if \( a \) and \( b \) are r.v.'s, then \( a + be^{-t} \) is stationary if and only if \( b = 0 \)).

Of course the condition on \( X_0 \) expressed by (7) is not always necessary for stationarity. Consider the following interesting example. Let \( X'(t) = F(t) \) and suppose that \( F(t) \) is real valued and analytic and 0 is not in the spectrum of \( F(t). \) Then the sufficient condition we get on \( X_0 \) is
where \( F(t) = \int_{0}^{\infty} \cos 2\pi t \lambda u(d\lambda) + \int_{0}^{\infty} \sin 2\pi t \lambda v(d\lambda) \). Note that \( E(X_0 F(t)) = -\int_{0}^{\infty} (\sin 2\pi t \lambda/2\pi \lambda) M(d\lambda) \) in this case.

If we calculate the coefficients in the power series expansion for \( F(t) \), we get

\[
F_{2n} = (-1)^n \int_{0}^{\infty} (2\pi \lambda)^{2n} u(d\lambda),
\]

\[
F_{2n+1} = (-1)^n \int_{0}^{\infty} (2\pi \lambda)^{2n+1} v(d\lambda).
\]

Hence in general we have \( \langle F_n^2 \rangle = \int_{0}^{\infty} (2\pi \lambda)^{2n} M(d\lambda) \). Thus applying the result of example 1, we have that a necessary and sufficient condition for \( X(t) \) to be stationary is that

\[
\langle F(t)X_0 \rangle = -\Sigma((-1)^n t^{2n+1}/(2n+1)!) \langle F_n^2 \rangle =
\]

\[
= -\Sigma((-1)^n t^{2n+1}/(2n+1)! \int (2\pi \lambda)^{2n} M(d\lambda)
\]

\[
= -\Sigma \int (-1)^n (2\pi t \lambda)^{2n+1}/(2n+1)! 2\pi \lambda M(d\lambda)
\]

\[
= -\int (\sin 2\pi t \lambda/2\pi \lambda) M(d\lambda).
\]

Thus we see that if \( X_0 \) is any initial condition for which \( X(t) \) is stationary, then the projection of the r.v. \( X_0 \) onto the smallest closed linear manifold in \( L^2(\mathcal{F}) \) containing the process \( F(t) \) (call it \( \mathcal{J} \)) is the r.v. \(-\int_{0}^{\infty} (v(d\lambda)/2\pi \lambda)\).

Hence in the case of analyticity, a necessary and sufficient condition that \( X(t) \) be stationary is that
\[ X_0 = Y - \int_0^\infty \frac{v(d\lambda)}{2\pi \lambda} \]

where \( Y \) is any r.v. orthogonal to \( J \).

In this section we have restricted ourselves to the case of an equation with a constant (r.v.) coefficient. This restriction was made purely to facilitate the various computations made in the interchange of order of integrations. Examining the more general case (time-varying coefficients) the author has been unable to extract a likely candidate for the stationary part of the general solution. Nevertheless, the idea of using random harmonic analysis especially in conjunction with the analytic method of section 2 appears valid, and progress in this direction seems likely in the future.
SECTION 4

In section 2 we presented a general method of determining when stochastic differential equations with random (analytic) coefficient processes, random (analytic) forcing function, and random initial conditions have stationary solutions. In section 3 we presented a method of applying random harmonic analysis to a simpler first order equation and we also presented an extension of integration techniques allowing us to use these more powerful tools. In this section we wish to relate our work to that done by others and to also make a few remarks concerning the abstract notion of stochastic transformations. We also indicate some future work.

First let us relate our results to Adomian's [1] results concerning stochastic Green's functions transforming a given statistical measure of an input process to the corresponding measure of the output process. Suppose we have a stationary r.f. \( F(t) \) with spectral representation

\[
F(t) = \int e^{2\pi i t \lambda} \xi(d\lambda).
\]

We have defined the correlation function

\[
f(t) = < F(s)\overline{F(s+t)} > \int e^{-2\pi i t \lambda} M(d\lambda)
\]

where \( M \) is the absolute measure associated with \( \xi \). Now if
M is absolutely continuous with respect to Lebesgue measure on the line, we call the Radon-Nikodym derivative
\[ m(x) = \frac{dM}{d\lambda} \]
the spectral density of the process \( F \), i.e., we have
\[ f(t) = \int e^{-2\pi it\lambda} m(\lambda) d\lambda \]
and
\[ m(\lambda) = \int e^{2\pi it\lambda} f(t) dt \]
Now in the equation discussed in section 3
\[ X'(t) + aX(t) = F(t), \; X(0) = X_0 \]
with the r.v. coefficient \( a \), we call \( F(t) \) the input process and \( X(t) \) the output process. Moreover, applying the results of section 2 we know that we can have a stationary \( F(t) \) resulting in a stationary \( X(t) \). Now let
\[ F(t) = \int e^{2\pi it\lambda} \xi(d\lambda) \]
and
\[ X(t) = \int e^{2\pi it\lambda} \nu(d\lambda) \]
be the spectral representations of \( F \) and \( X \) respectively. Suppose also that \( F \) has the correlation function \( f \) and spectral density function \( m \). We calculated in section 2 the correlation function \( x \) for \( X \) given by
\[ x(t) = \int E(1/|2\pi it\lambda + a|^2) e^{-2\pi it\lambda} m(\lambda) d\lambda. \]
Hence we immediately recognize that the spectral density of \( X \) must be given by
\[ n(\lambda) = E(1/|2\pi it\lambda + a|^2)m(\lambda). \]
Now the Green's function transforming the spectral density of an input into the spectral density of the output is a (perhaps generalized) function $H(t,u)$ such that

$$n(t) = \int H(t,u)m(u)\,du$$

whereupon we see that $H$ is given by

$$H(t,u) = \delta(t-u)E(1/|2\pi u+a|^2)$$

Note that this form of the Green's function is the same as Adomian's [1] if the r.v. $a$ is a constant, for then we get

$$H(t,u) = \delta(t-u)|Y(u)|^2$$

where $Y(u) = 1/(2\pi u+a)$. Similarly, the stochastic Green's function $G(t,u)$ transforming the correlation function $f$ into $x$ by the relation

$$x(t) = \int G(t,u)f(u)\,du$$

can be expressed in terms of $H$ by the relation

$$G(t,u) = \int\int e^{2\pi i(\tau u-\sigma t)}H(\sigma,\tau)d\sigma d\tau$$

and so applying (1) we get

$$G(t,u) = \int e^{2\pi it(u-t)}E(1/|2\pi i t+a|^2)\,d\tau.$$  

In both cases we see that these Green's functions are expressed in terms of the statistics of the coefficient in the stochastic differential operator.

Let us make a few remarks concerning the idea of a stochastic transformation (s.t.), a concept due to Adomian [1]. If $X(t,\omega)$, $t \in T$, $\omega \in \Omega$, is a s.p., a stochastic trans-
formation or stochastic operator $T$ on $X$ carries $X$ into another process $Z = T[X]$, and $T$ in general depends on $t$ and $\omega' \in \Omega'$ (where $\Omega'$ may not be identical to $\Omega$). Thus $T$ includes all deterministic transformations as a special case and we usually deal with integral operators, differential operators, partial differential operators, etc.

We wish now to indicate a general framework in which these ideas can be precisely expressed. In general there is a natural desire to distinguish between an operation of the form

$$X(t, \omega) = \int H(t,u)Y(u, \omega)du$$

where the kernel $H(t,u)$ is a complex valued function and $X$ and $Y$ are r.f.'s and an operation of the form

$$X(t, \omega) = \int H(t,u, \omega)Y(u, \omega)du$$

where the kernel $H$ also depends on the stochastic variable $\omega$. The transformation expressed by (2) in which the process $Y$ is mapped into the process $X$ is often called a deterministic transformation whereas (3) expresses an operation which includes (2) and conforms more closely with our intuitive notion of a stochastic transformation. Indeed (3) is the general form of a stochastic integral operator. Similarly an equation of the form

$$X(t, \omega) = aY(t, \omega) + bZ(t, \omega)$$

where $a$ and $b$ are complex constants and $X, Y,$ and $Z$ are r.f.'s is rightfully considered a deterministic mapping of the
pair \((Y,Z)\) into the process \(X\). On the other hand, an equation

\begin{equation}
X(t, \omega) = A(t, \omega)Y(t, \omega) + B(t, \omega)Z(t, \omega)
\end{equation}

mapping the pair \((Y,Z)\) into \(X\) is a "truly stochastic" operation. Also we need to consider maps of the form \(Y \rightarrow X\) defined by

\begin{equation}
X(t, \omega) = Y(f(t), \omega)
\end{equation}

where \(f:T \rightarrow T\) indicates a re-parameterization of the time variable. One wants to think of (6) as expressing a deterministic relationship whereas

\begin{equation}
X(t, \omega) = Y(f(t), \varphi(\omega))
\end{equation}

where \(f:T \rightarrow T\) and \(\varphi:\mathfrak{f} \rightarrow \mathfrak{f}\) would again be "truly stochastic". Bharucha-Reid's [2] "random transformation" refers to a map

\begin{equation}
T: \mathfrak{f} \times \mathbb{R} \rightarrow \mathbb{R}
\end{equation}

with the property that the function \(T(\cdot,x)\) is a r.v. for each \(x \in \mathbb{R}\) and such a random transformation may induce a stochastic transformation defined by

\begin{equation}
X(t, \omega) = T(\omega, Y(t, \omega))
\end{equation}

carrying \(Y\) into \(X\). One would call such a transformation deterministic if the function \(T\) did not depend on the first coordinate of its argument. The examples of trans-
formations in the introduction to this thesis indicate more different forms that a s.t. can take.

We propose to examine a function space approach of representing a r.f. as a measure on a fixed collection of functions; then a change of measures on this function space will be identified as a stochastic transformation. In particular, let $X(t)$ be a real-valued s.p. with parameter set $T = (a, b)$. Following the construction outlined in Skorokhod [10], we let $\Theta$ be the space of all functions $x : (a, b) \to \mathbb{R}$. If $A$ is a Borel set in $\mathbb{R}$ and $t_0 \in (a, b)$, we let $C_{t_0}(A) = \{x \in \Theta : x(t_0) \in A\}$. A set which is the intersection of a finite number of sets of the form $C_{t_0}(A)$ is a cylindrical set. We let $F$ be the minimal $\sigma$-algebra of subsets of $\Theta$ generated by all cylindrical sets. Now the measure $\mu$ determined on $F$ by the relations

$$
\mu \left( \bigcap_{n=1}^{k} C_{t_n}(A_n) \right) = P\{X(t_i, \omega) \in A_i, \ i = 1, \ldots, k\}
$$

for all $k$, $t_1, \ldots, t_k$ in $(a, b)$ and all Borel sets $A_1, \ldots, A_k$ is called the measure in the function space corresponding to the process $X(t)$. Kolmogorov's theorem guarantees us that (10) defines a unique measure on $F$.

Conversely, suppose that we have a measure $\mu$ defined on $F$ such that $\mu(\Theta) = 1$. Then we have a probability space $(\Omega, \mathcal{J}, P)$ where $\Omega = \Theta$, $\mathcal{J} = F$, and $P = \mu$ and so we can define a process $X(t)$, $t \in (a, b)$ by the relation

$$X(t, \omega) = X(t, x) = x(t)$$
We remark that \( X(t, \cdot) \) is measurable, for let \( A \) be a Borel set. Then \( \{ \omega : X(t, \omega) \in A \} = \{ x : x(t) \in A \} \) and this is a cylindrical set and so \( X(t, \cdot) \) is measurable, i.e., \( X(t) \) is a s.p. Note also that the function space measure corresponding to \( X \) is just \( \mu \).

Hence every process on \((a, b)\) is associated with a measure on \( \Phi \) and conversely. Now let \( M \) be the set of all measures \( \mu \) on \( \Phi \) such that \( \mu(\Phi) = 1 \). Then any function \( f : D \to M \) where \( D \subseteq M \) could be called a stochastic transformation. More generally, a function \( f : D \to M \) where \( D \subseteq M^n \) can be a stochastic transformation.

The above interpretation of a stochastic process as a measure on an appropriate function space does not in itself obviate any computational difficulties associated with the analysis of s.p.'s. However, we can now use the full power of general measure theory to gain new insight. For instance, the author is currently attempting to prove theorems answering the following questions: Let \( F \) be a stochastic transformation and let \( X(t) \) be a stationary (in some sense) process. Suppose that \( Y = F(x) \) is stationary (in the same sense). Let \( \mu \) and \( \nu \) be the measures associated with \( X \) and \( Y \) respectively. Let \( M_x \) be the manifold in \( L^2(\Omega) \) generated by \( X \). Let \( Z = Z(t) \) be the process obtained by projecting \( Y \) onto \( M_x \) and let \( \eta \) be the measure associated with \( Z \). Is \( \nu \ll \mu \)? Is \( \eta \ll \mu \)? If \( \nu = \nu_0 + \nu_1 \) is the Lebesgue decomposition of \( \nu \) with respect to \( \mu \), does \( \eta = \nu_1 \)? If not, is \( \eta \ll \nu_1 \) or \( \nu_1 \ll \eta \)?
these lines would give information concerning stochastic transformations which carry stationary processes into stationary processes. Also we naturally ask what effect on a measure associated with a s.p. is induced by a stochastic differential operator on the process. Also using our interpretation of s.t.'s in this way, perhaps we can discover measure-theoretic properties of "deterministic" transformations (equations (2), (4), (6)) that distinguish them from "truly stochastic" transformations ((3), (5), (7)) and thus allow us to give a more useful and precise interpretation of these notions.
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PROPOSED RESEARCH ON NUMERICAL METHODS
FOR STOCHASTIC DIFFERENTIAL EQUATIONS

Introduction

Stochastic differential equations involving stochastic processes in the initial conditions, forcing functions, and even in the coefficients of the differential operator have been extensively studied, (see, e.g., ref. 11), the latter particularly by Adomian (see ref., 2,3,4,5). As is the case with deterministic differential equations, numerical methods often become necessary for the solution of specific problems so it is of interest to develop numerical methods which insure correct statistic to first or second order. As an initial example we will consider the first order* stochastic differential equation

\[ y'(t) + \xi(t) y(t) = \psi(t) \]  \hspace{1cm} (1)

where \( \xi(t) \) and \( \psi(t) \) are uncorrelated stochastic processes. This equation has been investigated by Adomian and Tikhonov (see ref. 2 in chapter 4) and by Aström and others more recently. In Adomian's work theoretical expressions were derived for the covariance of the solution process \( y(t) \). We now consider methods to calculate \( y(t) \) and \( \text{Cov}_y(t,t') \) numerically. Two methods have been developed and computer programs have been written to implement the various algorithms. The first method uses quadrature to evaluate the appropriate

*We emphasize that the method is not for the solution of first order equations but is to be extended to partial differential equations and nonlinear stochastic equations. The preliminary work is for checking against known results.
integral of the stochastic Green's function, (ref. 4,5). The second method simulates realizations of \( \xi(t) \) and \( \psi(t) \) from which the corresponding realization of \( y(t) \) is then computed. In this manner an ensemble of realizations of \( y(t) \) is calculated and statistically evaluated to approximate \( \overline{y(t)} \) and \( \text{Cov}_y(t,t') \). The development of both methods has been for Gaussian \( \xi(t) \) and \( \psi(t) \). There has been no indication that either method would not be useful if the stochastic processes are not taken to be Gaussian.

**The Quadrature Method**

The solution to equation (1) can be written

\[
y(t) = \int_a^t e^{u} \xi(v) dv \psi(u) du + y_0 e^a \int_a^t \xi(v) dv
\]

where \( y_0 \) is the initial condition random variable given by \( y(t_0) = y(a) \). The first moment, \( \overline{y(t)} \), is found by taking the expected value of (2) resulting in

\[
E\{y(t)\} = \int_a^t E\{e^{u} \xi(v) dv \psi(u) du + E\{y_0\} E\{e^a \xi(v) dv \}
\]

where it is assumed that \( y_0 \) and \( \xi(t) \) are independent and that \( \xi(t) \) and \( \psi(t) \) are independent. With the same assumptions the product \( y(t) y(t') \) can be calculated and correlation functions \( E\{y(t) y(t')\} \) can be written
\[ E\{y(t) y(t')\} = \int_a^t \int_a^t E\{e^{-\int_u^t \xi(x) dx - \int_v^{t'} \xi(x) dx}\} E\{e^{a (x)}\} du dv + E\{y_0\} \int_a^t E\{e^{a (u)}\} E\{e^{a (v)}\} du dv + E\{y_0\} \int_a^t E\{e^{a (u)}\} E\{e^{a (v)}\} du dv + E\{y_0^2\} E\{e^{a (x)}\} \]

For a Gaussian random variable \( z \),
\[ E\{e^{-z}\} = e^{-m_z + 1/2 \sigma_z^2} \] (5)

where \( m_z \) is the mean of \( z \) and \( \sigma_z^2 \) is the variance of \( z \).

Defining the function
\[ z(t, t', u, v) = m_z + 1/2 \sigma_z^2 \] (6)

where \( z = \int_u^t \xi(x) dx + \int_v^{t'} \xi(x) dx \) equation, (3) can be expressed

\[ E\{y(t)\} = \int_a^t c_z(t, 0, u, 0) E\{e^{a (u)}\} du + Y_0 \ e^{z(t, 0, a, 0)} \] (7)

and (4) can be written
\[ E\{y(t) \, y(t')\} = \int_a^t \int_a^{t'} e^{2(t,t',u,v)} E\{\psi(u) \, \psi(v)\} du \, dv \quad (8) \]

\[ + \gamma_0 \int_a^{t'} e^{2(t,t',a,v)} E\{\psi(v)\} dv + \int_a^{t} e^{2(t,t',u,a)} E\{\psi(u)\} du \]

\[ + \gamma^2 e^{2(t,t',a,a)} \]

The covariances can be computed from (7) and (8)

\[ \text{Cov}_y(t,t') = E\{y(t) \, y(t')\} - E\{y(t)\} \, E\{y(t')\} \quad (9) \]

Inspection of (7) and (8) show that double and single integration must be performed if these equations are to be evaluated. Moreover, a vector of values, \( \{\bar{y}(t_1), \bar{y}(t_2), \ldots, \bar{y}(t_n)\} \) must be evaluated to numerically represent \( \bar{y}(t) \) and a matrix of values must be evaluated, \( \text{Cov}_y(t_i, t_j) \) to represent \( \text{Cov}_y(t, t') \). The amount of calculation required to evaluate this matrix and vector in any given case, made it necessary to give special attention to one and two dimensional quadrature. Gaussian quadrature, while more powerful in many respects, lacks one feature of Newton-Cotes quadrature that degrades its sophistication. With Newton-Cotes quadrature, but not with Gaussian quadrature, the integrand may be computed at new points while retaining the old values and then all values may be used to re-evaluate the integral. Moreover, this can
be accomplished without large core requirements for the computer. The only limiting factor on the particular Newton-Cotes formula (closed type) that may be used is the word size of the computer being used.

[1] gives the 2-point through the 11-point Newton-Cotes formula (closed type). A program was written for the FORMAC preprocessor for the PL1 language that will derive this type formula. This program has been used to compute the 12-point through the 32-point formula. Higher formula have not been derived because formula higher than the 29-point formula have weights that can not be expressed exactly on any machine available. The 3-point rule (Simpson's rule) through the 29-point formula have been written into a 3 subroutine program that permits the user to choose any formula desired, 3-point through 29-point. Successive refinements of the interval of integration permit a predetermined accuracy to be selected. It must be noted that there is no mathematical guarantee that the selected accuracy will be achieved. Experience has shown that the convergence criterion employed is reliable for a large class of functions to either achieve the accuracy requested or to note failure. The subroutine package, named INTGL, will evaluate integrals of the form

$$I = \int_a^b f(x) \, dx \quad (10)$$

and

$$I = \int_a^b \left[ \phi_3(y) \int_{\phi_1(y)}^{\phi_2(y)} f(x,y) \, dx \right] dy \quad (11)$$
INTGL was modified to use particular properties of (8) and (9) to decrease computation further.

Program SDEQUAD was written to evaluate an approximating vector to $\bar{y}(t)$ and an approximating matrix to $\text{Cov}_y(t,t')$. Quadrature is achieved by the modified INTGL package. The user of SDEQUAD must provide the interval of integration, initial mean and 2nd moment of $y$, the mean and covariance functions of $\xi$ and $\psi$ and the function $z$.

Advantages of this method include accuracy of the results and computation time requirements as compared to the simulation method. It is anticipated that this method can be applied to stochastic differential equations of higher degree provided that the stochastic Green's function can be calculated for the appropriate statistical measure to be evaluated, (see ref. 2-5). Additional programming is necessary to accomplish this, however, and quadrature may become overly time consuming for given integrals.

Three areas present themselves for further investigation. First, SDEQUAD may be used as a tool in its present form for analysis of specific cases of equation (1). The function $z$, may be evaluated for $\xi$ that are not Gaussian. Second, a modification of SDEQUAD should be developed for a suitable class of 2 degree stochastic differential equations. According to references 2 and 5, stochastic Sturm-Liouville systems are subject to this approach. Consequently, a large class of problems of applied mathematics, engineering and sciences can be analyzed by stochastic methods. Third, partial differential
equations may also be approached by transformation into an integral equation. Equations of this type include meteorological models involving a system of partial differential equations from the mechanics of continua (ref. 8). This system, subject to stochastic analysis, should yield significant improvement in weather prediction.

**The Simulation Method**

Equation (1) can also be written

\[ y'(t) = \psi(t) - \xi(t) y(t) \]  \hspace{1cm} (12)

and this is the form in which Adomian does his iteration. Deterministic equations that are represented in this form may be solved numerically by Runge-Kutta methods [1]. By letting \( \omega \) represent a realization event in the probability space and writing

\[ y'_\omega(t) = \psi_\omega(t) - \xi_\omega(t) y_\omega(t) \]  \hspace{1cm} (13)

the realization \( y'_\omega(t) \) can be solved numerically provided that the realizations \( \xi_\omega(t) \) and \( \psi_\omega(t) \) are known. The first task in developing a simulation of (2) was to simulate realization of a stochastic process \( \chi \) in terms of its statistical measures. In general, this depends upon the evaluation of the conditional distribution of

\[ \chi(t_i) | \chi(t_{i-1}) = x_1, \chi(t_2) = x_2, \ldots, \chi(t_{i-1}) = x_{i-1} \]  \hspace{1cm} (14)
If \( X_1 = \chi(t_i), i = 1, 2, \ldots, n \) and \( f(\chi, X_1, X_2, \ldots, X_i) \) is the joint distribution density function of \( \{X_1, X_2, \ldots, X_i\} \), then the conditional distribution density function can be written

\[
f_X(X_i | X_1 = x_1, X_2 = x_2, \ldots, X_{i-1} = x_{i-1}) = \frac{\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f(x_1, x_2, \ldots, x_{i-1}, x_i, \ldots, x_n) dx_{i+1}, \ldots, dx_n}{\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f(x_1, x_2, \ldots, x_{i-1}, x_i, \ldots, x_n) dx_i, \ldots, dx_n}
\]

If \( \chi(t) \) is a Gaussian stochastic process, then

\[
f(X, \ldots, X_n) = e^{-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} (X_i - a_i)(X_j - a_j)} \frac{1}{(2\pi)^{n/2} |M|^{1/2}}
\]

where \( M \) is a \( n \times n \) matrix such that

\[
(M)_{ij} = \text{Cov}_X(t_i, t_j)
\]

\[
w_{ij} = (M^{-1})_{ij}
\]

and

\[
a_i = \overline{\chi(t_i)}
\]

Let \( M_i \) denote the upper left \( i \times i \) partition of \( M \).

Let \( R_i \) denote the right-hand column of \( M_i^{-1} \); \( R_i \) is the column vector whose elements are \( r_1, r_2, \ldots, r_{i-1}, r_i \).
Let \( p_i^{-1} = r_i \) so that \( p_i = 1/r_i \).

Equation (13) can now be written

\[
\mathcal{f}(x_1 | x_1 = x_1', \ldots , x_{i-1} = x_{i-1}) = (2\pi p_i)^{-1/2} \exp \left\{ -\frac{(x_1-b_i)^2}{2p_i} \right\}
\]

where \( b_i = a_i - P_i \sum_j r_j (x_j - a_j) \)

The value \( b_i \) is the conditional expectation of \( x_i \) and \( p_i \) is the conditional variance of \( x_i \). The iteration to simulate a relationship of \( \chi(t) \) is defined by \( x_i = p_i \mu_i + b_i \) where \( \{\mu_1, \mu_2, \ldots , \mu_n\} \) are independently chosen values of a Gaussian random variable with zero mean and unit variance. The iteration is started by \( p_1 = [M]_{11} \) and \( b_1 = a_1 \). An ensemble of realization of \( \chi \) generated in this manner approximate \( \chi \) in that the means and covariances of the realizations approximate \( \mathcal{f}(t_i) \) and \( \text{Cov}(t_i, t_j), 1 \leq i, j \leq n \).

With the ability to generate realizations of a stochastic process, our ability to solve stochastic differential equations is limited only by our ability to solve deterministic differential equations. Linear equations of higher degree as well as non-linear equations are subject to the simulation approach. The class of stochastic differential equations that can be solved by this method is larger than the class that can be solved by the quadrature method. Two disadvantages of simulation in general also apply to stochastic simulation. Accuracy is limited. It is difficult to achieve more than 2 digits accuracy. Simulation is also by nature time consuming. In many cases,
however, either method will yield results or the accuracy that can be reasonably achieved by a simulation is acceptable.

Three areas for further investigation were mentioned with respect to the quadrature method. The same may be said with respect to simulation.
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