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Abstract

This report presents the results of a comprehensive
study of the performance of Viterbi-decoded convolutiunal
codes in the presence of nonideal carrier tracking and Zit
synchronization. A constréint length 7, rate 1/3 - -convolut-
ional code and parameters suitable for the Space Shuttle
coded communications links are used. Mathematical models
are developed and theoretical and simulation results are
obtained to determine the tracking and acguisition perfor-
mance of the system. Pseudorandom sequence spread spectrum
technigues are also considered to miﬁimize potential degradat-

ion caused by multipath.
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1.0 Introduction

The Coded Spread Spectrum Digital Transmission System
Design Study represents a comprehensive investigation of the
system whose functional block diagram is given in Figure 1.1,

This system was initially defined in Ref 1.1 based on the

Space Shuttle mission ccnfiguration.

The emphasis of this study has been on determining
the impact of practical bit synchronizer and carrier tracking
loops on the performance of the cdded transmission system.
Mathematical models have bsen developed for each loop and
programmed to obtain extensive performance simulation for

both the tracking and acgquisition modes.

This report, just as the study whose results it
presents, is organized from the user cutward. Section 2
briefly summarizes the existing implementation of a
convolutional encoder-Viterbi decoder for a X = 7, rate 1/3
code and considers its error performance with ideal de-
modulation and tracking. Section 3 trea%s the design,
implementatién, and impact oﬁ decoder perfdrmance of a
prave.ical bit synch:qnizer fo: ﬁhe_BI¢-L binary PSK
mcdulatioﬁ:used. In.addition'fovfraékingféimﬁiétiOﬁS to

determine the degradation in decoded bit error probability,
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considerable attention and simulations are devoted to
synchronizer loop acguisition performance. Section 4
incorporates the effecés of the carrier tracking loop.

Both Costas and deéision—directed loops are considered,
with considerable performance improvement demonstrated by
the latter. Simulation results are obtained for decoder
performance degradation due to the combination of bit
synchronizer and carrier tracking loops, as well as for the

joint acquisition behavior of both loops.

Spread spectrum modulation and demodulation is
treated in Section 5. The original emphasis on spread
spectrum modulation was reduced early in the performance
of this study on the basis of a relaxation in the CCIR
guidelines on maximum power density at the earth's surface
caused by space communication transmission., As a result,
extensive design and evaluation of performance impact of
this subsystem was not undertaken, and these efforts were
partiallg'redirected to a more extensive study of the other
loops. Howevér, pseudoranddm'sequence spreaﬁ specﬁrum
modulatlon pxovmdes an effectlve technique for greatly
reduclng the detrlmental effccts of multlpath. Hence,
c0n51deratlun of spread spectrum technlques was malntalned

as paru of tha study, Dbub spec;flcally to assess the re-

'_'ductlon of multlpath SUSCeptlblllty rather than the

reductlon 1n enelgy den51ty at the earth's surface.- deed.
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system performance simulation was carried out with spread
spectrum modulation in the presence of multipath, and the

resnlts are treated in Section 5.

Section 6 summarizes the results of this compfehensive
study, which is the first to thoroughly investigate the
effect of both carrier tracking and bit synchronization
loops on convolutionally coded system performance. Conclu-
sions are drawn and recommendations made for further invest-

igation.
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2.0 Review of Viterbi Decoding Theory, Implementation,

and Performance

Since numerous Viterbi decoders for constraint length
7 codes have been implemented by LINKABIT Corporation since
gearly in 1971 and they have been tested and operated on
space links since early in 1972, no effort was devoted on

this study to Viterbi decoder implementation and performance

evaluation per se.

However, for completeness, a summary of theory and
implementation is included in this section. The performance
curve given in Figure 2.4 was obtained using a channel
simulator with an actual K = 7, rate 1/3, Viterbhi decoder,
the LINKABIT L.V7015LR, which was developed under a company-
sponsored IR & D program. Its implementation complexity

is summarized in Section 2.3.



2.1 Convolutional Coding~Viterbi Decoding

A binary convolutional coder consists of a X stage
binary shift register and v mod-2 adders. Each of the mod~2
adders is connected to certain of tﬁe shift register stages.
The pattern of connections specifies the code., Information
bits are shifted into the encoder shift register one bit at
a time. After each shift, the outputs of the ﬁod—z addere
are sampled sequentially yielding the code symbol«. These
code symbols are then used by‘the modulator to specify the
waveforms to be sent over the channel. Since v code symbols
are generated for each information bit, the code rate R, is
1/v information bits per code symbol. The constraint length
of the code is K, since that is the number of shifts over
which a single information bit can influence the encoder out-
put. The state of the convolutional encoder is the contents
of the first (K —~ 1) shift register stages. - The encoder state
together with the next input bit uniquely specify the v out-
put syvmbols. .

As an example, a kXK = 3; v = 2 encoder is-shdwn in
Figure 2.1. The flrst two coder stages spec1fy the state of

the encoder; thusr there are 4 p0551b1e states.' The code

words, or sequences of code symbolsr generated by the encoder

for“varlousanput lnformatlon blt sequences is shown in the

code "trellls“ of Flgure 2 2 The code trellls 15 really=:f

fjust a state dlagram for the encoder of Flgure 2 l. The fcur :

RBCEDNG PAGE BLME NOT FILMED{ ;
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states are represented by circled binary numbers correspond-
ing to the contents of the first two stages of the encoder.
The lines or "branches" joining states indicate state transi-
tions due to the input of single information bits. Dashed
and solid lines correspond to "1" and "0" input information
bits, respectively. The trellis is drawn under the assump-
tion that the encoder is in state 00 at time 0. If the first
information bit were a 1, the encoder would go to state_ld
and would output the code symbols 11l. Cede symbols_gehefated
are shown adjacent to the trellis branches. As an example,
the input data sequence 101 ... generates the code symbol
sequence 111000 ... . Further interpretations of the encoder
state diagram and a discussion of “good“ convolutional codes
is presented in Reference 2.1.

The binary symbols output by the encoder are used to
- modulate . a carrier. In the case. of binary PSK modulation,
each code symbol xesults in the transmission of a pulse of
carrier at either ef two 180°'separated phases aependinngn..
.whether the symbol is a zero or one. |

A eoherent PSK demodulator cons;sts of a. fllter'.
matched to the pulse modulatlng waveform.' The outpuL of the"
| matched fllter sampled at the,end of ea@h pulse w1ll tend

.Lo be p051t1ve 1f a zero Was sent and ncqatlve 1f a onée was

sent‘ The sampled fllter output maf be hard.quantlzed (Where S

”_only the 51gn 1s saved), or qnantlzed to many levels prlor to.

:*Wffifo}‘fﬁﬂk%‘ﬁ,x




input to the decoder. Hard guantization results in about
a 2 dB degradation in decoder performance compared to
infinitely fine quantization; whereas 8 levels of quanti-
zation is fine .enough to cause a logs of only .25 dB.

A thoxrough aiscussion of the Viterbi decoding al-
gorithm is presented by Viterbi, (Reference 2.1l), Here, it
will suffice to review the algorithm and elaborate on those
features end parameters which bear on decoder performance;w‘
complexity, and powexr dissipation.

Referring to the code trellis diagram of Figure 2.2,

& brute-force maximum likelihoecd deccder would calculate

the likelihood of the received data for code symbol seqcences
on all paths thtcugh the trellis. The path with the largest
1ikélih00d“would then be selected;'and'the_informaticn_bits
corresponding to that path would form the decoder output.
Unfortunately, the.number'of.paths fcr'an'L'bit_infcrmation_
sequence is 2L Lhus, this brute force deccdlng quickly be-
comes 1mpract1cal as T 1ncreases.""

Wlth Vlterbl decodlng, 1t is p0551ble to greatly re-
tduce the ef fcrt requlred £or max1mum llk611h00ﬂ deccdlng by

_taklng advantage of the spec1al structure of the code trellis.
.Referrlng to Flgure 2 2 it lS clear ihat the trellls aSSumes
;_a flxed perlodlc structure after trellls depth 3 (1n general,
K) is reached.‘ After thls pclnt, each of the 4 states can '
__be entered from elther of two precedlng states.: At depth 3,:

:for 1nstance, there are B ccde paths, 2 enterlng each state.:5



- o

=eT-

* TRELLIS DEPTH ' -

Tt

S Fiﬁure 2‘.2._" ' Code Trellis Diagram

it

;

¥

i

!

*

i

—:,..ﬂ

i

A
>




R paths after each decodlng step”

For example, state 00 at level 3 has the two paths eotering
it corresponding to the information sequences 000 and 100.
These paths are said to have diverged at state 00, depth 0
and remerged at state 00, depth 3. Paths remerge after 2
[in general {K-1)] consecutive identical information bits.
A Viterbi decoder calculates the likelihood of each of the
2 paths entering a given state and eliminates from further
consideration the less likely path that leads to the state.

Z(K"l) states at a given trellis

This is done for each of the
depth; after each decoding operation only one path remalns
leading to each state. The decoder then proceeds one level
deeper into the trellis and repeats the process.

For the.K = 3 code trellis of Flgure 2 2, there ares
8 paths at depth 3. Decoding at.depth,B eliminates 1 path
entering each state. The result 15 +hat 4 paths are. 1eft

Going on to depth 4, the decoder is agaln faced with 8 paths.

:Decodlng.aga1n~ellm1nates,4 of,theee,peths,3egd,so_on.__Note_t,

that in-eliminafing'the‘léSS-likely:pafhs"enterihg each staﬁe,‘.

the vlterbl decoder w1ll not reject any path Whlch would,have ey

been selected by the. brute force maxlmum llkellhood decoder.

The decoder as: descrlbed thus far neVer actually de01des

upon one most 11kely paﬁh It always retalns a set of 2(K l)

3:Each retwfned path 1s the,most

_11kely Path to have entered a glven encoder state.. However,

(K

:"1t can’ be ShOWn that, Wlth hlgh probablllty, ghe 2 1) de

._coder aelected paths Wlll not be mutualTY dlsjolnt Very farle:dm”

' :!;13_& L
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back from the present decoding depth. 2All of the 2c$—l)

paths tend to have a common stem which eventually bréﬁches
off to the various states. Thus, 1If the decoder stores
enough of the past information bit histéry of each of the
o (K-1) paths, then the oldest bits on any path may be used 35.%
as the decoder output. A better strétegy is to output the
oldest bit on the path leading to the stéte that currently
has the highest likelihood. |

The great advantage of the Viterbi maximum likelihood
decoding algorithm is that the number of decoding operations
@erformed in decoding L bits is only L2(KH1) which is 1ineaf.
in L. Of course, Viterbi decoding as a érécticél téchnique
is limited to relatively short constraint lengtﬁ codes dﬁe _ ‘k
ta the exponentiai dependéncé_of'decbder oﬁerétions per bit |
- decoded on K. Fortunately, excellent decoder_perfo;mance_is

possible With'gobd short ¢onstraint length codes.,f - . i




2.2 Decoding Partitioning - Block Diagram

Figure 2.3 shows a block diagram of a Viterbi décoder.
The decoder blocks will be described with reference té the
constraint length 7, rate 1/3 Viterbi decoder under considera-
'tion. |

Each code bit time, a 3=bit (soft) or a 1l-bit (hard)
gquantized matched filter output is input tblthe decoder.
The input processor correlates sets of 3Jgontiguous_quantized
matched filter outputs with each of the 8 possible code
symbols, 000, dUl, eeey 111, which can appear on a rate 1/3
trellis branch. Quantized wvalues of these 8 correlations
are inversely proporitional to branch log 1ikelihoods. ‘These

guantized values are called branch metrics. We take the

convention that the lower the branch metric, the bhetter the
correlation between the branch code symbols and the gquantized
received data. The input processor generates 8 branch metrics
during each informatior bit or branch time.

The arithmetic processor selects the most likely of

the 2 ways of entering each of the 2 &1} _ g4 states at a
given level in the code trellis. At each code trellis level,

the decoder stores in ‘the state metrlc memory a state metric

or measure of the llkellhood of the best path enterlng each
of the 64 states. Dmring each.b;t.time,_for each of the
2(Krl) next States,'the arithmetic"prdCessor adds -2'branch

metrics £o.2 preaecessor state metrlcs, Ch0053u the smallest

sum {best correlatlon) and stores thaL sum,as ihe newy state
metric of the next ‘state.

—l 5=~
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In addition to storing a state metric for each state,

the decoder path memory stores the past 32 information bits

on the best path leading to each state. It has been deter-
mined, through computer simulation and direct testing of
the LINKABIT rate 1/3, K=7 LV7015LR Viterbi decodexr, that a
decoder path storage of 32 bits per state path results in
negligible performance degradation (<.05 dB) compared to
infinite path lengths. After the arithmetic processor pef—

1

forms its ZK- state operations each information bit time,

the 32£§ or last bit on the path corresponding to the lowest
(best) metric state is output by the decoder.
The function of the node sync and phase ambiguity
resolution circuitry is to resolve input-processor node
sync and modem 180° phase ambiguity by observing the rate
of state metric increase, If the rate of metric increase
is too rapid, the assumed node sync position is changed or
the received data is inverted to compensate for a possible
180° phase inversion. The input processor cycles through 6
possible node sync -~ phase ambiguity states (3 node sync
states for rate 1/3 and a 2 way phase ambiguity).
since the number of decoder arithmetic operations pexr

bit time is 28 %

and the metric and path memory is proportional
to 251, the dedo&érVcomplexity-grOWE:exponentially_with con-
straint 1ength-K.. Even for short constraint lengths (i.e.,
K=7) the.éomleXihﬁfbfza $:ufe*force:decdder implementation

can be very large. During thé'pasﬁ-SE§Eral years, LINKABIT



has modified and simplified the Viterbi decoding algorithm

to allow an implementation many times less complex (iﬁ nuam-
ber and cost of integrated circuits) than more obvious brute
force approaches. These developments have culminated in the
LV7015 series of Viterbi decoders in the 100 XKbps range, and

other high speed Viterbi decoders.

. -18-



2.3 Viterbl Decoder Performance and Complexity

Figure 2.4 shows the bit error rate versus energy
per bit to noise ratio, B,/N_, for the LINKABIT LV7015LR
rate 1/3, K = 7 Viterbi decoder using 3-bit soft guantized
received data. The LV701l5LR uses the code whose three
generators are 1011011, 1111001, 1100101l. The decoder employs
a 32 bit path memory. The performance curve of Figure 2.4

has been confirmed by extensive simulation and testing.

The LV7015LR utilizes 60 standard TTL integrated
circuits and has a power requirement of 5.6 watts, exclusive

of power supply.

~19-
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3.0 Bit Synchronizer Theory, Implementation and Effect

on Coded Performance

The ektensive literature availahle on the subject
of bit synchronizers (Ref. 3.1 - 3.4 ambng many) deals almost
exclusively with the problem of synchronization of a bit
stream which employs NRZ~IL modulation. Practically none
of the references have addressed in any significant detail
the problem for BI@-L modulation. This form of modulation
offers both advantages and disadvantages for acquiring and
tracking the bit or symbol timing.

The obvious advantage is that since a transition is
provided with certainty during each bit period, a greater
effective signal-to-noise ratio is guaranteed in the tracking
loop. This is particularly useful during acguisition. In
fact, with random data, the average number of transitions is
tripled. Furthermore, it avoids the problem of maintaining
synchronigzation when a long sequence of zeros or ones occrws
in the random data*.

There are, however, some pdtantia;'disadvantagés of
BIiIo-L modulatlon. These are, in ordexr of'iﬁportance:

a) A glven fixed timing error w1ll degrade BT¢ T, some~'

what more than 1t degradasﬁRZ~L moiulatlon, thls Wlll be

' Witn rate 1/3-convolutional codlug, however, a. mlnlmum _
average of two ‘transitions in 9 bits can be guaraﬂteed by
proper code selectlon (see Appendix | II) ' : vy

et n



partially or cpmpletely offset by the reduction in timing -
" error achieved by the BI¢-I loop.
b} A bit synchronization loop for BI¢-IL exhibité‘a two-

way ambiguity, with the possibility of locking with a half-

bit timing error. (Sec. 3.3). This condition can be
detected and corrected. ‘(Sec. 3.6?.'

c) The bandwidth occupancy is approximately double

that of NRZ-L. | . ]

The spectral densities of the two modulations, are

respectively (Ref.3.2) for a bit time T, -

i

S (f) [sin (UfT)12%2/(UfT)? for NRZ-L

S (£) [sin (U£T/2)1%/(N£fT/2)2 for BI$-L

so that the main ldbe extends over double the bandwidth

in the latter case.

Bandwidth occupancy is not likely to be particularly
significant in this application, other than tﬁat fér a fixed
predetection filter, signals with wider bandwidth will be
more susceptible to intersymbol interference effects. .
The other two difficulties with BIg-IL modulation, (a) and

(b}, will be evaluated guantitatively in Section 3.3.
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Bit synchronizers are members of the class of trackf
ing and synchronization systems whose performance may be
generally evaluated by the classical phase-locked loop

analysis (Refs. 3.1, 3.5). Key performance parameters are

a) timing errér variance and its dependence on
loop gain, bandwidth, and filtér (oxder) par-
ameters; | |

b) steady-state timing errxors due to doppler and
doppler- rates:;

¢} acquisition time and range.

In addition, bit synchronizer performance is measured by

the degradation suffered due to timing errors in tﬁe bit
error detector, whose timing is derived Ly the synchronizer,
This, in fact, is the most imporgant parameter in the present
application.

While it is possible to treat this problem fairly
generally, though approximately, by making enough simplify-
ing assumptions (Refs;.3.2, 3.4) a precise analysis (or simu-~
lation) requires first of all the specification of the forxm
of the bit synchronizer timing—érror detector, which is the
counterpart ‘to the phase detector in carrler phase 1ocked
 1009 tracking systems. Numerous errox detectors have been

proposed, analyzed, and 1mplemented for blt synchronlzers o

operatlng on NRZ~L-data.‘ These 1nclude the early~late >

gaLe, the data~transmtlon tracklng loop, the absolute valua"

type sychronlzer, and Lhe,dlfferance of squares loo

3.3, 3.4; 3.10). To our knowledge no such studles or development57 ﬁ”¥

have appeared for BI¢-L modulatlon bit svnchronlzers;i?:ﬁf

—-24,..



is possible, of course, to construct parallels of each'

of the above type of error detector for BIg-L. However,
the guarahteed transition in the middle of the bit reduces
.the importance of several of the technigues and provides
the opportunity for simplification. In particular,
determination of the existence of a transition between

bits is less critical.

*25;:7



3.1 Bit Synchronizer Timing-Error Detectors for BIg-IL

Modulation: Technigues and Performance Analvsis

A general bit synchronizer block diagram is illustrated
in Figure 3.1. The loop filter may be either analog or
digital. A digital mechanization of the VCO would employ
an accumulator, a crystal oscillator clock and a timing
{(phase) shifter, possibly implemented by a variable modulus
divider.

Functional block diagrams of four types of error
detébtors, denoted A, B, C, and D, are presented in Figu;es
3.2 and 3.3. Types A and B differ only according to whether
or not the hard limiter is included and similarly for types
C and D. 1In each case the upperg(x) channel of the detector
incorporates the bit detector and its output is fed to the
A/D converter. If the bit-to-bit transitions were ignored,
and only the guaranteed center transition were used for
synchronization, then the Y gate in Figure 3.2 would include
only the intexrval % - A< t« % + A. Similarly.in Figure 3.3
the lowest gate, ¥,, could be omitted. The choice of gate
width 24 is governed by the values of input and desired loop
SNR and dynamic range. The ﬁarrdwer the gaté,.the highexr
the loop SNR for_a given input'noise level;.how9ver a

narrow gate produces an error detector characteristic which

In some of the biv synchronizer literature (Refs. 3.4, 3.8); -~
this is called the window and denoted W = 24/T. o

-

t
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saturates beyond small timing errors. These observations
will presently be substantiated quantitativglﬁ., 3
Gates at the bit edges will contribute constructively
to the timing error meésurement only half the time on the
average. In the type A error detector, the edge gate
outputs are used during each bit period; thus noise alone
is introduced half the time. In the type C detector, the
¥, gate output is used only when a bit transition is detected
(by comparing two successive bit decisions out of the X
channel). Hence type C should operate better than type A at
high input SNR where the bit decisions are reliable. On
the other hand, at SNR below 04dB the unreliable bit decisions
may render the advantage negligible. In any case, since the
edge gate detector outputs may be less reliable than the mid-
bit gate outputs, it is reasonable to weigh the former less
heavily than the latter. This is shown in Figures 3.2 and
3.3 by scaling the edge gate reference waveforms by a constént
a (0 ca<1). . A
Since the bit detector X is soft quantized to' =
8 levels (for decoding pﬁrposes),-it is reasonablé-to .
ccnsider-using soft quantigea_ratherithapfhard_quanti;ed
outputs of the X% channei iﬁ:qombiﬁiﬁé‘ﬁith-ghe Y;chéhﬁéi '
gates. An argument for this ..m‘igﬁt._b_g-_.:f;hafe_.-_i.f the magnitude
of the X chanﬁelagﬁﬁput;is:sﬁall;.5§hé#§gisviégéi¢énfi§é#c¢iiyf5  :

in its reliability. Hence it may be reasonable to weigh the ¥ .. ..




gate outputs less in this situation. This can be done by
simply eliminating the hard limiters in both configurations.
Thus types B and D error detectors are the same as types A

and C, respectively, with soft decisions at the ¥ oﬁtputs

substituted for hard. It is also worth noting that when
soft decisions are used, the advantage of type C over typé A
may not carry over to the comparison of tyvpes D and B.

It appears, however, that the performance difference betweeﬁ
hard and soft quantization is sufficiently émall in this
appllcatlon that the additional c0mplex1ty may not be

_warranted . L

"""""" Bit synchrdﬁizers employing type A and B timing-error
detectors can be analyzed exactly for first-order loopé

and with a slight approximation (Ref. 3.5), the results apply
also to second-order loops. This analyéis is carried out

in Appendix I. {For typ=s B the quantization of‘the X channel - ﬁ
is taken to be infinitely fine). The result in both cases ' ﬁ
can be summarized as follows. For a bit time T, loop . 5?:
bandwidﬁh By r bit (o; symbol)-energy—to—noise densityf,
E/NO, gate half-width¥*~ A = 6T and bit~edge gate amplitﬁde a - -iﬁa
(see Figure 3.2), the steady-state timing-error probability

density function is

* In some of the NRZHL blt svnchronlzer llterature (Rets. 3.4,
v %,8) the- term vlndow is: used, ulth W= 26, at the blt edge '
B only._ L : _ Sl SR




exp [~-£€t)]1/h{T) -1/2 < T < 1/2

{exp [-£(x)]/h(x}l}dx

w(t) = J 172
-1/2 . '  (3.1)

where 1 is the relative timing error (as a £raction of a bit),

Y ow n a e v—

Y E/N T
£(r) = o 5 f 3 ay (3. 2)
2B, T8 (1+a%) Jo y
where 3
{1 for Type A
'Y=

2E/No for Type B

and g(t) and h(t) are respectively the normalized mean and
variance of the timing-error detector output. These differ,
.of course, depending on the type of detector* and the
parameters §, a, and E/NO. The function g(t) is plotted in
Figure 3.4 for Type A detectors for E/N, = -5'dB, 0 dB and
-5 dB and § = 1/8. g(1) is someﬁimeé called the error (or
phase) detector characteristic or S-curve. The smailér S8,

the larger its slope at T = {0, and hence the loop gaip in

-

this region; however, the detection characteristic saturates -

’

beyond §.

ThlS analy51s shows that the Type B loop modelled Wlthout B
quantization is inferior to Type A loops at low SMR; this
somewhat surprlslng conclusion is explained by recognizing
that, while a linear measure is better for small wvalues of X
~some saturation should be provided for hlgh values.  Thus a
soft limiter (or A/D converter) appsars to be the optimum
nanllnearlty for tha X channelp Whllﬁ the analy51s assumed
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Also of considerable importance in bit synchronizer
operation is the possible ambiguity at timing errors equal
to half a bit time (t = + 1/2). BAs can be seen in Figure 3.4 -
g(t) has a positive slope at 7 = i 1/2 as well as at © = 0.
Thus there is a stable {ambiguous) lock-point at a half-bit
error. Resolution of this two—wey ambiguity, and implementation
of a half~bit shift when the wrong lock point has been
achieved, requires separate detection (using the bit deteceor, X

output or POaSlbly the decoder metric) and W1ll be dlscussed

e I e . eamug - -

in Section 3. 6. The shape of the norxmalized variance h(T)

will depend less strongly on T, especilally at low E/NO ratios.
B The probability density fuecﬁion eé the relative

timing exror (T}, as given by eqg. (3.1l) is plotted in

Figure 3.5 for Type A loops at E/N, = -5 dB, 0 dB, and

+5 dB, ¢ = 1/8, and a

1/2. The most important result
is; of course, the resulting bit error probability with
the bit synchronizer loops used. For uncoded operation,

this is shown in Appendix I to be

L

15;‘ (B/N_) =f._2 {Q [f"zf/‘m“ (1—21] + 0 [JzE'/N (1-47:)]}“(-:)&1
. o

3) '

where (1) is given by eqg.3 .1 and plotted in. Flgure B*ST .
The result of this. 1ntegratlon 1sug1ven 1n Flgure 3 6. fbr .

'evarlous cholces of BLT and- comparea chh the ‘ideal bit

errox probablllty for uncoded operablon_ -

cme e v : . .o . - Y
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i

it appears from the results of Figure 3.6
that a loop bandwidth* of B, = 108 Hz (BT = 5 x 107%) will
maintain the tracking error due to noise sufficiently small
that the bit error probability curve is within 0.2 AB of
ideal. Thus there appears to be no reason to use a loop
bandwidth which ismuch smaller than 100 Hz. This is

encouraging because it enhances the loop's capability to

acquire and track doppler rates, as will be discussed in
Section 3.5. Of course, these conclusions are based on

uncoded operation only. Coded operation is treated in
Section 3.6. |

Typeé C and D loops could be analyzed using tech-
nigques similar to those employed by Simon (Ref. 3.3)
who analyzed a NRZ-L'synchronizer employing an edge gate
similar to.Y2 of Figure 3.3. However, it appears tha?

dependancies among successive bits may require some minor

e L e

simplifying assumption to obtain analyticgl‘results.

Further confidence in these results was ébtained
by simﬁlation of loops with both Type A and Type B loops. ‘ i
In addition, the simulations afford  the capability to
assess the effects of

(a) quantization by the input A/D converter, o . i

- . . . --- R e -

*Loop bandwidth values are based on a2 bit rate of 216'Rbps§'*:}f;‘cfﬂ

—-35~




(b) performance of a convolutionally coded system
employving rate 1/3, ¥ = 7, Viterbi decoding¥,
(c) acquisition performance with a fixed doppler offset.

The results of the simulations are discussed in

Section 3. 4.

:1-
Successive timing errors are statlstlcally dependent because

of the "sluaoishness" of a narrow-band loop.. .This does not .
effect the uncoded error probablllty exact analy51s, but 1.'
precludes the analysms of coded. error probablllty, w1tnout
questlonable simplifying (1ndependence) assumptions. ‘Thus
simulation in conjunctlon with a bit synchronizer loop is
essential for asse551ng the . degradatlon of tlmlng—errors on
coded operatlon.' S :



3.2 Functional Design of a Bit Synchronizer

The various timing-error detectors and the corresponding
bit synchronizer loops, discussed and analyzed in the last
section, suggest the possibility of a flexible functional
design which can accomodate essentially all the types of
BIf~I timing-error detectors considered, and even timing-
error detectors for NRZ~-L modulation. Figure 3.7 gives the
functional blcock diagram of such a flexible or multi-mode
bit synchronizer.

- The key éo a flexible, vyet cést—effective, design is
to recognize that the basic building block of all bit
synchronizers under consideration is the gate pulse half-
width A (figure 3.2 and 3.3 . This suggests an integrate~
and-dump (I & D) circuit with integration time A, If, in
addition, A is made equal to 1/n-th of the bit time, wheré
n is an even integer, then the bit detector output consists
merely of the sum of the first n/2 I & D outputs minus the
sum of the last n/2 outputs over one bit time. A1l gate
options (¥, ¥y and Y,) of all 4 types of error detectors
of Figure 3.2 and 3.3 can be obtainéd.as'the.suﬁ-and difference -
of some subset of the I & D samples. 1In addition, even an
NRZ~L mechanization is_éﬁééible with"aﬁpropfiétéjddmbiﬁatibns

of the I & D samples.

N
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The functional block diagram of Figure 3.7 demonstrates
these capabilities. For the sake of a specific example, A
is taken to be one-eighth of a bit time.* After the A/ﬁ
converter up to three accumulators will be employed (Types
A and B require only 2). The first accumulator ACCy is the
bit detector in each case. The second accumulatbr ACC,
implements the mid-bit gate and the edge gate in types A and
B. The third accumulator ACC3 implements the edge gate in
types C and D error detectors and requires a mempory over
one bit time, which can be implemented using a single 5-bit
register. The arithmetic section then combines the outputs
of the accumulators under the control of logic controlled
by ACC, and a possible mode-select swiﬁch-which can select
among the various types of bit synchronizers. The table
in the left corner of Figure 3.7 indicates the operations
of each accumulator and the arithmetic section for T/A = 8.
Modification for other even integer values of T/A is obvious.
Multiplicetion (for types B and D) can best be performed
using a read-only memory ROM. The loop filter can be either
digital, -employing an accumulatcr and a scaler,&for a second
order loop, oxr anéloéi The VCO can also be elther dlgltal,
- employing an accumulator and a crysbal—controlled clock, or

analog.

*This appears to be the best choice from the v1ewp01nt of
predetectlon bandw1dth and flex1blllty. - :

¥ &539HH1



One interesting possibility merits consideration,
given that the bit synchronizer will be emploved
with a decoder. Egpecially at very low input SNR the symbol
error probability will be wvery high and the resulfing
error detector outputs will tend to be very noisy.- ft is
then possible to utilize a more reliable decision by using
the decoder output. To assesé the value of this appracch,
note that at E/NO = ~2dB, the uncoded bit error rate is .13
while with coding this reduces to 3 x 10“4. Even at the
extremely low value of E/No = -5 dB, coding improwves the erroxr
probability slightly. To use the bit decisions out of the
decoder in place of the output of ACCi is relatively
. straightforward. All that is required is a rate 1/3
convolutional encoder which converts the bit decisions back
into symbols, which are input to the logic section in place

of the output of ACC However, the decoder introduces a

l.
delay of about 30 bit times or 90 symbol times. This
delay of itself may hamper the loop acquisitione.
More serious is the fact that the outputs of the ac-

cumulators (ACC. and ACCé) would have to be delayed by

2

an equivalent time; this would require a memory of 90
symbols (which, assuming 5 bits of gquantization per symbol}
would require storage of 450 bi* s for each accumulator..

An alternatlve, which av01ds bath delay and storage, is

'to iuse the state correspondlng +o the 1argest metrlc at the'
glven time as an input to the encoder; ThlS w111 be more “

llhely to be in error than the delayed blL dec151on, but 1t

=40~



will still be far better than the noisy symbol decision out
of ACC;. The metric itself can also be used in a .soft
decision mode (as in types B and D error detectors). The
problem of possible burst errors out of the decoder is
not expected to be moﬁe serious than the potential delay

with decoded bit decisions. This approach was not pursued

in detail because of the positive simulation results (Section

3.3) without this decoder-aided feature.



3.3 Loop Parameters and Tracking and Acquisition Analysis

Iin this section, the degradation due to doppler
offseté and rates is analyzed. . These effects re-
© gquire, of course, the use of a second order ioop. Thus,
it is necessary first to establish the approgriate para-
meters of the loop filter in terms of the loop gain and
bandwidth. This filter may be assumed to employ a nearly
perfect integrator; if a digital mechanization is used,
the integrator is replaced 5y an accumuiatoﬁ which is
indeed perfect. Without the loop filter the bandwidth

-

(of a first order loop) is (Ref. 3.51

'BL = (AX)/4 Hz

where A is the input signal voltage (in the absence of noise)
and K is the product of all the loop gains normalized to
a symbol period. Thus, if T is the bit period,‘KT has

the dimensions of sec/volt.

If the (analog) loop filter for the second order
loop has transfer function 1 + o/s  (proporticnal plus
integral scaled by'®), then the loop bandwidth beconmes

(Ref. 3.5) e

BL_ ;;_ J(m«:m)/zi-

In terms of damplng factor ;, the ratlo of second order '

 1ntegrator scale tactor7t”"the loop galn lS '

a/(AK) 1/(4c )ﬁ
_42_




As a reasonable compromise between stability and speed of

response let § = 1/1J§'= .707, Then the scale factor is

o = AK/2

As a result, for a éecond order loop;,

By = (3/8) AK

Potentially, the most detrimental effect is that
of doppler rate. Based on linear loop theory, the steady-

‘state error due to a doppler rate R is given by (Ref. 3.5).

If R is given in Hz/sec and B, in Hz, then the dimensions

of ¢ss are in fractions of a bit time (or’¢SST is in seconds).

According to-one study (Ref. B.A):lthe worst &x-
pected doppler rate is 4.1 EHz/sec and the dopplér offset
is 55 KHz at the carrier frequency of 2.2 Gﬁz; At a bit
rate of 216 Kbps, these reduce to-O.ézﬂz/seénr;tg and_:
5.5 Hz offéet (Ref.éié}. Then'the‘stéadykéﬁaté error for

a second order loop is =~

gy = 0-11/B” symbol times




'-i_SImulatlons have been descrzbed for NRZ—L loops (Ref 3~3Y

For loop bandwidth B 100 Hz this is entirely negligible.

L -
Even nonlinear effects are not expected to modify this

conclusion substantially.

Doppler offset causes no bias in a second order
loop with an ideal integrator in the logp f£ilter. On the |
other hand, the acquisition time depends on the square of
the initial offset. It has been shown (Ref.3.5) that in
the absence of noise for a second order pha-a-locked loop,

the acquisition time for any initial offset of Af Hz is

&
approximately
vz teman? __em?ay _n? .4 an?
202 " 7 a2 255 33 53

While the above mentioned study indicates an expected‘doppler g

offset of 5.5 Hz, other oscillator uncertalntles may preduce

a larger frequency offset. With a maximum freguency offset

of 5 x 10"'4 bits/bit time which corresponds to 108 Hz at a

bit rate of 216 Kbps and a loop bandwidth of the same order of

magnitnde,'acquisition would seem to be only on the order of

a few hundredths of a second.»’TQis~holds'only at very high SNR.
For low’SﬁR, no analysié is available an&'the problem

| doés'not éﬁpear.to-be tracfaﬁlé:bi anainiS}3aithdﬁgh some o

Slmulatlons were  1: carrled out w1th the Type A loop de—-~~

*For ncnsmnusomdal loops the constant may change samewhat ii?5“'V
;.: buL the ba51c dependence on (Af)2/3'~fﬂ ; . i

p »—”4.4]-"-‘-;,’ |



scribed in Sections 3.3 and 3.4, The resulits of these simnla-~

tions are described in Section 3.8..
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»%'shown in Flgure 3 9 1ndlcate that synchronlzer tracklng

“w;;ilnaccura01es, resultlng from,use of Wlder locp nandWLdths,'ff

‘r;efuncoded Qperatlon partlcularly at the lower error probab¢11+1es. k

3.4 Uncoded and Coded Bit Error Probability Performance

Simulation

The system described in Section 3.3 was simulated on
the LINRABIT computer facility. Most of the simulations were |
carried out with a Type A timing-error detector with mid-bit
gate half~width A = 1/8 and no edge detector. A second order
loop was used throughout with several choices of loop band-~
width.

The bit error probabilities were measured for both
uncoded and coded operation. The latter utilizes previously
developed software for the rate 1/3, K = 7, Viterbi decoder.

Bach simulation run was sufficiently long to record at

least a thousand errors for uncoded operation and on the

order of one hundred error events {several hundred bit errors)

for coded operation. Results for uncoded operation indicate

that the simulation resuits are nearly the same as the

theoretical results. Thus it appears from Figure 3.8 that

a choice of BT = 5 x 10 ~4 is sufficient to achieve a - o ;
performance within 0.5 dB of that of the ideal-time reference
1case. .' o | | |

As already noted in Sectlon 3 3, the only rellable
method oz evaluatlng the degradatlon due to blt synchronlzer

.ulnaccuracy 1n coded operatlon 1s by smmulatlon.' The results

‘.Cause mncn more sxgnmflcant degradatlon in coded Lhat 1n

v 1 i Yt e e Pt s bimeml ke o AR — Do 8 v Soet oSt e vum,

446;:"
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3.5 Acquigition Simulation

As noted in Section 3.3, there are no theoretical
results available for predicting acquisition time at wvery
low SNR's. Thus, the basic simulation program for determining
bit error rates was modified to introduce a frequency offset
(timing-errcr ramp) in the noisy incoming signal. Results
are shown in Table 3.l. These results indicate that at
the threshold value of symbol E/NO = - 5 dB acguisition times
became excessively long for offsets equal to or greater than
the loop bandwidth. However, it was found that by using a
wider loop bardwidth during acquisition (about an order of
magnitude above the tracking bandwidth) the situation was
markedly improved. As can be seen for the first entry in
Table 3.1, with a loop bandwidth equal to 8 times the expected

-3

maximum fregquency offset; i.e. B.T = 4 x 10 foxr

L
(A)T = 5 x 107* (B, = 864 Hz for Af = 108 Hz, with symbol
rate 216 Kbps) the loop locks in a mean time of about 0.08

sec.

The second entry in Table 3.l.deals with a strategy
of stepping the VCO over the region 6f'uncertainty in 8
equal steps, using the same loop.bandﬁiath as for a siﬁglé.
step. Thus the maximum frequency unsertainty per. sﬁép is
13.5 Hz. The total a&quloltlon time w1th thls strategy is.
about 8 times *he single step tlme of Table 3 l, l e.,-about

0.06 seconds.
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_ ; - B No. of o m .
Symbol AL : L Steps ACQ ACQ Standaxd Numbe:i
E/N in (Af)T in BLT Reguired - Mean Deviation of
in dB: . Hz S Hz A in Search in Seconds in Seconds Runs
-5 108 5 % 10 864 4 X 10 1 .0793 .0688 12
-5 13.5 | 6.25 % 107° | 864 | 4 X 107° 8 .00784 .00206 8
Cog ‘216 [ 1073 |sea- | 4 x 1073 1 .00634 1

30 216 | - 1673 864 | 4 x 107> 1 .00218 1

h

“Adguisition time (in symbol times) = number of symbol times from the
start of acquisition until the first of 212 = 1096 consecutive symbol
~times duringfwhich the magnitude of the error is less than_l/S symbol

Table 3 1 Bit Tlmlng Acquisition Simulation Data for a 216 kbps
- Channel Data Rate.




In Section 4.3 it is shown that the carrier tracking
loop VCO must be stepped over the region of carrier
frequency uncertainty to acquire lock within a reasonable
amount of time. Since Taple 3.1 shows that the total bit
timing acquisition time is approximately the same for the
single or 8 step acguisition strategies, the problem of
simultanesously stepping the carvier tracking and the
bit timing VCO's is avoided by using the single étep bit
timing acquisition strategy in the combined carrier

tracking and bit timing acguisition strategies.




3.6 Ambigquity, Lock Detection, False Lock, and Bit Slipping Rate

) As is graphically evident from the timing-error gate
' characteristic curve of Figure 3.4, a BI¢-L bit synchronizer
has a stable lock point at the half-bit error point. This
follows from the fact that the chéracteristic curvé has a
positive slope at timing errors of £ 0.5 of a bit time.

This positive slope, smaller théﬁ that at zero-error, never-
theless will tend to force the loop to a stable lock at this
point, whenever: the timing error magnitude is greater than
about 0.3 of one bit time., Of course, noise maykeasily force
the loop out of this péint and onto & stable lock at a bit
period. But to guaraﬁtee that this two-way ambiguity will
be avoided, an auxiliary device must be employed to detect
the half-bit lock condition.

Fortunately, the same dr:vice whicﬁ detects this con-
dition can algo be used to determine the correct locked con-
dition., This can be accomplished by acdumulating magnitudes
(with sign deleted) of the bit detector outputs over a long
enough period. This éan bégt be'déné'by'accﬁmulating‘ -
the 3-bit soft decision outputs in an accumulator.

When the loop is locked at the bit_pe;ioﬂ the‘,ip_'.
‘gcQumulated.value is.propo:tgqna1 tq:the;symboi_ené3927  o _7  '§

to-noise ratio times the number of symbol times accumulafed«
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When the loop is out of lock it will be much smaller.
It is shown in Appendix III that the difference between
the mean accumulated.value over ¥ symbols, when-the loop

is in lock and when it is ouf of lock is approximately

A
Iy —m z1£§ (-—5) N for ES/NO << 1

where tﬂe variance of +he additive Gaussian nolilse is nor- .
malized to unity. With a threshold test to decide between the

lock and out-of-lock cOnditions,'the detectability is approximately |

*

2 |
(HlL_mO ) 2/1], <é ES )ZN

R g X 7 L

8]

Thus at E /N % =5 dB w1th N = 10 000 (.05 sec. at the coded

data rate), we have

lorloglo D = 38 dB | |
- The’ false alarm and detectlon probabllltles depend, of
course, on Lhe locatlon of thresholds and the acqu151tlon L

'strategy.- wacver, w1th such a hlgh detectablllty, there

'-,anpears to be no dlfflculty.vﬁ"5




| When the loop is locked to the mid—biﬁ point and
random data is being recéived, then the avergge value _
accumulated will be measurably less than .that accumulated
at the correct loék point, for the magnitude of the
detector output will be proportional to the symbol energy
whenever a transition occurs, but it will contain no
signal energy (and respond only to noise) when a transition
does not occur. For random data only half the inter~bit
transitions occur. If only one-tenth ?he bits are ones

(or zeros), then nine-tenths of the transitions occur.

Lock detectién and ambiguity elimination‘can be accom-
plished by accumulating the difference between two bit detec~
tors fdisplaced by a half-bit from each othar) and comparing
this difference with sufficiently high positive and negative
thresholds. 1If, during acquisition, either threshold is
crossed, a lock conditiqn is declared (and the VCO stops
searching). Depeﬁding_on which threshold is crossed, one

or the other bit detector is chosen for the correct position.

During tracking, the accumulator contlnues to ber
updated however, 1t 1s prevented from overflow1ng._ AS;;¢:
» long as the blt synchronlzer remalns locked, the accumulator
FW111 stay near thls boundary most of the tlme.‘ If the ac-
: gumulator should decrease to zero, loss of lock 1s declared

‘and search lesumed. "

sty e TR
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When the bit synchronizer is operating on convolution-
ally coded data, the decoder can perform these functions more
effectively than the bit synchronizer components. First of

all, proper design of the code (Appendix II) can guarantee

that the relative frequency of either ones or zZeros is at
least equal to 2/9. More importaﬁt, the rate 1/3 Vi£erbi
decoder normally must resolve a three-way ambiguity for
bit (or branch) synchronization. 2aAdding to this the two-
way half-bit ambiguity will redquire the decodar to resolve
a six;way rather then a three—way.ambiguity.' However, exactlf
the same technigue can be_ﬁsed,whichfis based on frequency
of metric normalization. Thus, both.fhe lock indication
and the half-bit indication can be taken over almost
routinely by the decoder, and the time £o_establish these
indications reliably is much shorter than when the syn-

.chronizer bit detector output magnitudes are used.

.. .q::A related issue is the yuestion of false lock to a
sideband of the symbol pexicd fundamental.caused by a par-
ticular low frequency periodic symbol pattern. This is not

expected to be a problem because the VCO- crystal tuned at

216 KHz typically cannot be pulled over by more than

O.lﬁ'Of_ltS center frequency.

_ rlnally, correct lock can be lost occasmonally ‘due

to blt slmppage.. Agaln here,'as can be seen from Flg; 3. 4 lf

. noise causes the loop to sllp to a. tlmlng erroxr. above 0.3

symbol tlmes, 1t may very Well reach Lhe stable half~b1t

.;'55_.-"" e



error point, or even slip a full bit. This event is exceed~-
ingly rare for loop parameter values of interest._ For a
phase-locked loop it can be shown (Reference 3.5) that the
inverse mean cycle slip time (or average number of cycles

slipped per unit time) is

1 _ 2B - B o
— T2 72 - T °
Tgy T oI (a)
Where
L ,
o = — and ¢ is the standard deviation in
{270)
b 1

*®
bit times. For the analytical results and simulations
obtained in Sections 3.3 and 3.4‘ where ¢ < .01, o > 250

"2 hecomes absurdly small. While the timing error

and e
characteristic is certainly not sinusoidal here, the result
is within the right order of magnitude. Note, in fact that
even if © were reduced by”ah_brdé; of magnitude, the slip
frequenéy.would still be negligible. -Nétwit@standing_this,
some form of bit.slip détedtbr must be impiemented in -con~

junction with_the lock detector.

*Slmulatlon results were based on- several hundred thousand
“bit times during which time the blt sllppage condltlon was -
naver even approached :;;<#2g,~:”-,J“:.; gt_r;:g, SRS
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4.0 Carrier Tracking Loop Design, Interface, and Effects

on Coded Performance

This section presents the investigation of the effects -
of the carrier tracking loop on overall system performance.
Acquisition and coded error rate performance with nonideal
bit synchronization are considered for Costas and decision-

directed carrier tracking loops.

4.1 Loop Modeling

Figure 4.1 is the block diagram of a Costas tracking
loop. m(t) represents the antipodal modulation, S is the
signal power and n(t) is wideband Gaussian noise of one-
sided power spectral density of M- nc(t) and nS(t) repre-
sent independent in-phase and quadrature noilse components
of one~sided spectral density N, - The in-phase and guad-
rature channel filters have a bandwidth, W, as narrow as
possible without significantly attenuating the signal.

The output inﬁegrate#ahd;dump (T &'D),is part of the bit
synchronizatiOn-syStem. Epr”the,syStem=of-Seqtiqn 3, this

integrates over 1/8 of a éhannEl.symbol time.

A mathematlcal model of the Costas loop of Flgure'f'
4.1 15 glven ln,Flgure 4. 2. The I & D c1rcu1t £ollow1ng
the 0@51ne channel fllter suggests the p0551b111ty of

i=combln1ng the two. For example, the 1n~phase and quadrature _
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channel filtexs could be replaced by I & D circuits like
that used at the input to the bit synchronization systei.
However, the bit synchronizer input I & D only integrates
over 1/8 of a channel symbol time. Thus its noise band-
width is 4/TS where T_ is the channel symbol time. This
is a much wider bandwidth than is required. WNarrower
bandwidth filters ¢an be simulated by replacing these
filters by I & D circuits over 1/8 of a channel symbol
time followed by digital filters as shown in Figure 4.3a.
This is a fairly accurate approximation to the case of
analog passive filters. Alternately, by combining the

8 I & D outputs per channel symbol, a filter matched to
the BI¢-L input signal may be realized as shown in Figure
4,.3b. Simulation data has been obtained using both of

these approaches.

To track a doppler rate with a small steady state
error, a second-order loop with a large loop.gain is needed.

Let the loop filter transfer function be
F(s) = K(1 +5) T T o (4.1)
The digital equivalent of the second-order Costas loop

‘with in—phaSefand{quadratﬁreﬁchannel_matghad;fiitgrs~i§;g ff_ ,

giﬁen ianiguré 4:4;”H~_“
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Before proceeding to simulation results of this
nonlirear system, it is helpful to consider the linearized
model of this loop. This model can be used to cbhtain
coarse estimates of some of the loop parameters. To
obtain the lirearized model, first replace the in-phase and
gquadrature channels and the multiplier portion of the loop

by the egquivalent form of Figure 4.5 where N

2Es
N=qﬁ—-— m., [n_, sin cpi—i—n

o i ci si cos ¢i] + Neifsi (4.2)
is a noise term with zero mean and variance
2 2Es
N TR + 1 : (4.3)

Assuming small phase errors and a small loop bandwidth,
produces the linearized model of Figure 4.6. This model is
now in the form of a linear digital phase~locked loop. A
linear analysis of such a system is given in Appendix IV.
In this appendix the inverse of the phase error variance

is shown to be

= 5 (4.4)

<l

N
w
H
=

-64—
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Figure 4.5 Model for the Error Detector Part of the
Costas Loop
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where

The decision-directed tracking loop considered is

(4.5)

similar teo the Costas loop, the only differsnce being that

a limiter is added at the cosine channel multiplier input

(see Figure 4.7).

input now just removes the signal modulation. The error

detector can be modelled as shown in Figure 4.8 where

=
i
<

is a noise term, Yi is a random variable

and

+1l if modulation removed correctly

Yi=

' ~1 otherwise
P+i = Pr {Yi = 1}
P_i = Pr {yi = =1}

-5T~

In the absence of noise this multiplier

(4.6)

(4.7)

(4.9)

L g



_89...

3 cos(s)

P sin(-)|

Spectral Density =
n,(t)

.

r---Timing From Bit Synchronizer

&>

N

0

2

wiMatched
Filter

—1Limiten

PR

Matched
Filter

Pigure 4.7 Decision-Directed Loop Model

Loop ¥ NSRS g

Filter




Noise = N

1 S sin f-) B + B o

...69_

’ZE
=l

—— (1-2P ,
No -

3)
N = Yi nsir Var ¥ = 1
+1  if modulation removed correctly

1 -1 otherwise

v )
it

Pr {Yi = -1}

Figure 4.8 Model for the Error Detector Part of the Decision-Directed Loop




The noise term has zero mean and its variance is equal

to the variance of n.-

For small phase errors and narrow loop bandwidths

(2E
P—i = Q{dﬁ-o—s- cos ¢i} = Q (ﬁﬁ——i) ‘ (4.10)

o]
where

[ 1 2
Q(x) = J — exp (- Eg) do (4.11)
X V2%
and the linear model of Figure 4.9 results. The phase

error variance can be obtained using the results of Appendix

Iv.

Table 4.1 summarizes the linearized performance of
the Costas and decision-directed loops. This table also
gives the corresponding quantities for all analog loops.
These quantities can be obtained by arguments similar to
those just yiven for the loops with the matched filters.

The bandwidth W of analog lcop filters are assumed not to
significantly attenuate the signal. The table entries for
the digital filter model of the in-phase and quadrature
channel filters can be obtained from the analog loop entries

with W equal to the noise bandwidth of the digital filters.
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_ X
Type of Loop & = =3
I
E /N
Costas With g o 1
Matched Filters BT, 1 4+ Mo
2B,
Analog Cost Ea/Mo L
alog Costas ;
g BLES L e w (no)
T e
S5 \b&g
3 . 3
Decision—Directe -
I BE_/N 2E 28
. With s/o 1—2Q(ﬂf s s
Matched Filters BT, AN N
ES/NO ES 1\ 2 2E
Analog BT 1-29 T W T
Decision~Directed L's o = o
.Lg
PK + a -
BL = 4
PR
g =‘J@g

Table 4.1  Summary of Linearized Carrier Loop Performance




For all of the types of loops summarized in Table 4.1,
the damping coefficient, loop bandwidth, and steady state

phase error due to a doppler rate of RdOP Hz/sec are

r =25 . (4.12)

BL = ‘_4—-'- (4.13)
and
2m R 2 2 R
. _ dop _ 4z° + 1 dop .
Ess = RP - - 2% ( BT ) Bz radians {4,14)
L

respectively. In all of the simulations which follow,
the damping coefficient was set at 1/Y2. For this damping
coefficient and a doppler rate of 4.1 kHz/sec the steady

state phase error is

_ 7240
ss 2
BL

-73=

radians A
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4,2 Carrier Tracking Performance

4.2.1 Phase Ambigquity Resolution

The carrier tracking loops described in the previous
section all have stable operating points every 180 degrees.
So the bit synchronizer input samples could have the wrong
polarity. This phase ambiguity can be resolved by using
differential encoding with a transparent convolutional
code or by using a nontransparent code and changing the
polarity of the input samples when the Viterbi decoder
metrics sense that the polarity is wrong. Both of these
techniques have been employed in LINKABIT decoder implementa-

tions.

With the first method, differential encoding is

employed before encoding with a transparent convolutional

code. Transparent convolutional codes have the property

that the bit-by-~bit complement of a code word is also a

code word. Such a code must have an odd number of taps on
each of its mod-2 adders. Then if a data sequence generates
a certain code woxrd, its complement will generate the }
complementary code word. Five of the 17 different non- 1
catastrophic K = 7, R = 1/3 convolutional codes with the Z
maximum free distance of 15 are transparent (Ref. 4.11). The
polarity inversion is finally correctéd by only considering

bit transitions out of the Viterbi decoder. Differential’

-7



encoding does cause a small degradation in the bit error [
probability performance. For example,'an isolated bit
error would cause two differential encodiﬁg bit errors. q
However, since Viterbi-~decoding errors usually occur in

bursts, differential encoding increases the bit error

probability by considerably less than a factor of two.

With the second method, a nontransparent convolutional
code is used. Then if the polarity is wrong, the resulting
word does not correspond to a valid code word. Thus the
Viterbi decoder.metrics will not increase as fast as when the
polarity is correct. The metrics can easily be monitored
to detect this condition. This method avoids the small
differential encoding degradation of the other method.

The encoder/decoder which is described in Section 2 and which
was used to obtain the simulation data of this report uses

this method.

4,2.2 Theoretical Carrier Tracking Performance

A constant phase error of ¢ will degrade the received P
2

energy-to-noise ratio by cos® ¢ (Ref. 4.2). Since the phase
error is being tracked in the presence of noise, the phase

error will be a function of time., However, when the data ~ ... - .-~ i@

rate is much larger than the carrier loop bandwidth, which is

the case for this application, the phase error will not vary

_75_ -




gignificantly over many bit times. The Viterbi decoder
output errors will occur in bursts, but at bit error pro-
babilitis in the range of interest, the bursts are very
rarely longer than a few constraint lengths. So assume
that the phase error is constant over the length of most

error bursts. Then the mean error probability is

— _ (" By 2
P, = I P(#J)PE q- cos ¢) d¢ (4.16)
-1 o

where p(¢) is the probability density function of the phase
error and PE(Eb/NO) is an expression for the zero phase

error, bit error probability curve. For a first-order and

to a good approximation also for a second-order loop the
phase error density function is (Ref. 4.3).

% COS 0]
p(¢) = §ET;T5T_ ' a >> 1 (4.17)

where o is the loop signal-to-noise ratio of Table 4.1.
Substituting (4.17) into (4.16) an{ performing the integration
yields the average error prohability. The results are shown
in Figure 4.10 for a X = 7, R = 1/3 system with ideal bit

timing.

-76-

4
!,".

1
¥
I
4




10

10”

10”

-4

Bit Error Probability
[ ]
o

..

10

10

o - 1 2

!

T rTlil

b1 ll[ir

Jdeal X = 7, R = 1/3

1 L l 1 R |

| A ! | ] | 3

i -
:_ ) ¢ = 11 4B -
] o= 12 48 .
=3 E
E o = 13 dB =

.
. *

3 4 5 6.
" By/N, in dB

?igure‘4.10; Theorétical Carrier Tracking Performance
' with Ideal Bit Sync

-77-

1

¢
|




One might conjecture that the bit error probability
curve with nonideal hit synchronization of Figure 3.9 could
be used to obtain the performance of the system with non-
ideal carrier tracking as in Figure 4.10. Such a set of
curves were obtained. However, they proved to be better
than the simulation results indicated. This discrepancy
can be explained by noting that the bit timing and carrier
tracking degradations are not the results of independent
events. A bit timing error will cause the I & D circuits
to integrate over the wrong time intervals and thus reduce
the effective Eb/ND avallable to thelcarrier tracking loop.
Similarly a phase error will degrade the performance of

the bit syuchronization loop.

4.2.3 Carrier Tracking Performance Simulation

Figure 4.11 shows the simulated performance oi the
coded system with both carrier tracking and bit synchro-
nization loops implemented. A 160 Hz loop bandwidth bit
synchronizer was used. The carrier tracking loop used the
decision—-directed technique with either matched filters or
digital filter wmodels for the in-phase and guadrature
channel filters and a loop bandwidth of 640 Hz. This
carrier loop bandwidth was selected large enough to

obtain a small steady state phase error but small enough
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to make the probability of loss of lock very small., From
Section 4.1 the steady state phase error due to the maximum
expected doppler rate of 4.1 KHz/sec was shown to be

7240/3% radians. The 640 Hz bandwidth makes this error
insignificant. Simulations also showed that the probability
of loss of lock with this bandwidth is very smell. 1In

all of the simulations at this bandwidth the loop never

lost lock.

The curves of Figure 4.11 show that the combined
carrier and bit timing tracking degradation from that of
the ideal tracking case can be maintaine ! at reasonable
values. For the set of loop bandwidths used here, the
total degradation varies from 0.6 to 1.3 dB for Eb/N0
ratios from 2.5 to 0.5 dB, respectively, for the matched

filter model case.

The single delay digital filter in the I and Q
channels, which closely approximate RC analog filters,
were simulated with an optimum noise bandwidth of 1.6/Ta.
This model produces a somewhat larger degradation than the
matched filter model. In fact, to obtain the same error
probability performance as with the decision—di;ected
matched filter, the loop bandwidth had to be reduced to

160 Hz, from the 640 Hz used in the latter case.
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4.3 Combined Carrier and Bit Timing Acquisition

Acquiring carrier tracking within a reasonable
amount of time with a doppler offset of 55 kHz reguires
either a large loop bandwidth or that the loop be stepped
or swept through the frequency range of uncertainty.
Simulations have shown that the carrier loop bandwidth
cannot be increased very much above 640 Hz without occasionally
losing lock. So in the acquisition simulations reported

here the loop bandwidth was fixed at 640 Hz.

Before proceeding to the moderate-to-low Eb/No
simulation results, it is helpful to examine the performance
of the system at high signal-to-noise ratios. Figure 4,12
shows a typical time plot of the bit timing and phase
errors for large signal-to-noise ratios. The data for this
figure was obtained with an initial bit timing error of
1/4 of a channel symbol time and the maximum expected data
frequency error of 108 Hz and a carrier frequency offset
of 860 Hz. This assumes that the VCO would be swept
through up to 64 steps of B60 Hz each in order to acquire
a carrier Whose initial uncertainty is 55 kHz. Carrier
and bit timing loop bandwidths of 640 and 864 Hz, respect-
ively, were used. The data for this figure and for all of
the acquisition simulations reported here were obtained
with the decision-directed loop and the matched filter type

of in-phase and gquadrature channel filters.
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Figure 4.12 shows that the bit timing loop pulls in
very fast even though the carrier loop is still slipping
cycles. This can be explained by noting that a fixed phase
error ¢ reduces the bit synchronizer effective Eb/No ratio
by the factor 0052 ¢. Since the carrier loop is still slipping
cycles the phase error sweeps through the complete 27 radian
range producing an average degradation of 1/2 in the
effective EbXNO ratio. At large signal-to-noise ratios this
degradation is not enough to seriously increase the acguisiton
time of the bit timing loop. However, it should be considered
at small signal-to-noise ratios. With the exceptions that
more cycles and bit times are slipped and a longer acguisition
time is necessary, the general behavior shown in Figure 4.12

also occurs at lower signal-to-noise ratios.

Table 4.2 gives the combined carrier and bit timing
acquisition of this system for several Eb/NO ratios and
for carrier acquisition methods in which the 55 kHz uncertainty
is searched in either 64 or 512 steps. The data shows that
for Eb/No ratios of 2.5 dB or more, which corresponds to a
3

coded tracking bit error probability of 2 x 10" ° or less,

acquisition can be achieved in a few seconds.
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Number

Eb/NO F§Z§§i§§y Aqu?ziiion SteOf Search %igzaédicggiségizgz
in dB Offset ' Time For%: fegiizziy Uncertainty in
in Hz in Seconds Uncertainty Seconds

30 860 .0167 64 .107

5.5 860 . 0487 64 .312

2.5 860 .0562 64 .359

30 138 .00261 512 .1335

5.5 108 .00340 512 .174

2.5 108 . 00556 512 .285

Carrier Loop Bandwidth = 640 Hz
Bit Synchronizer Loop Bandwidth = 864 Hz
Table 4.2 Summary of Combined Carrier and Bit Timing Acquisition Performance
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5.0 Spread Spectrum Modulation and Its Effects

Originally the TDRS-to-ground (forward) link included
a PN spread spectrum modulator/demodulator (see Figure 5.1)
to reduce the energy density per unit bandwidth impinging
on the earths surface (Ref., 5.1). This energy density
reduction is no longer required. So this study effort has
been redirected to examine the performance of the PN spread

spectrum system in a multipath environment.

For a large number of PN chips per channel symbol,
the multipath channel performance can be estimated as
follows. Assume that the PN seqguence is synchronous with
the data sequence and that the number of PN chips per channel
symbol, m, and the indirect path delays are integer multiples
of the PN chip time, This assumption simplifies the analysis
and for large m has negligible effect on the result. Then
from Figure 5.1 the demodulator output for a positive
transmitted channel symbol after demodulation, correlation
with the local replica of the PN sequence and matched filtering
is

_ 1
X =8 I Z a,v; cos w, T;]1 +n (5.1)

1
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where n is a Gaussian random variable with mean zero and

variance

o2 = (5.2)

and the Y are random variables equal to the number of
agreements minus the number of disagreements in comparing
the polarities of the delayed received sequence and the
demodulator PN sequence; over the m components corresponding
t0 the given symbol integration time. For a large number

of PN chips per channel symbol and different indirect

path delays the Y; are approximately independent random
variables with zero means and variances m. Thus the mean

and variance of X are

X = /8 T (5.3)
and
5 s*ri ' NOTS
Oy =~ (; a; cos u T;)" + —35 ‘ (5.4)

The ratio is
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=2
'X‘E=NS{ — 2 (5.5)
Oy o om (Z a; cos w T,)

N m

Comparing (5.5) with the corresponding ratio without
maltipath (i.e.., a; = 0 ¥i), shows that the multipath
signals cause an effective degradation of

o (; a; cos wo'ri)2

b

N, N

loss = 10 log ¢ 1 +

dB (5.6)

where Eb/N0 is the information bit energy-to-noise ratio
and N = m./RN = 3m is the number of PN chips per information
bit. Equation 5.6 is valid for coded or uncoded operation.
However, for a fixed bit error probability coded operation
requires a smaller Eb/NO ratio and thus has a smaller

degradation due to multipath signalas,

To obtain a more accurate estimate of the performance
of this spread spectrum system, especially when there are
only a few PN chips per information bit, a simulation
pProgram was written. Figure 5.2 shows the results of these
simulations with one indirect path with (a cos mot)= 1 and
a delay of two PN chips. It is apparent that with a
bandwidth expansion of 16 over that required with rate
1/3 channel coding, the Eb/No'loss due to the indirect path

can be reduced to about 0.6 dB at the moderate~to-high erroxr
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rates where simulation data was obtained. Based on (5.6),
even smaller losses are expected at smaller bit error

probabilities.
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6.0 Conclusions

This design study of a coded digital transmission
system has established the tracking loop parameters required
to maintain error probability performance curves sithin
approximately 1 4B of the ideal achievable by a KR=7 R=1/3
convolutional encoder-Viterbi decoder with perfect bit and
carrier tracking. It has been established, partly theoret-
ically but mostly by simulation, that this performance can
be achieved by using a bit synchronizer for BI¢-L modulation
and a decision-directed carrier tracking loop utilizing
matched filters, which derive symbol timing from the bit
synchronizer; the required loop bandwidth for the bit sync-
hronizer and the carrier loop are respactively 160 Hz and
640 Hz. The degradation introduced by either loop is less
than 0.5 dB. To achieve the same performance with a
Costas carrier tracking loop, the loop bandwidth had to
be reduced by a factor of 4,

Acguisition for both 1oopé can be achieved within

~

.06 sec. even at Eb/NO ratios as low as ‘2.5 dB (ES/ND =~

-2.3 dB). For the acquisition simulation, the bit synchroni-
zer loop bandwidth was widened by a factor of 8, while the
carrier loop VCO was swept across the frequency uncertainty
band. Attention was also devoted to a pseudonoise spread
spectrum modulation technique to reduce the detrimental
effects of multipath.

In the course of this study, it was found that proper
design of interfaces between modules qan:éignificantly

improve performance; in particular, the bit synchronizer

-03-~



timing can be used to implement decision-directed matched
filters in the carrier loop, and the channel quality {(metric
increase) indicator in the decoder can be used to resolve
bit synchronizer and carrier loop tracking ambiguities.

This study has of necessity been limited to consid-
eration of only a limited range of parameters, loop band-
widths, and acquisition strategies. However, a simulation
capability has been developed which is available for'invest-
igation of other ranges of parameters and variations in
tracking and acquisition techniygues, and thus can be utilized
for further study of any proposed communication technigques

for this or similar missions.



APPENDIX I

PERFORMANCE ANALYSIS OF TYPE A AND B

TIMING-ERROR LETECTORS

The analysis of the error detector shown in Figure 3.2
is based on observing that the two reference waveforms (bit
detector and gate) are 6rthagonél to one another;' Consequently,
the Gaussian variables at the integratoxr outputs, X and Y,
are independent. Thus the first and second moments of their
products are just the products of the individual moments.

That is, letting R, = XY, we have

B
E(RY) = ES) B () | ' (1.1)
and similarly if RA = (sgn X)¥
B(RE) = Bl(sgn ¥)°] B(YS) | (T2

(£.1) is used for the Type B soft decision bit
detector, while (I.2) is used for the Type A hard decision
case. Figure I.1 shows the input and reference waveforms
both when no inter-bit transition occurs and when it does
occur, for a timing error of a fraction Tt o©of a symbol
period. From this it can be seen that when no transition

occurs, the X and Y outputs have normalized means, respectively.
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1

V(AT)— E(Xlno trans) (L-21), 0 <1 i 1/2. {I.3)

1 (1.4)

A
-]
.
(=]

(AT) “E(Y|no trans) 21 for 0 <
' 26 for § < T < 1/2. - §

2{8(1-a) + a(l/2-1)] for 1/2-8 < 1 2 1/2

e

a{T)
where 8 = A/T is the half-width of the gate normalized by tlhc

symbol time. When a transition occurs at the leading edge,

1

i

(aT) " E(X|trans) = (1-41), 0 < T < 1/2 (I.5)

\l

(AT) "B (Y !trans) 21 (l+a) for 0 (I.6)

1A
~1
1A
s

26(1+a) for 8§ < 1 < 1/2-¢
2(1/2-1) (1+a) for 1/2-8 < 1 £ 1/2
A
= B(T)
The variances of X and Y under either condition, due only to

the input white noise, are

il
n

Var(X|trans) = Var(X|no trans) N T/2

I

Var (Y| trans) N_T6(1+a’) (I.7)

Var(Y|no trans)

i ii § %.8, then it follows from (I.3), é

Also since san X ={

(.4) and (I.S) i;
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where

Thus

E(sgn X} = Pr(X > 0)
o e-zz/2

Qly) = f —— dz
Yy Y27

- éf(x < 0) = 1-20[E(X)//Var X]

E(sgn X|no trans) =l—2Q[/2A2T/N0(1—21)}

E(sgn X]|trans) = l—ZQ[JzAzT/NOt1—4T)]

(£.8)

From (I.2), (I.4), (I.6) and (I.8) if follows that for

the Type A detector the mean output (error detector character-

istic) is

A .
ATg, (1) = E[Ry(1)] = 1/2[E(sgn X|no trans) E(¥|no trans)

+ E(sgn X|[trans) E(Y]trans)]

L - m— e -

= BT T (1-2Q[AE/Ng(1-21)1) + (1+a) (1-2Q[/3E/N_ (1~41) 1))

for 0 < v < 6§

8 [(1~20[+AE/Ng(1-27) 1)+ (1+a) (1~2Q[/ E/No(l—4'r)])]

for § <t < 1/2-8

(8 (l-a)+a(1/2-1)] (1-20([vV2E/N_(1-21)])

+(l/2—T)(l+a)(1—2Q[{2E/N0(1—4T)]) for 1/2-6 < t < 1/2 ?

-7

{T.9)
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where E = A2T is the symbol energy. Since (sgn X)2 = 1, i

it follows that the normalized second moment is

E[RZ(1)] = N Té(1+a?) + 1/2(E(Y|No trans)]? + 1/2[E(¥[trans)]?

-
*

Thus the variance is

Var R, (1) = E[RZ(T)] - B[Ry (D)1

2

= N T8(1+a?) + A 7 [0, (1) =g (1) ]

E/N

2 O 2
= N _Té§{1+a”) {1+————— [L_(T)-g, (T)
o §(1+a%) B At
A : 2 ‘ .
= NOT (1+a )hA(T) {(1.10) .l
where
2 2 ”
lA(T) =217 {1+(1+a)"] for 0 < T < & .
2 2 o !
26°[1+(1+a)”] for §'< 1 < 1/2-6 &
2 2 i
2[8(1l-a)+a(1/2-1)1% + 2(1/2-1)% (1+a)? X
for 1/2-8 < T < 1/2 (I.11) o
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For the Type B detector, similarly,

i

(a1)2g, = EIR (1)1 = 1/2[B(X|trans) E(¥|trans)

+ E(X|no trans) E(Y|no trans)]

I~
~

= (AT)? [Tl(1-27)+(1+a) (1-47)] for 0 < T < &

S[(1-21)+ (1+a) (L-41)] for § <

A
]
A

< 1/2-8

|

. \ for 1/2-6 < 1 < 1/2 (r.12)

S e -y

[§(l-a)+a(l/2-1)} (1-21)+(1/2~1) (1+a) (1-41)

i

var [Ry(T)] E[RB(T)] - E[R (1\]

BT
1/2 [A 7% (1~ 21)2+J%—1[A2T2a2(1)+N T6 (1+a )]
L

N
[Asz(l 4T) +~g }[A2T282(7)+N T8 {(1+a ﬂ
A4T4gg(r) (2.13)

where a(t) and R(t) are defined in (I.4) and (I.6). This can
be written as

{NOT)26(1+a2)

var [R,{1)] = > hg (1) ?
where - 5
. 2 i
s ([1+§§(1—2r)2][1+§~ ﬁﬂillf-] ) ;
- o o §(l+a”)
AL )T oE LE 627y 11 ) :
npit) = —{ l+—— (1-47) AR, - L LUK T ﬁ
77 7297 ” No 6(1+a2)]>
2 g2 (1)

-4 E_) B (T.14) Faur

\ (No 6(l+a2) / C

ok PR TR AL T S e R SR
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Now since the successive detector outputs are in-
dependent, either loop may be modelled as shown in Figure I.2
-where the noise cource is white with variance éivan by
({I.10) or {1.13). Baséd on the techniques developed in Ref 2.5
and 3:6it follows that the steady-state probability densicy

of the timing error t is given by

exp [~£(t)]/h(T1) (I.15)

m (1) 173
: J’ exp [-£(x)1/h(x) dx

-1/2

where

i

2 (T EIR(X)] _elf g
£ =% Ié Var [R(x) 19 = CJO h(x) 2%

where g(1) and h{t) are defined by (I.9) and (I.10) for Type .

and by (I.12) and (I.14) for Type B. Thus for a Type A loop

E/N
Cp = e s (1.15)
i\ KNOTS (1+a“) 2 (BLT) §{1+a*)
where® .- - S — - — -
_ EKAT
BLT %

while for a Type B loop

PO UNEE ORI Y PURESE SN

. ) 2
_ ' {ZAT) 2 _ (E/NO) :
Cp = 2. 2, 2 %
K(NOT) 6{l+a™) (BLT)6{1+a ) 1
i i 1
where" S : g 4
S 2
_ K(am™)
BT = 73

® R .

By, 1s the loop bandwidth which is proportional to the loop
gain. Note that this proportionality depends on A for Type A
loops and {AT)? for Type B.
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n(rt) Eln{(t)] = 0 var [n(t)] = var [R{T)]

T KF (s)
b g (1) ~

Ficure I.2. Exact Model of Type A and B Loops



Note that in the linear region (where g(x)/h(x) = x) the

1

exponent becomes approximately CT2/2 so that C — is the

approximate variance. Thus for high signal-to-noise ratios

N B
02 2 ol = 2L 125(14a%)]
A~ Ca )
a
62 » o=l o Do’y [25(1+a?)) '
B~ "B 22 2E/N

Plots of g(t) and 7m(t) are given in Figures 3.4
and 3.5 for some specific values of the parameters.
The average bit erfor probability is obtained by

averaging the conditional PB(T) by the density w{1). Thus

. 1/2 -
P, = J P_{t)Ym(T) dt
B. -1/2 B
1/2 : .
= 1/2 I {Q[#ZE/NO (1-27)] + Q[f2E/NO(l~4T)]} w(t) 4t
-1/2

(T.17)

The conditional PB(T) expression foilows from the fact that
the signal energy is E{1-2t) when no transition occurs and

E{(l-41) when it does occur. Plots of F; are given in Figure

3.6.
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APPENDIX IXI

Binary convolutional codes with a guaranteed minimum density

of code symbol transitions.

Assuming random zeros and ones from a data source,
the average density of zero-one or one-zero transitions in
the data stream will be .5 transitions per bit. If one is

interested in worst case transition densities however, the

all zeros or all ones sequence yields no transitions at all.

In communications systems which derive bit timing‘by observing -
transitions in the received baseband modulated data, a de-
crease in the density of tranaitions'results in an increase

in bit timing jitter.

The use of linear binary convolutional or block codes
does not solve the problem either. The all zeros data sequence
always results in an all zeros code sequence with contains
no *ransitions., In addition, for so called "transparent®
codes, the all ones data sequence produces an all ones code
sequence =~ again no transitions. .

Fortunately, in most cases transitions can be guaranteed
by simple bit-by-bit inversion cf cne or mere of the parity

symbol outputs of the encoder, and reinversion at the re-

ceiving end prior to decoding. For example, with a rate
1/3 code, one of the three parity generator outputs may be

inverted.
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Iﬁversion of one or more of the code symbols makes the
code nonlinear, but the code distance properties - hence the
coding performance - does not change.

A convolutional encoder, being a finite state machine,
has an input-output relationship which can be described by a '
state diagram. For example, the state of a rate l/n code is
.the contents of the first K-l encoder shift register sg=ages,
where the code constraint length is K. Sets of n code symbols
are assigned to each state transition corresponding to the n
encoder outputs produced for the éiven state *transition.

The density of code symbol transitions produced by
I information bits is the number of code symbol transitions
in a given L state path in the state diagram, divided by nL.

The minimum densitv 1. state path is that path containing the

minimum number of symbol transitions. For a given code it is
' bossible to datermine the symbol transition density of the
minimum density L state path as L approaches infinity. As
long as this trénsition density is non-zero, we can guarantee
a minimum density of code symbol transitions regardless of

the data source output sedquence. Furthermore, the minimuﬁ
transition density code sequence is pe;iodic‘with period less.
than n2X.  The periodicity éuarantees that it is impossible to
have a long span of code symbols with transition densities

less than the minimum average density.
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As an example, for the K = 7, rate 1/3 code given by
Odenwalder (Ref. 3.7) and one parity generator output comple-

mented, the minimum density of code symbol transitions is

+22, or two transitions per 9 code symbols.

e R A AT e L g S 1‘,"

i
ik
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i
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APPENDIX IIX

Lock Detector Statistics

IIT.1 Detectability of Luck  Indication

e g

The locﬁ detector described in éection 3.6. forms the
magnitude of the bit detéctor output and accumulates it over
N symbol times. In additive whiéé Gaussian noise, when per-
fect lock is achieved, the mean value of the magnitude of .

the bit detector output is

<ol - g e o

= _2_ —E/No )EE - 2E

e T

where Q is as defined in Appendix I and the noise variance
is normalized to unity, without loss of generality. Now for

small E/Ng, this becomes approximately

. p) E
E Xl l = m (l + 2-1\-1_ )
i

o

In the out of lock condition, the bit detector

responds essentially only to noise. Then its magnitude

per symbol has mean

o] -0

5 = z -
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The second moments. in the two cases are

¢ [a] g S el

2E
-*1+-ﬁ-5-

and

L2 _ 1 « _ '
Pl = o L

Ihnis the respective variances are

-

- = - Iyz = (1 - 2) 4 2E 4
sy, = 5040 - @Dt e (12 2) ¢ 2 (g

and _ T

var ([xo]) = B(|x 1% - E]x,? =1 - %—

For the false alarm and detection probabilities, bas=ad
on the accumulated sum over N symbol times, classical radar
techniques (Ref., 3.11) The key parameter is the detectability,

defined as

D=(NE [x1] - NE I%)"

N var |x_|

2 2
= Z(28/N8 )2 N
.T_I...._J.._.......Q..z_...__ E/NO << 1

o
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III.2 Ambigious Lock

PR TR ol Ll

For ambigilaus lock determination, as described - =
in Section 3.4, we compare two bit detectors displaced by
1/2 bit trom one another. The correct position will have

mean as before

4 . b2 '
Elx3} = W’F (1 + 2E/N_)
while the incorrect (ambigious) lock position will have

mean

E|Xy| = % (1 + E/N_)
since its effective energy will be only half as large
(since with random data it responds to signals only half
as often)., Then the probability that the accumulated
incorrect {(ambigious) lock detector output will be greater

than the correct accumulated output is

!

i=1

. . ’ ) N '
Py = PI(Z Fry S iZ:J'. Xai)-

Q (\!N(Elxll - elx_)? /[2-—(4/1r)])

where E[Xi] - Elxg] = 4,] 2/7 (E/N_)

1 -x?
And approximating Q(X) 3 5 © /2

we have - "TliiT (E_)z
2(m- N
1 o {random data)
Pa 2 3 ©
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If the data has only 10% transisions (worst case

to be assumed), then

EIXaI = ‘4%.(1 + loggo) {worst case)

vhich results in choosing the incorrect lock position with

probability _ - ll }i 2
P_ % % e 2(F-2) {10 N 'worst case)

At E/N, = —-5dB, this means that the number of symbols

accumulated must be made at least

N =2 246 {worst case)

in oxder to keep P, < 1075,
In contrast with random data, at the same SNR and for the
same B, , we need only '

Nz 203 {(random data)

The probability of ambigious lock is acttally smaller
than P_, because not only must |X_| be greater than |X,[,
but in addition |X_| - [X;| must be greater than some thres-

hold, as described in Section 6.
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APPENDIX TV

LINEARIZED MODEL ANALYSIS OF A

DIGITAIL PHASE-LOCKED LOOP

This appendix contains an analysis of the linearized

digital phase-locked loop of Figure IV.l. Stability criteria,

the phase error due to deterministic inputs, and the phase

error variance due to noise are determined.

iv.1 Stability Analysis

Figure IV.2 gives the Z-transform model of the

tracking loop of Figure IV.1l. The closed-loop transfer

functicn of the linearized model is

_ _PF(2)
1+PF(Z)

H(Z)

®'pz L[1-(1-a')z 1]
1-22"% 4+ Bz72

where

A=2 - K'P

1 - (1-a")X'pP
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Independent Gaussian Samples
Mean = 0

Variance = Ué

N
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Figure IV.1. Linearized Digital Second Order Phase-Locked Loop Model
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For stability, the poles of the closed-loop transfer function
must be within the unit circle. Figure IV.3 shows the loci
of these poles as the loop gain K'P is varied. This figure
is drawn for 0 < a' < 1 which can be shown to be necessary
for stability. Both poles are at +l1 when K'P = 0. 2As

K'P increases they split and follow the circle shown. At

K'P = 4a', the poles remerge and with further increases in
K'P one approaches +1 and the other approaches -=, Thus,

the system is stable if and only if

0 < a' <1 (IV.4)

0 < K'P < 5 (IV.5)

We assume that these equations are satisfied throughout this
appendix.

The stability criterion of a first-order loop (a' = 0)
can be obtained from Figure IV.3 or Eguation IV.5 with al= 0.

In this case the system ig stable when 0 < X'P < 2,

Iv.2 Deterministic System Response

Since this is a linearized system we can treat the
effects of the signal and noise inputs separately. Thus,
the phase error response to an arbitrary phase and frequency

input ¢k =g + kB is
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=
15

o
1

[1 - H(Z)] 6(2)
__ a-zhH? _a_, gzt ]
1-az L + 8272 j1-z7t  (1-z7hH?

1

o+ (B-a)Z
1-22"%1 + Bz~

5 (1V.6)

The sequence of outputs corresponding to (IV.6) can be
obtained, but it depends on the location of the closed-loop
poles and the general expression is uninformative. However,

the final value can be obtained as

lim ¢_(k) = lim (1-271) ¢_(2) = 0 if a'K'P # 0
ko 21
So, as expected, this second-order loop can track phase and
frequency inputs with zero steady-state phase error.
For a first-order loop (a' = 0) H(Z) reduces to
K'pz t

H(Z) = — (IV.7)
1+ (K'pP-1)2

and the ra2sponse to a phase and frequency input is

-1
L + |e v B2 (IV.8)

1+(K'P-1)Z 1-%

b (2) =
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Solving (IV.8) for the sequence of phase errors gives

o t k=0
¢S(k) = (IV.9)
By k% s B ks
(a KIP) (l K P) + KIP ! -
Since
lim ¢_(k) = =5
Koo s K'p

a second-order loop is needed to track frequency inputs.

Iv.3 Phase Error Variance

The transfer function from the noise input to the
phase error signal is -H(Z}/P. 8o the effect of noise alone

is to produce a r.indom phase error ¢n with variance

o -1
var (¢) = -3 ;ﬁn(zm(z hy 2 az

_ 2 lp1-(1~a )zl [1-(1-a") 2] 4z
GN(K ) EZS ] 2wi

(1-2%2" +Bz"2) (1—AZ+}322)

Performing the contour integration around the unit circle

vields
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2 Y (14B) [14(1-a')%1-2(1-a")A

(1-B) [ (1+B) 2-a2)

var (4.) Ug(K')

A

2
g 1 ¥ ' _al
§ 2a'+K'P(1-a') {2-a') (IV.10)
P

(1-a')}[4-K'P(2-a")]

By compariéon with the corresponding gquantity for an analog
loop, the quantity in the large brackets of (IV.10) is equal
to two times the loop bandwidth times the time between
samples.

In Section 4 the time between samples is Ts' the

channel symbol time, and

Rf =T_ K

Thus

2a+KP(l—TSa)(2—TSa)

B, = |
L 2(1—Tsa)[4—TSKP(2-TSa)] i
+ KP -

s S (IV.11) :

;!?

- ;

From (IV.10) and (IV.ll) the inverse wvariance is i
i

2 :

_ P 1 :
oN L™s i

g By o
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