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Preface

The work described in this report was pertormed by the Mission Analysis Divi-
sion of the Jet Propulsion Laboratory.
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Abstract

This report provides a final, comprehensive description of the navigation of
Mariner 9 — the first U.S. spacecratt to orbit another planet. The Mariner 9 navi-
gation function included not only precision flight path control but also pointing of
the spacecraft’s scicitific instruments mounted on a two-degree of freedom scan
platform. To the extent appropriate, each section describes the pre-flight analyses
on which the operational strategies and performance predictions were based. The
in-flight results are then discussed and compared with the pre-flight predictions.
Post-flight analyses, which were primarily concerned with developing a thorough
understanding of unexpected in-flight results, are also presented.
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Introduction

W. J. O'Neil

Mariner 9 is the first U.S. spacecraft in orbit about
another planet. Launched from Cape Kennedy, Florida,
on May 30, 1971, Mariner 9 achieved orbit about Mars on
November 14, 1971, after a near-nominal interplanetary
flight. The spacecraft transmitted approximately 54 billion
bits of scientific data representing observations of Mars
while in orbit, including over 7,000 television pictures.
The mission ended on October 27, 1972, when depletion
of attitude control gas resulted in loss of attitude stabili-
zation and consequent loss of solar power and telecom-
munications.

This report describes the navigation of Mariner 9,
which included not only precision flight path control but
also pointing of the scientific instruments mountad on a
two-degree of freedom scan platform. Flight path controi
involved the determination of the spacecraft trajectory
(classically referred to as orbit determination) w.nd the de-
sign and execution of the propulsive maneuvers required
to effect the necessary changes in the trajectory. Radio-
metric tracking data provided by the JPL Deep Space
Network (DSN) were the principal data type used in the
orbit determination process. During the Mars approach
phase, optical tracking data were also used, but only on an

JPL TECHNICAL REPORT 32-1006

experimental basis. The optical data were obtaine.. by
imaging the Martian natural satellites (Phobos and
Deimos) against the star background with the spacecraft
television system. The JPL Orbit Determination Program
(ODP) operating in a Univac 1108 computer was the
primary tool used in the orbit determination process.

The required propulsive maneuvers were computed
with the JPL Maneuver Operations Program System
(MOPS), which also operated in the 1108 computer. Each
maneuver was defined by four “commandable™ quantities,
namely, the spacecraft roll and yaw twns required to
achieve the proper thrusting attitude, the engine ignition
time, and the velocity increment to be achieved. After
translation of these parameters into command words, they
were transmitted to the spacecraft by the DSN. A single,
1300-N (300-1b) thrust, bipropellant, liquid rocket engine
was used for all propulsive maneuvers.

Pointing of Mariner 9's scientific instruments involved
the design of the sequence of scan platform niovements
which would cause the instruments to observe targets
specified by the science investigators. Generally, a se-
quence was designed for a single orbital revolution begin-



ning at apoapsis and ending at the tollowing apoapsis.
with the majority of observations made near periapsis,
where the greatest resolution was achieved. The sequence
design further involved the precise specification of the
time at which cach television picture was to be shuttered.
The JPL Planetary Observation Geometry and Science
Instrument Sequence (POGASIS) Program operating in
the 1108 computer was we principal tool used for se-
guenee decign, The observation requests made by the
science investigarors and a precise prediction of the space-
craft trajectory based on the aforementicncd orbit deter-
mination process -vere tl e principal inputs to the sequc ce
design process. The outputs were instrument shutter times
and the required positions of the scan platform.

Mariner 9 navigation was the responsibility of the
Navigation Team within the Mission Operations System
(MOS). The Navigation Team was functionally organized
into seven groups. This report is similarly organized and
represents the final report of the in-flight and post-flight
activities of the Team. There is a direct correspondence
between the Trajectory, Science Sequence Design, Man-
cuver, Interplanetary and Satellite Orbit Determination
Groups and major sections of the report. The activities of
the Advanced Sequence Planning Croup are included in
the Science Sequence Design Section and those of the Op-
tical Navigation Measurements Group in the Interplane-
tary Orbit Determination Section. With few exceptions,
the contributing authors were members of the Mariner 9
Navigation Team.

To the extent appropriate, each scction describes the
pre-flight analyses on which the operational strategies and
performance predictions were based. The in-flight results
are then discussed and compared with the pre-flight pre-
dictions. Post-flight analyses, which were primarily con-
cerned with developing a thorough understanding of
unexpected in-flight -esults, are also presented. Each
major section is essentially self-contained, so that the
reader can easily focus his attention in the area of his
interest. The remainder of this introductory section pro-
vides a description of the Navigation Team operations
and a synopsis of the most significant navigation events.
The synopsis chronologically summarizes the mission
from a navigation standpoint and indicates where in th
report additional details can be obtained.

I. Navigation Team Operations

The Mariner 9 flight operations were conducted by the
Mission Operations System organization (depicted in Fig.

1), under the direction ot the Chiet ot Mission Operations
(CMO). The CMO was the final authority for most de-
cisions, although conduct of extremely critical operations
such as tho propulsive maneuvers required authorization
from the Mission Director. As illustrated in Fig. 1, the MOS
organization was functionally divided into two tiers: the
Navigation. Science Recommendation, Spacecraft, and
DSN Project Engineering Teams comprised the upper
ticr; the Command, Science Data, Data Processing, and
DSN Mission Operations Teams the luwer tier, During
orbital operations, the upper tier performed the day-to-
day, adaptive, mission planning, analysis, and sequencing
functions. The longer-range (i.e., more than 3 weeks
ahead) planning was performed by the Mission Analysis
and Engineering Manager and his staff, with extensive
support from the upper tier teams. These long-range plans
were finalized in 20-day segments known as cycles, which
established the framework within which the daily se-
quences were developed. The development of the daily
sequences by the upper tier was coordinated by the
Mission Sequer.ce Working Group (MSWG). The MSWG.
which w~s chaired by a member of the CMO’s staff and
included representatives from most organizational ele-
ments, successfully adjudicated nearly all sequencing con-
flicts and, thereby, largely determined the course of events
within each 20-day cycle.

At prescribed times each day, the upper tier delivered
to the lower tier the detailed spacecraft sequence of
events (S/C-SOE) and the command file to be executed
by Mariner O on its zenith/nadir revolution pair 3 days
and 1 day hence, respcetively. In other words, delivery of
the S/C-SOE preceded delivery of the corresponding com-
mand file by 2 days. In fact, the preparatiou for a given
revolution pair was a serial process of 68 days’ duration;
consequently, every stage of praparation was under way
for different revolntion pairs each day in assembly-line
tashion. The upper tier worked 7 days a week, and both
the Navigation and Spacecraft Teams worked two shifts
a day, but different functions were performed on each
shift.

The upper tier performed its functions essentially “off-
line” but was “on-line” to cffect final updates and monitor
propulsive maneuvers. In contrast, the lower tier was on-
line continuously (i.e., 24 h a day, 7 days a week) undis
the direction of the Assistant CMO — a position rotated
among five individuals. The Sequence Group on staff to
the ACMO generated the detailed operational sequence
of events bused on the S/C-SOE and other inputs. The
lower tier was r sponsible for transmitting the command
files to tie spacecraft, continuously monitoring the telem.
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etry and tracking data and effecting the delivery of these
data to the upper tier, preparing the science data records,
and providing the necessary computer support to all the
elements of the organization.

The key intertaces of the Navigation Team with the
other clements of the organization are described in the
following paragraphs, The principal functions of the Navi-
gation Team were (1) precise trajectory determination
and predic:iou, (2) design of the propuisive maneuvers,
and (3) design of the science sequences. The trajectory
estimates and predictions were used internally in the de-
sign of the maneuvers and science sequences, and they
were also exported in the form of Probe Ephemeris Tapes
(PETs) to the DSN Mission Operations Team and the
Science Data Team (SDT). The DSN NATTRK (Network
Analysis Team-Tracking) element used the PETs to
generate the (-acking station observable predictions.
NATTRK was also responsible for delivering the DSN
tracking data to the Navigation Team. The SDT used the
PETs for generation of the post facto estimates of the
coverage and geometrical observation conditions actually
obtained by the science instruments. This information
which was an essential element of the Supplementary
Experimenter Data Records (SEDRs), was mechanically
generated by the SDT using the LIBPOG Program (a
special version of POGASIS developed and maintained by
the Navigation Team — see Section II of Science Se-
quence Design) inputting the appropriate PET and esti-
mates of the actual scan platform pointing directions
derivec from spacecraft telemetry, As discussed in Satel-
lite Orbit Determination, very stringent accuracy require-
ments were placed on these “smoothed” PETs required
for the SEDRs.

In eswence, the science sequence design involved inte-
grating the experimenters’ ohservation desires into viable
scan platform observation sequences. The observation
desires, us formulated by the Science Recommendation
Team (SRT), were grossly compatible with the geometri-
cal constraints as a resuit of continuing interaction be-
tween the Navigation Team and the SRT. Through this
interaction, the Navigation Team kept the SRT apprised
of what areus would be viewable on future revolutions
and gained an early understanding of the SBT desires.
Because the Navigation Team's interface witk thc SET
was the most demanding, a staff position to the Naviga-
tion Team Chief — that of SRT HRepresentative — was
dedicated 10 coordinating this interface and representing
the Navigation Team in the MSWG. Six days before exe-
cution, the observation targets for a given revolution pair
were finalized and delivered to the Navigation Team.
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Based on prescribed obscrvation timics relative to petiap-
sis, the POGASIS Program was then used to tarxet ine
required scan platform pointing  directions. Constraint
violations uncovered in the targeting process, such as in-
sufficient time to slew the platform between observations,
were resolved by timing and/or target adjustments
negotiated through the MSWG. The final sequence tor a
revolution pair was defined in teni..s of observation times
and platform cone and clock angles, and was delivered
by the Navigation Team to the Spacecraft Team for 1m-
plementation 4 days before execution. The sequence evo-
lution process is described in considerable detail in Sci-
ence Scauence Design.

The Navigation Team controlled the Mariner 9 flight
path throngh specification of the propulsive maneuver
parameters to the Spacecraft Team, These parameters,
which uniquely defined each propulsive maneuver, were
the spacecraft voll and yaw turns, the AV to be imparted.
and the engine ignition time, Throughout the mission, the
Navigation Team adjusted the overall maneuver strategy
in accordance with the evolution of the mission objectives
and consiraints, as discussed later in the Synopsis. The
maneuver strategy determined when a maneuver was to
be performed and the targeting criteria for the maneuver
(e.g., the desired post-maneuver orbital period, periapsis
altitude, etc.). The precision targeting was performed
with the Maneuver Operations Program System described
in Section IV of Maneucer Analysis. The required inputs
were the latest precise trajectory prediction, the pre-
scribed ignition time, the targeting criteria, and pertinent
spacecraft characteristics. The spacecraft characteristics,
which were supplied by the Spacecraft Team, included
the muss and the thrust components in spacecraft coor-
dinates as a function of time from ignition and predictions
of thrust pointing and shutoff accuracy. The MOPS
output the required AV and eight roll-vaw tarn pairs, any
one of which would achieve the required thrusting direc-
tion. Plots of the traces of the Earth, Sun, and Mars in
spacecraft cone/clock angle were also output for each
turn pair. The Navigation and Spacecraft Teams jointly
analyzed these plots with constraint overlays to select the
best tumn pair. This process is further discussed in
Maneuver Analysis. All significant elements of the ma-
neuver desipy were presentzd to the CMO and Mission
Director for approval prior to implementation. it is note-
woithy that the monumental effort of the Navigation
Team required for precision flight path control (i.e., the
processing of literally thousands of tracking observations
to solve for tens of trajectory and mode! parumeters and

the development of the maneuver strategy requiring
exhaustive statistical analysis) distilled into four crucial



numbers (i.c.. the roll/yaw tan pair, ignition time, and
AV) delivered to the Spacecraft Team for execution of a
given maneuver.

The functions of the seven groups and three staff posi-
tions within the Navigation Team are summarized in
Fig. 2. Durinz; the orbital mission, the functions of the
Trajectory Group were absorbed into the Advanced
Sequence Planning Group when the latter group was
formed. The number of engineers that staffed each ele-
ment is indicaled. The computer programs used by each
group are described in the respective sections of this

report.

operated in the Univac 1108 computers, whereas the pre-
processing of the tracking data and the generation of
station observable predictions by the DSN were per-
tormed in the IBM 360/75 computers. The deliveries of
tracking data to the Navigation Team and of PETs to
the DSN were accomplished by hand-carrying magnetic
tapes between the computers, which were located on
adjacent floors of the Space Flight Operations Facility
(SFOF). The Data Processing Team coordinated these
data transfers: however, any technical problems with the
data were handled directly betwecen the Navigation Team
and NATTRK. Although considerable problems were
experienced in this tracking interface during pre-launch
testing, the interface worked quite well throughout the
flight. The Navigation Team and NATTRK closely moni-
tored the incoming tracking data on closed-circuit TV
displays of the raw data being received over teletype and
the pseudo-residuals of the data, which were computed
based on the tracking predictions in the 360/75 computer.
The pscudo-residual displays were also used for realtime
monitoring of the propulsive maneuver through the
doppler signature.

The POGASIS program runs for science sequence de-
sign were run from remote 1108 demand terminals located
in the Navigation (Nav) Area. The graphical display
capability of these Tektronix CRT terminals was essen-
tial to rapid sequence design. It provided an immediate
display of the predicted coverage, which the POGASIS
engineer would inspect to jndge what changes should be
made in the waquence parameter inputs. He would onter
these changes at the keyboard and obtain a new coverage
display. This procedure would be repeated until a satis-
factory sequence was obtained. The Tektronix terminal
also provided hard copies when desired; these were par-
tiewlarly useful when it was necessary to discuss a cover-
age problem with people in a Jifferent location.

4

In general, and with the exception described above, all
Navigation programs were loaded at the Univae 9300
remote bulk terminals by the Data Processing Team
(DPT) in an area adjacent to the Navigation Area. The
DPT was responsible for picking up the run decks from
the engineers in the Nav Arca and delivering the output
to them. The DPT controlled Tektronix access to the
1108 also. They cooperated to the fullest possible extent
in serving the computing needs of the Navigation Team,
and in fact, the 1108 computing priorities were essentially
established by the Navigation Team Chief or his 1epie-
sentative. It was found that the runs to be loaded into
the 1108 had to be very judiciously selected in order to
maintain a run mix in the 1108 core and backlog com-
pitible with the aulumatic job swapping of the 1108
Executive. The difference in the ratio of throughput time
to central processor unit (CPU) time between judicious
and indiscriminate loading could easily be as high as
a factor ot ten — that is, the ruliv would increase from

3 to 30.

The most serious ;108 problem for the Navigation user
was created when the 1108 Executive system was en-
larged to the peint that 130K words of core were no
longer available. The Navigation programs were tailored
to require no more than 65K words, so that two of them
could co-reside in core based on the original allocation of
130K words to the user programs. Consequently, few of
the Navigation programs could co-reside, and the judi-
cious loading became even more important. Another
problem was the lack of a roll-out/roll-in capability
whereby the load on the 1108 could have been imme-
diately reduced by entire'y removing selected jobs,
completing a very high priority job(s), and then retum-
ing the removed jobs to continue computation at the point
of interruption. In critical situations, it was necessary to
“kill” jobs in order to expedite those of higher priority,
and those “killed” had to be restarted later from the
beginning. However, in spite of these problems, the over-
all performance of the 1108 was truly excellent from a
Navigation standpoint throughout the mission,

Il. Syncpsis of Navigation Activity

A chronological summary of the most significant navi-
gation events is presemted in this section. ‘ithe loss of
Mariner 8 due to a launch vehicle failure resulted not
only in the redesign of the desired orbit about Mars to
accommodate the objectives of both Missions A and B
into the single mission remaining but aiso in an increased

emphasis on reliability. Virtually all the ground-based
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resources (e, manpower and cquipment) planied Qo
the two missions were retained and concentrated on the
single spacecratt, This resulted in essentially continuous
tracking coverage ot Mariner 9 trom Launch through the
end of the primary orbital mission. A shght relaxation of
the tolerances on the desired Mars orbit was negotiated
with the Scientitic Investigators i order to utilize a
mancuver strategy which would achieve tie tinal orbit
with a single in-orbit trim maneuver rather than the two
trims previoushy planned. The elimination ot the second
in-orbit trim prior to the exccution of the primary scientific
mission was considered a very signiticant reduction in
risk. since any propulsive manemver could result in a
catastrophic talure.

Mariner 9 was hancbed by Atlas/Centaur AC-23 trom
Complex 36B at the Air Foree Eastern Test Range
(AFETR) on May 30, 1971, at 2223 CMT, about 6 min
into a I-h Taunch window. Details of the launch trajectory,
which was very near nominal, are given in the Trajectory
Description. Estimates ot the Centaur trajectory trans-
mitted to the Navigation Team by voice and telety pe from
the Real Time Computer Complex at AFETR during the
first hour after launch irdicated that the trajectory was
sufticiently near nominal for the already generated nomi-
nal DSN predicts to be adequate. (The estimates were
based on tracking the Centaur C-band beacon from
Antigua and Ascension Islands.) This was later confirmed
by the first precision orbit determination by the Naviga-
tion Team bused on DSS 51 doppler and angle data from
the spacecraft. At this point, it was clear that the first
midcourse planned for 8 days after launch would easily
remove the launch guidance errors and bias.

During the near-Earth mission phase, a member of the
IDSN Network Analysis Team (NAT) resided in the Navi-
gation Team to expedite the production and transmission
of the DSN tracking predicts and the receipt of teacking
data. Also, Because of probicins eapriicined by the D3N
during pre-launch testing in preprocessing the tracking
data in the 360/75 computers, tracking data tapes were
generated in parallel on the 7084 system tor the first few
hours of the flight. Fortunately, the 3680/75 performed
satisfactorily in producing the tracking tapes during this
phase, and the 7084-produced tapes were not required.

Since the scan platform unlatch and engine venting
would perturb the spacecraft trajectory, these events were
communded 1 day after launch to (1) provide an unper-
turbed, 1-day. near-Earth tracking arc to obtain a reason-
ably gand orbit solution, (2) provide a 5-day arc for the
orbit re-determination upon which the midcourse would
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be based, and (37 preciude the perturbation on the post-
midcourse trajectory.

Following the unlatch and venting. the Chief of Mis-
sion Operations requested tor logistical reasons tiiat the
midcourse be advanced to launch plus 5 days. Because the
orbit determination was going exceptionaliy well — the
quality ot the data fits was signiticantly better than ob-
tained on previous planctary missions — and the expected
mancuver execution error would dominate the expecte
OD error, the Navigation Team concurred. At midcourse
minus 12 h, the orbit solution for the final first mid-
course design was selected, This solution estimated solar
pressure components and station locations in addition to
state. The excellence of the data fit, coupled with the
reasonableness of the solution parameters, gave high con-
tidence in the solution. The pre-midcourse orbit deter-
mination activity experienced no significant difticulty.
Early ranging data again proved their value in that the
differences between the doppler-only and doppler-plus-
range solutions facilitated the identification of data biases,
(See Sections C1 and C2 of Interplanetary Orbit Deter-
mination for details.)

The tirst midcourse design was an integral part of the
overall mancuver strategy. The predicted orbit insertion
crrors were much too large to permit inserting directly
into the final desired Mars orbit within the tolerances
specitied. Consequently, the strategy was to insert into an
initial orbit that would tacilitate achieving the final orbit
with a single orbit trim maneuver in most cases. The final
desired orbit orientation and periapsis altitude could be
satisfactorily achieved at insertion, thus requiring the
single trim only for orbital period adjustment. The target
value of the initial orbital period was to be 12.5 h, and the
arrival time at Mars was to be such that the first periapsis
passage would occur 2.5 h beiore the middle (i.e., zenith)
of the Goldstone view period. This would ensure that
even m the presence of dispersions as high as 3 o, the time
of periapsis passuge on subsequent revolutions would
migrate quickly into the 1-h window following Goldstone
zenith. At the periapsis occurring within this window, the
single trim would adjust the orbital period such that every
other subsequent periapsis would occur within the win-
dow throughout the primary mission.

‘The orbit insertion was to be a coplanar maneuver of
1610 m/s turgeted to the 12.5-h period and a periapwis
altitude of 1300 km, with the B-magnitude of the ap-
proach trujectory targeted to maximize the resulting
apsidal rotation of the orbit in the presence of disper-
sions. To ensure rotation greater than 138 deg with high




probability, the target value ot B-magnitude was selected
as 8200 km, with the understanding that the periapsis alti-
tude target would be allowed to tloat upward (and would
not he corrected after insertion) for actual approaches
above 8250 km.' This strategy is illustrated in Fig. 4 of
Maneurer Analysis.

The foregoing dictated the aim point for the midcourse.
namely, a B-magnitude of 8200 km and an inclination to
the Mars equator of 65 deg. The predicted accuracy was
such that a planetary quarantine bias was not required.
The arrival time target of November 14, 0029 GMT, was
intentionally biased 25 min late so that the likely second
midcourse 20 days before encounter would be a 2-m/s
maneuver along the approach direction. Small adjust-
ments in the maneuver direction would produce the re-
quired correction of the B-magnitude error from the first
midcourse. This technique would minimize the second
midcourse execution errors by orienting the dominant
error source (i.e., the fixed shutoff error is dominant for
small maneuvers) nearly perpendicular to the B-magni-
tude gradient. The B-magnitude was by far the most criti-
cal delivery parameter, and the stress on this parameter
will be evident throughout the interplan stary phase of
this synopsis. The probability that a second midcourse
would be necessary to achieve the required B-magnitude
accuracy of 350 km was estimated to be 409% at the time
of the first midcourse.

The launch injection aim point had been selected to
satisfy two constraints: (1) a propulsion system constraint
that the first maneuver exceed 5.6 m/s, and (2) the con-
straint to utilize a maneuver direction such that the low-
gain spacecraft antenna would point to Earth, providing
engincering telemetry during the motor burn. These con-
straints required biasing the injection aim point over
40,000 km and the arrival time about 1 day late. The aim
point bias easily satisfied the planetary quarantine con-
straint and cnrresponded to a nominal midcourse of about
8 m/s.

On the third day after launch, the Navigation Team
Chief presented a review of the cverall maneuver strategy
and the preliminary first midcourse design to the Mission
Director for his approval. Following approval, the man-
evver parameters were transmitted to the spacecraft and
stored in the central computer and sequenc-r (CCAS). The
orbit solution selected for the final design on the day
of the maneuver indicated B°T = 26312 lm, B‘R =

'See Section Il of Trejectory Description for definition of B-plane
parameters.

19.839 km, and arrival time = November 14, 1935 GMT,
corresponding to a Centaur injection error of slightly more
than 1 «. The OD uncertainty (1 o) was 119 km — well
within the Project-specified accuracy requirement of 250
k. A 6.731-m/s mancuver was designed to achieve B-T
= 5473 km, B*R = 6108 km, corresponding to the B-
magnitude of 8200 km and inclination of 65 ¢z, and the
arrival time of November 14, 0029 GMT. The spacecraft
CC&S was updated accordingly, following the finul com-
mand approval conference. The muneuver was executed
as planned. During the motor burn, realtime monitoring
ot the doppler shift indicated that a near-nominal man-
cuver was executed.

For a tew days following the midcourse, orbit deter-
minations were performed daily to gain confidence that
the maneuver had, in fact, been normal and, therefore,
no corrective maneuver would be required until the
scheduled  second  midcourse.  Full confidence was
achieved when fitting post-midcourse data with an ex-
tremely loose a priori estimate produced satisfactory re-
sults. It was then known on the basis of radio tracking
alone (i.e., no reliance on telemetry) that the midcourse
execution errors were less than 12 o. The execution errors
could be fairly well determined at this point by differenc-
ing the pre- and post-midcourse orbit solutions since the
major errors in the orbit determination process would be
common to the pre- and post-solutions. Thereafter, the
Navigation Team updated its estimate of the trajectory
weekly during the interplanetary cruise.

Shortly after the first midcourse and periodically there-
after, the Navigation Team designed an orbit insertion
mancuver which would place the spacecraft in a 12-h
Mars orbit based on the current prediction of the en-
counter conditions. The maneuver was then loaded into
the spacecraft CC&S along with a repetitive orbital sci-
ence instrument sequence which would provide the best
chance of obtaining some orbital science data in the event
command capability was lost before encounter. See Sec-
tion 1X of Maneuver Analysis for details regarding the
design of this “automatic™ insertion maneuver.

Because the actual first midcourse execution errors
were known to be small and the orbit determination un-
certainty in B-magnitude was only 119 km (1 o) at the
time of the maneuver, the probability of needing the
second midourse dropped considerably based on the
formal statistics. However, the necessity of fully preparing
for the second midcourse was unchanged. The Mars ap-
proach trajectory was to be controlled to 350 km (3 ¢) in
B-magnitude, corresponding to a periapsis altitude error
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of 300 km. The pre-tlight allocation of this tolerance was
“equally” divided between orbit determination and sec-
ond midcourse execution — 250 km (3 ¢) each. Because
of the special biasing of the first midcourse to minimize
the errors of the second as described earlier, the execu-
tion errors would now be negligible relative to 350 km.
Consequently, the entire 350-km tolerance could have
been reallocated to orbit determination. However, the
emphasis during the interplanetary cruise would be
placed on gaining a thorough understanding of the po-
tentially serious orbit detarmination error sources both in
the tracking data and the model parameters in contrast
to “beating down” the formal statistics.

Because of the potential second midcourse, the Naviga-
tion Team had to be prepared to accurately redetermine
the approach trajectory using only the medimum arc of
radio data obtained during the last 18 days of approach.
This would ensure detection of any maneuver execution
anomalies and would also provide a solution insensitive
to unmodeled nongravitational forces on the spacecraft.
At 8 h before encounter, an orbit solution was required to
effect the final adjustment of the orbit inserti~.. naneuver
commands. In fact, the requirement tha* ..c B- agnitude
uncertainty was not to exceed 30 km (. .- > - time was
the most stringent interplanetary orbit determination
iaccuracy requirement.

The medimum-arc orbit solutions would be particularly
susceptible to DSN station location errors. Although the
approach Optical Navigation Demonstration was ex-
pected to obtain very accurate estimates which wouid be
fully independent of radio error sources, these estimates
were experimental and could not be relied upon to navi-
gate the spacecraft. Consequently, the DSN Inherent Ac-
curacy Group, supported by Navigation Team personnel
mounted an intensive effort during cruise to obtain the
best possible station locations for use with the planetary
ephemeris being developed for encounter activities.
Station locations are intimately tied to the planetary
ephemeris. JPL planetary ephemeris DEBD, which wus
developed for Mariner Mars 1960 encounter operations,
was used in the design of the first midcourse. Because
secular drifts were observed in the DE6® Mars ephemeris
based on radar ranging to Mars since its release, a new
ephemeris was to be developed by the JPL Ephemeris
Group for Mariner 9 encounter based on the DEGS data
set plus pertinent optical and radar data obtained since
1909, including Mars radar data to be obtained during
cruise. Station location estimates would be obtained by re-
processing the encounter tracking data from all previous
Mariner missions for each interim ephemeris produced
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by the Ephemeris Group in order to evolve the best pos-
sible locations and ephemeris for encounter.

Throughout interplanetary cruise, orbit solutions for a
variety of data sets and solution vectors were analyzed,
and the effects of mismodeling certain key parameters
were studied. This approach would ensure obtaining the
best orbit estimat~ for the second midcourse by identify-
ing the optimum data set and the most reliable model
parameter values Orbit solutions were released weekly
for generation of DSN tracking predicts and to keep other
clements of the Project apprised of the current hest esti-
mate of the encounter conditions. Trajectory geometry
data were supplied to the Spacecraft Team regularly for
their telecommunications and celestial reference system
performance analysis and prediction.

Cruise activities went smoothly until September 15,
when one of the spacecraft attitude control system (ACS)
roll jets failed to close properly after firing. The resulting
gas leak produced a continuous torque large enough to
prevent the spacecraft from returning to that side of the
limit cycle which would cause another firing of the leak-
ing jet. Consequently, ground commands were sent to
switch the spacecraft ACS from celestial to inertial mode.
which would result in the firing of all jets once again. As
hoped for, this resulted in the leaking jet reseating pro-
perly after firing, indicating that some particle had been
caught hetween the valve and its seat during the previous
closing movement. While leaking, being unbalanced by
its companion jet in the couple, the jet produced a serious
translational acceleration on the spacecraft. The accelera-
tion was serious not in ‘erms of its perturbation of the
actual trajectory but rather because of its potential effect
on the estimation process. Such accelerations, if not very
accurately modeled, can cause substantisl errors in the
estimate of the encounter conditions. Since t..e accelera-
tions could not be very well determined from the tracking
data, accurate modeling was unlikely. The corrective ac-
tion described above was, therefore, required not only to
arrest depletion of the limited supply of ACS gas but also
to avoid serious errors in the estimation of the encounter
conditions.

The jet leaked sporadically throughout the remainder of
the flight, as illustrated in Fig. 20 of Interplanetary Orbit
Determination. Whenever it did not clear itself shortly,
the corrective commanding was used, and, consequently,
the encounter conditions were not significantly affected
nor did any serious loss of gas occur. For the remainder
of the mission, the Spacecraft Team provided the Naviga-
tion Team with estimates of the unbalanced force pro-



dvced by ACS leaks based on their telemetry analysis, As
a result of the collaboration of the Navigation and Space-
craft Teams in analyzing the “leaky” jet. it was also con-
tirmed that another jet had a very small, constant leak
within spee since launch, This had been suspected carlier
hecause of the secular behavior of the solutions for solar
pressure coefficients, as seen in Fig, 12 of Interplanetary
Orbit Determination. A discussion of the handling of the
accelerations induced by the gas leaks in the in-flight
orbit determination process is presented in Interplanetary
Orbit Determination. Post-flight studies of this problem,
including the use of advanced filtering techniques and
dual station tracking, are also described there.

The estimates of the encounter conditions were quite
sutble throughout the cruise phase. As the scheduled date
tor the second midcourse approached, October 19 was set
as the date to decide whether or not the maneuver should
be jerformed. The orbit estimate was, of course, critically
important to this decision. Fortunately, a long, unper-
turbed da:a are up to September 15 was available. When
station locations were included in the solution vector, the
longitudes moved about 7 m from the pre-flight value —
considerably more than the a priori uncertainty. This was
not of immediate concern, since encounter estimates ob-
tained with long data arcs would be insensitive to station
location errors. It was also known that the gas leaks could
not have changed the actual encounter conditions a large
amount. The main concern was the selecticn of un orbit
determination strategy which would take full advantage
of all the data available, including those obtained after
the large sporadic leak started, without allowing the leak
accelerations to corrupt the estimation process. After con-
sidering several alternatives, it was decided that the best
strategy would be to (1) solve for the small constant leak
acceleration since launch and the solar pressure coeffi-
cients using the long arc prior to the sporadic leaks, (2) in-
put the values obtalisnd in (1) and the Spacecraft Team
estimates of the spo..:dic leak accelerations obtained from
telemetry to the trajuuiory model, and (3) then obtain a
state-only solution for the entire data arc to date. Based on
(1) tue resulting solution, (2) indications that the yet-to-
be-delivered new ephemeris would reduce the B-magni-
tude estimate by about 50 kin, (3) the possibility of
additional sporadic gas leaks, and (4) lesser factors, the
B-magnitude estimate was set at 8235 130 km. The 100-
km tolerance was not a statistical quancity but rather a
conservat:ve judgment of the maximum smount the esti-
mate could reasonably change between then and near-
encounter (i.e., before significant trajectory bending due
to Mars gravity) based on all known error mechanisms
and th~ additional information (e.g., tracking data) to be

gained. The 1o uncertainty in the estimate was con-
sidered to be 95 km. See Interplanctary Orbit Determina-
tion tor additionai details.

During cruise, the Scientific Investigators  became
more concerned over the lack of an upper bound on peri-
apsis altitude and negotiated a requirement that periapsis
altitude be controlled to lie buo cen 1200 and 1500 kin.
They turther specified a preference tor an apsidal rotation
of 140 deg instead of the maximuin possible. The maneu-
ver strategy was modified accordingly. To maximize the
probakility that one in-orbit trim would suffice, the prob-
ability of requiring a periapsis altitude correction had to
be minimized. This was accomplished by setting the alti-
tude target at 1350 km — in the middle of the acceptable
range — since the dispersions in altitude were essentially
symmetrical. There was now a small but significant
chance that an altitude trim would be required. In this
event, a threet=im sequence would be performed: the
first 1 second trims would correct the orbital timing
and the third the periapsis altitude. The correlation be-
tween post-inacrtion period and periapsis altitude was
such that if altitude was out of tolerance, it was very
likely that the period error would be so large as to re-
quire two timing trims. For B-magnitudes between 8150
and 8250 km, t".e apsidal rotation of 140 deg vould be
t ‘rgeted by varying the insertion AV as illustrated in Fig.
4 of Maneuver Analysis. Fortuitously, the new require-
ments and maneuver strategy preserved the optimum
B-magnitude close to 8200 km — the first midcourse
target.

In support of the second midcourse decision, the trade-
off data presented in Table 5 of Maneuver Analysis were
generated based on the orbic solution described earlier
(i.e., B = 8235 km). It is seen in the table that very little
would be gained by performing the manenver. The 25-
min arriva! time bias, introduced with the first midcourse,
could be compensated for by simply targeting to a
slightly smaller orbital period. On October 19, the Navi-
gation Team recommended that the second midcourse be
cancelled, and the Mission Director approved.

Because the second midcourse was 1ot required, the
long-arc orbit determination techniques cuuld now be
utilized to obtain the encounter estimates to be used in
computing the Mars orbit insertion maneuver commands.
It was no longer necessary to rely on the medium, 18-day
tracking data arc as originally planned. Anticipation of
this circumstance had not, however, mfluenced the second
midcourse decision. All elements of the flight operations,
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including the Navigation Team, were tully prepared to
. upport the second midcourse if necessary.

Attention was now focensed on preparing for the orbit
insertion. A series of well understood, stable, long-arc
solutions existed. It was anticipated that there would be
recurrences of the large, sporadic gas leak: however, these
would not significantly perturb the actual trajectory. Only
a near-catastrophic event on board the spacecraft (e.g.,
rupture of a pressure vessel) or a large ephemeris error
could invalidate the fidelity of the present estimate.

According to plan, the DSN Inherent Accuracy Group
had been processing encounter tracking data from prev-
ious Mariner missions to obtain the best set of station
locations to use with the new planetary ephemeris, DE78.
Develo~ment Ephemeris DE78 was now available; how-
ever, t:.e Navigation Team was awaiting the correspond-
ing new station locations before incorporating DE78 in
the navigation operations. In spite of very substanti.!
efforts, the DSN was unable to obtain a Locacion Set
(LS) that agreed satisfactorily with #ach previous mission.
Furthermore, the intense scrutiny revealed that this prob-
lem existed for all ephemerides under consideration, in-
cluding the current standard, DE69. This was the most
distressing problem experienced in the interplanetary
navigation operations. However, since it was no longer
necessary to rely on the medium arc for the orbit insertion
command generation, the station location problem was
not of immediate concern. Medium arcs would now be of
prime importance only in the event of a spacecraft failure
capable of significantly perturbing tue actual trajectory.
It was decided that station location set 1835, which was
based on uncalibrated Mariner 6 encounter tracking data
and DET78, would be the best set for the Mariner 9 short
arcs. The station location problem is discussed in detail
in Section D of Interplanetary Orbit Determination.

On November 1, 1971, DE78 and LS35 were incorpo-
rated in navigation operations. As anticipated, DE78
caused the B-magnitude estimate to drop about 50 km
into the 8200-8220 km range, as illustrated in Fig. 11 of
Interplanetary Orbit Determination. Medium-arc solu-
tions were obtained in addition to the long-arc solutions
throughout the approach phase (i.e., the last 18 days be-
fore encounter). This gave maximum possible assurance
that if any further problems developed, they would be
detected because the difference in arc length would make
the solutions sensitive to different error sources. Although
statistically consistent with the long-arc solutions, the
medium-arc solutions were unstable, exhibiting changes
in B-magnitude of over 200 km. Nevertheless, an oubit in-
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sertion manenver based on v ot the credible medm-
arc solutions would have been satistactory.

At 5 days betore enconnter, the contingency “auto
matic” insertion mancuver in the CC&S was replaced with
the insertion commands for the standard orbit insertion
and trim sequence, The insertion commands had been
computed using the maneuver strategy described carlier
and an orbit solution having a B-magnitude estimate ot
8203 km. This solution (POSTMC-42-A) was obtained
with the long arc ot doppler and range data o encounter
minus 7 (E—7) days employing the same technique used
to obtain the second midcourse decision orbit, as de-
scribed earlier. POSTMC-42-A was selected because the
long-arc solutions were well behaved, and it was clear
that the sporadic gas leak could not have altered the tra-
jectory significantly. The mancuver strategy had been
well established and approved earlier. and the command-
able quantities for the insertion maneuver were computed
routinely. Details are provided in Mancuver Analysis.

The next update of the orbit insertion commands was
scheduled for the day before encounter at about E
—24 h. In addition, there was to have been an opportunity
to update all four maneuver parameters (i.e., turns, igni-
tion time, and AV) based on tracking data to E—12 h and
an opportunity to update AV only based on data to E
—86 h: the commands would be prepared, approved, and
transmitted by E—6 h and E—3 h, respectively. The
final AV update incorporating tracking data to E—6 h
would allow the orbit determination process to begin to
“see” the Mars gravity bending the trajectory and, there-
by, significantly reduce the B-magnitude uncertainty. The
navigation design for the Mariner 1371 mission was, in
fact, based on reducing the B-magnitude uncertainty to
150 km (3 o) by tracking to E—6 h and then updating
the AV command to achieve an accurate orbit insertion.
However, following the E—5 day update, the Mission
Director declared for reliability reasons tha. the E—24 h
update would be the last. The later updates would be
used only if mandatory to save the orbital mission.

After the E-5 day update, shoii-arc orbit solutions
were obtained in addition to the medium- and long-arc
solutions. The short-arc solutiuns would best “see” the
gravity bending near encounter and, therefore, detect
any serious Mars ephemeris error. The optical-based solu-
tions would detect an ephemeris error much earlier, but,
as mentioned before, they could not be depended upon.

A few days before encounter, it was learned that the
Mars radar data taken during the summer, which were

. kg bk j T

P



[t 3%

T e

-

included m the DE78 data set, had a 1-s timing error. The
t.phemeris Group immediately launched a crash ettort to
generate a new ephemeris with the data error corrected.
The new ephemeris, DET9, was produced in 1 day and was
tound to increase the estimate of B-magnitude by about
30 k. Since it was clear that DET9 was very little difter-
ent from. and probably slightly better than, DE78, the
Navigation Team incorporated it into operations on
November 12, This “last-minute” ephemeris change was
made in order to obtain the best possible estimate of the
encounter conditions for the E—24h orbit insertion com-
mand update, The ditterences between the three ephem-
enides (DE69, DETS, and DE79) were sufficiently small
that the use of one rather than another would not in any
way jeopardize the mission. Therefore, the decision to
use DE79 was known to be of little consequence.

The long-arc orbit determinations were still clearly
superior to the medium arcs. The orbit solution selected
for computation of the “final” insertion command update
at E—24 1 indicated a B-magnitude of 8231 km. T}
changes in the other encounter parameters (i.e., inclina-
tion and time of arrival) were so slight that the significant
advantage of the update could be achieved by simply
updatinz the AV magnitude command by 3.7 wm/s to
1604.2 m/s. The maneuver commands presently on board
the spacecraft (i.e., those loaded at E—-5 days) would
result in a nominal post-insertion period of 12 h 32 min
based on the current B-estimate, rather than the preferred
value of 12 h 24 min. Consequently, without the update,
the nominal situation would require the orbit trim man-
cuver near the fourth periapsis, wher-as the update would
delay it to the sixth periapsis.

Pertorming the trim at the sixth periapsis was preferred
because there would then be an additional day to prepare
tor the trim following insertion, The nominal placement
of the trim was, in fact, the only significant factor relating
to the update. The Mission Director considered that the
advantage of the update did not warrart the risk involved
in commanding the spacecraft at this point and canceled
the update,

Now, 1 day before inscrtion, the stage was completely
set for the execution of the orbit insertion maneuver, Only
a truly extraordinary event could warrant updating the
insertion commands during these last 24 h. Attention
turned to the Optical Navigation Demonstration (OND),
which would shortly provide a completely independent
estimate of the encounter conditions. In fact, processing
of the first set of optical navigation pictures was already
under wey,

The OND was based on imaging Mars™ natural satel-
lites, Deimos and Phobos, against the star background to
obtain measures of the direction from the spacecraft to
the mass center of Mars with respect to the stellar refer-
ences, The demonstration was funded by NASA's Office
of Acronautics and Space Technology (OAST) to demon-
strate the feasibility of using optical approach data to
navigate outer planet missions.

During the last 3 days before encounter. three pre-
orbital science picture sequences (POS I, 11, and III)
were to be taken. Each POS sequence covered a 24-h
period during which 31 pictures would be recorded on
board the spacecraft and then transmitted to Earth at the
end of the sequence during the Goldstone view. The
OND was allocated six, seven, and eight pic ures in POS
I. 11, and III, respectively. Because orbit insertion would
occur early in the Goldstone view period, the POS III
pictures would not be played back until after insertion.
Consequently, only the POS T and II data would be avail-
able for Mariner 9 navigation purposes.

The entire 13-picture allocation in POS I and II was
targeted for Deimos ohservations because it was superior
io Phobos for the OND purposes. The first of the six
POS 1 Deimos pictures was lost in transmission. The
OND estimate of B-magnitude was about 8290 km based
on the POS I data, which compared favorably with the
then current radio estimate of about 8235 km. This was
conclusive proof that there was no large error in the Mars
cphemeris and the insertion commands on board the
spacecraft were satisfactory. By E—~8 h, when the POS
II data had been processed and combined with the POS I
data, an optical only cstimate of 8260 km was available.
Statistical combination of the radio and optical solutions
also yielded a B estimate of about 8260 but indicated an
inclination several tenths of a degree larger than either
the radio or the optical solutions. The change in the in-
clination estimate was consistent with the covariances of
the independent estimates and, therefore, not disturbing,
The Optical Navigation Demonstration plans and results
are discussed in more detail in Section F of Interplanetary
Orbit Determination. A post-flight sensitivity study is also
described there.

During the remaining 12 h to encounter, the orbit de-
termination effort concentrated on the short-arc radio
solutions. The rapid increase in the Mars gravitational
acceleration of the spacecraft during these last hours of
approach would be clearly visible in the doppler data,
which would provide a continuing reduction in the en-
counter parameter uncertainties. The encounter plan pro-
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vided for updating the orbit insertion velocity increment
command at E—3 h based on tracking Jata taken to
E—6h. However, as mentioned eatlier, this update would
now be used only if the encounter estimate based on the
stronger doppler data changed so drastically that the
primary mission could not be achieved without the up-
date. Following the excellent agreement between the
long-arc radio and the optical solutions, the update was
virtually out of the question. Nonetheless, continuing the
short-arc solutions all the way to initiation of the insertion
maneuver was important for two reasons. It could provide
evidence of a spacecraft anomaly. and it would provide
for increasingly accurate predictions of the post-insertion
orbit. Accurate prediction of the post-insertion orbit was
particularly important to facilitate rapid post-insertion
orbit determination convergence.

Because of a 360/75 computer failure, no tracking data
were delivered to the Navigation Team from E—8 h to
E—4 h. At E—~4 h, the missing data were delivered. The
short-arc solution obtained with the addition of these data
indicated a B-magnitude of 8261 km (within 1 km of the
hest post-tlight estimate!l). The Navigation Team now
predicted with virtual certainty 2 h before encounter that
the orbit trim maneuver wauld be required at the fourth
periapsis after insertion, providing the spacecraft exe-
cuted the insertion maneuver within specification (ie.,
execution errors less than 3 o). Operations continued
without further incident, and the spacecraft accurately
executed the orbit insertion maneuver, as shown in
Table 8 of Maneuver Analysis. The 15-min engine burn.
which imparted a 1600-m/s velocity increment, began at
E ~ 13 min, following a roll-yaw turn sequence of 42 deg
and 125 deg, respectively. Realtime monitoring of the
doppler residuals during the burn and for 15 min follow-
ing burnout prior to Earth occultation confirmed that
Mariner 9 was indeed in a satisfactory orbit about Mars.

Accurate determination of Mariner 9's orbit about Mars
was known from pre-flight studies to be quite a different
problem than interplanetary orbit determination. Station
location errors, planctary ephemeris errors, and non-
gravitational accelerations would not be of major impor-
tance. Rather, nonlinearities in the estimation process and
lack of knowledge of the Mars gravity field were the
major potential problem areas. Nonlinearity problems
arise when the perturhations in the Juservables (e.g.,
doppler data) are not linearly related to perturbations in
the spacecraft siate at the solution epoch. Because of the
very dynamic nature of the observables during a Mars
orbit and the possibility of a large post-insertion state
knowledge error, this situation might prevail for the initial
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post-insertion orbit determinations. To avoid estimator
divergonuce dee to the wonlinearities (which conld easilv
occur using the <tandard, full-step correction algorithm
existing m the ODP) an optional, partial-step algorithm
(PSA) was implemented in the ODF. As described in
Section B of Satellite O+bit Determination, pre-flight per-
formance analysis of the PSA demonstrated that it would
achieve convergence in the worst imaginable situations.

The values of the harmonic coefficients of the Mais
gravity field were unknown except for the oblateness
coefficient ;J.), which had been determined from observa-
tions of Deimos and Phobos und from Marincr 4 encounter
tracking data. The a priori values of all the other coeffi-
cients were zero. In order to develop the orbit determina-
tion strategy to be used in flight to cope with the unknown
field, it was necessary to establish realistic bounds on the
coefficients. This was done by extrapolation of the Earth
gravity model to a body the size and mass of Mars, assum-
ing similar material and equal stresses, as discussed in
Section C of Satellite Orbit Determination. Table 5 in that
section shows that the uncertainty in acceleration near
periapsis due to the unknown coefficients would be much
greater than that due to all other effects combined.

Inclusion of near-periapsis tracking data in the pres-
ence of these unknown accelerations could severly de-
grade a state-only orbit solution, Processing a nearly com-
plete single revolution of data ~ deleting only the data
taken within 1 h of periapsis ~ would yield a locally
accurate state-only solution, since the unknown gravity
accelerations would not significantly influence the motion
away from periapsis, and their perturbation of the actual
state in the periapsis region would be locally insignificant.
There would be no point in attempting to solve for the
gravity coefficients with a single full revolution of track-
ing data, since this would (1) provide no global informa-
tion on the field, (2) complicate the estimation process,
and (3) probably degrade the local solution.

It was clear that the longitude of node in the Earth’s
plane-of-sky would be the most locally uncertain of the
estimated orbital elements. Because of the lack of signifi-
cant parallax at Earth~Mars distance, a pure rotation of
the orbit about the Earth-Mars line would produce no
significant change in the Earth-based tracking data. Time
of periapsis passage would be the least accurately
predicted element, since it would be in error by the
cumulative effect of the orbital period error for each
revolution mapped forward. The position error t a given
future epoch near periapsis would be the combination
of the initial node error component (~ r, AQ, where rp is
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the projection ot the periapsis 1adias on the Farth's plane
of skv) and the time of periapsis passage error (ATp)
component (VpATp, where Vp is the speed at periapsis),
as illustrated in Fig, 9 of Satefiite Orhit Determination,
In order to have adequate time to generate and validate
the commands required to accurately point the scientitic
instraments mounted on the spacecraft scan platform,
it would be necessary to predict the spacecratt position
in the periapsis region to 10-km accuracy T4 revolutions
{7 days) ahead. This was the most stringent satellite orbit
determination requirement. Extensive covariance analyses
and simulation studies demonstrated that this requirement
could not he met until at least the low-order gravity coeffi-
cients were  determined. Consequently, the  following
strategy was established:

{1y Pre-gravity sensing mede. Using a batch-weighted,
least-squares estimator, solve for the state (position
and velocity) of the spacecraft from a single revolu-
tion of tracking data, omitting the data withm an
hour of periapsis which are most sensitive to the
gravity errors. Use the partial-step algorithm for
convergence if necessary. If severe convergence
problems arise, shorten the data span, and work
up toa full revolution of data.

(2) Gravity seasing mode. Accumulate several succes-
sive revolutions of data. Then, using the conditions
arrived at in step (1) as initial conditions, solve for
the state plus low-order gravity cocfficicnts.

(3) Post-sensing mode. As more data become available,
resolve for the state from a single revolution of
tracking data, with the gravity terms obtained from
step (2) placed in the spacecraft trajectory integra-
tion model.

The pre-flight predicted position nncertainty for mapping
14 revolutions ahead was 400 km and 7 km for pre-gravity
sensing and post-gravity sensing, respectively Clearly,
gravity sensing would be essential to meet the instrument
pointing requirements.

Cravity sensing would not be necessary to meet the
orbit control requirements. The most stringent control
recuirement was that the error in time of periapsis pas-
sage was not to exceed 78 min 120 revolutions (60 days)
after the synchronizing trim mancuver. The preflight
results indicated that a sing'e revolution. state-only pre-
gravity sensing solution would cont+ibute no more than
153 min to this error.

To expedite the initial post-insertion orbit olutions,
the partial step algorithm was added to . state-only orbit
determmation program called TRKED, which was then
certified for ase in flight operations. TRKED. with its
simplificd trap-ctory model and interactive 1108 computer
interface, would vastly reduce the wali clock time required
to obtain a prelininary orhit solution, Th - {=+t <atellite or-
bit solution was obtained with TRK D usug about 2 hof
(wo-way, L-miin count doppler, which began at earth
occultation exit, about 68 min from periapsis. This solu
tion was within 26 km and 3 m/s of the + prori based on
the tinal approach orbit determination. and a nominal
insertion mancuver. The orhital period estimate  was
12h35m24s — within 2 min that predicted immediately
before insettion. Although it was used, the ?SA was not
actually required since the correction to e @ priori state
was well within the hnear © gion of comvergence. This
first solution, which was obtained within minutes after
receipt of the tracking data, was then input to the
SATODP, and it coaverged to a state-only solution within
10 ki of the TRKED solution, SATODP state-only solu-
tions were later obtained with 4, 8, and 10.5 h of data as
the data became available. The movement of the estimate
between these solutions was almost entirely in the e~ rth's
plane of sky, confirming pre-flight expectatior s, The solu-
tion based on 10.5 h was the first of the pre-gravity sens-
ing, single-1evolution, state-only solutions. According to
the established plan, the design of the first orbit trim
mancuver was based on this solution execept for the exact
ignition time, which was to be updated shortly before
execttion,

The trim manciver was to reduce the orbital period to
11h58m48s, which would properly synchronize the orbit
with the Goldstone view period, causing every subsequent
even-numbercd periapsis to occur near Goldstone zenith,
as explained in the earlier discussions of the maneuver
strategy. The target period was to be achieved within an
accuracy of +0.85 min. Performing the trii at periapsis
in the direction opposite the local velocity would require
the least AV and would not change any of the other orbit
parameters. However, designing the maneuver for execu-
tion at 20 min before periapsis in the direction opposite
the local velocity at that point would not significantly
increase the AV required or disturb the other orbit param-
cters, but it would be extremely advantageous operation-
ally, As shown in Fig. 17 of Maneuver Analysis. the change
in orbital period for such a design would be quite sensitive
to the ignition time. Consequently, vernier control of the
period change could be effected by simply changing the
ignition time. Ignition would occur a fixed time interval
after receipt by the spacecraft of a direct command
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(DC-52) trom Farth initiating the maneuvo: sequence,
The Earth transmit time of DC-52 would ther determine
the nominal period change the mancuver would produce.
The operational advantage would be as follows., The
maneuver AV and roll-vaw turn sequence would be cal-
culated based on the first csingle-revolution orbit solution
mapped forward to 20 min before the fourth periapsis.
These parameters would be more than adequate even for
the worst imaginable orbit determination errors (c.g..
10 #). These calculations, the subsequent generation and
validation of the spacecraft commands, and the loading
of the spacecraft CC&S could then be accomplished at a
leisurely pace well in advance (~1 day) of the maneuver
execution. The orbit determination activity could con-
tinue, independently and in parallel. processing data up
to a few hours before the maneuver. The DC-52 transmit
titae could then be based on an orbit solution ahtained
just hours before ignition.

Based on the finst single-revolution, the AV and
roll-yaw sequence was 1525 m/s and 34.4 deg and
128.7 deg, respectively. These parameters were loaded in
the CC&S about 1 day before the maneuver, as planned.
Meanwhile, the sccond single-revolution orbit solution
was obtained and, subsequently, the third. Comparison of
the results from the three single-revolution solutions was
disconcerting. The dispersions of the periapsis position
estimate in the Earth's plane of sky and the orbital period
estimate were three to four times greater than prediciad
on the basis of the pre-flight gravity uncertainties. Conse-
quently, gravity sensing was begun immediately. A state
plus second- and third-degree gravity coefficients solu-
tion was obtained using the first 2.5 revolutions of data.
This solution agreed well with the three single revolution,
state-only solutions but estimated the gravity coefficients
to be four times larger than expected. Since this solution
was based on data from only about 6% of the planet,
there was no way of knowing whether the global field
effects were actually four times greater than anticipated
or whether Mariner 9 was simply experiencing a localized
gravity anomaly. The former was considered more likely,
which would mean that the orbital period would oscillate
much more than anticipated. The locally determined
period was clearly decreasing from revolution to revolu-
tion; however, there was no way of knowing at this point
whether the local value was above v below the mean.
There was no point in delaying the orbit trim maneuver
in order to attempt to determine the true orbital period
signature by fitting several more revolutions of data. If
the trim was not performed as scheduled near the fourth
periapsis, two trims would then be required in any case -
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the tirst 1o get back into the Goldstone window and the
second to synchronize when back in it

Because the 2.5-revolution, gravity  sensing solution
agreed well with each of the single-revolution, state-only
solutions, it was used to con.pute the desired ignition
time, It predicted an orbital periad in the tifth revolution
15 s less than the first single-revolution solution indicated,
Consequently, the DC-52 was transmitted 1 min earlier
than had been tentatively planned in order to reduce the
period correction by 15 s and nominally ¥ vo the de-
sired period ot 11h538m48s in the fifth revolution. Exactly
the same period correction could have been obtained by
sending the DC-32 15m40s late (see For 17 of Maneucer
Analysis), and this would have been done if the first
tranemission had not bees successful. In fact, if the first
and second transmissions failed, the DC-52 would have
been s repeatedly in hopes of reducing the periapsis
migration away trom Goldstone zcuith,

Monitoring the real-time doppler residuals during the
mancuver gave immediate confirmation that the ma-
nenver was near-nominal. The first single-revolution orbit
solution after the mancuver indicated that a fifth-
revolution orbital period of 11h58m49s had been achieved
~ an error of only | s. The maneuver performance is
summarized in Tables 9 and 10 of Maneuccr Analysis.

On the day following the maneuver, a fourth-order
gravity harmonic solution was obtained by fitting the
tracking data over the four pre-trim revolutions. This
model was used for the single-revclution, state-only soln-
tions through revolution 10. The marked improvement in
the stability of these solutions, which is illustrated in
Fig. 28 of Satellite Orbit Determination, gave increased
confidence in the model. Integrating the trajectory for-
ward with this model indicated that the orbital period
would oscillate in a quasi-sinusoidal manner with an
amplitude of 35 s and a wavelength of 32 revolutions.
Most importantly, it indicated that the mean period
would he about 31 s less than the local value had been in
revolution 5. About a wcek after the trim, sixth-order
harmonic solutions had been obtained for both the four-
revolution pre-trim data arc and a six-revolution post-trim
data arc. The estimated parameters for the latter solution
included the Mars pole direction, which moved about
1 deg from the a priori value. The various gravity model
solutions were fairly consistent and gave further evidence
that the orbital period would oscillate. The latest model
indicated an amplitude of 43 s and a wavelength of
40 revolutions. The predicted oscillation was due to the
solved.-for values of the tesserial harmonic coefficients C,,

13

o o s Y S A A ek AERY Mastt < 1w 8

-

0 g TR

Ager o



and §.., which were much larger than anticipated. These
values suggested that the cross section of Mars normal to
its spin axis is rather elliptical. The Navigation Team
explained how such a mass asymmetry could physically
produce the period oscillation. This explanation, which
was subsequently fully confirmed, is given in Section IVL
of Satellite Orbit Dctermination,

Periodically, new sixth-order gravity models were ob-
tained using the most recent four-to-cight-revolution data
arcs. These models were used in the single-revolution fits
as they became available, For the first week after the
maneuver, the observed orbital period decreascd at a
nearly constant rate of about 5 s per revolution, exactly
as the new gravity models predicted. There was consider-
able anxiety, however, to ohserve the period actuallv
“bottom cut” and begin increasing, as the model predicted
would occur after about revolution 20, It was most grati-
fying when this also occurred exactly as predicted. By
revolution 42 on Deccimber 5. the actual observed period
had completed a full cycle. The observed signature is
illustrated in Fig. 25 of Satellite Orbit Determination. The
observed amplitude of + 40 s and wavelength of 37 revo-
lutions clearly confirmed the recent harmonic coefficient
solutions. The orbital period could now be accurately and
confidently predicted. The mcan period was, in fact,
11h58m13s — 35 s less than the orbit trim target value.
Although this 35-s error was within the +39-s (i.e., +0.65-
min) accuracy requirement, it was causing operational
difficulties, which would grow as the mission progressed.

Mariner 9's primary objective — mapping the surface of
Mars between 65 deg south and 25 deg north latitude —
was to be accomplished by taking a full tape recorder
load of pictures at each periapsis. Al recorded data were
to be played back to DSS-14 at Goldstone because the
Goldstone station could receive the data at 8 times the
rate of the overseas stations. Controlling the orbital period
such that every other periapsis passage would occur near
the middle of the Goldstone view period was essential to
this mapping plan. Pictures recorded at the preceding
(i.e., nadir) periapsis would be played back during the
first ~3 h of a Goldstone view, A new load of pictures
would then be recorded at the “zenith” periapsis and
immediately played back during the last ~3 h of the view.
In this way. two full tape recorder loads of periapsis data
would be obtained each day. The mapping would be
accomplished in four complete longitudinal circuits.
Because of the growth in the Goldstone view period with
orbital mission time, a periapsis passage time error of
478 miis would Le tuleruble on the 60th day. This was

14

the basis of the ' 0.65-min period accuracy spee. The
anticipated data rate reduction frum 16 to 8 kbits/s after
the 60th day removed the importance of accurate period
control. Unfortunately. the mapping mission, which was
to have commenced immediately after the orbit trim
maneuver, had to be postponed because of a planet-w ide
dust storm on Mars. In its place, a reconnaissance mission
was performed. As discussed in Science Sequence Design,
the reconnaissance mussion involved entirely different
science sequences than the mapping mission. The new
sequences required taking TV observations farther from
periapsis; consequently, playback of the data acquired at
the nadir periapsis had to begin over DSS-62 at Madrid,
Spain, in order to be completed early enough in the
Goldstone view for the carly TV data to be recorded.
Since DSS 62 could receive data at only 1/8 the rate of
1D5S-14 at Goldstone, this was very inefficient, in addition
to being logistically complicated. The advisability of a
second orbit trim maneuver to alleviate this problem was
now considered.

By mid-December, Mariner 9's observations of the
planet indicated that the dust storm was clearing and that
the mapping of the Mars surface could begin at the end
of the month. A new 60-day mapping mission was de-
signed which would complete the three-longitudinal
circuits of Mars between the 50th and the 110th day in
orbit. This mission design required a second orbit trim
maneuver which would adjust the orbital period such that
a signal transmitted from the spacecraft 15 min after the
220th periapsis passage (on day 110) would reach DSS-14
within 72 min of its zenith with 95% probability. The trim
was to be performed in the 94th revolution. Consequently,
the post-trim target value of the mean period would be
11h59m32s, and the 72-min timing tolerance implied a
mean period control accuracy requirement of 17 s (1 o).
Since the current mean period was nuw known to be
11h58m13s, a 79-s increase in the period would be re-
quired. The spacecraft trajectory was integrated forward
beyond one full orbital period wavelength using the latest
sixth-order harmonic gravity model with a 79-s period
increase applied in revolution 94. As expected, the orbital
period signature amplitude and wavelength changed only
slightly — from +-40 s and 37 revolutions to +37 « and
39 revolutions, respectively — as a result of the period
adjustment. Therefore, it would be satisfactory to simply
increase the local orbital period in revolution 94 by 79 s.
In addition to coirecting the period, it was also desired to
raise the periapsis altitude about 300 km in order to
reduce the gores (i.e., underlap) in the planned mapping
coverage.
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Because ol the excellent condition of the spacecratt, the
Project was not apprehensive about perforniing another
propulsive maneuver. Normally, in order to conserve
propellant when period and periapsis altitude are to be
changed. a trim is performed at apoapsis to adjust the
periapsis altitude, followed by a trim at periapsis to adjust
the period. In this particular case the period and altitude
could be corrected with a sinele trim. as illustrated in
Fig. 24 of Mancuver Analysis. The velocity increment
required would be about 42 m/s in contrast to 22 m/s for
the two-trim sequence, but this was inconsequential be-
cause ample propellant was available as a result of the
near-nominal navigation performance to date. The opera-
tional advantages of performing one rather than two
maneuvers were overwhelming. Of the two possible single
maneuver points shown in Fig. 24, the inbound one was
the clear choice because the other required a spacecratt
attitude which would preclude a communication link
during the burn. As shown, the velocity increment would
bhe applied essentially perpendicular to the local velocity
in oruer to raise the periapsis altitude without producing
a large period change. The small required period increase
of the 79 5 would be produced by “tilting” the velocity
increment just enough to increase the magnitude of the
local velocity the required amount. Consequently, the
orbital period control error would be dominated by the
spacecraft pointing error and the nominal velocity incre-
ment magnitude. This resulted in the interesting circum-
stance that the allowable altitude increase was limited
by the maximum velocity increment, which would yield a
period error of 17 s (1 o). Accordingly, the periapsis alti-
tude target was set at 1850 km. As in the first maneuver,
the DC-52 maneuver-initiate command would provide for
vernier adjustment of period correction based on tracking
to a few hours before execution. However, there would
not be a second opportunity to send the DC-52 — it would
be necessary to wait until the following day. Because
period control accuracy was critically dependent on pre-
cise alignment of the velocity increment relative to the
local velocity and nearly all the tolerance was already
allocated to the spacecraft pointing error, the DC-52
transmit time tolerance was only +14 s, compared with
several minutes for the first trim,

Several days before the manecuver, the desired AV and
roll-yaw sequence was computed to be 41.8 m/s and
33 deg and 118 deg, respectively, bated on the latest orhit
solution. These were subsequently loaded in the CC&S.
On the day of the maneuver, a single-revolution, state-
only solution from revolution 93 tracking and based on
the latest sixth-order harmonic model was used to calcu-
late the exact DC-52 transmit time. The maneuver was
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exeeuted without wcident and monmtored as hetore, The
manewver performance is sunmarized in Tables 11 and
12 of Manecuver Analysis. Notice that the local period
error was only 6 s, well within the speaficd tolerance
and, this time, the mean period was controlled with
equivalent accuracy. This concluded the Mariner 9 flight
path control activities. no turther propulsive mancuvers
were required,

Conclusion of the tlight path control function did not
result in a significant reduction in the Navigation Team's
workload but rather, in a change in emphasis. From now
on, the Team would be involved almost exclusively in
science sequence design and implementation and the
very accuritte prediction of Mariner 9's trajectory for that
purpose. The Navigation Team had been pertorming this
function ever since Mariner 9 bgan its final approach to
Mars. Caleulating the scan platform cone and clock angles
required to accurately capture Mars in the instrument
fields-t-view: during the approach was completely rou-
tine from a navigation standpoint because of the large
distances involved. In contrast, imaging the natural satel-
lites (Deimos and Phobos) for optical navigation was
quite difticult because of the large uncertainties in their
cphemerides, as discussed in Section F of Interplanetary
Orbit Determination. Originally. it was planned to take
very simple TV mapping sequences near cach periapsis
after orbit insertion only until the orbit was synchronized
by the trim maneuver. In anticipation of the existence of
a relatively la:ge orbital period uncertainty for a few
hours after insertion, special provisions were made to
effect a late update of the start time of the mapning se-
quence at the first periapsis. This update was success-
fully achieved based on the 4-h post-insertion data arc fit
mentioned earlier. The primary contiguous mapping was
to begin soon after the trim.

The TV pictures from the simple pre-trim mapping
sequences showed that the dust storm was almost totally
obscuring the surface of Mars, and it would have been
pointless to begin the contiguous mapping before the
storm cleared. Therefore, the simple mapping sequences
were continued after the trim maneuver. This actvity,
known as cycle 1, was terminated on revolution 13. Cycle
2, which provided for more global recunnaissance than
cycle 1, was conduct: | on revolutions 18 through 23,
while a new reconnaissance-oriented science plan was
being developed. It was cycle 2 global observations at
about 2 h before periapsis that necessitated playback of
part of the nadir periapsis data over DSS-62 at Madrid. In
essence, cycle 2 invalidated the orbital period control
accuracy spec of +0.65 min and first prompted considera-
tion of a second trim maneuver, as discussed earlier.
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The new reconnaissance missiote plane was implemented
on revolution 24, It consisted of two cveles, Recomais-
sance I (revolutions 24 through 63) and Reconnaissance 11
(revolutions 64 through 99), which were quite similar.
Global observations with the wide-angle A-camera and
observations of specific targets with the narrow-angle,
high-resolution B-camera were obtained on each revolu-
tion. The primary teature of the plan was that the pictures
from A-camera global observations were inspected to
identify specitic targets i relatively dust-free areas tor
observation by the B-camera several revolutions later.
This activity required far more strenuous scan platform
targeting operations by the Navigation Team than the
original mission plan. Although occasionally a target was
missed as a result of an orbit prediction crror, the over-
all performance of these targeting operations was exceel-
lent.

Mariner 9's primary mission of contiguously mapping
700 of the Ma:s surface began on revolution 100, shortly
after the second orbit tritn maneuver. Mapping cycles,
1, 2, and ? were executed on revolutions 100 to 138, 139
to 177, and 178 to 217, respectively. These cycles mapped
the lat.tude band from 65 deg south to 25 deg north over
the full 36C deg of longitude. Each cycle included several
discretionary TV fri aes which were allocated to targets
of opportunity as the mission progressed. Toward the end
of mapping cycle 3, thie increasing Earth-Mars distance
and the movement of Earth away from the high-gain an-
tenna boresight necessitated cutting the playback rate to
1>§S-14 from 16 to 8 kbits/s. Consequently, two full tape
recorder loads (i.e., ~30 pictures each revolution) could
no longer be returned to Goldstone daily, and the number
of observations had to be reduced to about 20 pictures on
each revolution by the end of the cycle. This situation
was well anticipated when the target criteria for the sec-
ond orbit trim mancuver were established. The trin. was,
in fact, targeted to maximize the probability that the
zenith periapsis time would be near the middle of the
Goldstone view at the end of this cycle, so that an equal
number of nadir and zenith pictures could be obtained
each day. The picture balance was required in order to
obtain uniform coverage from one side cf the planet to
the other.

Completion of mapping cycle 3 marked the complete
achievement of the major mission objectives. However,
because of the excellent condition of the spacecraft, an
extended mission was authorized which, in fact, lasted
until October 27, 1872, when Mariner 9 ceased function-
ing. During the extended mission, alternate roll reference
stars (other than Canopus) werse used to overcome the

scan plattorm clock angle limats, and spacecratt attitude
mancuvers were performed to point the high-gain antenna
to Earth for playback ot the TV pictures and other science
Jdata. The involvement of the Navigation Team in these
activities is described at the end of the Y meurcer Analy-
sis and Science Sequence Design sections, During the
extended mission, Mariner 9 fimshed mapping the entire
planet.

Each ot the scienee eveles is deseribed in corsiderable
detail in Science Sequence Design. Sequence summary
tables presented there define every TV sequence and pic-
ture taken during the first 262 revolutions, Sample ortho-
graphic and mercator plots of the coverage obtained are
also included

The bulk of the satellite phase orbit solutions was
generated in support of science sequence design, imple-
mentation, and post facto science data reduction. As
mentioned carlier, the requirement to predict near-periap-
sis position within 10 km accuracy 14 revolutions ahead
wis the most stringent of the satellite orbit determination
accuracy requirements. The l4-revolution lead time (ie..
7 days) was necessary to allow ample time for the final
Jdesign and implementation of the science sequences (i.e.,
the scan platform cone and clock angles and instrument
shutter times). The 10-km requirement was consistent
with the scan platform pointing control accuracy of 0.5
deg (3 o).

It was known frum the pre-flight studies that gravity
sensing would be necessary for accurate 14-revolution
prediction; however, the unexpected “roughness” of the
tield, as discussed carlier, made the sensing even mcre
important than had been anticipated. Table 11 of Satel-
lite Orbit Determination lists the 23 different gravity
models generated. Note that the eighth-degree model
(#21), which was generated by the Celestial Mechanics
Experimenters, and the Navigation Team's tenth-degree
model (¥23) were based on 38 revolutions of data — the
number required for periapsis to cover 360 deg of longi-
tude. Consequently, these models were valid for all sub-
swquent navigution operations, including sequence design.
The coefficients of the tenth-degree model are given in
Table 12 of Satellite Orbit Determination. Table 13 of that
section summarizes the short-arc orbit solutions generated
in support of the science scquence design. The number
of revolutions over which the periapsis time was pre-
dicted to 2-s accuracy — corresponding roughly to the
10-km requirement — is indicated for each solution. Note
that the 10-km, i4-revolution prediction accuracy re-
quirement was not met until the eighth-degree gravity
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model (221} was introduced. Thereafter, the requirement
was generally met. The loug-arc solutions used for the
post facto science analysis are summarized in Table 14.
Section V of Science Sequence Design discusses all the
observation targeting error sources. Table 1 of that sec-
tion presents the targeting error for three cases, which
represent the entire spectrum of error experienced. The

. TECHNICAL REPORT 35-1906

worst case (revolution 157) is very atypical The periap-
sis time error of nearly 25 s was the result of a procedural
problem wherein the targeting had to commence just
before the next orbit solution was available; and it was this
next solution that would have met the accuracy require-
ment. In other words, the problem was of a nontechnical
nature.
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Fig. 2. Mariner Mars 1971 Navigation Team
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Interplanetary Orbit Determination

J. W. Zielenbach, C. H. Acton, G. H. Born, W. G. Breckenridge, C. C. Chao, T. C. Duxbury, D. W. Green, N. Jerath,
J. F. Jordan, N. A. Mottinger, S. J. Reinbold, K. H. Rourke, G. L. Sievers, and S. K. Wong

I. Interplanetary Operations
A. Introduction

This section describes the logistical aspects of orbit
determination (OD) in the interplanetary phase of the
Mariner Mars 1971 mission and discusses the working
arrangements for the OD personnel, both within the
Navigation Team and with outside groups. The section
also briefly describes the various types of data used in the
OD process and indicates the sources of the data. It
further provides functional descriptions of the individual
elements of the OD software and brief sketches of their
modes of operation.

B. The interplanetary OD Group

During the interplanetary phase, four OD engineers
were dedicated full ime .o operations. They obtained the

tracking data tapes from the Deep Space Network (DSN)
personnel and pre-processed them for use in the OD pro-
grams, validating the data by iterative analysis of pre-
liminary residuals on the UNIVAC 1108. In performing
the basic OD, the group analyzed solutions based on

The group also was responsible for inclusion of new
ephemerides and station locations, and the day-to-day
tracking system analytic calibrations (TSAC), which will
be discussed later. This task involved cooperating with
various suppliers in producing the information and direct-
ing the validation and analysis of the results, when they
were included in the process. Additional personnel (at
least five) participated at one time or another on a con-
sulting basis as requested by the group.

The work shedules in effect during ruutine cruise dif-
fered from those immediately before or after spacecraft
maneuvers. The normal operations called for single
(prime) shift support 5 days a week. The DSN accumu-
lated the tracking data and transferred them twice weekly
to the Navigation Team. On these days the tracking data
validator had the data available for the OD engineers at
the start of the work day. The OD engineers then pro-
cessed the new data, performing the analysis and com-
parisons mentioned previously, and provided an updated
estimate of the orbit weekly.

During critical periods, the same four group members
provided the OD support, but on a much more rigid time-
table. Prior to any maneuver, the sequence of events
defined a series of times at which the maneuver param-
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eters stored in the spacecraft could be updated. At each of
these times, the Navigation Team Chict required a set of
maneuver parameters based on the best available orbit
solution. This often necessitated numerous full OD  se-
quences cach day, from initial data transfer through vali-
dation, orbit determination, und covariance analysis. The
task often required working a double shift at hours dic-
tated by the maneuver cxecution time. Immediately fol-
lowing launch or a mancuver, a definition of the new orbit
was usually required to ensure that it was as anticipated.
This definition was based on a minimum of 1 h of tracking
data.

C. Interfaces With Outside Groups

The OD engineers obtained their basic data from
groups outside the Navigation Team, and the final orbits
produced eventually wernt to other elements of the
Mariner Mars 1971 Project. The interfaces were well
defined before the mission; cach group knew its obliga-
tions and had agreed upon a single point of contact
through which the data would flow. These interfaces were
tested by pre-flight simulations.

All problems and results were communicated to the
Navigation Team Chief, who was responsible for dis-
tributing information and 1equesting any necessary addi-
tional support.

1. Radiometric data. The bulk of the information came
from the DSN, which was responsible for raw radiometric
data and the TSAC. The tracking data were collected by
the Network Analysis Team for Tracking (NATTRACK)
in the Space Flight Operations Facility (SFOF) at the Jet
Propulsion Laboratory (JPL). This group operates 24 h a
day monitoring data for data outages and system perform-
ance, manually adjusting certain quantities on the master
tracking data file, and answering requests from the
various projecis for selected data from that file. During
critical periods, a member of NATTRACK was assigned
to the Navigation Team arca to trouble-shoot and to
cnsure oplimum communication between supplier and
user. If for any reason the NATTRACK system data record
(SDR) is lost, the data can be recalled from temp rary
storage at the station or ut a switching computer at JPL.
During the Ma:.aer Mars 1971 mission, SDRs were pro-
duced and stored on an IBM 3080/75. All CD runs were
performed on 8 UNIVAC 1108 in the SFOF, and the data
were transferred between computers on magnetic tape.
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2. Tracking system analytic calibrations, The TSAC
data mclude timmg, polar motion.  troposphere. and
charged-particle calibrations, all of which were produced
on the UNIVAC 1108 under control of the DSN-funded
Navigation Accuracy Group. This group was responsible
for collecting raw data from the available sources, con-
verting the data to a convenient form (usually  poly-
nomials), assessing tne errors in the rave data and their
polynomial representation, and collaborating with the
OD engineers in analyzing the effect of these data on the
solutions. The calibrations were made available in card
form, according to an established schedule. Both the data
and the schedules for their delivery are discussed in Ref. 1,

The tracking station locations are also under the aegis
of the TSAC activity. They are produced with the OD
program using radiometric data from the previous mis-
sions and calibrations like those mentioned above. Theo-
retically, the data are constant and <re made available
once for the entire mission. In practice, ongoing techno-
logical advances have often meant that improved sets
become available before the mission was over.

3. Planetery ephemerides. Because new planetary radar
bounce data were to be taken at Mars opposition in the
summer of 1971, the Project agreed to accept an im-
proved planetary ephemeris between launch and en-
counter. It was the responsibility of the Project-supported
Ephemeris Development Group to produce and certify
this new ephemeris, to speciiy how it differed from the
old ephemeris and how it would affeci the B-plane (see
Appendix A) coordinates of the probe, and to provide a
covariance on the Earth and Mars positions for use during
the mission. In addition, this group infurmed those in-
volved in the station location effort whenever the new
ephemeris changed the planetary positions from their
positions at previous mission encoup® srs.

4. Spacecraft data. Another important OD interface
was with the Project’s spacecraft analysts, who provided
information on such quantities as spacecraft mass, solar
reflectivity, attitude and propulsion system performance,
etc. This information was most helpful when gas leaks
occurred (see Section V).

5. Computer operations. The closest OD interface was
with the Flight Support Group, whose functions included
peogram deck setup and UNIVAC 1108 vomputer opers-
tions. This group handled transfer of tapes between com-
puters, as well as the monitoring and scheduling of pro-
gram executions.
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D. Data Used in the Orbit Determination Process

1. DSN radiometric data. The SN supported  the
Mariner Mars 1971 mission with Deep Space Station
(DSS) 12 and DSS 14 at Goldstone, California; DSS 41
near Woomera, Austratia: DSS 51 near Johannesburg,
South Africa; and DSS 62 neas Madrid, Spain.' The first
tour sites tracked the spacecraft from launch (L) through
Mars orbit insertion (MOD, whereas DSS 62 began
tracking at L. + 26 duys. Because of the desire for con-
tinuous telemeiry corerage, the DSN provided nearly con-
tinuous tracking from launch through encounter for the
first time on an interplanetary mission.

Figure 1 shows the tracking coverage provided by the
DSN by data type, station, and timespan. The data types
available were hour angle (HA), declination (DEC), and
one-, two-, and three-way S-band doppler (F1. F2. and F3,
respectively), MARK 1A, TAU, and MU ranging.* DSS 14
was the only station with TAU ranging. MU ranging was
available only at DSS 12, and only after July 11. The
MARK 1A equipment, available at all but DSS 14, was
originally designed for ranging at lunar distances, and,
although the hardware had been improved, in the past
it could only be used during the first fev weeks of inter-
planetary missions before its useful range was exceeded.
Because of the most recent hard-vare changes at the
stations, MARK 1A ranging was taken at DSSs 41 and 51
through the middle of July, almost 7 weeks after launch.

To indicate the quality of the tracking data. Table 1
gives the standard deviation of the residuals for the indi-
vidual data types from each station. The deviation is based
on a post-flight solution which fit doppler and range data
over the period from the midcourse manenver (June 5) to
45 min betore MOl (November 14). This solution in-
cluded only the state vector for the probe, so that such
quantities as the GM* of the Moon, attitude control leal.-
ages, and station locations still contributed their signatures
to the statistics. Figure 2, deriveud from Run 000067, indi-
cates the pass-by-pase standard deviations of the MARK
1A data, whose quality degrades noticeably with increas-
ing distance. Figure 3, also from the same run, indicates
that the rather large standard deviations for the TAU and
MU data types are due not so much to the hardware as to
errors in the GM of the Moon and to attitude control
system leakages. Because these phenomena have aiso
affected the doppler and the MARK 1A data, Table 1 gives

IDSS 14 has & 64-m anionna. The others have 36-m antennas.
*Mathemetical descriptions of these data types appear in Sections
VII through X of Ref. 8.

an upper bound 9 the hardware errors, In general, the
northern hemisphere stations (DSSs 12, 14, and 62) show
slightly noisier residunals because of the increased tropo-
sphere and charged-particle effects at the lower elevation
view angles,

2. DSN station locations. During the period from Janu-
ary 1 to October 20, 1971, three different sets of station
locations were recommended to the Mariner Mars 1971
Project. The characteristics of each of these sets and a
detailed history of their development are presented in the
second section of Ref. 1.

3. Planetary ephemerides. Taree different planetary
ephemerides were used during the interplanetary phase of
the mission. All «vere numerical integrations fit to optic. |
and radar bource data with JPL's solar system data pro-
cessing system (SSDPS). These cphemerides were ma ‘e
available on tapes by the Ephemeris Development Group
in the usual develnpment ephemeris (DE) format (Ref. 3).

The ephemeris available in early 1971 was DE69 (Ref.
3), which had been created for the Mariner Mars 1969
mission. "his ephemeris was based on 34,000 United
States Naval Observatory (USNO) meridian circle obser-
vations covering the period from 1812 to 1968, about
800 planetary radar bounce points from 1964 to 1968, and
200 Mariner 3 range points taken during the 10-day
encounter interval with Venus. The radar data for Mars
consisted of 33 measnrements from Arecibo C bservatory
(1964/1965) and 10 high-precision compressed points
taken at the Massachusetts Institute of Technology's
Haystack facility in 1967. In the 18 months following the
release of DEB9, additional Mars ranging was obtained,
which indicated a secular drift in the Mars ephemeris, as
shown in Fig. 4. Because of this, the Project agreed to
fund development of a new ephemeris for encounter
support, which would include the latest ranging data
avajlable. Although interim ephemerides were available
at the time of launch, the first midcourse maneuver was
based on the wel: tested and understood DE®S.

The ephemeris planned for encounter support DETS,
was delivered to the Navigation Tcam on Septen. ser 30,
1971. In addition to the data used for DEB9, it included
USNO otical data from June 30, 1968, to July 17, 1089;
the JPL Mars range data taken frorn May 7, 1909, to
September 10, 1971; and the JPL Venus range messure-

3im the OD provess, the quantity C X M is wed, wheta G &s the
waiversal gravitational constant end M is the mass of the body.
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menis taken between July 22 and December 31. 1970.
After imtial consistency checks, this ephemeris replaced
DES69 for all Navigation Team functions and was used to
derive new station locations.

Shortly before the Mariner 9 arrival at Mars. it was
discovered that a coc =r error in the Goldstone equipment
had caused all of the 1971 Mars ranging data to be wrong
by the equivalent of ane second in epoch time. The
Ephemeris Development Group found they could correct
the observations in the reduction softwarc, and thus pro-
duced DET79. The residuals (corrected data minus DE78
predictions) in Fig. 5 show the error resulting from using
the faulty data. Figure 6 displays the difference in the
geocentric range (p), right ascension (a), and declination
(8) of Mars for the period of ii:terest. At encounter, the
differences are =9 km, —0705, and +0704 in p, cos §Aa,
and A8, respectively.

The use of DE79 instead of DE78 induced a change of
30 km in the B plane encounter predictions, as discussed
in Section II1.

4. TSAC. The sources, characteristics, and reduction
techniques of the timing, polar motion, troposphere, and
charged-particle data are discussed in detail in Ref. 1.

5. Spacecraft attitude information, These data were re-
quired for support of the onboard optical navigation
demonstration (OND) described at length in Section VI.
The data were helpful in the analysis of the attitude
control system leakages during the later portions of cruise
(Section V).

The information was made available to the optical
navigation engineers on tapes produced by the UNIVAC
1219 mission test computer (MTC) from raw telemetry
data. The spacecraft transmitted quantized values of the
positions of celestial reference bodies in the spacecraft
sensors at 4.2-s intervals of time throughout the mission.
These values were used in the optical programs to estab-
lish the camera pointing angles in inertial space.

These data were regularly monitored by personnel in
the Guidance and Control Division at JPL to analyze
attitude control system performance. Section V describes
how these data can be used to identify gas leaks, Such
leaks were in fact noticed by those monitoring the data.
They identified the leaking valves and computed thrust
profiles and communicated their findings in written form
to the Navigation Team. The OD engineers then con-
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verted the thrust profiles to acceleration vrotiles along the
appropriate program reference axes.

6. Optical data base. The optical navigation observ-
ables are the locations of objects in TV picture coordinates,
detined as the picture element (pixel) and scan line (line)
numbers. The objects include natural satellites, planets,
landmarks, stars, and reseaux. These obscrvables are ob-
tained in either of two weys: visually, by measurements of
hard copies «. the TV pictures, or by computer location
of object images on a tape of telemetered video informa-
tion.

During the 3-day approach period prior to MOI, three
pre-orbital science picture sequences (POS I, II, and III)
were taken. Section VI-F indicates how the OND influ-
enced the content of these pictures and what use was
made of them.

E. Software Used by the Orbit Determination Groups

1. Radiometric tracking. Obtaining an estimate of the
B-plane coordinates and associated statistics of the probe
trajectory from DSN tracking data involves operation of
two sets of software, known collectively as the data editing
program (DEP) and the orbit determination program
(ODP). The ODP is also known as the satellite orbit de-
termination program (SATODP) and the double-precision
orbit determination program (DPODP).

The first step in the data processing is conversion of
the raw radiometric tracking data file produced by the
tracking data processor (TDP) on the IBM 360/75 to
UNIVAC 1108 format. Next, the orbit data editor (ODE)
is used to select the data types and time spans to be pro-
cessed. The ODE then reformats the range and angle
information and computes the doppler frequencies used
by the ODP. The raw doppler data are readouts, sampled
at regular intervals, of the cumulative number of cycles of
a signal that have passed through the receiver. By differ-
encing the number of cycles read out at two successive
times and dividing by the elapsed time, an average fre-
quency over that interval is obtained. If nonconsecutive
samples are used for this purpose, the doppler is com-
pressed to a count time given by the interval between the
two readouts used. Data noise caused by readout quanti-
zation will decrease as the count time increases. Com-
pression, if done properly, will not destroy any infor-
mation inherent in the data, and it will decrease the
number of points to be processed.
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Once atile of data is available, it is passed through a
Bigh speed, Hootod Capadditis propram (for Mariner Mars
1971, it was TRKED), which computes residuals based on
the most recent trajectory. I blunder points are detected.
the ODE is rerun to ignore the bad points and possibly to
compress the remaining doppler. The result is a file of
clean obscrvables for use in QD

The ODP 1s a colleetion of programs to perform high-
precision differential correction of a variety of param-
cters that are used to compute observables. Tre “solve-for”
variables include quantities like the spacec. aft position
and velucity at some specified epoch, solar pressure and
attitude control leakage coefficients, maneuver velocity
increments, tracking station locations, sarodynamic con-
stants, station and spacecraft ranging delays, planetary
ephemeris parameters, gravitational harmonic coefficients,
ete. The mathematical formulation of the ODP is given
in Ref. 2.

The diffcrential correction process requires residuals,
partial derivatives, and some solution algorithm. To eval-
uate the results, it is necessary to have statistics on the
solution, and it is often desirable to transform the result:
into a more easily comprchensible coordinate system. For
these applications, the ODP includes the following pro-
grams;

() DPTRAJ. DPTRAJ uses the Cowell method to
numerically integrate the spacecraft cartesian co-
ordinates. Tt displays various trajectory informa-
tion and produces a probe ephemeris tape (PET).

(2) VARY. VARY numerically integrates the partial
derivatives of the spacecraft cartesian coordinates
with respect to thosc parameters which affect them
and writes a file containing sum and difference
arrays for the probe ephemeris and variational
equations.

(3) REGRES. REGRES computes predicted observ-
ables and their partial derivatives with respect to
the prescribed mode! parameters and writes them
and certain auxiliary information for each data
point on a file.

(4) ACCUME. ACCUME uses the Householder algo-
rithm to compress all the observation equations
(conditional equations) into a set of N simultaneous
equations in N unknowns. ACCUME also adds cer-
tain TSACs to the data, generates data weights, and
tests deletion criteria.

(3) SOLVEL SOLVED solves the system of lmear equa-
tions L TR min\i:i\ \} sutnet of uu‘l\“\;nim‘ Livat-
ing a priori uncertainties in the variables as addi-
tional information. It forms the classical covariance
on the solution, as well as an augmented (“consider™)
covariance, which includes the eliect of uncertain-
ties in other parameters that atteet the observables
but are not solved for.

SOLVE2, SOLVE2 obtains a solution. when the
simultaneous cquations are nonlinear, by means of
an algorithm (Ref. 4) which chooses some fraction
of the correction indicated by SOLVEL

(6

(7Y MAPGEN. MAPCEN generates matrices of partial
derivatives of the “mor> understandable” coordi-
nates with respect to those parameters which affect
the motion of the spacecraft on its trajectory.

(8) MAPSEM. MAPSEM uses the matrices generated
by MAPGEN to convert corrections and statistics
for the “more understandable” parameters.

(9) OUTPUT. OUTPUT plots and prints data residuals.
as well as lincarized residuals obtained by substi-
tuting solutions back into the observation equations.
It then computes statistical information on these
data,

Certain of these programs are usually concatenated to
accomplish a specific function, For example, during cruise,
when various solution strategics are under investigation,
the OD engineer produces a file of residuals and partial
derivatives of data for all parameters that might reason-
ably be solved for, which involves DPTRA]J, VARY, and
REGRES. Once the necessary mapping matrices are
obtained using MAPGEN, the effect of changing solution
parameter sets on a given data set is studied using
ACCUME, SOLVEl, MAPSEM, and OUTPUT. This
latter type of run constituted the majority of inflight OD
analyses for Mariner 9. As new data accumulated, they
were added to the file, and usually two different data
sets were examined: (1) that using doppler alone, and
(2) that which included range and doppler. At times, these
were processed both with and without charged-particle
TSACs. For each data-batch/calibration combination, at
least seven different parameter set solutions were ob-
tained, which will be described later. Previous experience
has proven this to be an invaluable OD procedure (see
Section II), and the programs have consequently been de-
signed to optimize this sort of operation. The interaction
of all these programs is displayed in Fig. 7.
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2. Optical data. \nother sottware system (Fig, 8) was
developed to gather aid process onboa optical waviga
tion data. This svstem was used for ni ation studies,
mission planning, and training betere cacounter, as well
as for real-time OD. Although the OND was not critical to
the success of the mission, this system was documented
verified, and tested to the Mariner Mars 1971 standards
and placed within the mission-controlled sottware system.

The optical software processes data from Mariner
spa.ecraft, which have three-avis-stabilized attitude, a
two-degree-of-freecom scan platform, and vidicon tele-
vision cameras. Raw data consist of telemetered TV pic-
tures in digital and hard-copy torm and telemetered
spaceeraft engineering data. The system processes  the
data and generates a file of optical-data residuals and
partial derivatives for use in ACCUME of the ODP. The
specific functions of the component programs in this
softwaie system are deseribed helow:

(1) STRFIL. The reduced star catalogue program
(STRFIL) scans a tape containing the 250,000
entries from the Smithsonian Astrophysical Observ-
atory {SAOQ) star catalogue and creates a subset
catalogue of stars within user-specified right ascen-
sion, declination, and visual magnitude limits.

(2) XTR. Extractor (XTR) computes the celestial point-
ing dircction of the scon platform at the time a TV
picture is taken, using telemetered spacecraft engi-
neering data (pitch. vaw. roll. and scan platform
gimbal angles).

(3) CGG. The celestial geometry generator (CGG) com-
bines spacecraft trajectory, satellite ephemeris, star
catalogue, and camera pointing data to compute
a priori star- and satellite-image locations. Plotted
output for each picture is scaled to match near-real-
time hard copy to assist in locating and identifying
ohserved images.

(4) IMP. The image processing program (IMP) is used
to search for and graphically display star, satellite,
planet, and reseau images contained in the tele-
metered TV video data. IMP will automatically
scan an entire TV picture, producing a line printer
“plot™ of video intensity in a 20 line by 20 pixel
portion of a picture, centered about each detected

bright spot.

(5) ODCR. The optical data calibration and rectifica-
tion program (ODCR) estimates measurement
errcrs and computes expected image locations cor-
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rected for known ennors associated with the TV
camera ad spacecratt, Observed image lovations,
avpected image locations,  partial  devivatives of
mage locations with respect to measurement errvors,
and obnervation statistics are passed on to the opti-
cal abvervable and partial generator (see 7V

(6) TGP The trajectony geometry program (TGP s
used o penerdie geomeitic (uuantitios necessary to
plan TV picture sequences and to pracess data from
these sequences TGP can operate in an interactive
mode to expedite mput/output during mission oper-
ations,

{7V OOPC The ontical obseryable and partial genera-
tor program (QOPC) uses data from ODCR to gen-
crate observables and partial derivatives. These are
then written on a file that is passed to ACCUMEF,

(3) ODAP. The optical data analysis program (ODAP)
15 an estimation program specifically developed to
meet the needs of optical navigution. ODAP uses
a sequential formulation of the minimum variance
filter with a generalized consider option. The se-
quential  formulation allows the evaluation of
optical data errors, which are modeled as expo-
nentially time-correlated processes. The generalized
consider option allows the evaluation of filter per-
formance in the presence of unmodeled or mis-
modcled parameters. Errors in @ priori parameters
and data noise ean be accornmodated. B-plane and
plane-of-sky mapping is available.

(9) CERPLP. The celestial and residual plot program
(CERPLP) plots optical data {pixel and line)
residuals from OOPG and ODAP data files and
for B-planc estimates obtained from ODAP.
CERPLP also plots spacecraft-centered and target-
centered celestial geometries of spacecraft, planets,
natural satellites, stars, and landmarks from TGP
data files.

Il. Pre-flight Analysis
A. [ntroduction

This section discusses the analysis which served as a
basis for spacecraft delivery accuracy predictions. It
enumerates the major error sources that affect the data
uted and presents the best pre-flight estimates of the
uncertainties in these parameters, Whenever appropriate,
the means by which these estimates were modified or
confirmed by actual flight experience are indicated. The
discussion includes a description of the strategies devel-
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oped for conducting the OD and thein rationale. Ret-
cronces SO and Toantal sl ldoiaadion oncn

sources ana strategies

The Project accuracy regaiianents tor interpland by
OD (Table 2V were specified in terms ot three sepasate
phases: (1) pre-nudesurse, trom spacecratt injection to the
first midcourse mancuver, (23 post-mideourse, froa the
first mideourse mancnver to approvmately MO - 30
dave, and (3 pre-MOL, from MOT = 30 days to MOL

Although strategies were developed to handle all three
phases, this section will concentrate on those designed for
the third phase, and will indicate wherever possible how
these would be modified {or the other phases,

B. Major Ltrror Sources for Radio Navigation

These sources consist of (1) observer-related. (2) space-
craft refated, and (B ephemeris-related errors, The first
errors result from the use of models not accurate enongh
to locate the observer in inertial space and to calibrate out
the effects of the transmission medin The second type of
errars rise from inadequate modeling of all of the aceel-
erating forces on a spacecraft. The last crrors involve
incorrectly specified positions of the planets,

1. Observer-related errors. These fall into two main
eategories:

(D) Those that corrupt or disiort the actual information
content of the observation, e.g., charged-particle
cffects in the space plasma and Farth's ionosphere.

{2) Those that influence the position of the observer
(tracking station) in inertial space, such as polar
motion and variation in the Farth's rotation rate
(time variations).

Al produce diuvnal signatures, and at any instant their
combined effect care be represented by an equivalent set
of station locations which would produce the same observ-
able. Hence, they are often referred to as equivalent sta-
tion location errors (ESLEs).

Errors. real or equivalent, in the coordinates of a
tracking stution have different etfects for different data
types, geometrics, and station combinations. Range rate
data, from which the right ascension and declination of
the probe are primarily obtained, depend heavily on the
absolute longitude A and the spin axis distance r, of the
station. Ranging data, when more than one station is
tracking, are extremely sensitive to errors in relative longi-
tudes, spin axis distances, and 2 heights (off the equator),

These facts must be consideted when strategies are de-
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D) Charged-particle effects. The radio signals travel-
g between astaiion and a spacecudt pass through
the ionosphere of the Barth. the interplanetary
space plasma, and, infrequently, the ionospheres of
other plancts. The interaction between the radio
signal and the charged particles in the medium
causes, among other things, a change in the propa-
gation velocity, The group velocity  decreases,
whereas phase velocity increases in the presence of
charged particles. As the density of charged parti-
cles vaiies, the roaltant time 1ate of change of the
plase velocity  cortupts  doppler  measurements
made trom the radio signal.

The Farth's ionosphere results from solar ultra-
violet radiation ionizing the upper atmosphere. Con-
sequently, the ionosphere above a tracking station
increases and decreases with, roughly, a diunal
periad. 1f the ionospheric effect is not measured or
madeled. it can not be distinguished from errors in
tracking station location and may cause significant
errors in the real-time OD.

The uncertainty in the magnitude of these effects
results more from the absence of continwous raw
calibration data during the mission than from the
quality of the measurements themselves. The qual-
ity depends on the measurement noise and bias, the
proximity of the measurements to the spacecraft
line-of-sight, ete.

(2) Tropospheric effects. Refraction in the troposphere
slows the phase and group velocities equally. The
retardation is minimal at the zenith, where the least
atmosphere is traversed, but the amount varies
because of duily and seasonal weather changes. The
refractive index of the troposphere depends on pres-
sure, temperature, and relative humidity, and it is
the unpredictable variations in these that causes
the uncertainty in the troposphere model.

(3) Polar motion. Although the DSS locations may be
relatively well fixed on the Earth’s crust, it is the
station coordinates with respect to the Earth's
instantaneous spin axis, and with vespect to the
equatorial plane defined by that axis, which are
important for navigational accuracy considerations,
The Earth'’s crust is not fixed with respect to the
spin axis, and it is this so-called polar motion (the
motion of the Earth's crust with respect to the spin
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axis) which causes the DSS locations to be a fune-
tion of time relative to the spin axis.

Polar motion data are aviilable from a number of
institutions, whose results often disagree by as nch
as 2 m. The uncertainty in polar motion is due to
the noise on the raw data used for determination of
the pole location and disagreement about which
sources produce the “true” pole position.

(4) Timing errors. Accurate specification of the inertial
position and velocity of the tracking station requires
knowledge of the instantancous rotational position
of the Earth on its axis. Because of tidal friction,
ete., the Earth's rotation rate is decreasing as time
goes on so that the time (Universal Time [UTI)
derived from the rotational position of the Earth
differs from the uniformly tlowmg (Newtonian)
ephemeris time (ET).

The variations in rotation rate are measured from
Earth by (a) using photographic enith tubes to
observe the International Atomic Time (IAT) of
transits of selected stars over the meridian or
(b} using astrolobes to observe the 1AT of selected
star transits over specific circles of elevation angle.
The errors in measaring the star positions, the errors
in the star catulugues, and the discordance among
results from the various supplicers of UT1 all con-
tribute to the remaining uncertainties in time.

(5) Actual DSS locations Except for geologic effects
such as earthquakes and continental drift, the
tracking stations do not move with respect to the
Earth’s crust. However, because the locations are
best determined by analysis of existing tracking
data, there are location uncertainties because of
ESLEs discussed above and from other lesser
sources.

2. Spacecraft-related errors. These errors include any
unmodeled or mismodeled forces that affect the motion
of the spacccraft on its trajectory. Some of these forces
are gravitational, resulting from attractions by massive
bodies; if the masses are not known accurately, the com-
puted trajectory will be in error. Other forces arise from
engineering particulars of the spacecraft. These non-
gravitational forces include those involving the space-
craft’s interaction with its environment, such as solar
pressure and drag, and others involving spacecraft opera-
tion, like propellant leaks and attitude control thruster
imbalances.
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Aceclerations from these sourees are very small (- 10
km/s and are dangerons not for the amount by which
they perturb the actual motion ot the spacecraft, but
rather for the way they can resemble other forees being
solved ior in the data tilter. This ability to be “soaked up”
by other parameters can sometimes decrease with in-
creasing data are if the changing geometey helps the other
torees (usuallv gravitational) to distinguish themselves,

(1) Solar pressure. The most obyious solar pressure ac-
celeration is in a radial direction away from the Sun.
There are also two smaller forces orthogonal to this
hecause of asy mmetry of the spacecraft configura-
tion {c.2.. the high-gain antenna, which is canted off
the spacecraft roll axas). The magnitudes of these
three torees depend on thie projected cross-sectional
areas and reflection coetficients in those directions,
which are very difficult to measure in a laboratory.
Moreover, experience with previons Mariners indi-
cates a slow but perceptible secular decrease in
solar pressure (367 over the mission). This decrease
is commonly attributed to degradation of exposed
surfaces, which results in decreased rveflectivity,

(2) Propulsion system. Gas leaks can arise from im-
perfect seat tolerances on the valves of the main
propulsion system. Because the amount of pro-
pellant carried to Mars for the orbit inscrtion far
exceeded the amount required for any past or
present midcourse requirements, the Mariner 9
spacecraft had a significant potential for leaks after
its midcourse correction. The tolerable magnitude
of such leaks was included in the design specifica-
tions.

(3) Attitude control system. The attitude control thruster
imbalances which arise from imperfect matching of
the jets on opposite sides of the spacecraft, and the
leaks from incomplete seating of the associated
valves, are much more difficult to model because so
little is known about their ter.poral characteristics.
The effect of imbalances would presumably vary as
the number of gas firings, but the valve seating
problems could improve or degrade with time,
Here, again, the design specifications included the
tolerable leak magnitudes,

3. Planetary ephemeris errors. The accuracy with which
the Mars-centered position of a probe near encounter can
be predicted using Earth-hased tracking depends on the
accuracy of the prediction of the geocentric position of the
probe and of Mars at that time. Determination of the geo-
centric position of the probe from radio tracking is
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cortupted by the errors mentioned above. The geocentrice
position of Mars s obtamed directh from the planctan
ephemeris, so s errors are simply the vector difference
between the absolute position errors for Farth and Mars
on that ephemeris: Admittedly, the trajectory of the probe
depends on the absolute position of Mavs, which is an
attracting body. and the position of the observer depends
on the absolute position of the Eacth: but the displacement
of Mars from where it is expected to be when the space-
craft arrives is the most casily understood effect. The least
obvious, but nevertheless important, effect is i the de-
termination of station locations, which are “observer-
related” errors (Sections 1T and IV).

C. Assumed Magnitudes of the Radiv Navigation
Error Sources

Before every mission, O analysts assess the state-of-the-
art accomplishments in cach ot the above arcas and ostab-
lish the uncertainty of their knowledge about thewr. In
subsequent studies, they use this information, along with
assumptions about the measurement errors in the real
observables, to compute uncertainties in the deliverable
B-plane results.* The same procedure is used in perations,
when the final selection of data is available. The delivery
uncertainties quoted later in this section are based on
such coasider covariances. The accuracies predicted by
pre-flight analysis can be achieved in operations if the
estimate of error magnitudes is realistic, The magnitudes
assumed for considering and estimating these parameters
are listed in Table 3. The consider values, which will be
discussed first, are the best estimate of the true uncer-
tainties.

The sola: pressure values reflect the laboratory
measurement uncertainty mentioned earlier. The attitude
control estimates were based on propulsion and attitude
control leakage specifications. The station location errors
ate the combined cquivalent of all the observer-related
errors (DSS location, timing, polar motion, charged par-
ticles, and troposphere). The ephemeris values give a
geocentric Martian position uncertainty of 10 km in the
plane of motion and 50 km perpendicular to it.

As the mission progressed, some of these quantities, like
solar pressure and constant attitude control accelcrations,
became better defined. However, it was very seldom that

“The ODP obtains a covariance on the solved-for quantities based

on data nolse alone, and modifies it to account for the effect on the
computed observables of errors in the other not-solved-for (con-
sider) parameters. { For a mathematical description, see Sections
XV and XVI of Ref. 2.)

these or the above consider values were used as a priori
information i a solution for such gquantities because, in
general to do so rvestricted the capability to determine
them independently with obsers ationa! data, This may be
a result of ignoring cortelations in the uncertainties or of
mappropriate data weights, both of which need to be
imvestigated further.

The data errors assamed for the accuracy studies were
3 mny/s for a 60-s count time doppler point, and 100 m
for 1ange data. During the mission, these erress were
changed to 1 mm/s and 30 m. respectively, in light of the
results shown in Table 1.

D. Error Sources for Onboard Optical Navigation

The onboard optical data determine the distance and
direetion to Mars by ahserving how the apparent orbite of
Phobos and Deimos change against the background stars
as the spacecraft approaches Mars. The two main classes
of errors that corrupt optical navigation results are those
which affect the measuriv  instrument (TV camera), and
those which affect the computed apparent celestial coor-
dinates of the observed chjects.

1. Instrument errors. The measured line and pixel lo-
cations of images are used tu determine the directions of
objects. Electromagnetic distortion in the electron beam
scanning circuitry, optical distortion in the telescope of
the instrument, and errors in instrument parameters (e.g..
focal length) can corrupt the measured direction.

Electromagnetic distortion can be caused by (1) a non-
uniform magnetic deflection {icld, (2) a fringe field out-
side the deflectionegion of a vidicou tube, (3) interaction
between the focusing and deflection fields, (4) a nonuni-
form electric deceleration field, (5) clectromagnetic bias
shifts, (6) a common rotation of the scan deflection fields
with respect to the target raster, and (7) nonorthogonality
of the scan line and pixel deflection fields.

Optical distortion results from: (1) imperfect design
and/or construction of the telescope lers, (2) misalignment
(nonorthogonality) of the lens optical axis with the target
raster, and (3) decentering of the lens optical axis in rela-
tion to the center of the target raster.

An error in the value of focal length used to describe the
iustrument transfer function causes a symmetric radial
distortion sbout the principal point. Errors in the values
of the pointing direction used to describe the instrument
transfer function have an effect similar to errors in the

JPL TECHNICAL REPORT 32-1308

-y



s e e

e

PR

e gt s . R ot - R : o t '
mmmﬂﬂ"mm;w e e - e ey e

values used for the location of the principal point on the
target raster.

2. Celestial direction finding errors. Here, the primary
contributions to crrors are satellite ephemeris errors. Since
the «ize and shape ot the apparent orbat determine the
probe’s position, errors in the satellite ephemeris have an
important eftect.

E. Assumed Magnitudes of the Optical Navigation
Error Sources

Because of the TV and scan platform calibration se-
quence performed about 30 days before MOI, there was
an opportunity to assess the magnitude of the errors in
the optical navigation instrument in its flight configura-
tion. The TV geometric distortion was calibrated to better
than 0.5 picture elements, (370) 1 ¢, using the reseau grid.
The residual distortion after calibration was random and
did not change in character through MOI. Since the ability
to image a number of stars was proven during this
sequence, it was obvious that the TV pointing direction
could be determined to the limiting accuracy o’ the
residual TV distortion because the positions of the stars
were assumed to be perfectly known. With this as back-
ground, it was decided to weight the Phobos and Deimos
data from star-satellite nictures at 3”0 in the ODP.

The a priori uncertainties in the satellite ephemeris ele-
ments are given in Table 4.

F. Development of OD Strategies

Pre-flight analysis and past mission experience show
that the best way to detect the presence of errors is to
compare and contrast a variety of solutions based on
differing data arcs, data types. and solved-for parameters.
Then, after identification of the errors present, strategies
can be applied to obtain a good solution in spite of them.

One effective means of ferreting out problems is to
compare solutions using diffcrent length data arcs or arcs
located at different places along the orbit. Often a short
arc will erroneously absorb phenomena into the state
which would not be intcrpreted as the state in a long arc
because of the distinguishing effects of changing geom-
etry (Fig. 9). For example, the deleterious effects of
ignoring certain TSACs seem to decrease as the data arc
is lengthened. A similar situatica occurs when stochastic
gas loaks on both Muriners 4 and © are ignored.

A second approach is to play different data types
against each other. Doppler and range have different
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sensitivities to many phenomena. For example, doppler
can easily mistake nongravitational for gravitational forces
because it determines the position ot the probe from its
observed geocentric acceleration (time rate of change of
doppler). Using the planetary ephemeris to determine the
relative acceleration between the Earth and the body
whose gravitational acceleration is currently dominating
the probe’s motion, an OD program would deduce the
probe-body acceleration by vector subtraction. It then
simphy infers the probe-body relative position using the
law of universal gravitation. Nongravitational spacecraft
accelerations can obviously degrade the determination of
the distance of the probe from such a body unless another
means is found to constrain the solution for position.
Ranging data often fill this gap because, in conjunction
with a planetary ephemeris, they can independently set
limits on the probe-planet distance (Fig. 10). However,
this situation makes ranging particularly susceptible to
ephemeris etrors. ¢mhoard optical data are msensitive to
cither of these errors but are dependeont on satellite ephem.
ers errors, and so on. If solutions using one data set differ
noticeably from those using another, or froma those nsing a
combined data set. then probably something is mis-
modeled.

Another technique is comparison of solutions obtained
using different parameter sets, with an accompanving
evaluation ot the new solved-for values. 1t these values are
unreasonable in light of what is known a priori (e.g., a
changed sign on the transverse solar pressure), then it
may be that these parameters are ahsorhing some other
error. Another indication is poor consistency between solu-
tions using different parameter sets. This entire concept,
of course, assumes that sufficient data are being used to
make a meaningful solution possible.

After detection of mismodeled phenomena, it is not
always easy to correct the model. It may be that the detec-
tion scheme showed the difference in effects on two runs
and did not indicate the absolute effect. It may be that the
phenomena can not be parameterized in the software. It is
often more important from the engineering point of view
to find an approach which minimizes the effect or avoids
the problem than to obtain a questionable solution. The
runs that constitute the detection scheme usually indicate
the course to be taken.

The strategy for this mission was to compare results
using long, medium, and short data arcs starting at the
first midcourse maneuver, the second midcourse ma.
neuver (planned for MOI — 20 days), and MOl — 5 days,



tespeetnely. o cach case, the comparison would be ev-
tended to MO = 8 h (hetore gray ttational beadg).

For cach are, doppler and range data were to be pro-
vessed separately and mocombination. Because optical
measutements would be available onlv after MO1 = 3
days, the short e would aftord the only opportunity to
use these data by themselves. However, they were to be
wsed in combimation with radio observables on bath the
intermediate and short ares. It was also desirable to
investigate results obtained with and without charged-
particle calibrations on the wadiometric data. For cach of
these data type/are sets, results were to be compared
based on two or more of the vectors shown in Table 5.

There was no commitment hetorchand to base the
tinal recommendations on any particular data type/are/
parameter set combination. Section 1 will indicate how
the strategies were actually apphed m flight and what
combinations were used to produce the O results,

tll. Orbit Determination
A. Introduction

This section summarizes the results obtained by the
OD group of the Navigation Team using interplanetary
data. 1t deseribes the najor problems encomntered and
indicates how the strategies discussed n Section 11 were
applied to obtain the final recommendations. It compares
the answers derived in flight with those produced by post-
flight analysis and examines the performance in light of
the pre-flight predications. Finally, it discusses new deter-
winations of various constants using this data span. Refer-
ences 8 and 9 contain additional information about the
inflight and post-flight results.

As indicated previously, the mission plan allowed for
two midcourse mancuvers. The first would correct the
launch bias required by planetary quarantine constraints,
as well as any launch vehicle errors. If necessary, the
second would be designed to remove OD and maneuver
execution errors associated with the first, and to allow
any late change of planned insertion altitude or inclina-
tion. In practice, the second midcourse maneuver was not
necessary and was never performed.

The continuity of the pre-midcourse phase was broken
by squib firinge to unlatch the spacecraft sean platform
from the stowed position. Previous experience with
Mariners 8 and 7 showed that the squib firings could
noticeably affect the trajectory, and thus they should

veewr betore the tist mideourse to preclude perturbations
ob the postandvourse tagectony Because of the veloeity
change which resalts trom the firings, the pre-nideounse
phase s divded mto two data blocks. the preaantateh and
the post-unlateh,

The post cudeourse phase was near optimum trom the
spacecratt ttgectony standpomt There were soall gas
leaks trom the attitude control svstem thioughout  the
mission that attected OD, but these soadtleaks were within
design specihcations, However, a senies of mach larger,
intermittent leaks, occurnng atter September 15, 1971, had
amagor eftect on the OD strategies emploved.

Run identitications are included wath the tabular results
below to enable aceess to the microtilined  listings. Al
times are given in Universal Time Coordinated (UTC),
and all cartesuan coordinates are referted to the Earth
mean equator and equinox of 19500 unless otherwise
noted. Appendiv B contains a listing of the basic con-
stants input to the ODP,

B. Pre-midcourse Results

lnjection into the Earth- Mars transter trajectory oc-
curred at 2234"59:70 on May 30, 1971, Withia 2 h after
injection, the angle data recorded by the DSN hecame
insigmiticant compared with vange and doppler in the
OD process. Only ane solution was computed using the
angle data, and it indicated that the iniection wae snffi-
ciently accurate to make the pre-computed DSN predicts
usable,

As more and more stations began to track the spacacraft,
a series of data/station consisteney checks were made to
ensure that performance and calibration within both the
SN and the tracking system software were as anticipated.
This procedure, stundard during any mission, uncovered
an incorrect ranging  transponder dvla_\' input to the
ODE. This phase of the mission is the only one in which
it is possible to calibrate the basic delays in the ranging
machines using spacecraft dynamics instead of ground
equipment because the deceleration on the probe cansed
by the Earth is so large that the law of universal gravita-
tion allows determination of the spacecraft range by dop-
pler alone to ~ 100 m. The fact that ranging data agreed
with doppler-only orbits to that accuracy indicated the
basic delays were reasonable. Other checks at this time
and later during the mission ensured that the biases be-
tween ranging passes from diffcrent stations (caused
cither by miscalibrated station delays or incorrect values
for the distance of the stations from the equator) never
exceeded 20 m.
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Pre-flight analysis indicated that the prime error sources
during this phase would be mismodeled solar pressure
(SP) forces and/or attitude control (AC) system leaks.
Errors from these sources could not be particularly well
determined because of the shortness of the data arc, and,
if arrors occurred in either of these sources, they would
map to a large dispersion at encounter because of the
length of the trajectory. It would be impossible to obtain a
real separation of the two because of the restricted geom-
etry and range of Sun-probe distances; thus, they were
combined as SP. All available ranging data were used
because they gave the most information about these non-
gravitational forces.

Table 6 compares the pre-flight SP and AC parameter
values with those obtained during the pre-midcourse
phase of operations, those derived by post-flight process-
ing of pre-midcourse data, and their current best esti-
mates (CBEs), 'The uncertainties in the estimated values
can be found in Tables 7 and 8. Wh=n comparing these
values, it is worth remembering that the uncertainty
quoted in the pre-flight values was =+-0.03.

The scan platform unlatch was scheduled for L + 1 day
to allow sufficient time to redetermine the orbit before the
first midcourse maneuver at L + 5 days. Although there
was no critical requirement for an orbit prior to that for
the midcourse maneuver, a solution based on data to
L + 1 day was provided to support preliminary maneuver
planning.

Although station location errors were known to have
little effect on the B-plane results at this stage, they were
included in a solution set to serve as a indicator of
abnormalities. Solution sets A, B, and C (Table 5) were
examined using doppler alune and doppler and range in
combination.

The pre-unlatch orbit solution quoted in flight and the
final post-flight orbit based on the same data appear in
Table 9. When the solutions are adjusted by the final
estimated A's caused by the scan platform unlatch and the
midcourse maneuver, they give the B-plane parameters
displayed in Table 10. The remarkable performance of
the inflight pre-unlatch orbit should be qualified by
pointing out that there were a number of canceling error
sources. The timing polynomials, station locations, SP, AC,
and planetary ephemeris used in flight would have caused
much larger errors than are indicated in column D.
Column F illustrates this because it is due almost entirely
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to the combined SP and AC errors. The pre-unlatch data
are not strong enough to correct the ¢ priori values for
these quantities, which are given in column F of Table 6.

The velocity increment to the spacecraft was obtained
by combining data on either side of a 3-h period during
which the small nongravitational unlatch and line venting
accelerations occurred, and estimating an equiva'ent
AV using the instantaneous maneuver model of the ODP.
The results given in Table 11 include the effect of the
unlatch itself, which occurred at 22"32™ on May 31, 1971,
as well as of u gas venting from lines upstream of the en-
gine values at 01"28" on June 1, 1971. The two events were
modeled with a single burn at 0000 on June 1, and all
the data between them were ignored. The B-plane effects
were obtained by differencing the B-plane estimates of the
pre- and post-unlatch orbits computed using the same
model.

Because there was insufficient experience and confi-
dence in fitting maneuvers in flight, most of the effort to
obtain a reliable orbit for the midcourse maneuver caicu-
lations was spent processing the post-unlatch deta. The
solution recommended at midcourse — 12 h was PREM/C-
10-C, chosen over the A and B solutions based on the same
data set because of superior fit to the data and because
the solved-for parameters had undergone reasonable
changes from the anticipated standard. (There were other
solutions with unreasonable changes.) The inflight and
post-flight estimates appear in Table 7. When these solu-
tions are adjusted by the final A’s caused by the midcourse
maneuver, they produce the results seen in Table 12. The
same qualifications apply here as for pre-unlatch. In both
cases, the rather large T.. errors in flight are due pri-
marily to the incorrect @ priori value of SP, seen in
column C of Table 6.

Table 12 shows that the error in B-magnitude wus well
within the 250-km (1-¢) accuracy requirement at L + §
days. Pre-flight analysis indicated that an uncertainty of
223 km in |B| should be expected at this time; the inflight
uncertainty was 119 km.

C. Midcourse Maneuver Analysis

The midcourse maneuver was a 5.11-s burn that started
at 00*22=05:0 on June 5, 1971. The differences between
the final aiming point for the maseuver and the current
best estimate of the achieved B-plane parameters are

n




given in column A of Taole 13. These differences are due
to a number of factors, chicf among which are;

(1) Errors in the geocentric orbit determined from the
pre-midcourse tracking data, which include errors
in the geocentric state, as well as errors in the SP
and AC forces mentioned previously.

(2) Errors in the Mars ephemeris used for designing the
maneuver. Even if the ge xentric orbit were cor-
rect, a Mars ephemeris error would cause the
achieved orbit to miss the aiming point.

(3) Omission in flight of the effects of the sporadic gas
leaks which perturbed the post-midcourse trajec-
tory.

{4) Spacecraft maneuver execution errors.

Column B of Table 13 shows the effect of changing
ephemerides from DFE89, which was used in flight for
computing the midcourse, to DESO, which was used for
the post-flight analysis (DE80-DE89). Column C is an
attempt to determine the errors described in (1) by ad-
justing the differences of Table 7 for the change from
DE69 to DESO (post-flight — inflight is shown). Column D
gives the best available estimate of the sporadic gas leak
effects of item (3).

Table 14 compares the commanded maneuver with the
best post-flight estimate of its components. This post-flight
analysis was based on data through August 1, 1971, and is
subject to the uncertainties indicated. The effect of using
the different maneuver values in integrating a trajectory
to encounter is seen in column E of Table 13. The residual
error in column F (Table 13) is the combined effect of the
errors in all the above items. Additional study is needed
to explain why column F does not equal column A.

D. Poat-midcourse Resuits

The planning and execution of the first midcourse ma-
neuver are described in the Maneuver Analysis section of
this report. Following the maneuver, an estimate of the
orbit had to be reestablished. Once this was done, the
somewhat stable routine of cruise allowed time to prepare
for the next major orbit delivery deadline, at MOI ~ 18
days (October 28, 1971), when the recommendations for
the second midcourse maneuver were due. Most of the
solutions studied during this period had their epoch on
June 5, 1071, immediately after the first midcourse ma-
neuver.

Cruise was the period chosen for phasing in the new
ephemeris and the enhauced versions of the SATODP
which were to be used for encounter support. As each
was incorporated. extensive comparisons were made be-
tween old and new to facilitate understanding of the
resulting B-plane changes. In all, four different versions
of the SATODP were used:

(I' Phase A, pre-tlight through August 13, 1971.

(2) Phase B, August 5. 1971, through September 28,
1971

(3) Phase C0.0, September 29, 1971, through October
22,1971

{4) Phase CL0, October 23, 1971, on.

The three different ephemerides were employed as fol-
lows:

{1) DE69. pre-flight through October 31, 1971.

(2) DE78, November 1, 1971, through November 11,
1971.

(3) DE79, November 12, 1971, on.

Some post-flight analyses used DE8O, which was available
in early December of 1971,

As more data accumulated and the newer ephemerides
and software came into use, the B-plane parameters from
the long arc solutions (set A, Table 5) displayed the be-
havior seen in Fig. 11. The discontinuities correspond to
software or ephemeris changes, whereas the gradual drifts
indicate the effect of increased amounts of data in the
presence of modeling errors.

The gradual degradation of solutions up to August 4,
1971, and the noticeable discontinuity at that time were
fully expected. They indicate the effects of outdated
ti.ung and polar motion, which were replaced when the
change was made from SATODP-A to SATODP-B. Up to
that time, the timing and polar motion data available at
launch were used. The accuracy of these data decreased
the further they were extrapolated into the future. How-
ever, the data were used until August 4 because SATODP-
A required the data in a format that had not been pro-
duced at JPL since January 1, 1971, The launch deck was
produced by hand and was believed to be adequate for
launch and midcourse support. With the advent of
SATODP-B, the new format decks could be used. These
decks were updated weekly throughout cruise and daily
near encounter.
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The other noticeable breaks occurred on October 31,
when DETS 1eplaced DEGY, and on November 11, when
DET79 replaced DET8. As Table 15 indicates, the size of
the breaks in the solutions correlated very well with the
differences seen in trajectories integrated using the dif-
ferent ephemerides, and in that sense were well under-

stood.

Although the drifting before August 4 is partially ex-
plained by the outdated timing and polar motion, other
results indicated that additional problems might be
present. As was mentioned in Section I1, throughout the
long arc, estimates obtained were based on & number of
the solutions sets listed in Table 5. By comparing values
of the solved-for parameters from run to run with their
a priori values, 1t could be seen that certain parameters
changed to new values and stayed there, whereas others
showed secular trends. Among the first type were DSS
station locations and the GM of the Moon. Solar pressure
coefficients are an example of the other class.

GM of the Moon was the least controversial. The values
that kept recurring were in fine agreement with those
obtained from Mariners 6 and 7 and were believed to be
quite reasonable. The DSS absolute longitude changes,
however, were significantly larger than the a priori un-
certainties were estimated to be and were outside the
spread of solutions used to form the recommended set,
LS 35. These results were not particularly damaging to
the long arc B-plane predictions because the sensitivity of
the solved-for state (and thus the miss parameters) to
station locations &5 vory small (o5, Wss than 8§ km for o
10-m longitude error). The implications, however, were
much more important. If, for some reason, a short arc of
data, whose sensitivity to station locations is high, had to
be relied on, then a longitude error of the size indicated
in the long arcs (—7 m) could have a 50- to 100-km effect
on the miss parameters. In view of this, every attempt was
made to reinvestigate the data that went into LS 35 and to
study the possibility of obtaining credible DSS locations
from a long arc. This is discussed further in Section IV,

As for solar pressure, these coefficients, or anything that
resembles them, have a significant effect on long tra-
jectories becsuse their accelerations can integrate to a
substantial position dirplacement. They were, therefore,
the dominant error source for the OD and
abo for all solutions whose epochs were early in the
mission (e.g., the long arcs).
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The SP/AC model in the ODP computes spacecraft
accelerations in three directions according to the expres-
sion

k

+ (AC; + AAC, +—:-5P,)x

+ (ACy + JACy +-r-",- SP)Y

where

r = Sun-probe distance, km

k = afactor depending on  pacecraft mass and
arca and solar flux constant

= unit vector directed out from Sun to space-
craft

X = unit vector along spacecraft +X direction
(pitch axis)

Y = unit vector along spacecraft +Y direction
(yaw axis)

SPy. x.y = solved-for reflectivity coefficients along R,
X and Y.

ACp .y = solved-for constant leak components

AAC; x.v = additional nonsolvexl-for, time-varying leak
components

Over a small range of Sun-probe distances, any gas
leaks, ACy 1.y, could be absorbed in SP; y.y and, as long
as they were small enough, would give SP values within
reasonable dispersions from the a priori . -‘ioned in
Section I1. However, as the Sun~probe distance increases
so that the i/r* factor comes into play, the continued
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these leaks to the Navigation Team's attention at all was
the concern the OD engineers showed over the muc!
larger sporadic leaks that began on September 15.

The character of these leaks is discussed at greater
length in Section V. Briefly, one of the roll-axis valves
would aperiodically fail to close entircly, possibly because
of swmall particles caught in thc valve seat. The valve
would leak until such time as it was required to tire again,
when the particle would be blown away. The new fir:ng
would come either as a response to normal torques on the
spacecraft or, in the case of large leaks, after speafic
corrective commands from the ground.

The appearance of these sporadic leaks, and the con-
firmation of a long-standing constant leak prompted
renewed analysis of OD strategies. The strategies would
depend on the expected magnitude of the B-plane changes
caused by these leaks as well as the ODP’s ability to
handle such phenomena. In general, the long-arc solu-
tions, which included nonstate parameters, gave results
significantly different from the statc-only cases, when
sporadic gas leaks were present in the data. Some very
disturbing correlations were observed between station
locations and AC coefficients, which will be discussed
further in Sections 1V and V. When it was found that the
constant leak would move the trajectory only 50 km in
the B-plane and that the sporadic leaks would probably
mean less than 10 km, it was easier to put these problems
in perspective. It was important to choose an approach
that would not allow these accelerations to corrupt the
estimation process, The choices were:

(1) To recommend the results based on long-arc solu-
tions up to the beginning of sporadic leaks.

(2) To sclve for AC and SP using the data prior to the
sporadic leaks, and inputting these data to the tra-
jectory along with the sporadic leak magnitudes
provided by the AC subsystem personnel, fit the
entire long arc of data, and use the state-only
solntion.

(3) To rely on the approach of (2) applied to a short arc
starting a few weeks before the planned second
midcourse maneuver to minimize the errors caused
by integration over a long trajectory.

Other options were discarded as the number of sporadic
leaks began exceeding the maximum number of solved-for
leaks in the ODP. Item (3) involved fitting data from
October 4 to October 25, during which time there were no

sporadic leabs. but the information content of these data
was insutficient to meet the Project’s required delisery
accuracy, A decision was mude to pursue options (1) and
(2) simultancously and to postpone the final decision for
as long as possible.

Option (1) used .. long are of data up to 0 h on Septem-
ber 15. Until the OD engineers were officially notified of
the gas leaks, thev had been fitting the data with tra-
jectories that had zero values for ACg vy, According to
plan, they had generated partial derivatives tor those
parameters. They found they could obtain nonzero values
for them in the solutions, but that their effect could
alternatively be absorbed in the solar pressure to give an
cquivalent B-plane result to within 10 km.

Table 16 shows that the solved-for ACx ¢, results were
noticeably different from those suggested by the AC sub-
system engineers. However, after consultation, the engi-
neers indicated that the uncertainties in their estimates
would not exclude the OD values, and that the greater
magnitude in the Y direction could be caused by leaks
from two opposing roll jets on the +Y solar panel, which,
in turn, would explain some additional anomalous be-
havior they had observed. Therefore, the values in column
E were adopted for option (2) and all subsequent OD.
The current best estimate of these parameters, Jetermined
from post-flight analysis of the same data arc, is also
included in Table 16. The solution based on approach (1)
in flight is compared with post-flight solution in Table 8.
The covariances here did not include the effect of
“consid~r" parameters and so are somewhat optimistic.
Pre-flight studies suggest a o |B| of 85 km.

On October 28, when the orbit estimates were due for
designing the second midcourse maneuver, only long-arc
solutions were available, based on DEG and the AC
information in Table 16. Initial indications from the
Ephemeris Development Group were that the still-to-be-
delivered new ephemeris (DE78) would change |B| down-
ward by 50 km. From analysis of the first three sporadic
leaks, the OD engineers concluded that, if such leaks con-
tinued, they would serve to increase |B|, but by no more
than 10 km. (The first three leaks amounted to +2.00 km
in |B|.) In additior, if the station locations were in fact in
error by the =7 m indicated, the long-arc solutions would
be affected by no more than S km. Atter factoring all this
information in with the solutions seen in Table 8, the
Navigation Team Chief was advised that |B| would be
8233 + 100 km.
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E. Pre-MOI Z..pport

When the second midcourse maneuver was canceled,
the continuity and integrity of the long arc could be pre-
served. Nonetheless, according to the planned strategy., a
series of intermediate-arc solutions was initiated. If these
results agreed with the long ares, it would indicate that
there was no problem; if not. the varying sensitivities of
the two data spans might help to pinpoint the problem.
The results obtained are _hown in Fig. 11.

The epoch was chosen at October 4 because, at the time
the decks were set up for these runs, there had been no
gas leaks since October 4. The dispersion in the solutions.
although within the considered covariance, was nonethe-
less disquieting. Attempts were made using simulated
data to determine whether ephemeris errors could pos-
sibly cause such behavior before MOI — 5 days, but they
were inconclusive, A more readily accepted explanation
was the corruptive effects of the possibly poorly modeled
sporadic lraks. Once the a priori state was constrained to
100 km and 0.1 m/s. state-only solutions matched their
long-arc counterparts to within a few kilometers.

Eventually, the awareness that these arcs were really
being processed as a backup for the long arcs lessened the
concern about their instability. There was not enough
time during the actual operations to explain their be-
havior adequately, and, because there already were a
series of understandable stable solutions, no crash effort
was made to resolve the problems. Nevertheless, inter-
mediate-arc solutions were made up to MOI. Some pot-
flight analyses of the intermediate arc are discussed in
Section V.

In addition, according to the pre-flight strategy, short-
arc results were studied. The epoch for the short arc was
November 9 (MOI — 5 days). Since there were still
sporadic leaks at this time, in addition to the long stand-
ing constant leak, all short-arc trajectories included the
solved-for values of Table 8 and the latest estimates of the
sporadic leak magnitudes by AC subsystem engineers.

The experience of past missions was that the short a:-
would not provide solutions of comparable accuracy to
those of the long arc until the spacecraft was within a day
of encounter. After this time, short-arc results should pro-
vide a good check on the long-arc solutions, and, perhaps,
a better estimate of the parameter Tr.. The strategy was
to rely on the solutions for the state-only and the state and
station Jocations. The station locations are impostant i a

short arc is to absorb any possible timing or ephemeris
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errors, The GM of Mars was not as important as the station
locations because three flyby determinations had already
been made of it. The effects of SP and AC errors on the
trajectory would be almost insignificant because of the
short integration time, which, in combination with the
unpredictable sensitivity of their partial derivatives to the
intermittent gas leaks, would make them bad candidates
for inclusion in the solution.

At MOI=5 days, there was an opportunity tu update
the spacecraft central computer and sequencer (CC&S)
with a new set of maneuver commands. To support this
update, the OD team had to provide a recommended orbit
and associated uncertainty. Of the long- and intermediate-
arc solutions available at the time, POSTMC-42-A was
chosen. The B-plane parameters were:

() B] = 8208.41km.
) B-R = 6004.71 km.
(3) B-T = 5589.22 km.
(4 T.. = 07314664, November 14, 1971.

-

This selection was based on the comparative stability of
the long-arc solutions which had bheen obtained through-
out the mission and the assumption that there would be
enough inertia provided by the data up to September 15
to maintain an even keel througl the period of inter-
mittent gas leaks.

The resuits of the radio short-arc solutions, whose
epoch was MOI -5 days, are plotted in Fig. 11. This was
the span during which optical data became available.
The results based on POS 1 and POS 11 data. alone and
in combination with radio data, also appear in Fig. 11.

At MOI-12 h, another orbit was required to prepare
for the final possible full CC&S load. By this time, all
orbits had been recomputed using DE79, all the POS 1
and POS Il optical data were available, and the shart-arc
solutions were improving. The individual results con-
sidered are shown in Table 17, in which the long-arc
s.lution was supplied for the MOl computatior.s. The
very good agreement between the optical-only and radio-
only results renewed confidence in the long-arc solution.
There had to be no significant Mars ephemerh error
because the optical solution, which was epher.c .
independent, and the radic solution, which was hi.: .
ephemeris-dependent, were nearly identical.

At the time of the final possible update, the solutions
only had data up to MOI -8 h because of a failure on the




NATTRACK computer. The short-are solutions
drifted upwards in /B' and were holding at the values
shown in Table 18. The long-are solutions. also shown in
that table, did not move as they experienced more and
more gravitational bending.

There were four possible choices for the final update
recommend: tion:

(1) Use the long-arc solution up to September 13, cor-
rected for the new cphemeris and the trajectory
effect of the subsequent gas leaks.

(2) Use the long-arc, state-only solution, fit to all the
data up to MOI -8 h.

i3) Use the short-arc solution with data up to MOI =8 h.

(4) Use he combined optical and radio solution.

The large movement in B*R on the short ar¢ was unex-
pected but was somewhat confirmed by the optical data.
However, the short arcs were susceptible to unmodeled
leaks. Thus, the final recommendation, based on (2) was
POSTMC-56-A, which was bolstered by its reasonable
similarity to the pre-September 15 data result.

As caa be seen from any of the above tables, the inflight
recommendations were quite accurate. Pre-flight analy is
had predicted a ¥3-km uncertainty in |B| at MOI -5 days,
and 120 km and 50 km for the short and long arcs, respec-
tively, at MOI-12 h.

Figure 13 gives an indication of the overall OD per-
formance from launch to encounter. The 50-kmn bands
around the current best estimate represent the allowable
1-¢ |B| delivery error at MOl —6 h. The insertion maneuver
was actually based on an orbit whose |B| error was 58 km,
even though there were improved orbits available in time
to reload the CC&S (e.g.. at MOI—-12h).

Table 19 contains informution about the radio solutions
plotted in Fig 11.

The available charged-particle calibrations were used in
flight on an experimental basis. Although the results were
not in particularly good agreement with the ~.rent best
estimate, they showed no more dispersion than the inter-
mediate-arc solutions. The studies, which are described in
deted] {a the sixth article of Ref. 1, were inconclusive and
did not influence the final orbit recommendations.

F. The Current Best Estimaie

The current best estimate (CBE) was obtained by com-
parison of post-flight results using three strategices: {a) a
long arc from midcourse maneuver tu MOI, (b) a short
arc from MOI =5 days to MOI. and (c) a short arc cover-
ing MOI=5 days to MOI1+10 h that included an MOI
burn model. The results shown in Columns B, D, and E of
Table 20 apply to strategices a. b, and ¢, respectively. The
individual values were the conciusions drawn fiom a
study of i variety of data sets and solution parameters for
each arc of duta. Strategy ¢ was believed to be the best
solution for orbital inclination and the one that would be
least dependent on ephemeris and staticn location errors.

The differences between inflight and post-tlight resaits
are dne primarily to the use of updated timing, AC coeffi-
cients, and ephemerides. The improved AC coefficients
came from post-flight analysis of the arc from midcourse
maneuver to September 15, using tighter doppler data
weights. Although DESO was used for all but the long-arc
post-flight analvsis, comparison of column B Table *0
(which solves for the ephemeris) with colum C (which
estimates or'v the state) shows that the long.arc cases
seemed to compensete adequately for the change in the
relative position of Mars with respect to the Earth.

A still unresolved problem is the apparent inertia of the
long-are solutions during the last day. It is believed that
the problem lay with a particular operational procedure
for adding new Jata to an existing data set. All the inflight
long-arc results from MOI~1 day on relied on this pro-
cedure because of time constraints. When post-flight
analysis used a supposedly equivalent but more time-con-
suming technique, the problem disappeared. The ques-
tirmable rrocedure will be revised for future missions.

G. An Evaluation of Mars Orbit insertion With

Radiometric Data
The acceleraticn of the spacecraft caused by a motor
burn is represcnted in the ODP by
F=aUlu(t = T,) = u(t = T)) 2
where
¢ = magnitude of r

U = unit vector in direction of
T, = effective start time of motor
T, = effective stop dime of motor
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= current time

_ fl, fort>T
ut-=T,) = 10.fort < T

The effective stop time T/ is given by

T[ = To +T
where T is the ‘nput burn duration, The quantity T, can
alternatively be computed within the program as the

mstant at which the accu ~ulated [AV| of the burn reaches
an input value.

The acceleration magnitude a is given by

_ F(r) C= Fo + Fir + Fyr* + For* + For
¢= m(r) . M2 My® Mt
m, — M,r — - -
2 3 4
)
where

F(r) = magnitude of thrust at time ¢
F., F, F., F; F, = pclynomial coefficients of F(+)
r =t -~ T, seconds
m(r) = spacecraft mass at time ¢
m, = spacecraft massat T,

M, M, M,, M, = polynomial coefficient of propellant
mass flow rate (positive)

C = 0.001 for F in newtons and m in kilo-
grams

The unit vector U in the direction of thrust is given by

U, cos 3 cos a
U=| U, cos 8 sina (4)
[U.][ sin 8 ]

where «, 3 = right asceusion and declination, respec-
tively, of U, referred to the mean Earth equator and
equinox of 1850.0.

The finite burn model was estimated using doppler data
only over the period from MOI—5 days to MOI + 11 h.
The data were broken into three spans:

(1) November 08, 00:00:00 to November 13, 23:00:00,
weighted at 0.015 Hz.
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12) November 13, 23:00:00 to November 14, 01:49:00,
weighted at 0.120 Hz.

(3) November 14, 01:49:00 to November 14, 11:00:00,
weighted at 0.010 Hz.

The second data span was weighted loosely because the
spacecraft turns and maneuver occurred during this
period.

Three basic strategies were examined in solving for the
maneuver parameters. The first restricted the [AV] to
1600.6854 m/s (which was a preliminary result obtained
from the Navigation Team’s maneuver group) and solved
for the F’s, a, an1 8. The a priori values were obtained by
telemetry analy sis and are given in Column C of Table 21.
The iterated solution appears in Column D. The rather
large change in F,, as well as the considerable difficulty
in fitting the data, suggested that the |AV| might be
wrong. The second and third approaches both allow the
ODP to obtain its own best estimate of |AV| by patching
the pre- and post-burn data together.

The second scheme estimates the F,’s, «, 8, and the
duration T without using radiometric data taken during
the burn. The results appear in Column E of Table 21.

From the estimated model, the |AV| imparted to the
spacecraft was computed using

r
/ Fo1’+ T11’+Fg‘fz +F31" +F4T‘
IAVI =C / y Mﬂ'z szs Mg‘l" dt
T, M T RTT Ty
(5)

giving 1601.852 m/s. The de: .ed |AV| is remarkably
stable regardless of whether the basic trajectory includes
or excludes gas leaks. The rather large correcticn to T is
disconcerting because the propulsion engineers feel they
know ‘he instants of motor start and stop to within 60 ms.
However, since including the data taken during the burn
improves the value of T while maintaining the same |AV/,
this solution, given in column F, was chosen as the best
maneuver estimate. The commanded |AV| and roll and
yaw turns are given in Column B for comparison.

H. Determination of Astrodynamics Constants
From Interplanetary Data

Inflight and post-flight analyses have yielded new de-
terminations for the GMs of the Earth, Mars, and the
Moon.
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The solutions for Earth, usmg tour ditterent data spans,
appear in Table 22, Data span 1 gives the most reliable
solution because it contains unadulterated data closest to
Earth, trom injection to scan platform unlatch at L. +
1 dav. Data span 2 (injection to midcourse maneuver),
data span 3 (injection to L. + 25 days). and data span 4
(unlatch to midcourse maneuver) give results consistent
with hose from span 1, which further increases confi-
dence in span 1. The new valae is compared with deter-
minations from other missions in Ref. 10. Table 23 shows
the sensitivity of the solution to various error sources.

New determinations of GM Mars came from two data
ares: the first extends from MOI =5 days to MOI —45 min
and includes both doppler and ranging, whereas the sec-
ond continues on to MOI + 11 h but contains only dop-
pler. The values obtained (in km'/s®) are 42828.60 .+ (.60
(EOOIWL) and 4282825 + (.55 (MOIO08A), respectively.
As was the case with GM Earth, a variety of different
solution sets and input models were investigated which
gave results varying from 4282798 to 42828.65. The re-
sults quoted us the AC subsystem engineers’ sporadic
leak model with the current best estimate of the contin-
uous leak from Table 12, and the tenth-order Mars
harmonic model referred to the updated pole given in
Table 4 of the Satellite Orbit Determination section. The
bum model for the second arc is that of strategy 2 in
Table 21.

The GM Moon solutions are derived from processing
the long data arcs of interplanetary cruise because the
monthly revolution of the Earth around the Earth-Moon
barycenter impresses a periodic signature on the cruise
doppler and ranging data, whose amplitude is a function
of the ratio of the Earth and Moon masses.

A number of solutions were examined with different
combinations of weights fcr each data type and diiferent
sets of estimated parameters. The standard set of esti-
mated parameters includes the probe state, SP, AC,
station locations, and the Earth-Moon mass ratio. An
a priori uncertainty of 0.0166 was assumed for the mass
ratio parameter. The solutions were:

Cazse 1. Doppler only (1-¢ doppler noise assumed to be
0.015 Hz) with standard estimated parameter
set, giving 81.30068.

Case 2. Range only (1-o range noise assumed to be
100 m) with standard estimated parameter set,
giving 81.30067.

Case 3. Doppler and range (1-0 doppler and range
noise assumed to be 0.015 Hz and 100 m, re-
spectively) with standard estimated parameter
set, giving 81.30067.

Case 4. Doppler and range weighted the same as Case
3, with standard estimated parameter set plus
Mars and Earth-Moon barycenter ephemeris
parameters, giving 81.30067.

Case 5. Doppler and range (l-¢ doppler and range
noise assumed to be 0.015 Hz and 50 m, respec-
tively) with the estimated parameter set the
same as in Case 4.

All solutions vielded nearly the same mass ratio. Cases 1
and 2 indicate a remarkable agreement on the mass ratio
between the two data types. With such good agreement,
the relative weight of the two data types becomes less
significant. Cases 3 and 4 show that the lunar ephemeris
error is probably too small to have an effect on the mass
ratio estimate. A possible error source is the periodic
variations in the interplanetary medium. Melbourne (Ref.
11) has shown that a 28-day sinusoidal variation of solar
flux of 0.197 could produce an error of about 0.001 in the
mass ratio, but he also pointed out that it is not likely to
be the case. The agrcement of the mass ratios computed
from the data gathered from several interplaneiary space-
craft also does not include this sort of systematic error
unless the phase of the flux variation is the same for each
mission, whicl, does not seein likely.

I. Determination of DSS Locations From Interplanetary
Data

Four different data arcs have provided station location
estimates: (1) Pre-midcourse, from unlatch to midcourse
maneuver; (2) post-midcourse, from midcourse maneuver
to September 15; (3) pre-encounter, from MOI -5 days to
MOI - 45 min; (4) pre- and post-encounter, from MOI-5
days to MOI + 11 h. Except for the post-midcourse,
which was processed using DE79, all arcs have been fit
using DES0. Final Bureau Internationale de 'Heure (BIH)
timing and polar motion were used, although no charged-
particle calibrations have been applied.

The results of the estimates are shown in Table 24.
Both DSS 14 and DSS 62 show 2- to 3-m changes in spin
axis near MOI. Changes of this size are not disconcerting
in view of the absence of charged-particle calibrations and
the well-known seasonal character of these effects. What
is noteworthy is the 7- to 8-m decrease in absolute longi-
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tudes throughout the DSN. This effect was seen in tlight
as well as in post-flight studies ot the intermediate arc
(October 4 to MOI—45 min). There is currently no ex-
planation tor this phenomenon.

IV. Station Locations and the Orbit
Determination Process

A. Introduction

This section is an investigation of the use of deep space
station locations (DSSL) by the OD groups of the Navi-
gation Team, The discussion indicates why DSSL are so
important for OD by providing a simplified analysis of
the diurnal data signature. It then establishes the concept
of “true” DSSL determined by post-flight analysis of
previous missions and discusses the extent to which these
can be employed for inflight OD support. The discussion
also shows that the effect of DSSL errors on real-time
OD results is a function of tracking data arc length, with
shurt ares being most error-prone. Finally, it explores the

benefits and hazards of estimating these parameters in
flight.

8. How DSS Locations Are involved in 0D

The current Deep Space Instrumentation Facility
(DSIF) radiometric hardware measures range and range
rate to better than 15 m and 1 mm/s, respectively. Even
with this accuracy, it is remarkable how well the three-
dimensional motion of a distant spacecraft can be deter-
mined with only a few days’ data. The explanation lies
with the daily rotation of the Earth and th» movement of
the tracking station with it. For range rate aata, Hamilton
and Melbourne have presented a simplified analysis in
Ref. 12, which will be briefly described below. Reference
13 and Section II-A-3 of Ref. 14 explain the role of station
z heights in processing ranging data.

Th= basic parameters involved in the range rate effect
are illustrated in Fig. 14, which shows a distant space-
craft being tracked by a station on Earth. The spacecraft
position is expressed in terms of geocentric range (r), right
ascension (), and declination (8). The Earth-fixed location
of the tracking station is given by its distance off the spin
axis (r,), longitude (A), and distance from the equator (z).
The range rate measured at the tracking station (Fig. 15)
results from the combined motion of the spacecraft and
the tracking station, with the stetion imposing a sinu-
soidal signature on the observed range rate. Excluding the
effect caused by geocentric motion of the probe, the
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diurnal signature on range rate data can be approximated
by

oty c0s 8 sin (0UTI +an + A—a) (6)
where

ao = instantancous right ascension of mean Sun
o = mean wotation eate of Earth of date

«and 8§ = instantaneous coordinates of proun

Here, the amplitude and phase of the sinusoid depends
uot only on the tracking station location but on the space-
craft angles as well. Indeed, uncertainties in 8 (through
cos 8} are indistinguishable from uncertainties in r.. Simi-
larly, uncertainties in A are indistingnishable from un-
certainties in «. For this reason, uncertainties in the loca-
tions of the tracking stations are the principal limitation
to determination of spacecraft geocentric angles from
single passes of tracking data. Accordingly, when short
data arcs are used, station location uncertainties usually
prove to be the major error source in determining the
orbit of an interplanetary spacecraft. Station location
errors of 3 to 7 m can produce orbit estimate errors on the
order of 100 to 200 km at typical Earth-Mars encounter
distances of 10° km.

In addition to the major eftect of the station location
errors, there are other secondary effects in the radiometric
measurements which. when unaccounted for, introduce
error sigaatures essentially equivalent to those of station
location errors (viz., the ESLEs mentioned in Section
II-B-1). In addition to the actual location errors, ESLEs
include Earth polar motion and rotation rate variations, as
well as tropospheric and ionospheric modeling errors.
These errors not only additionally corrupt spacecraft
orbit estimates, but they also degrade attempts to recover
the actual station location errors from spacecraft tracking
data,

C. Obtaining “True'* Station Locations

There is a set of numbers which indicates the position of
each physical DSS with respect to imaginary axes fixed
somehow in the Earth. Except for such geophysical pro-
cesses as earthquakes and continental drift, these DSS
locations are absolutely immutable and, at least theoretic-
ally, determinable.

Station coordinates can be “absolute,” i.e., giving posi-

tions with respect to the 1903.0 pole and prime meridian,
or “relative,” giving positions of one station relative to
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another. The Litter tvpe of mformation is most easily ob-
tamicd because the diurnal rotation of the Earth brings the
stations successively into view of the same spaceeraft
\When the spacecraft is on a reasonably smooth ballistic
trajectory, its ~hort-term behavior is quite predictable and
provides a very strong common link between the partici-
pating stations.

Determination of absolute DSS locations at any given
tme. even post-tlight, when all the available calibrations
are i, is o task made difficult by:

1) The questionable existence of an “absolute,” well
defined reference frame against which to measure
DSS locations.

(2} The nature of the attempted tie between the DSS
and the reference frame of (1),

3 The intluence of ESLEs mentioned above. (The
nedia effects also have a strong bearing on relative
locations.)

1. The reference frame. The question of a well dd fined
reference frame is philosophically the most interesting and
perhaps the mest difficult to solve. Because of the oceans,
it is impossible to determine relative distances between
stations on different continents by rod and chain methods.
Surveyors have long since resorted to astronomical tech-
niques, hoping that observation of the stars would help
them. For their purposes. the frame of reference provided
by a star catalog was sufficiently close to inertial to pro-
vide the accuracies they hoped to obtain. Even through
the early years of the space program, when the star cata-
logs were replaced by numec.ically integrated planetary
ephemerides, such techniques were feasible; however, as
technology progressed. the ability to determine the topo-
centric range of the probe and the instant of its meridian
crossing has improved far beyond the precision and accu-
racy of any astronomical techniques for measuring the
same quantities for celestial objects. For example, in the
absence of transmission media effects, a full pass of typical
DSN two-wayv doppler data during cruise or flyby can
determine the instant of meridian crossing to +2.5 ms.
Obviously, errors exceeding this amount in the star cata-
logs or in planetary ephemerides would have some influ-
ence on the derived station locations. It remains to be seen
how such crrors would manifest themselves.

During a flyby, because of the very high planetocentric
acceleration on the probe, the law of universal gravitation
allows determination of the distance of closest approach
to within 1 or 2 km, irrespective of ephemeris errors, and

hence observation ol the mstant of the planet’s meridian
crossing to eftectively the same precision (+2.5 ms or
0704, The hour angle I of the probe is ex:ctly zero at
transit. Further, it depends on the true sidereal time 6.
the cast longitude of the station A relative to the true pole
(corrected for polar motion), and the true right ascension
of the probe « (which is tied to the planet’s « to within
0704, according to

s

H=-+X—ao (7

Thus, ¢rrors in cither 8 or o could attect the determination
of . If these errors were constant biases over the years,
then. except for media effects, the longitudes obtained.
although in error. would be the same for different flvbys.
If the errors were not constant, the derived longitudes
would change from mission to mission.

There is mounting evidence that the star catalogs do not
represent a truly inertial system. When the fundamental
catalogs now in use were created, the designers adjusted
the observed centennial variations for the drift between
the equinoxes determined at different epochs. This adjust-
ment was intended to remove the effects of precession
from the centennial variations, but, in the process, an error
given by the algebraic difference of the errors in the
individual equinox determinations, divided by the time
between them, was introduced. This fictitious rate has
no basis in reality but nevertheless affects all the derived
star coordinates. The fourth Fundamental Katalog (FK4).
for example, to which both UT1 and the planetary ephem-
erides are referred, is believed to be drifting with respect
to a truly inertial system by about 17"  ~entury.

Because the ODP computes the sidereal time 6, using
the UT1 provided by BIH, it is obvious that the angular
position of the Earth’s prime meridian in space is not
represcented with respect to an inertial frame of reference.

This would not be a concern if the planetary ephem-
erides could somehow be adjusted to absorb the fictitious
rotation. However, the advent of precision planetary
ranging, better planetary masses from spacecraft flybys,
and numerically integrated planetary ephemerides, based
strictly on relativistic gravitational theories and fit to
both optical and radio data, is making such distortions
ever less possible. Whether the current best JPL ephe-
merides themselves define an inertial reference {rame is
open to question, but it is also a moot point because, until
the FK4 equinox drift can be rectified, the derived station
longitudes will still be drifting at approximately 0.3
m/year.
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2. Tying the probe to the reference frame. Assuming
there were a well defined incertial coordinate system to
which time and the planctary ephemeris could be re-
ferred, there is still the problem of determining the space-
craft location in this system. Planetary encounters, as men-
tioned earlier, can give the probe’s position with respect
to the target planet verv accnrately. The strer gth depends
on the gravitational bending of the trajectory, which. of
course, continues after the mstant of closest approach.
Unadulterated data of this sort are available for the
Mariner 4 spacecraft. which encountered Mars on July 15,
1965, and for Mariner 5, which flew by Venus on October
19, 1967. Mariner 2, which flew past Venus on December
14, 1962, had serions gas leaks and was tracked using
L-band. which 1s more susceptible to charged-particle
effects. Mariners 6 and 7, which encountered Mars on
July 31 and August 5, 1969. respectively, both had gas
venting at encounter minus 43 min (E—45 min) to cool an
experiment. In addition, Mariner 7 had an unexplained
“happening” at E—5 days, which caused perceptible
nongravitational accelerations until E—1 day. Mariner 9
started the MOI burn shortly before encounter. Obviously,
for all but Mariners 4 and 5, there are limitations to the
strength of the tie to the target planet, but there are con-
tinuing efforts underway to better model the various dis-
turbances and thereby increase the samples.

The other customary geometry for determining station
locations depends on the low sensitivity of Eq. (6) to
declination, when the declination is near 0 deg. Various
spacecraft have passed through the 0-deg declination
region (some more than once) and have provided data
used extensively for the determination of r,. Efforts have
centered on the Maiiner 5 0-deg declination crossings in
August and November of 1967, but the appropriate arcs
from the various Pioneer missions will eventually be
added to the selection.

The classical approach for both of these situations is
the use of a short arc of data (5-10 days for a flyby, 6-8
weeks for a 0-deg crossing) centered around, or leading
up to, in the case of Mariners 2, 8, 7, and 9, the critical
event, The short arc of data limits the accumulated effect
of unmndeled forces in the trajectory and minimizes the
number of unmodeled random effects one must contend
with, More recently there has been some interest in the
use of longer arcs of data, linking Earth and the target
planet for example, in the hope that this might diminish
the effects of certain ESLEs for r, and allow gravitational
banding by the Sun, in conjunction with the ephemeris of
the Earth, to heip establish the probe’s right ascension and
thus the longitudes of the stations.
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3. The influence of ESLEs. Usually after a mission is
over, time is available to carefully reexamine the calibra-
tions and support information produced in near-real time.
Additional data are otten taken after the mission, which
puts earlier results in a different light. This happens with
the timing and polar motion data, the planctary ephem-
eris. and the media calibrations, In fact, as often as there
are improvements in the reduction procedures, revised
estimates of these will be obtained for long detunct space-
craft, providing the raw data are still available. The fre-
queney of the updates is a sufficient disclaimer about the
“absolute”™ accuracy of any of the calibrations.

The BIH “final” timing and polar motion data are pub-
lished approximately 6 months after the fact. The data
represent the smoothed results from many observations,
but they are known to be biased from the results of other
agencies producing timing and polar motion. Because
these other agencies differ among themselves, there is
currently no way of telling which is correct.

The planetary ephemeris is subject to change as more
data are added. Better topography for the planets will
mean improved radii and, possibly, different orbits, when
radar data are employed. Incorporation of Mariner 9
orbital phase data will provide geocentric ranging to the
Mars center of gravity good to approximately 50 m, inde-
pendent of topography, over nearly a one-year period.

The media calibration data are also nondefinitive. The
models used in analysis of the raw data are state of the
art and arc under continuing investigation. The final re-
sults must be represented by a smoothed curve fit to noisy
data because the specification of all the possible causative
effects is too complex.

For the above reasons, it will always be impossible to
obtain the final “definitive, absolute locations,” although
the uncertainties may reasonably be expected to decrease
in time.

4. Detinition of the current best set of deep space sta-
tion locations. The locations published as “current best”
are obtained by combinations of results from the various
missions processed. The amount of data included the
ephemeris and TSACs used, and the combination pro-
cedure employed, change from time to time. The produc-
tion of 1.835, the set recommended for Mariner 9, is de-
scribed in the second section of Ref. 1.

41
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By maditying the combination procedure, including
corrected charged-particle calibrations, and incorporating
all the results in a mathematically simpler way, with no
attempt at applving engineering judgment, a new set,
1.§37. also described in the above article, has been de-
rived from post-flight analysis. This set uses the same
cphemeris, timing, and neutral particles at 1835, and
therefore suffers from their shortcomings, Otherwise, it
represents the best software, calibration, and combination
techmiques.

D. Locations Recoinmended for Real-Time Use

The current best estimate described above is the kind
of information produced in advance ¢f a mission requiring
critical station location support. However, in practice,
these locations could not be used directly in the OD
process because some of the calibrations used for post-
flight analysis are not available for all the stations in near
real time, Charged-particle information, especially when
obtained from Faraday rotation devices, has been rou-
tinely mailed to the SFOF. (From Australia, this can take
2-4 weeks.) If “absolute” station locations, which were de-
termined using charged-particle calibrations, were used
when processing data for which no such calibrations were
available, significant signatures would develop that
might have a deleterious effect on the OD. In such a situa-
tion, there is the choice of (1) providing calibrations based
on a model for the charged-particle behavior, or (2) apply-
ing appropriate ESLEs to the absolute locations to
account tor the predicted effect. The selection is usually
made on the basis of availability.

For Mariner 9 encounter support, it was decided to use
the Mariner 6 uncalibrated locations for real-time en-
counter support because of

(1) The ahsence of charged-particle calibrations for the
overseas data and the rather spotty coverage at
Goldstone.

(2) The absence of appropriate ESLEs to account for
these effects for Mariner 9.

(3) The excellent prediction (post-flight) of Mariner 8
encounter afforded by the uncalibrated Mariner 6
station locations used for L.835.

E. Sensitivity to Station Locations or ESLEs as a
Function of Data Arc

1. Sensitivity of long arcs to ESLEs. It has been deter-
mined from covariance studies and actual data processing
that the probe state becomes ever less sensitive to ESLEs

as the data are lengthens. For example, Ref. 15 shows that,
on a representative Mariner Mars 1971 trajectory, with
two-way doppler data from two stations (DSSs 12 and 41)
over the period MOI=5 duys to MOI—6 h a 3-m error
in r. and a 5-m error m A would cause an §5-km error in
the predicted B+ T and 133 km in B+ R. When the data arc
starts at [ + 5 days (and the arc is 160 days long). the
same crrors cause less than a 2-kin error in either B°R
orB-T.

There has long heen the feeling that the longer arcs
somehow “average” the ESLE effects, and allow decent
solutions despite them. This phenomenon was studied
{Ref. 1, Section 6) for tropospheric refraction calibrations
by comparing the solved-for spacecraft state using slightly
different refraction models. The results clearly indicate
the decreasing error with increasing data arc. Similar
investigations are currently underway for charged-particle
and timing effects. What is realiy needed, however, is a
technique to show why this should happen.

The so-called “C function” approach currently being
applied to this and a number of other data-selection-effect
problems at JPL, may provide new insight into the reason.

The concept is basically quite simple. The classical least-
squares estimation formu! 1 is

dx = (ATWA)* ATW (o—c) = C (0—c¢) 8)
where

the vector of n solved-for parameters

»”
il

¢ = an m vector of computed values of the actual data,
whose observed values are o

W = anm X m weighting matrix

A = the m X nmatrix of partial derivatives ac/ox

The various rows of C are called the C functions, each of
which indicates the sensitivity of that particular param-
eter to the individual data points. The functions obviously
depend on the numbe. listribution, and weighting of the
data, as well as on th: particular parameter set being
estimated. Because the total adjustment to a given param-
cter value is given by the dot product of its C function
with the residual vector, o ~¢, the more the residual sig-
natures resemble the function, the larger the parameter
change.

Although the technique has not yet beeun applied to

Mariner 9 data, there are plans to do so. Hopefully, it will
then be possible to better understand the sensitivity of
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solutions to data arc length, parameter sets, and data
weighting, and thereby to develop better OD strategies {or
future missions.

2. Status of short arcs. In view of the decreased sensi-
tivity of long arcs to ESLEs, it is reasonable to ask why
ESLEs are of so much concern. and why not simply
process long arcs of data and reduce the TSAC effort.
From the mission operations and OD standpoint, there
are two reasons:

(1) More tracking support is required if a long arc is
carefully monitored than if a short arc is intensely
covered.

{2) Projects often require spacecraft events close to
encounter which militate against long-arc fits. The
Viking Project, for example, wishes to make a final
midcourse maneuver as late as MOI — 10 days.

F. Estimating Station Locations in Flight

Total dependence on pre-computed “absolute” station
locations to fly a mission may justifiably cieate an uneasy
feeling. As mentioned before, the “absolute” locatiors were
obtained with the full benefit of the most and best media
calibrations available. Such plentiful data are seldom
available in real time so that, even if the “absolute” sta-
tion locations were the true ones, they would not be com-
patible with the data because there would be no way to
remove the media effects.

The timing and polar motion calibrations are obtained
by fitting polynomials to raw {ai.d usually noisy) data. As
each new day’s data are introduced, the computed poly-
nomials change, with reverberations that may extend as
far back as three to four weeks in the previous tracking
data. The end of the data span (i.e., today, when daily
updates are received) has more than likely the least well-
known calibrations of any time up to the present. With a
short arc, near encounter but not close enough to sense
the planet, bad timing maps directly into the derived
right ascension of the probe.

The planetary ephemeris in use at the time was proba-
Lly the basis for the “absolute™ station locations, which
makes the station location errors highly correlated with
the ephemeris errors. In particular, station locations are
dependent upon the characteristics of the given ephemeris
for Venus, the barycenter, and Mars at earlier epochs than
the one now in question. Whether the possible earlier
errors will map similarly to the present time is unknown.
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In the presence of all these uncertainties, only one thing
is surc: if, in fact, the true station locations were available
but one of these other errors were present,  signature
would arise in the data which. if the choice of data arc
aid solution parameter set were unlucky, would at a
critical time be disastrously absorbed in the state. It
would be hetter, then, to use the incorrect station loca-
tion that compensated for this effect. This is the rationale
for estimating station locations in flight. Such reasoning
was nsed during the 1969 and Mars missions, not so much
as e approved stiategy but as a means to detect the
other errors. Other means were sought to avoid the prob-
lems caused by such errors, it they were present, and
solutions that included station locations were to be used
only as a last resort. The hesitation comes because moving
station locations to compensate for other errors can pos-
sibly create more problems than it solves. Station locations
will pick np timing, polar motion, ephemeris. and nentral
and charged-particle effects: but they also can behave in
a most peenliar manner when unmodeled gas leaks arc
present. For a single spacecraft. moving station locations
may be justifiable. but for a dual-spacecraft mission like
Mariner Mars 1969, it gives absolutely no indication of
what the true errors actually were, and there is no recourse
but to do the same for the second spacecraft,

It might be believed that the types of ESLEs acting
during a mission could be understood by solving for sta-
tion locations in an academic fashion during cruise, when
no harm can result. A study of this belief was made during
the 1971 mission, both on the Mariner 9 data and on
data from previous missions. For Mariner 9, it was neces-
sary to wait until after encounter to grade the experiment,
but with Mariners 4, 5, and 6, the long-arc cruise results
were compared directly with the short-arc encounter solu-
tions used in the generaticn of LS35. Only Mariner 9 gave
cruise solutions comparablc to those from post-flight
encounter analysis. Continued research on this problem is

needed.

V. Attitude Control Leaks
A. Introduction

This section discusses the gas-leak problem which oc-
curred during the interplanetary portion of the flight
operations. The gas leaks occasioned the use of special
pre-flight strategies and the design of new ones on-line.
They also warranted considerable post-flight analysis.
Three separate approaches were used in the post-flight
analysis. The first involves the determination of leak mag-
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nitudes from cugineering telemetry to include this infor-
mation in the trajectory acceleration model, The second
approadch attempts to use scquential tiltering techniques to
overcome the deleterious effects of the leaks, The third
approach differences two- from three-way doppler taken
simultancously at different stations, thereby climinating
the unmodeled accelerations common to both data types.
Continued development of all of these approaches will
hopefully give independent and. therefore, redundant
means to deal with this problem on future missions. Be-
cause the real-time response to this problem was discussed
in Sections II-TY and 1I-E. the discussion here concen-
trates on the post-flight developments mn these three arcas.

B. Determination of Accelerations Induced by Gas
Leaks From Attitude Control Telemetry

1. Background. The Mariner 9 spacecraft was attitude-
stabilized by a system which consiste of Sun and Cancjus
sensors and coupled pitch, roll, and yaw gas jets. The
pitch and yaw jets were aligned perpendicular to the
plane of the solar panels, but the roll jets were in the plane
and canted by 21 deg to keep the jet plumes from im-
pinging on the pancls (see Fig. 168).

In September 1971, the roll jet on the —x-axis began
to develop occasional leaks. These leaks are believed to
have been caused by particles from an eroding valve stem
which were caught in the valve during the closing of a
normal firing. The valve remained ajar until the space-
craft fired that jet again, and the particles were then
presumably blown away. The jet would fire when the
acceleration from the leak diminist od sufficiently (because
of crushing of the particle) for the spacecraft to swing to
that side of the deadband, or when ground action was
taken to switch the spacecraft from celestial to inertial
reference. The leaks produced spacecraft accelerations
with magnitudes atove 10" km/s>.

The leak magnitudes and duration times were calculated
from telemetered data of the time history of the limit
cycle position error signals from the Sun and Canopus
sensors. Given the moments of inertia of the spacecraft,
the sensor data can be translated into the rotational time
history. The fact that the center of mass of the spacecratt
did not lie in the plane of the solar panels meant that gus
leaks from one roll jet would produce torques about all
three axes. Hence, when the roll jet leaked, slight rotations
also occurred in pitch and yaw, thus eliminating the
ambiguity in the determination of the leaking jet and
enabling computation of the resulting acceleration direc-

“u

tioms. Because the roll jets were canted 21 deg, com-
ponents of aceeicration occurred in both the pitch and
vaw dhrections

2. Derivation of thrust magnitudes. Figure 16 will faeil-
itate understanding how 11k thrust magnitudes are de-
rived from the telemetry data. The parts labeled a, b, e,
and d are the tour roll-axis attitude control thrusters. The
arrows at the center of mass indicate the torques resulting
from leaks in the jet labeled a, The arrows at the jet indi-
cate the components of the translativ e torce. The distance
s the otiset of the center of mass trom the center of the
roll-axi: jet couple. The distance m is the moment arm
for the torque around the roll axis. Table 25 shows what
torques would be caused about each axis by a leak in any
of the jets. A right-hand coordinate system is assumed,
and torques which cause a counterclockwise (CCW) rota-
tion of the spacecraft as viewed by an ohserver at the
“end” of a positive axis are defined to be positive.

Attitude control was maintained by a negative feedback
svstem whose inputs were voltage signals derived from
sensors directed at the Sun and at the star Canopus. The
output of these sensors was proportional to the angular
separation between the null point of the sensor and the
reference celestial object. The output was sampled at
approximately 4.2-s intervals, digitally encoded, and re-
turned to Earth as part of the enginecring telemetry.

Figure 17 is a plot of the sensor telemetry data for each
of the three axes over a tvpical time span of 3 h. The
ordinate is raw telemetry units or data numbers (DN),
which are equivalent to approximately 0.27 mrad/unit
for the pitch and yaw axes and 0.52 mrad/unit for roll.
The scales cover about 0.5 deg for each axis,

To facilitate the analysic, so that preliminary reduc-
tions could be prrformed and the results evaluated, the
following assumptions were made about the spacecrafi
motion:

(1) The spacecraft acveleration around any axis of rota-
tion could be treated as a constant between two
successive jet tirings. (This docs not necessarily
mean two succeseive firings from the same fet.)
Thus, the motion between firings could be repre-
sented by a quadratic of the form:

n-n.+.t+-°§ ®)
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where

@ = angular position of spacecraft at time T

Qo = angulur position of spacecraft at carlier fir-

ing T,
o = angular velocity of spacecrait
t=T-T,
o = angular acceleration of spacecraft

Figure 17 shows the quadratic fit to each of the
data ares as a solid line.

This assumption appears to be reasonable inasmuch
as the leaks typically lasted for several hours,
whereas the duration between firings was on the
order of a fow minutes.

(2) Inmitially, the torques for any roll axis leak were
approximated by the expression

o= Iy (10)
where

7, = torque about ith axis
» = angular acceleration about ith axis

1;; = diagonal term of inertia matrix correspond-
ing to ith axis

This led to the equations

érly; = =Tm cos 21 deg
dylyy m +=TOsin 21 dcg (11)
welss = +=TO cos 21 deg

where

T = thrust due to leak

S, &y, &y = angular accelerations in roll, yaw, and
pitch, respectively

m = moment arm of roll jet couple

O = offzet of center of mass from center of
roll jet couple

JPL VECHNICAL REPORT 32-1506

3 -

Inversion ot the roll-avis equation gave

Y P
(12

m cos 21 deg

for the thrust magnitude. Exanunation of the sigma
of wy aith w00 compui ion wilh Tebll 20 would
indicate which jet was leaking and hence give the
thrust direction.

The rigorons equations for the rotational dynamics
are

Tr = I,-,«')_,- - W0y (Illll - I::‘;
Ty = IIN‘;’II = wiwy (I_‘: — I,,) (13)

.= 1.0 = oy (ler — L,)

which, because of the nonequality of the diagonal
terms of the inertia matrix, will not agree with Eq.
(10) for ecach arc. The values of r trom Eq. (10)
would be expected to fluctuate by some =+Ar
around the true value. Fortunately, the average »
appears to be generally quite close to the true 1, so
that the results to date are credible.

3. Fitting the ielemetry data. The process used to break
the telemetry data into discrete arcs and to compute the
angular acceleration over cach arc was as follows: An
arbitrary time span of 63 s (15 data points) was least-
squares fit with a quadratic polynomial. This polynomial
was then extrapolated forward until an arbitrary number
of data points, 15, differed by more than a specified
tolerance from the extrapolated curve. Any new points
were then added, and the curve refit until a stage was
reached where 15 consecutive points lay outside of toler-
ance. The arc was terminated at this point, and the process
restarted.

Figure 18 is a plot of the resulting angular accelerations
from a sample period. The center bar in each box is the
computed acceleration. The top and bottoin of the box
are the computed acceleration =1 o, where the sigmas are
computed from the least-squares fit. The units of the plots
are DN/s?, and the plots are on a folded log scale showing
the values from +10-¢ to +10-* and —10-* to —10~¢, with
values from =10 to +10-* being shown as zero.

As may be seen, the scatter between consecutive accel-
eration values tends to be larger than the formal 1-0 sta-
tistics. This is believed to be caused by cross-coupling
between axes of the torque from attitude control jet
firings. For example, in the fourth arc ot pitch axis data



in Fig. 17, there is an apparent discontinuity at a time
which is coincident with a jet firing in the roll axis. Here,
the change in angular veloeity in the pitch axis is large
enongh that the filter used was able to separate it. For
slightly smaller changes. the filter is unable to discrimi-
nate the angular velocity change as a separate delta and
averages it into the acceleration, A more sophisticated
algorithm is being developed, which causes a firing on any
axis to terminate the data arcs on both other axes.

4. Locating and quantifying leaks. Figure 19 shows a
plot similar to Fig. 18 but covering the period shown in
Fig. 17. The acceleration in the roll axis and the coupling
into the other two axes can be seen. The leak model pre-
sented in Table 26 was prepared by scanning plots like
these for the two months prior to MOI and recording the
start and stop times and acceleration magnitudes of
periods exhibiting a similar signature. Table 26 is repre-
sented graphically in Fig. 20.

The spacecraft accelerations AAC; and AAC, of Section
II1-D were obtained by

T sin 21 deg X 10°

AAC, A

(14)
T cos 21 deg X 10°

M

AAC, =
where

M = spacceraft mass, 995 kg
T = thrust from leaking jet, given by Eq. (12)

Here
m=305m,I.. = 553 kg-m? and &, = 2ac
where

a = quadratic term from data fits
¢ = (0.0298 deg/DN) (0.017 rad/deg)

5. Discussion. The basic analytical concepts described
abeve are not particularly new. They are discussed in
Section IV-D of Part 1 of Ref. 16 and have received addi-
tional study in Ref. 17. The Mariner 9 analysis, however,
has developed some basic software which can be used on
future missions to provide near-real-time determinations
of thrust magnitudes. Such programs will relieve the
drudgery of visual inspection and manual computation of

these accelerations, which required a significant use of
manpower for Mariner Mars 1971, Coordination of these
efforts with the attitude control personnel will enable
routine determinations of spacecraft moments of inertia
trom flicht data.

Continued study is necessary to determine the uncer-
tainties associated with these estumaies and o obtain
reliable values for the long-term “constant™ leak men-
tioned carlier.

C. Use of Advanced Filtering Techniques

I. Background. The OD filters that have been used in
navigating past interplanetary missions are fundamentally
cquivalent to the well-known least-squares methods de-
veloped by Gauss more than 100 years ago. These tradi-
tional methods have been retained despite the consid-
crable theoretical and practical filter developments of the
past decade. Theorctically antiquated. the least-squares
filter has nevertheless proven to be a simple vet accurate
means for providing interplanctary orbit estimates, largely
because of the accuracy of the dynamic models of inter-
planetary hallistic spacecraft motion. However, the in-
creased accuracy requirements for radio OD and the
availability of progressively more accurate radio mea-
surements are making even the current models inadequate.
The principal errors arise from unmodeled small forces
caused by spacecraft attitude control and propulsion sys-
tem leaks. and mismodeled solar radiation pressure. The
direct effect of these unuccounted-for forces on the com-
puted trajectory is usually small, but they ean severely
limit the capability to solve for the orbit using Earth-based
radio measurements. Fortunately, the advanced filtering
methods developed by Kalman and others are well suited
for these dynamic systems influenced by dynamic model
errors.

As stated in Section IV-B, accurate OD estimates rely
on the stability of the range rate and/or range measure-
ments over a 12-h period. For example, a 3-m error in a
tracking station coordinate produces a daily oscillating
range change as large as 8 m. Similar range changes can
arise over 12 h because of the accumulated effect of
unmodeled spacecraft accelerations as small as 8 X 10-'
km/s®,

Because of the random nature of the spacecraft accel-
eration errors. the advanced filtering techniques can, to
some degree, distinguish their effect from the station
location errors which so strongly affect the orbit estimates.
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2, OD filter algorithms (Ref. 18). Consider a sp.cecraft
with cartesian position and velocity vectors X, V, respec-
tively. The spacceraft motion is represented in terms of a
system of differential equations:

X=v

V=CX+un t >, 15
X(t) =X
Vi) =V

where G(X) represents gravitational accelerations and u(?)
represents spacecraft acceleration errors. The spacecraft
motion is observed via data equations:

Zit,) = F(XVt,) + ¢t fori=1+++ N
(16)

where F(XV,t) expresses observables like doppler and
range in terms of the spacecraft state. 1 he €(t) represents
data errors.

Analytical procedures for data filtering (i.e., estimating
X and V from the data sequence in Eq. 16) usually rely on
linearized forms of Eqs. (15) and (16). These involve the
linearized state x(t) given by

n e ( X(t) — X*(¢)
= v - v an

and the observables z = (Z — Z*), Here X* and V* are
nominal spacecraft position and velocity functions, chosen
(by iteration procedures) to ensure that the following rela.
tionships are approximated to a sufficient degree:

x(t) = &8, tu)x, + ] &(t, s)u(s) ds (18)
[

'
() = Aty t)x. + f ‘A(t. syu(s) ds+e(t)) (19)
‘

Here
P
Ko) = g o0, (30
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where ®(f, §) is the state transition matrix tor x obtained
from a variational analysis of Eq. (15) for the rominal
trajectory X* and V*.

The problem in orbit determination is to estimate x(t),
given z(t,), for t, < t. If u(t) = 0, or ~an be represented
in terms of a limited number of parameters, then estimat-
ing x() reduces to estimating x. and the u-parameters.
i.e.. a set of fixed quantities. ‘The problem can be soived
with conventional least-squares or “batch” filtering algo-
rithms However, if u{t) is too complex in structure to
permit representation by a limited set of parameters, an
alternate approach is required.

It is assumed, then, that u(t) can be represented as a
piecewise constant function; i.e. for a sequence of break
times T, * * *, T, u(t) satisfies

u(')-‘-'l!gika(fSTp.'f'l.k=l.“’.“l (21)
where u, (k = 1, + + +, M) is a sequence of constant vectors.

The linearized system can then be recast into a sequential
form as follows:

x = x(Ts) (22)
and
z(ty,)
n= U (3)
where
Tich <t Ta
Then
Xt = HTap Ta)x + T(Tae, Ta)e (84
where
T,
NTanTh) = . s, 8)ds (85)
In addition
n=Ax+Bm+a (90)



where

Alte, Ty)

A= A(ty,, Tx)

and

tx

1

A(tk,,S) ds
Tx

Bx = t"-_. (28)
/ A(sz,s) ds

k

and

€(tx )

1

!(tk’) (29)

O =

The above systeta of equations is referred to as the
batch sequentiu] filter modei. The dynamical systems
associated with OD are, typically, slowly varying with
respect to data rate, which means that the batches can
contain many data points. This is the prime motivation
for the batch sequential form: allowing improved filter
models without sustaining the decrease in data-processing
efficiency associated with a “point sequential” model, for
which each batch break time is an observation time.

Algorithms for constructing an estimate of x,, given z,
for j = 1, « «« k, 1sually require specification of a prion
quantities:

(1) Initial state a priorni:
E(xx,7)

(2) Data noise a priori:
Elaw") k=1, M

(3) Acceleration error (process noise) a priori:
Elmu ), kw]l coe M

These quantities, along with the batch structure T, *°,
Ty, can be considered as the design parameters for the

sequential filter. Additionally, there exist several options

for treating the acceleration error sequence u. In the
following application, the u,’s are not dircctly estimated
but are accounted for in the mapping equation (Eq. 24).

3. Data used in the filter evaluation. The data span
used in the filter evaluation was the intermediate arc
mentioned in Section I1I-E, which began at 08 h UTC on
October 4. 1971, and continued to MOI—86 h,

Two sets of station locations were used. Set 1 was LS36
(see Section IV-D), Set 2 was obtained by post-flight
processing of the last seven days of the Mariner 9 cruise
data. The primary difference between the values of the
two sets is the 7-m longitude difference mentioned in
Section II1-1.

Solutions were obtained by both including and exclud-
ing the leak acceleration model of Table 26 in the space-
craft equations of motion.

4. Batch filter results. Figurc 21 jllustrates the history
of hatch processed estimates of BT and B*R as a func-
tion of the time of the last data point processed (in days
past October 4). The last solution, for day 41, includes
data to November 13, 18 h. Because station location Set 1
was used in the observable model and no acceleration
model was included in the equations of motion, this figure
represents a conservative, realistic solution history.

Most of the movement of the solution, gs more data are
included in the processing, is in the B-R direction. The
lack of orbit bending pe icular to the ecliptic plane
makes the solution for B R prone to station location and
acceleration errors. with sensitivities that fluctuate in
magnitude as data are added to the span. This large
censitivity is also illustrated by Fig. 22, in which the
B-plane parameters of the batch solution at November 6,
06 h, are compared to the current best estimate. A 1.0
dispersion ellipse for each value is also presented. The
size of the dispersion ellipse at November 6 is due pri-
marily to the ephemeris-error-associated station location
uncertainties of 7 m in A and 3 m in r.. The encounter
solution ellipse (data to MOI =45 min) is due primarily to
Mars ephemeris uncertainties.

Becayse the salient solution behavior obviously lies in
the B*K direction, the remaining solution time histories
presented fllustrate that coordinate only. Vigure £3
gives the B+ R solutions as a function of the time of the last
processed data point using station location Set 1, with and
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without the acceleration model (AAC) ot Table 26, When
the first leak of this data are occurs on October 25. the
Olutions separate. the solution without the AAC model
tends toward a larger B+R error, while the soluticn con-
taining the AAC model improves and remains more
accurate for the daration of the approach.

Figure 24 illustrates o similar solution history for
station location Sct 2. The splutions are shifted from the
Set 1 solutions i the —B+R direction by approximately
200 km. which decreases the total error, and supports the
conclusion that the values of the station locations deter-
mined for Mariner 9 (Set 2) are naturally more consistent
with the Mars ephemeris in 1971 than the Mariner 6 (Sct 1)
values. Again with Set 2, as with Set 1, inclusion of the
AAC madel determined by the engineering data results
in a more accurate solution after the start of the gas leaks.

The batch solutions all have a characteristic sensitivity
to the values of the station locations and of the random
aceelerations. Station location differences between Set 1
and Set 2(7m in A, and 3m in r,) map to a 200-km differ-
ence in B+ R for data taken to November 6. The MAC-in,
AAC-out difference in the equations of motion results in a
B-R change of more than 150 km with either station loca-
tion set. A batch solution with the AAC included and
using Set 2 naturally is more accurate than the other
solutions. However, the rapid solution improvement
shortly after inclusion of the data in the vicinity of the
first gas leak {October 25) is not predictable from the
sensitivity analysis perlormed to date. The time history
of perturbations in the solution of BR because of
+7-m A and +3-m r, errors in all of the tracking stations
is given in Fig. 25. Although the drop in sensitivity to
spin axis on October 16 can explain the rapid solution
change in Fig. 21 on or around October 16, no such
sensitivity change is evident in Fig 25 near October 25.
Thus, either the estimate is strongly sensitive to some
model parameter other than the station location, or the
value for the leak magnitude is strongly overmodeled.
This problem has not yet been resolved and is currently
under study.

S. Sequential filter results. The sequential filter used
for comparison processes successive batches 18 h in dura-
tion. While processing each batch of data, the constraints
imposed on the state solution by the data in previous
batches are loosened by the addition of instantaneous
“process noise” on the velocities at the beginning of the
batch (Section V-B). The magnitude of this degrading AV
is determined by integrating the values of an assumed
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constant acceleration over the 18-h duration of the pre-
vious bateh. Three magnitudes of assumed accelerations
were considered in this study: 10 km/s?, 10 ' km/s?,
and 10 ' km/s*, The values of instantaneous process noise
are enmputed on the basis of these acceleration levels.

Figure 26 presents the B-R solution time history for
the sequential filter constructed with AV process noise
corresnonding to an acceleration error of 10 2 km/s2.
Station location Set 1 is employed in the observable model.
and curves for AAC-iv and AAC-out are shown. Figure 27
illustrates the same sequential filicr results for station
location Set 2.

The ditferences between the AAC-in and AAC-out solu-
tions appear much smaller for the sequential processor
than for the batch. The final difference in B+R for both
station location sets is only a few kilometers. Thus, the
10 '+ kin/s- process noise appears to decrease markedy
the sensitivities of the solutions to the presence or absence
of the gas leak model. In addition, the solutions are
brought closer to the current best estimate by the addition
of process noise into the filter, and they are within 50 km
for the Set 2 station locations. The trend continues as the
process noise is increased to correspond to accelerations of
10 '* km/s?, as shown in Figs. 28 and 28. The AAC model
has little effect on the solutic ; behavior, and solutions
are more accurate than those w:th the smaller values of
process noise.

The sensitivities of the sequential filter solutions to
correlai~ station location errors are presented in Fig. 30
and are seen by comparison with Fig. 25 to have heen
decreased by the addition of 10-*'-km/s® process noise.
These smalleg sensitivities ase consistent with the smaller
absolute B-R errors occurring with the sequential pro-
cessors.

8. Conclusions. The results presented in Sections V-B-4
and V-B-5 arc summarized in Fig. 31 wherein the B-plane
solutions with data up to November 6 are shown for the
batch (B) and sequential filters (S,, S;, S,), with process
noise values representing acceleration ervors of 10-%, 10-1%,
and 10-'* km/s?, respectively. Both Set 1 and Set 2 results
are shown, with the AAC-in and AAC-out solutions repre-
sented by the heads and tails of the arrows, respectively.

The following conclusions can be drawn:

(1) The solutions from the sequential filter are markedly
improved over the batch solutions. The sensitivity
to the AAC model is significantly diminished, indi-



cating that the sequential filter does “filter out” the
effects of random gas leaks.

{2) The sequential filter alleviates the effects of st.tion
location errors during the approach phase of
the mission. A comparison of the sensitivity analysis
plots in Figs. 25 and 30 bears this out. The phe
nomenon may very possibly be peculiar to the
Mariner 9 geometry and tracking patter. and may
not occur generally.

(3) The sequential rilters appear to perform better than
the batch filter over a wide spread of process noise
magnitude assumptions (10-'° to 10* km/s*):
hence, performance does not seem to be very sensi-
tive to the user’s choice of process noise. 4150, the
times of the chosen batch separation points co not
coincide witl. the times of gas leaks. Thus, the filter
behavior is probably not significantly degraded by
the choice of any reasonable batch-break structure.

D. Differenced Radiometric Data as a Countermeasure
for the Process Noise Problem

1. Background. The process noise probiem may be ad-
dressed with the use of newly envisioned Earth-based
radiometric data types that involve simultaneous or near-
simultaneous tracking from widely separated stations.
Simultaneous data by themselves will not help, but when
they are used in a new data type formed by simply dif-
fercucing the data taken at one station from simultaneous
data taken at another ctation, the geocentric information,
which has been corrupted by the process noise, can effec-
tively be sliminated. The basic concepts are elaborated
further in Ref. 13.

Table 27 gives a brief description of how the basic
doppler and range data types are formed.

As illustrated in Fig. 32, the transmitting and receiving
stations may or may not be the same. If they are, the data
are called “two-way”; otherwise they are referred to as
“three-way.” The two-way data are inherently superior to
tha three-way because, with two-way, the frequency
standard (or clock) used to generate (or time) the trans-
mitted signal is the same one used to analyze the received
signal. Three-way doppler data have never been relied
upon in interplanetary navigation because the differing
stabilities of the n:bidium oscillators can prodv e biases
in three-way data as large as 1-2 mm/s. T & use of hydro-
gen masers will alleviate the cscillator instability problems
and make it possible to use three-way doppler.

Although range data are also seusitive to oscillator fre-
quency instability, the primary error source for three-way
range is asynchronization of the clocks at the transmitting
and receiving stations. An epoch «-fset At between the
clocks will cause a three-way range error equal to cat,
where ¢ is the speed of light. For example, to reduce this
range error to less than 1 m, it is necessary to ensure that
the bias between ihe transmitter and receiver clocks be
less than 3 ns, which is extremely difficult, even with very
long haseling interferometry (VLBI) techniques. This dif-
ficulty may be circumvented, however, because most of
the information contained in simultancous two-way and
three-way range data may also be extracted from near-
simultaneous two-way range, taken from the same stations.
The primary difficulty associated with this technique is
the modeling of the spacecraft motion so that range data
taken at different times may be interpolated to a common
time, as shown in Fig. 33. If A3 is the error in the com-
puted topocentric range rate and T is the interval between
near-simultaneous data peints, the error in the difference
between the interpolated range points will be ApT. For
example, if the topocentric range rate is known to 10-*
km/s, it is necessary to take two-way points every 15 min
to keep the range ervor under 1 m.

2. Theoretical development. For a distant spacecraft,
the two-way and three-way dcwn links can be repre-
sented by the same plane wave propagating toward the
two receiving stations, which gives the differenced
doppler observable the same form as the frings rate of
classical VLBI, viz.:

F2= F3mym = Zr cos8cos (= a) + avu + of
(30)
where

ry = baseline projection on equatorial plane

Ay = baseline longitude (defined below)

o = Earth rotation rate

A = wavelength of received radio wave
«, 8 = right ascension and declination of spacecraft
Awvy = error caused by transmission media

Af = frequency offset between two frequency stan-
dards at two stations
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These quasi-very-long-baseline interferometry (QVLBI)
data give the right ascension and declination of the space-
croft, provided that the frequency offset Af and media
noise Avy can be well calibrated and the baseline param-
eters r, and A, are well-determ..ed. Oue should note that
the differenced data are sensitive directly to the baseline
parameters, and only through them to the individual
station coordinates.

The relations between baseline parameters r,, A, and
the station location parameters for stations 1 and 2 are
as follows (see Fig. 34):

= \/ri + rf - 2ra r, cos AA (31)
1 2 1 2
M=A4+4 (32)
where
AN = )\2 - Aq (33)
and

f,, ~ T,,COS AN

sinfd = .
(34)
1., sin A\
cosfd = E—
For the cae whenr, =r,,
AA
6=—5" (35)

The 2 component of the baseline vector, which does not
appear in the equation for v, is related to the z components
of the two stations by

=2, — 2 (36)

Equation (30) can also be derived by directly differencing
the Hamilton-Melbourne (Ref. 7) expressions for the
simultaneous two-way and three-way dopples

ps = + of, cos3sina(t = t,)

(37)
+Qf.‘AGC03 8903“(‘ - t;) + AN;

pr = t + ufy cos 8 sinu(t — t,)

+or,, Sacos 8 cos u(t — ¢,) + AN,

(38)
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and expressing the station loccation quantities in terms of
baseline vector parameters to give

ﬁz - 13.4 =g — oy Aacos & sin m(t - tb)
(39)

— ury, €08 8 cos ot — 1)

where @ = AN, — AN., the errors caused by frequency
offsets, transmission media, etc.

3. Description of the expesiment.” The latter part of the
cruise phase of Mariner 9 provided an opportunity for
experimental verification of the differenced doppler track-
ing technique. Hydrogen masers provided by Goddard
Space Flight Center had been installed at DSSs 12 and 41,
which had a 4-h overlap of their view periods. The space-
craft had been experiencing gas leaks, which would make
the results an excellent test of the scheme. Consequently,
permission was obtained to extend the coverage by DSSs
12 and 41 to track throughout their mutual view period on
16 days during the period October 4 to November 14, 1971.

The DSN was requested to perform the handover (re-
assignment of transmitters) at the center of the overlap,
so that equal amounts of three-way data could be ob-
tained from both stations. This request could not always
be met because it was often necessary to have command
capability from Goldstone until DSS 12 set. As a result,
only four handovers were executed in the center of the
overlap.

The F2 and F3 data obtained at DSS 12 and DSS 41
during the experiment were specially compressed to
synchronize their timetags while maximizing the number
of usable points. This gave count times which varied from
2 to 10 min. All F2 data were deleted except for those in
the common view period (called the overlap set) and those
within %2 h of the adjacent meridian passages (Fig. 35).
The distribution of the differenced data is shown in
Fig. 36, while the toial count appears in Table 28.

The ODP was not designed for differenced data types,
so auxiliary programs were written to difference the data
anl compute partial derivatives for the baseline param-
eters and frequency biases.

In the initial stages of data analysis, the ODP was used
with a trajectory which had been corrected for gas leaks.
The F2-only solutions were so close to the current best
estimate that there was little hope of improvement when

5A more detailed Adiscussion of the experiment and its findings ap-
pears i Ref. 19,
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three-way data were added. Consequently, a trajectory
which ignored the gas leaks was used, so that improve-
ments obtained by employing two-station doppler could
show the advantages of this technique if the occurrence of
gas leaks could not be well-determined or their mayni-
tudes were highly uncertain.

All of the analysis was performed after the flight. The
method used was to process the data as though any gas
leaks were unknown and to compare results using various
combinations of four data types (F2, F3, F3—F2, and
MU). It was assumed that some F2, F3, or MU data were
needed to establish the geocentric orbit, but a way had
to be found to weight the data to give only as much geo-
centric information as necessary to avoid the process noise
problems. Soine criteria had to be developed for judging
the quality of the results, because they showed the typical
intermediate-arc dispersions of 100-200 km in B-R.

-Some difficulties were expected in the analysis because
the area was new. The majority of these were software or
operational problems, for which remedies have been or
are being found. The greatest difficulty occurred in
attempts to eliminate the frequency biases.

Even though the expected liequency biases using the
hydrogen masers were about 0.003 Hz, they still could be
seen in the data and had to he removed one way or
another. Analysis of the instrument calibration data
showed that the uncertainty in the determination of the
clock drifts (which cause the biases) was much larger than
the magnitude of the drifts themselves, which seemed to
indicate that those measurements could not be used to
model the biases. The only recourse was to estimate the
biases in the ODP. There were some constraints that could
be applied, however. The exceptional stability of the
masers would suggest slowly varying biases, if any, al-
though short period (8-h) changes might be induced from
other portions of the tracking system, like the synthesizer.
For analysis purposes, the biases were assumed to be
constant over any pass from a given station. \When there
was a handover from one station to the other, the biases
for the two station we.e assumed to be equal in magnitude
but opposite in sign. Highly correlated a priori covariances
were also used to constrain biases in consecutive passes
from the same station not to change by more than 0.003 Hz.

The following criteria were established for judging the
credibility of the solved-for bias values:

(1) They should be invariant with data weight and
parameter set.

(2} They should be less than 0.01 Hz and be “airly con-
stant over the 40-day span.

(3) They should be consistent with the residuals when
the differenced doppler was rot included in the
solution.

4. Discussion of results.

a. F2data only. Two different nominal trajectories, with
and without gas leak corrections, were used to process the
F2 data described earlier, giving the resulls shown in
Fig. 37. The solutions based on the trajectory with gas
leak correction (case A-]) agreed better with the current
best estimate than the other set (case A’-]’) without the
corrections, and they were not particularly sensitive to any
parameters except solar pressure. The way solutions with-
out gas leak calibrations spread out in the direction per-
pendicular to B bears out the predicted sensitivity of
station location and solar pressure solutions to gas leaks
when only F2 data are present.

When all F2 data from DSSs 12 and 41 between
October 4 and November 13 (2600 points) were included,
the results based on the trajectory without leaks improved
somewhat, but the solutions involving station locations,
solar pressure, and GM of the Moon were still quite
volatile. For example, when the GM of the Moon was not
included in the solution, the longitude corrections became
as large as 18 m, Thus, it was concluded that the observed
sensitivity was not just a data selection effect but involved
an inherent difficulty with the F2 data.

The sigma used for weighting all the F2 data was
0.045Hz for a 60-s count time. All data with clevation
angles lower than 10 deg were deleted. The results of th~
overlap set of F2 data processed without gas leak correc-
tion were chosen as reference for later comparisons because

(1) The set involved the same number of passes as were
available for the F3 and F3—F2 data.

(2) The set gavc reasonable solutions for the various
estimated parameters.

(3) The atsence of gas leak corrections provided an
opportunity to prove the effectiveness of the dif-
ferenced data.

b. F2 and MU data. When 14 MU ranging points (exv
~ 150 m) were included with the truncated F2 data, the
B*T components of the errors were all decreased by
50 km, into closer agreement with the current best esti-
mate. Although the longitude at each station changed 2 m
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trom the F2-only solution, no other parameters changed
significantly. The spread of these results in the B-plane
mdicates that solutions imvolving station locations and
GM ot the Moon are stll atfected by the gas leaks, but
that the solar pressure parameters no longer are as impor-
tant because cortam components ot the position o the
spacecratt are well determined by range data.

. F2,F3, MU, Once F3 points were included, the fre-
quency oftset between the two station clocks trom the
data had to be estimatad. A total of 28 bias parameters
representing the frequency offset at each station on each
day were added to the “sohve-for” sets A through J. The
results for the biases were discouraging because  they
varied with changes in data weight and solve-for param-
cters and were not slowly varying as anticipated. The bias
parameters were absorbing not only the frequencey offset,
but also all the constant biases over the pass because of
process noise such as gas leaks, uncalibrated medium
effects, ete. Unfortumately, there was no way to separate
these phenomena.

Table 29 se1ves to illustrate the variation seen by show-
mg resuits tor typicai days. For exampic, on October 23,
when the data (F2 and F3) were abnormally noisy be-
cause of the sporadic gas leaks, the estimated value of
the bias reached —3.2 mHz at DSS 41, The values
changed drastically from case J to case C, wherever sta-
tion location parameters were estimated.

The station locations remained essentially unchanged
for DSS 12 but, when the F3 data were tightly weighted,
moved 2 m in r, and 1.5 m in A at DSS 41, where most of
the F3 data were taken. The inconsistency is probably
related to the questionable results for the solved-for hiases.
The B-plane results were not noticeably different from
those in the F2 and MU data set.

d. F3 — F2, Differencing F2 from F3 data gave signifi-
cantly cleaner residuals than either data type taken sep-
arately, Figure 38 shows the residuals of F2, F3, and
F3—F2 during two relatively noisy passes on October 28
and 29 and clearly indicates that the process noise which
is common to both F2 and F3 data has been removed
during the differencing.

Solutions which contained only F3—F2 data were
studied, but the six state parameters were highly corre-
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lated because of the poor geometry covered by ths partic-
ular are. As mentioned carher, the ditferencing destroys
geocentric range-rate mformation, leaving only the right
ascension and declination of the spaceceratt. As with classi-
cal astronomical observations, the restriction to angular
measuraments demands Tonger ares or a hetter geometry
to determine the orbit. Thus, two-way deppler and ranging
data were mtroduced to resolve this problem.

e, F3=F2 F2 and MU. Once the geocentrie informa-
tion (12 and MUY iy included. the indeterminaney of the
orbit decrcases. Although about halt the correlations
among the state parameter are still above 0.9 when F2 and
MU data are included. the improved B-plane behavior
suggested that the problem was disappearing. There were
other encouraging results as well. Because of the com-
ments made in Section V-1, the partial derivatives with
respect to baseline parameters r, and A, were inserted in
place of those for station location parameters for the
F3—12 data. The estimated corrections to station foca-
tions provided by the F2 and MU data are about —4m in
A and < 2 min r.. The correction to Ay is also —4 m, but
Ary. at 12 m, is larger than expected from the r, and A
changes. This could be caused by the large a priori value
used for ry (o, = 1 km) and the relacively high correla-
tions with the bias parameters (p = 0.7).

There also was good repeatability of the estimated bias
values for solutions with different data weights and esti-
mated parameters. The average magnitude of the esti-
mated biases was about 4 mHz, and they were slowly
varying most of the time, w'ch mcans that ihe carlier
variations were, in fact, caused by absorption of process
noise on a pass-by-pass bias, The B-plane solutions show
significant improvement when the differenced data are
tightly weighted (Fig. 39). Among the solutions, cases A,
B. and ] coincide with one another, as do cases E, G, and
I This fact indicates that sclutions based primarily upon
differenced data with some F2 and MU are not sensitive
to solar pressure, attitude control, GM Moon, GM Miars,
and ephemerides, which is to be expected since they all
affect the geocentric motion. They are sensitive only to
station locations and bateline parameters.

f. F3 — F2, F2. Solutions (oy:.¢; = 0002 Hz, o, =
0011 Hz) without MU data were attempted, but they
moved the B-plane results further away from the current
best estimate. The residuals induced in F2 were far too
large, and the station location changes were unreasonable,

-
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VI. Radiometric/Optical Navigation
A. Introduction

Although there was an unolticial optical navigation
demonstration (ONDY group during the Mariner Mars
1969 mission that provided near real-time O estimates to
the Navigation Team Chief during the 1971 mission, the
OND personnel were actually made a bona fide part of
the Navigation Team, contributing to the  pre-flight
studies, participating in all the training and testing exer-
vives, and providing OD estimates that were considered in
the strategies finally adopted.

This section discusses the wse of optical data in com-
bination with radiometric data to determine the Mariner 9
approach orbit. The discussion includes the basic TV
instrument and the information content and crror sources
in the various optical data. After a brief analysis of how
the optical and radio data complement each other, it
shows how pictures were chosen and processed in real
time to achieve the combined radio/optical estimate. The
discussion includes the sensitivity of the optical data to
the number of stars per picture, the amount of TV dis-
tortion, the availability of a priori trajectory information,
and the quality of the Mars ephemeris.

B. The Optical Data Instrument

The narrow-angle science television camera provided
the optical navigation observations for Mariner 9. This
device had a 500-mm focal length with /2.5 Schmidt-
Cassegrain optics and a selenium-sulfur vidicon tube with
a7 X 9 reseau grid. The electronics scanned a 9.6 X
12.5-mm arca on the vidicon target with 700 lines and
832 pixels per line. The video intensity of each pixel was
digitized to 9 bits. Each pixel, therefore, was defined by
its pixel number (1 to 832), its line number (1 to 700), and
its intensity (0 to 511), The active area of the vidicon
target gave a 1.1 X 1.4-deg field of view with a pixel
angular size of 6 arc sec.

To allow sufficient time to read out and record a pic-
ture, the camera could not be shuttered more often than
once every 84 s, Exposure times could be changed by
ground command from 0.006 to 8.144 s, enabling detection
of stars as dim as ninth magnitude.

C. Optical Data Errors

Optical data errors are classified as instrument and
model errors. Instrument errors include TV distortions,
TV pointing errors, image center-finding errors, and
random measurement errors.

TV distortion errors corrupt the relative geometry of
imuages within a picture. They are caused by nonuniform
detlection fields whicli sweep the electron readout beam
across the vidicon target nonuniformly. TV distortion
causes image location errors in raw data of a few pixels
near the center of the vidicon to teus of pixels near the
edges of the vidicon. This distortion can be accurately
modeled asa sixth-order polvnomial of the radial distance
from the center of the vidicon, as discussed in Ref. 20.
Either reseau or star images may be used to calivrate TV
distortion. Distortion from the optics is negligible.

TV pointing errors (i.e.. imperfect knowledge of TV
pointing directions at shutter times) cause a global shift
of all images in a picture and also corrupt the relative
image geometry within a picture because of the non-
lincarity of the TV distortion. These errors can be elimi-
nated if stars with known directions are iucluded in the
picture. Preliminary cstimates of the TV pointing direc-
tion can be obtained {rom either reduced telemetry data
or the desired (planned) TV pointing. Using the desired
pointing direction gives errors of hundreds of pixels.
Processing telemetry reduces errors by an order of magni-
tude and makes them random in nature from picture to
picture. Star data further decrease them to the pixel level.

[mage center-finding errors result when finite-size
images, such as those of Deimos and Phobos, are dealt
with. Also, limit-cycle motion during exposure, diffraction
in the optics, and blooming of saturated images combine
to vield finite-size images. These random center-finding
errors are of pixel or subpixel magnitude for Phobos and
Deimos. Random measurement errors result from random
center-finding errors and TV resolution.

Model errors include satellite ephemeris errors as well
as planet gravity and spin-axis errors. Deimos and Phobos

“icinerides were modeled by a first-order analytic theory

ief. 21). For Mariner 9, the effects of these model errors
were minimized by including Deimos and Phobos orbital
elements and the GM and spin-axis direction of Mars as
estimated parameters.

D. Optical Data Types ind Their information
Content

The optical navigation observables were the image loca-
tions (pixel and line numbers) of Deimos, Phobos, stars,
and reseaux. Figure 40 shows an approach picture con-
taining the images of Deimos, ten stars of magnitude 3.9 to
9.2, and the 7 X 9 reseau grid. Stray light from Mars is
seen in the lower left portion of the picture. The picture
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was enhanced to bring out the dim images. Figure 41 is
a computer-drawn version of the predicted picture, which
is used to distinguish the star pattern from noise or vidicon
blemishes.

Reseau images were used during the mission to com-
pute the coefficients of the sixth-order TV distortion poly-
nomial to subpixel accuracy. During post-flight analysis,
star images were uced instead of reseaux to yield equally
accurate calibrations. The reseau data used for real-time
operations and a majority of post-flight evaluation were
obtained from pictures taken about a month before orbit
insertion. With the TV distortion being stable to pixel
level, no additional reseau data were processed during
Mars approach. The star and reseau data were indepen-
dent of the spacecraft trajectory for this application and
could be processed either separately or as the satellite
data were being reduced.

Star images were used to compute the TV pointing
direction to an accuracy commensurate with the TV
angular resolution of 370, 1 o. Star directions, accurate to
170, were assumed to be perfectly known.

The satellite images contained information on satellite
ephemerides, the spacecraft trajectory, and the Mars GM
and spin-axis direction.

E. Advantages of Combined Radiometric and
Optical Data Sets

Solutions which use a combination of radiometric and
optical data are of particular value during planetary
approach because these data types complement one
another. The primary error sources prior to encounter in
solutions using only radiometric data are target planet
ephemeris errors, station location errors, and nongravita-
tional accelerations. Optical data are insensitive to these
errors because the data directly relate the planet and
spacecraft positions. On the other hand, optical data suffer
from the inability to determine accurately the time of
flight and velocity (V.) of the spacecraft, quantities which
are well determined by radiometric data. Hence, the com-
bination of radiometric and optical data yields extremely
accurate solutions. In particular, they may be combined to
give a good estimate of encounter conditions much earlier
than either data type taken separately. This is of primary
importance if an additional corrective maneuver is con-
templated. This subsection presents a simple analysis
fllustrating why combined solutions are so powerful,
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Regardless of whether the optical observation is of the
planet’s limb or its natural satellites, basically, an attempt
is made to measure the angle hetween the planet center of
mass and a reference direction, e.g., a star direction, For
the purpose of this analysis, the error in this angular mea-
surement represents the total from all sources, such as
center-finding errors, satellite ephemeris errors, biases, and
camera pointing errors, all of which effectively degrade
the observed angle.

Assume that the spacecraft is moving on trajectory 1
(Fig. 42). Let 8, and 4, represent two angular measure-
ments of the direction between the reference star and the
center of mass cf the planet. For simplicity, the reference
star is assumed to lie along the V,, vector. In general, the
observable equation is

tan 9, = -ﬂ— (40)
YU VLT,
where
T.=T-t, @)
and

{B| = magnitude of R vectar

V. = velocity on approach asymptote

T = time of flight

t, = time of its observation

From Eq. (40), it is seen that the time of flight T can be
determined from two perfect observations of 8. However,
only the ratio |B|/V, can be determined from observa-
tions of d. This is because the observation history for any
parallel trajectory with the same value of IBI/V,, (for
example, trajectory 2 in Fig. 40) will be identical to that
for the true trajectory. These parallel trajectories also will
have the same time of flight as the true trajectery. Two
perfect direction observations determine the plane of
motion.

From Eq. (40),
3 3B v, T
$infcos0 |B] V. T (42)
]

PR

v



o s e

or tor small values ot 4,

8B 8V. T 40 o
B v, "1t % 43)

Consequently, even with perfect observations, the limiting
accuracy for /B is determined by §V ., i.e.,

[B]

8|B| = ‘—7; 8V, (44)

Even though in theory two perfect ohservations of 6
uniquely determine time of flight, in practice this quantity
is rather poorly determined by optical data because it is
extremely sensitive to errors in 6. This can be illustrated by
examining an expression for the time-of-flight uncertainty.

Assume that two observations of 8 are taken. Then solv-
ing Eq. (40) for T yields

_ t.tan §, — ¢, tan 6,

tan 4, — tan 4, (45)
Assuming that 6, and 6, are small,
e,
and
8T — (82 = 1) (0,80, — 6,36,) 7

(6, = 6y)

Assuming independent observations, the standard devia-
tion of T becomes

(48)

[ VaTuTy (T3 + T3
or ‘—[ iﬂl(ri — Tz) ]d’.

From Eq. (48), it is seen that the uncertainty 1n time of
flight is vey sensitive to the uncertainty in pointing angle
when the spacecraft is far from the target planet, and
decreascs as the spacecraft approache. the planet. Equa-
tion (48) emphasizes the importance of stars in the data
because they minimize the contribution of pointing errors
to a.. Obviously, a larger |B|, which increases parallax,
minimizes the error. A smoller V, also gives more
parallax by decreasing the range at which the observa-
tions are taken. Finally, for a fixed measurement time T,,
Eq. (48) is minimized as T, is taken closer to encounter.

Equations (44) and (48) indicate why the quantities V,
and T are weakly determined by optical date Because
these same quantities are determined very well by Earth-
based radiometric data, the combination of the two data
types can yield good solutions much sooner than either
type used separately.

The above analysis shows how the individual weak-
nesses of optical and radiometric data a few days out
from encounter are offset by each other’s strengths, Just
as with radiometric data, the closer the spacecraft gets to
the planet with the optical measurements, the better the
solution that results. As the spacecraft approaches the
planet, parallax etfects in the case of natural satellite oh-
servations allow solving for V. Alsu, the time-of-flight
solution becomes less sensitive to pointing errors. Further-
more, by then, sufficient data will have been taken to
cstimate the natural satellite ephemeris relative to the
target planet, thus 1educing effects of this error source.
In the case of planet limb observations, V. can not be
accurately determined until planetary bending of the
approach trajectory occurs.

For Deimos, parallax effects are discernible long before
planetary bending occurs. In addition, its small size makes
image center-finding errors negligible. These two factors
make satellite observations siguificantly more accurate
than Mars observations for approach navigation.

F. Selection of Approach Pictures

During the 3-day approach prior to MOI, three pre-
orbital science picture sequences (POS 1, II, and ITI) were
taken (Fig. 43). Each POS sequence covered a 24-h
period in which 31 pictures were recorded aboard the
spacecraft and then transmitted to Earth during a 3-h
period near the DSS 14 meridian. Since MOI occurred
carly in the Goldstone view period, the POS III pictures
were played back after orbit insertion.

Not all of these pictures were available for OND. The
Project required that a minimum of 24 of the 31 pictures
in both POS [ and (i be used to obtain two full revolutions
of Mars surface coverage at 15-deg surface longitude
intervals. Also, a minimum of 23 of the 31 pictures in
POS III were required for additional Mars surface cov-
erage and for photometric calibration of the wide-angle
camera. Despite the fact that the OND was on a non-
interference and noncommittal basis with the mission, it
was allocated all but one of the remaining pictures.

OND personnel were given complete frecdom in select-
ing the targets and exposures of their pictures, and the
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only timing constraint was noninterference with either the
Mars pictures (1-h centers) or the 3-h playback periods.
Because only POS I and II pictures were to be played
back prior to insertion, the optical OD engineers targeted
Deimos in all 13 pictures in these two sequences to reduce
its ephemeris uncertainty to a level which would not
seriously degrade the approach spacecraft trajeciory esti-
mates produced during real-time operations. The small
angular separation of Phobos and Mars during this period
made Phobos an undesirable target because of possible
Mars stray-light interference. Three of the eight satellite
pictures in POS IIT wvere of Phobos.

The positions of Deimos as viewed from Mariner 9
against the star background arc shown in Fig. 44. The
orbital coverage of Deimos is listed in Table 30, Because
the first Deimos picture was lost during transmission to
JPL, real-time and post-flight data processing had only
five POS I pictures. Also, one of the three Phobos pictures
in POS III was missed because of improper pointing of the
TV camera. With only two Phobos approach pictures and
large a priori Phobos ephemeris uncertainties, the Phobos
data did not improve the navigation accuracy beyond that
achieved with the Deimos data.

G. Operational Techniques and Results

Optical measurements and radiometric data are com-
pletely independent data types, which have some com-
mon information content but are snbject to many error
sources not common to both. Because of this, procedures
were established to eliminate, as much as possible, the
error sources peculiar to each data type before they were
combined in a single solution. This served to reduce the
number of iterations required on the whole data set. The
processing of radiometric data toward this end was
described in Sections 11 and III. Analogous preliminary
reductions were performed on the optical data.

The first stage of the optical data reduction processed
only star images to estimate TV painting crrors, which
were usually large enough to be outside the linear region
because of the nonlinearities in the TV distortion. A
second iteration, required to ensure that the pointing
parameters were within the linear region, was performed
in the second stage of processing.

As an additional goal, the second stage was to make
preliminary . rrections to the satellite ephemeris, which
was expected to be in error by as much as 500 km. This
error was large enough to require another iteration. which
was left for the third stage. The data included both star
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and satellite images. The solution list contained the space-
craft state, and four elements of the Deimos orbit. Because
Deimos is in a near-circular, near-cquatorial orbit, only
two orientation angles, inclination and mean anomaly,
were included in the solution along with semimajor axis
and eccentricity. A trajectory based on radio data only was
used willi a luose a priori uncertainty (thousands of kilom-
eters). The spacecraft trajectory parameters were included
to allow a more accurate satellite ephemeris improvement,
but the new probe conditions were not used for the tra-
jectory emploved in the third-stage processing. Instead,
the same orbit input to the second stage was used.

‘Ihe third stage involved the actual combination «f
radiometric and optical data to solve for the spacecraft
trajectory and the Deimos ephemeris. Once the Deimos
ephemeris had been updated by use of POS I data, the
second and third stages were combined by adding the
pointing parameters to the solution list.

The optical residuals before the first-stage fit for
Deimos (D) and stars (O) are shown in Fig. 45. The
residuals in Fig. 45a were obtained using a priori Deimos
ephemerides, a short arc trajeciory based on radiometric
data to MOI—19 h, and TV pointing based on reduced
spacecraft telemetry data. The clusters of star residuals
reflect the global offset of the images caused by TV
pointing errors. The TV pointing errors became large at
the end of POS II and throughout POS III in the pixel
direction but were smaller and morc random in the line
direction.

The residuals in Fig. 45b are before the second-stage
solution and were generated using the same conditions as
those in Fig. 45a, with the exception that TV pointing
errors were removed by using the star images. The star
residuals, which are only sensitive to pointing errors, now
have a zero mean. With these errors removed, the Deimos
residuals reflect Deimos ephemeris errors and spacecraft
trajectory errors. The Deimos ephemeris errors are evident
in the 30-h periodic cvcle seen in POS 11 and POS III
residuals. The spacecraft trajectory error is seen as a slope
in the periodic line residuals.

Figure 45¢ shows the residuals after solving for the
spacecraft trajectory and Deimos cphemeris in the third
stage. Here, the residuals are random with zero mean and
a standard deviation of less than 0.5 pixels (370). The com-
bined solution of optical and radiometric data indicated
a 400-km correction to the Deimos orbit and an 80-km
spacecraft trajectory error.



Figure 46 shows the B-plane trajectory estimates, which
were generated in near-real time. The radiometric-only
solution and its 1-¢ error cllipse were based on data to
MOI-- 13 h. The radiometric plus optical iterated solution
and 1-e error ellipse were based on radiometric data to
MOI =19 h and optical data from POS T and 1. Solutions
denoted as optical were generated, using a trajectory
based on radiometric data but processing optical data
only. These optical solutions were obtained from the
second itcration of optical data to remove nonlinearities.

Post-flight studies have given greater insight into the
data and have confirmed the accuracy of the real-time
trajectory estitiates.

H. Post-flight Sensitivity Studies

1. Number of stars per picture. In analyzing the depen-
dence of OD accuracy on the number of stars per picture,
the following three cases were studied:

(D) No stars per picture.
{2} One star per picture.

(3) An average of five stars per picture.

All three cases had a priori TV pointing information from
reduced spacecraft telemetry data. Also, the nominal tra-
jectory was based on radiometric data only from MOI—
30 days to MOI—186 h. OD accuracies for the three cases
are shown in Fig. 47, and the associated trajectory esti-
mates are presented in Figs. 48 through 50, In these last
three figures, the numbers on the broken lines indicate the
number of sequential pictures (starting from No. 2 of
Table 30) used to produce that result,

Figures 49 and 50 show that the first picture in POS I
for cases 2 and 3 drives the trajectory e<timate to within
15 km of the current best estimate. The ime behavior of
cases 2 and 3 is very similar, with the trajectory estimates
agreeing to within 10 km at the end of the POS I and
POS II data and to within 2 km at the end of the POS 111
data. The expected accuracies of cases 2 and 3 (Fig. 47)
are the same. It is seen, therefore, that the full accuracy
potential of the optical data can be obtained v ith only
one star per picture. This would also be true if tne desired
TV pointing were used as a priori instead of rcduced
spacecraft telemetry data.

TV pointing derived from spacecruft telemetry is an

order of magnitude less accurate than pointing derived
from star images. This degradation is reflected in both

the expected accuriey and the actual trajectory estimate
of case 1 (Fig. 48) as compared to cases 2 and 3. The
case 1 trajectory ostimate is well behaved., when com-
pared to its expected accuracy, until the last picture in
POS 11 (No. 12). Then the large, nonrandom TV pointing
errors {modeled as random errors) in the remaining pic-
tures diove the trajecton Glinall (o d 3-o citon, Iimproved
trajectory accuracy may he possible by modeling the TV
pointing errors as time-correlated processes.

These star-sensitivity results can be explained by ex-
amining the TV pointing errors. For a given picture, all
sources of pointing errors can be modeled as three inde-
pendent rotations about the axes of un orthogonal coor-
dinate system (e.g.. TV pointing has three degrees of
rotational freedom). One star image (a pixel and line
observation) vields two of the three degrees of rotational
freedom. The third degree of freedom is obtained from a
second star or from « priori TV pointing, which has an
accuracy of a few tenths of a degree. A priori TV pointing
to this accuracy can be obtained from either reduced
spacecraft telemetry data (0.015 deg. 1 o) or from the
desired pointing (0.15 deg. 1 o). Additional stars, however,
do not improve the Deimos inertial reference information
in a picture. Measurcment errors in the Deimos image
location control this accuracy and are not affected by
star observations.

Even though only one star per picture is needed, it is
desirable to have many. From a reliability standpoint,
many stars per picture give independent checks on the
TV pointing and also indicate the accuracy of the TV
distortion model. Any discrepancy between image loca-
tion residuals within a given picture would flag it for
further evaluation.

2. Sensitivity to TV distortion. A comparison was made
of OD performance as a function of the data type used
to calibrate TV distortion and as a function of the order
of polynomial used to model it. Data used included

(1) Only reseau images fram ground pictures.
(2) Only reseau images from flight pictures.
(3) Only star images from flight pictures.

Distortion polynomials of first and third order, determined
from flight reseau images, were compared to results from
the sixth-order polynomial.

In comparing calibrotion data, it was found that all
three types gave equivalent trajectory estimation results.
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The difference between reseau images from ground and
flight pictures was an offset and rotation common to all
rescaux. This ditference was easily absorbed in the TV
pointing error model. Approximately 200 star images from
Pleiades pictures and optical navigation pictures were
used to produce results equivalent to those from reseau
daia. In fact, stars are more desirable than rescau data
hecause they enable the calibration of optical as well as
electromagnetic distortion and are more easily detected
than reseaux in pictures used for TV calibration and
navigation.

The tradeoff between increased optical data linearity
and reduced accuracy was examined, and it was found
that a third-order distortion polynomial gave equivalent
trajectory estimates to the nominal sixth-order model. The
increased linearity was accompanied by a slightly noisier
trajectory estimate behavior, which was, however, well
within the predicted accuracy. The trajectory estimate
obtained using a first-order distortion model was in error
by only 15 km. Therefore, it was concluded that a first-
order model would have sufficed if time constraints had
not allowed iteration of the optical data. If time is avail-
able, which is generally the case, the sixth-order model
will give the full accuracy potential of the optical data
with iteration of the data.

3. Sensitivity to the amount of radiometric data. To
evaluate the strength of optical data alone, a traiectory
solution was made without the aid of any other tracking
data. From the considerations of Section VI-E, it should be
expected that POS I and II data alone would yield an
accurate B-R and B-T solution, but that limited pictures
and observed parallax would degrade the time-of-flight
accuracy, whereas POS III data, containing both Deimos
parallax and trajectory bending, would yield a complete
trajectory determination from only the optical data,

A nominal trajectory was generated from Atlas/Centaur
injection conditions. These injection conditions gave a
25,000-km aim-point bias at Mars for planetary quarantine.
The use of this trajectory did not allow the optical data
to “know,” @ priori, that a midcourse maneuver had been
performed 5 days after launch. The midcourse maneuver
changed the actual trajectory aim point by some 25,000 km
and the arrival time by 19 h. In other words, this a priori
trajectory indicated to the optical data that the spacecraft
was going in the vicinity of Mars. Moreover, the pre-
flight Deimos ephemeris having a 400-km error was used.
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Initially, only POS I aud 11 data were iterated because
onhy they were available i real time. Five complete
iterations ot the POS 1 and 1 data were needed to obtain
a comerged solution because of the nonlinearity caused
by the a priori trajectory error. After a converged solution
was obtained for the POS Tand 11 data, an additional solu-
tion was made wineh mciuded the POS 1 data. This
final solution allowed the full potential of the approach
optical data to be evaluated.

The B-plane trajectory estimates are shown in Figs. 51
and 32 at the end of a complete iteration of POS T and
IT data. It can be seen that an accurate estimate of B-
and B+ T can be obtained using only POS T and IT data
as expected. The B-plane estimate after five iterations was
within 10 km and 10 s of the current best estimate. This
estimate would easily have met mission accuracy require-
ments for inserting Mariner 9 into orbit about Mars,
Adding the POS 111 data brought the B-plane estimates
from optical data only to within 5 km and 3 s of the
current best estimate.

The time-of-flight cstimate and expected uncertainty
from the final solution are shown in Fig. 53. It is seen that
the uncertainty Joes not go below a few seconds until 10 h
from MOI. This level of accuracy would be available
about a day before MOI from radiometric data. It is
concluded, therefore, that optical data only can yield an
accurate trajectory estimate using data within 10 h from
Mars MOL. By combining optical and radiometric data,
an estimate of comparable accuracy can be obtained much
earlier.

4. Sensitivity to Mars ephemeris. One major source of
error in the use of radiometric data for navigation esti-
mates is planetary cphemeris errors. The reason for this is
that the data are taken by stations on Earth and must be
related to the target planet using assumed station loca-
tions and a planetary ephemeris. However, from on-board
optical data, the spacecraft state is directly related to the
target planet. After the insertion of Mariner 9 into Mars
orbit, there was an update to the planetary ephemeris
affecting the position of Mars by about 40 km. The optical
navigation estimates for the B-plane parameters remained
essentially the same with this change in ephemeris.

To demonstrate the independence of optical navigation
estimates from the planetary ephemeris errors, a solution
was made with a Mars ephemeris error cf about 500 km.
The results of processing the optical data with this ephem-
eris error are shown in Fig. 54, which gives the B-plane
solution history. The origin of the plot is at the current




best estimate. The figure shows that the first pass thrcugh
the data moves the estimate from un g wriori estimate
more than 500 kin away to within 10 kv of the current
best estimate. The final iteration moves the estimate to
within 2 km of the current best estimate.

I. Conclusions

The radiometric plus satellite/star trajectory estimate
for Mariner 9 was the most accurate solution generated
during any real-time approach operations. The new
optical data navigation techniques werc successfully
demonstrated during real-time and post-flight analysis.
Star and reseau images were used to reduce all systematic

TV pointing and distortion error, to arc-second accuracy.
Conseauently atellite image location errors were random,,
with a measurement noise of 370 (1 ¢). These satellite
images allowed the Mariner 9 trajectory and the satellite
cphemeris to be determined independent of a priori
uncertainties in satellite ephemerides. The addition of the
optical data to a few days of radiometric data allows the
approach navigation process to reach its full accuracy
potential and become insensitive to planetary ephemeris
errors, nongravitational spacecraft accelerations, and
Earth-based tracking station location errors. Thus, a
demonstrated navigation capability now exists which can
meet the demanding requirements of future missions.
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Table 3. A priori uncertainties in radio tracking parameters

Paramr~ers Units Considering Fstimating
r of state km 108
r of state km/s 1
Table 1. Standard deviations of residuals based on a . .
S X .0!
state-only solution from Run 000967 olar pressure unitless ratios 0.03 0.05
Constant attitude kin/s? 10-12 10-12
control leaks
DSS F2,Hz* MARKIA,m TAU, ns MU, ns
r, of stations m 3 50
12 0.00366 20.313 935.07 x of stations m 5 50
14 0.00433 562.8¢2 GM Moon km?/s3 0.03 1
41 0.00345 21.895 GM Mars km?3/s? 1
51 0.00349 23.233 Ephemerides radians or unitless * 10-+
62 0.00474 22.887 ratios
s] Hz = 6.5 cm/s at S-band. *Cavariances provided by the Ephemeris Development Group.

Table 2. Transfer trajectory navigstion accurscy

Table 4. A priori uncertainties in elements of the Martian

requirements, 3 ¢
Allowsble uncertainty in
Time st which OD estimate
predicted magnitude of
is required B vector, km
Launch + 5days 7850
MOI =~ 30 days 250
MOl - 6h 150

natural sateltites
Parameter* Units Phobos Deimos
a km 3.0 50
' 0.01 0.01
M, dey 20 1.0
] deg 02 0.1
[ deg 100 10.0
1] deg 5.0 50

sReferred to ~ - Mars true equator of date.
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Table 5. Some typical parameter sets

Solution

set Parameter

A State

B State, solar pressure (SP)

C State, SP, DSS

D State, DSS

E State, SP, DSS, CM of Moon (CMM) and/or
Mars (CM4)

F State, SP, DSS, attitude control ( AC) leaks

(& Siate, SP, DSS, GMM and/or GM4, AC

H State, SP, DSS, GMM, CM4, AC, Mars and
barycenter ephemerides

1 State, satellite ephemerides

] State, SP, CMM, CM4

K State, SP, CMM, CM4, Mars and barycenter
ephemerides, AC

Tadle 6. Comperieon of nongravitational parameter aolutions using pre-midco: rse deta

A B C D E r
Post-flight
Parameter post-midcourse Pre-flight e prior Inflight Post-flight Post-flight & priori
(current best estimate) pre-midcourse pre-midcourse

sP, 1.2234 1.3%40 1.31%0 1.2408 1.2329
sP, =0.0502 -0.0143 -0.0211 -0.0503 =0.0597
sp, -0.0516 -0.014% -0.02268 -0.0484 -0.0508
ACy, km/s® 02900E-123 0 0 0.1M7E-18 0
AC 4, km/st 0.1168 E-11 0 0 0.1115E~11 0.5018E~-13
ACy, km/o* 0.1831 E~1] 0 0 0.1822E-11 0.1502 E-12
Rua 00078L-C PREM/C-10-C PREOI7-E
identification
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Table 10. Compzrison of B-plane parameters for pre-unlatch orbits, adjusted for unlatch and maneuver A's

A B C D E F
Current best Inflight Post-flight
Parameter estimate pre-unlatch A(C-B) pre-unlatch A(E-B)
IB}, km 8261.4 8233.6 -27.8 8315.8 54.2
B-R km 6081.8 6066.2 -15.6 6092.4 10.8
BT, km 5591.3 5567.2 -24.1 5659.8 68.3
T 00+ 31m08272 2916226 —~1124486 31m55868 46096
Run identification MOIOSA PREUNL-9-A UPBM17
asNovember 14, 1871,
Table 11. Orbit changes caused by scan platform uniatch and
engine gas line venting (Run UPBM16)
Velocity changes B-plane changes
AV, = 299 + 1.63 mm/s A|B| = —25.82km
AV, = 2382 + 1.38 mm/s AB-R= 262km
AV, = —-0.13 + 2.64 mm/s AB-T = -3434km
[AV] = 4.11 mm/s AT, = =-0%70
Table 12. Comparison of B-plane parameters for pre-midcourse orbits, adjusted for maneuver A's
A B C D E F G H
Inflight Post-flight Post-flight pre- _
Parameter CBE post-unlatch A(C-B) post-unlatch A(E-B) and post-unlatch A(G-B)
{B, km 8261.4 8260.3 -09 8231.1 -30.3 8288.7 278
B -ﬁ 6081.8 8055.6 -26.2 6066.3 -15.5 6121.0 39.2
BT 5581.3 5618.0 26.7 5563.4 -219 5588.8 -25
Toar 00+ 31m08272 20m27161 -101¢11 31m09s75 1503 31m25161 16489
Run MOI08A PREM/C-10-C PREO17-E UPBM18
identification

sNovember 14, 1971.

Tabie 13. Differences between current best estimate of encounter ordit and final aiming point for t'.e maneuver

Parameter A B C D E F
B-f km 188 14.9 -42 15.1 73.7 -80.7
B2 km 73.3 -349 -197 43 -137.8 ~1149
| 138.72 -3.64 105.98 -0.48 20.86 16.1

evatas  asme—
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Teble 14. Commanded midcourse maneuver and current
best estimate of achieved maneuver

Table 18. Predicted B-plane parameters at MOI-2 h

A B C D
Current ACommanded
Parameter ~ Commanded best estimate current best Current best Long-arc rodio  Short-are radio
(UPPBMS) estimate Parameter ks POSTMC-56:-A POSTMC-57-A
AV, m/s 2.707 2.895 + 0.0013 0.012
AV, m/s  —4682  —4696 + 00016 0014 (B, lam 82614 82311 8275.8
. n
AV, /s —4007  —-3997 + 0.0018  —0.010 B-R, km 6081.8 60365 6125
. 2]
[AV|, m/s 6.731 6.730 0.001 BT km 5591.3 5595.5 5566.4
T, % 0h+ 3108872 31m03:27 31mQ723
aNovember 14,1971.
Table 15. Comparison of B-plane estimates using different ephemeiides
Orbit POSTMC-32 POSTMC-39 Asolution A trajectory POSTMC-48 POSTMC-50 A solution A trajectory
Ephemeris 'JE69 DE78 (DE78 - DE89) DE78 DE79 (DE79 - DE78)
IB]. km 82794 8209.0 -704 =514 8206.2 8232.5 26.4 25.3
B R, km 6080 7 6011.2 -69.5 -53.2 6007.7 6038.8 311 33.6
BT km 5618.9 5590.4 -285 -18.1 5590.0 5505 3 52 0.9
Tp,2 00+ 32m1611 31m]1587 04 -10.9 31m0432 31mQ0322 -1.0 0.2
aNovember 14, 1971.
Table 16. Comparison of AC coefficients using post-midcourse data
A B C D E F
Post-flight post-midcourse ~ AC subsystem
Parameter current best estimate engineers A(B-C) Inflight post-midcourse A(B-E)
AC,, km/s? 0.2539 E-12 0.0 0.2260 E-12 on 02269 E~12
ACy, km/st 0.1168 E-"1 0.2401 E-12 0.0928 E~11 0.8018E--12 0.0277 E-11
ACy, km/s? 0.1831 E~11 0.6254 E-12 0.1206E-11 0.1502E-11 0.0320 E~-11
Run identification 00972L~G SKW789A
Table 17. Predicted B-plane parameters at MOI-~12 h
A B C D E F
P Current best estimate Long-arc radio Short-arc radio Optical Radio + Optical
arameter MOI08A POSTMC-52-A POSTMC-53-A ODAP-POS12 GHBO009
B}, km 8261.4 8232.4 8201.0 8265.9 8260.1
B-R, km 0081.8 6038.5 6149.2 6033.0 6079.3
BT km 55913 5%95.3 5561.3 5651.3 55020
To.t O+ 31m08172 31903119 3106199 20m5020 31=18165

sNovember 14, 1971,
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Table 19. Predicted B-plane parameters for selected ra<io-only solutions

A B C D E F G H I
Run i ;
identification, Parameter Tm:o?:tli‘l’;;g e B, kin B ﬁ, km B %, km T, (”/,14/ 71).  Doppler/ Arct
POSTMC-xx sets (1971) ' h:min:s range"
1 A 08/05 135000 8770.10 6800.99 5537.25 U:34:39.56 L
2 A 08/05 195332 8345.26 6196.60 5589.76 L
3 A 06/07 150302 8279.73 6119.98 5576.71 00:29:41.90 L
4 A 06/08 152302 8322.75 6114.34 56486.51 00:30:06.35 L
4 C 06/08 152302 8272.17 6049.78 5641.71 00:3v:00.38 L
4 A 06/08 152302 8333.74 6099.75 5678.41 00:30:08.16 D L
4 C 08/08 152302 8289.18 6055.61 5660.40 00:30:02.58 D 1
5 A NR/10 143802 825R8.79 J072.66 5558.0¢ 00:29:50.47 L
5 C 068/10 143802 8279.84 6017.94 5686.54 66.30.03.96 L
(V] A 05714 144602 8225.27 8058.76 5562.95 00:29:48.82 L
8 < 06/14 144602 8244.98 6011.36 5642.99 00:30:16.53 L
7 A 06/17 152702 8279.55 6036.38 5666.85 00:30:16.43 L
7 C 08/17 152702 8213.21 6015.25 3592.28 00:20:51.99 L
8 A 06,21 144002 8240.68 6029.85 5616.88 00:30:18.50 L
8 C 068/21 144002 8188.88 5995.75 5577.52 00:30:16.50 L
8 A 06/21 144002 8274.50 6064.10 5629.74 V0:30:08.15 o L
8 C 06/21 144002 8265.76 6041.69 5640.99 00:30:34.35 D L
9 A 06/21 144002 8200.49 6002.52 5587.29 00:30:05.77 R L
9 C 06/21 144002 8245.87 6047.52 5605.51 00:30:30.72 R L
10 A 06/23 164702 8200.25 6017.55 5570.75 00:30:21.14 L
10 C 06/23 164702 8181.62 5975.05 5580.08 00:30:08.72 L
10 A 06/23 164702 8245.15 6055.96 5395.34 00.30:19.53 D L
10 C 06/23 164702 8264.19 6027.36 5654.00 00:30:33.16 D L
12 A 06/25 171002 8201.95 6017.07 5573.76 00:30:24.68 L
12 C 06/25 171002 8178.04 5966.63 5592.82 00:30:04.43 L
12 A 06/25 171002 8247.34 6055.99 5598.53 00:30:32.34 D L
12 C 06/25 171002 8262.27 6022.26 5656.63 00:30:38.91 D L
14 A 06/29 164602 8201.12 6013.94 5575.92 00:30:23.22 L
14 Cc 0F/29 164602 8182.96 5670.85 5595.52 00:30:19.68 L
14 A 06/29 184802  8247.73 80%2.75 £802.61 00:30:31.75 D L
14 C 06/29 164602 8283.09 6045.74 5662.03 00:50:55.68 D L
14 E 06/29 164602 8263.01 6052.34 5625.53 00:31:01.80 D L
13 C 07/01 145002 825441 6032.07 3634.66 00:30:38.44 L
15 E 07/01 145002 8261.27 6050.03 %625.45 00:30:47.89 L
15 C 07/01 145002 §295.64 6057.19 5665.25 00:30:59.38 D L
15 E 07/01 145002 8271.45 6058.06 5831.77 00:31:01.48 D L
15 o 07/01 145002 825%.79 6037.86 5630.48 00:30:41.64 R L
15 E 07/01 143002 8242.91 6060.79 5586.80 00:30:59.78 R L
16 C 07/08 223102 8285.45 6058.46 5651.88 00:30:56.41 L
18 E 07/08 223102 8254.03 6041.77 5623.71 00:30:47.32 L
sFrom Table 5.

*D = doppler only; R = range only; blank «» doppler and ruuge.

L = Jong; I = intermediate; S = short.
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Table 19 (contd)

A B C D E F G H I
Run Time of last data

identification, T arameter l point used IB', km 3R, km BT km Tea (ll/,H/ 71),  Doppler/ Arce

POSTMC-xx sett (1971) | h-min:s range®
16 c 07/06 223102 K334 88 6093.96 5686.29 00:31:12.53 D L
16 E 07/06 223102  8289.20 6069.88 5645.11 00:31:00.91 D L
18 C 07/13 155302 §368.72 6118.06 5710.07 00:31:21.88 L
18 E 07/13 153302  8305.09 8077.50 5660.25 00:20:59.02 L
18 C 07/13 155302  8$367.90 8111.74 5715.53 00:31:30.68 D L
18 E 07/13 155302  8294.24 6065.41 5657.32 00:31:07.83 D L
19 E 07/15 165002  5316.46 6088.87 5664.73 00:31:02.02 L
20 E 07/20 212302  8357.23 G117.82 5803.14 10:31:93 98 1)} L
21 E 07/20 213502  8379.02 6142.41 5699.01 00:31:17.92 L
22 E 07/26 150302 834331 6166.25 5620.34 00:31:21.88 L
22 E 07/26 150302  8>14.28 6V97.66 5652.06 00:31:09.54 D L
23 E 07/26 150302  ¥299.09 6085.74 564257 00:30:57.16 L
24 E 08/04 201502  8293.80 6091.48 5626.59 00:31:22.09 L
24 F 08/04 201502  8290.30 6089.71 5625.33 00:31:22.45 L
25 E 08/10 203602  8285.10 6083.42 5624.49 00:31:31.76 L
25 F 0R/10 203602  8264.25 6061.59 5618.42 00:31:21.78 D L
26 E 08/14 101802 8282.84 6079.26 5625.65 00:31:22.62 L
26 E 08/14 101802  8260.45 6054.93 5618.97 00:31:22.27 D L
26 E 08/14 101802 830191 6107.16 5623.55 00:31:20.31 R L
27 E 08/22 212402 8282.27 6075.86 5628.48 00:31:23.78 L
27 E 08/22 212402 258.79 6048.27 5623.59 00:21:22,68 D L
28 E 08/31 170802  8265.68 6055.98 5626.28 00:31:24.55 L
28 E 08/31 170802  8250.92 6039.49 5621.58 00:31:23.11 D L
30 E 09/12 231642  8280.81 6076.32 5625.84 00:31:22.57 L
30 E 09/12 231642  8259.14 6051.62 5620.62 00:31:22.21 D L
31 A 09/28 233252  8281.60 6081.47 5621.44 00:31:18.42 L
31 E 09/28 233252  8266.14 6079.24 5601.06 00:31:16.11 L
32 A 10/07 040000  8279.36 6080.73 5618.95 00:31:16.11 L
32 E 10/07 040000  8275.00 6097.80 5593.97 00:31:15.56 L
32 G 09/15 000000  8274.95 8075.77 5617.81 00:31:17.42 L
35 A 10/13 162402  8234.56 6051.98 5584.04 00:31:14.70 D v
35 G 10713 1682402  8240.19 6059.58 5584.11 00:31:13.23 D I
37 A 10/13 000000  8252.02 6063.53 5597.27 00:31:03.32 R L
a8 A 09/15 000000  8240.24 6027.71 5618.57 00:31:08.55 D L
a8 (o 09/15 000000  8199.14 5991.40 5597.23 00:31:05.55 D L
89 A 10/31 000000  8208.98 6.°1.22 5590.41 00:31:15.74 L
80 ] 10/31 000000  8180.92 6004.24 5556.67 00:31:17.81 L
89 A 11701 070000  8218.54 6018.73 5596.37 00:31:04.84 D L
as A 09/15 000000  823).49 6018.76 5615.32 00:31:18.7¢ L
41 A 11707 000000  8279.04 6112.77 5583.59 00:31:01.15 1
41 C 11,07 000000  8173.35 6025.82 5522.33 0W0:31:10.17 I
42 A 11/07 000000  8203.41 6004.71 5589.22 00:31:46.64 L
43 A 11/07 000000  8207.54 6028.89 5569.21 00:31:07.36 I
43 C 11/07 000000  8234.87 6055.22 5580.99 00:31:05.34 I
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Table 19 (contd)

A B C D E F G H I
Time of last d:
identgrtgtion, Parameter pointl‘llxsted‘lta ‘B!, km B -ﬁ, km B 'ﬁ km T, (11/14/71),  Doppler/ Arc
POSTMC-xx sets (1971) h.mim.s range®
44 A 11708 140000 8227.83 6063.19 5561.91 00:31:07.07 I
44 C 11/08 140000 8221.18 6040 10 5577.18 00:31:06.16 I
45 A 11710 190000 8284.64 6145.56 5555.84 00:31:08.40 I
45 C 11710 190000 $444.29 6341.22 5576.28 00:30:58.41 1
45 C 11710 190000 8313.1 6180.02 5560.29 00:30:48.45 D I
46 A 11710 190000 820..96 6014.00 5588.84 00:31:04.24 L
46 A 11710 190000 8224.38 6036.16 5586.16 00:31:03.54 R L
48 A 11712 000000 8206.17 6007.70 2590.05 00:31.04.19 L
50 A 11713 061800 8232.53 6038.81 5595.29 00:31:03.19 I.
50 11,13 06180C 2028.46 £032.87 5502.77 0¢.31.05.18 D L
51 A 117153 061800 8260.46 6096.03 72.19 00:31:03.75 S
51 F 11713 061800 8305.98 6174.12 5556.03 00:31:03.19 S
51 A 11713 061800 8056.49 5964.47 5415.92 00:30:53.24 D S
51 F 11713 061800 8194.75 6101.64 5470.28 00:30:59.00 D S
52 A 11/13 101800 8232.36 6038.52 5595.35 00:31:03.19 L
52 A 11713 101800 8226.66 6033.12 5592.79 00.31:05.12 D L
23 A 11/13 101800 8290.97 6149.18 5561.27 00:31:08.99 S
53 F 11/13 101800 8336.28 6224.85 5544.80 00:31:06.48 S
53 A 11/13 101800 8152.69 6075.99 5435.87 00:31:01.44 D S
33 F 11713 101800 8313.43 6226.14 5508.93 00:31:04.93 D S
54 A 11713 141800 8231.70 6037.52 5595.47 00:31:03.23 L
54 A 11713 141800 8226.93 6033.46 5592.83 00:31:05.08 D I
55 A 11713 141800 8286.25 6142.08 5562.08 00:31:07.04 S
55 F 11/13 k41800 8314.44 6188.90 5552.25 00:31:08.78 s
56 A 11/13 161£20 8230.97 6036.49 5595.51 00:31:03.28 L
56 A 11713 161800 8226.96 6u33.49 5592.84 00:31:05.07 D L
57 A 11713 161800 8275.84 6125.03 5565.39 00:31:07.31 S
57 F 11/13 161800 8279 6124.78 5565.44 00:31:07.31 S
57 A 11713 161800 8280.14 6192.86 5496.29 00:31:04.67 D S
57 F 11/13 161800 8280.08 6188.95 5500.57 00:31:04.83 D S
58 A 11713 201800 8261.27 6103.32 5567.60 00:31:11.49 S
59 A 11/13 214800 8261.85 6104.13 5567.56 00:31:07.87 S
59 F 11713 214800 8261.81 6104.14 5567.50 00:31:07.88 S
60 A 11713 234800 8262.43 6104.97 5567.51 00:31:07.92 S
60 F 11713 234800 8262.27 6104.78 5567.48 00:31:07.93 S
60 A 11/13 234800 §262.59 6111.60 5560.47 00:31:07.67 D ]
60 F 11713 234800 8262.21 6101.79 5570.€% 00:31:08.04 D S
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Table 20. Solutions supporting current best estimate of 8-plane parameters

A B C D E
Long arc Long are Short arc CBE short arc
Parameter o 7 arc MOI 52 5 MOI-45m MOI-5d —» MOI+10h
001009-H 001009-A E001WL MOI0SA

|BJ, km 8261.7 %2608 8262.0 8261.4

B-R km 6083.0 6100.6 6087.0 6081.8

B-T km 5580.5 5583.2 5586.8 5591.3

Tyt 004 31mQ9s52 31m:0850 31m(5.54 3108872

sNovember 14, 1971.

Tabie 21. Comparison of estimated maneuver parameters®
A B C D E F
Commanded
Paramcter maneuver A priori from telemetry Strategy 1 Strategy 2 Strategy 3

Fo 0.13290876 x 10+ 0.133683450 x 10+ 0.1331191 x 10+ 0.13298025 x 10+
F, -0.70234773 x 10-! ~0.70679196 x 10-t -0.70087575 x 10— -0.69835305 X 10-1
F, 0.20411911 x 10-3 0.28530662 x 10-3 0.20473017 x 103 0.29352292 x 10-3
F, ~0.41188397 x 10 —-0.42682422 x 10-¢ —0.41235486 x 10-¢ ~0.41060609 x 10-¢
F, 0.19269307 x 10-° 0.18995681 x 10-°¢ 0.19246737 x 10-° 0.19385616 x 10-*
a, rad 2.5365883 2.5361710 2.5364832 2.5368572
3,rad 0.26075508 0.19982343 0.20028938 0.20052894
T,s (]aV| cutoff) (JAV] cutoff) 914.7534 915.2659
|AV|, m/s 1600.500 1600.685 1600.68% 1601.853 1601.912
Roll turn, deg 42.765 42.519 42.557 42.578
Yaw turn, deg 124.808 125.208 125.218 125.221
Run identification MOISIC MOIO0SA MOI0OSW

aFor all the solutions, the other applicable burn parameters were:

T, = Nov. 14, 1971, 0218=2005111 ET

M, =995 kg
M, = 0.40051544

M, = ( "7262518 X 10-*

M, = 0.11812921 X 10-*
M, = ~0.24448644 X 10 12

O
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Table 22. Determinations of GM Earth from Mariner 9 data

Run
GM Earth, Standard deviation, .
R S
Data span 1 398600.67 0.226 UPBM17
Data span 2 398600.67 0.150 UPBMI18
Data span 3 398600.75 0.133 UPPBMS6
Data span 4 398600.71 0.359 PRE017

Table 23. Influence of consider parsmeters on GM
Earth determination

Sonsid Assumed Absolute value of change
Consider parameter uncertainty in GM Earth, km3/s?

ACLAC,ACy, km/st 0.5 x 10-11 0.08, 0.08, 0.10
z(DSS51), m 30.0 0.05

GM Moon, km?/s? 0.05 0.004
Inls 1, 0.5 x 10-7 Negligible
CyzSas 0.5 x 101 0.001, 0.001
Earth orbital elements 1.0 X 107 Negligible
(set 3)

Moon orbital elements 0.12 x 10-* Negligible
(set 3)

Astronomical unit 3.0km Negligible
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Table 25. Torque directions around spacecraft axes caused by individual roll-jet thrusts

Direction of spacecraft

I;ibellin Direction jet motion in roll caused Roll ‘ Pitch Yaw Loc‘ation of ie‘t in
g 16 exhaust points by jet firing torque torque torque spacecraft coordinates
a CW ccw + + + -X
b CCwW cw - - + -X
c CCwW Ccw - + - +X
d cw CcCw + - - +X
Table 26. Current best estimate of accelerations during interplanetary phase induced by roll-jet leak
Date g;:;-' . v 0 ]
(107) hom a, DN/s2 T.N x 10" (alb) AAC,, ki/st X j01* AAC,, km/s¢ X 1014
9/15 13:55 -0.14 x 10-» 2.68 (5.9) 10.1 -263
23:15 -0.48 X 10-7 091 (2.0) 3.4 -89
9/21 20:28 -0.80 x 10-+ 1.54 (34) 5.8 -15.2
9/22 02:30 -0.45 x 10-+ 0.86 (1.9) 3.3 -85
9/24 09:17 -0.70 x 10-+ 1.36 (3.0) 5.1 -13.4
12:48 ~0.45 % 10-¢ 0.86 (1.9) 3.3 -85
10703 21:36 —0.82 x 10-¢ 1.59 (3.5) 8.0 -15.8
10/04 05:10 -0.37 % 10-¢ 0.73 (1.8) 2.7 -71
10/25 04:16 -0.20 % 10-* 3.85 (8.5) 14.5 -38.0
20:16 -0.20 x 10 3.85 (8.5) 145 -38.0
10/28 06:18 ~0.58 x 10-¢ 118 (2.5) 4.3 -112
10/27 11:36 —0.51 x 10-¢ 1.00 (2.2) 3.6 -83
10/27 22:38 -0.10 x 103 1.91 (4.2) 7. -18.8
23:34 =050 X 10-¢ 095 (2.1) 3.6 ~9.4
10/28 21:42 -0.80 % 10-+ 1.54 (34) 58 -152
11702 16:00 ~0.63 % 10-+ 1.22 (2.7) 46 -12.1
11708 03:19 -0.60 % 10-¢ 1.91 (4.2) 72 -188
20:23 ~0.42 X 10-+ 0.82 (1.8) 3.1 ~-8.0
11/08 2:42 -0.65 x 10~ 127 (2.8) 48 -12.8
11707 00:08 ~0.36 X 10-¢ 0.68 (1.3) 2.6 -8.7
1107 12:26 «0.11 % 10-3 2.04 (4.5) 77 -2C.1
11,08 14:20 ~0.48 ¥ 10~ 091 (20) 34 -89
11700 02:10 -0.43 % 10-+ 0.82 (1.8) 3.1 -80
03:09 =0.40 % 10-¢ 0.77 (1.7) 29 -7.6
11708 10:10 =0.78 x 10+ 145 (33) 3.8 -14.3
11710 13:21 -0.56 x 10-+ 1.00 (34) 4.1 -10.7
11711 18:49 -0.20 x 10-* 385 (85) 146 -~379
28:48 -0.13 x 103 246 (5.8) 94 -24.3
11718 23:54 =010 X 103 1981 (4.2) 72 -18.8
11718 19:17 =0.48 x 10-¢ 091 (8.0) 84 -89
11/14 01:41 =098 x 10~ 050 (1.1) 19 -4.9
048:51 =086 x 10~ 0.50 (1.1) 1 -49
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Table 27. Formation of certain radiometric data types

Formation of

Data type Transmitter function Spacecraft function Receiver functicn data
Doppler Transmit signal with fre- Receive signal and retransma Receive signal with fre- f,~f.
quency (f,) generated by via transponder quency f,, and compare with
transmitting station frequency station frequency standard f,
standard
Range Transmit range code at time Receive signal and retransmit Receive signal at time ¢, as t,-t,
t, as measured by transmitting  vic transponder measured by receiving
station’s clock station’s clock

Tabie 28. Summary of dats used in duai-station experiment

Data type DSS 12 DSS 41 Subtotal
Overlap F2 203 130 425
Meridian passage F2 130 s 168
F3 ] 180 g1e
F2-F3 35 170 205
MU 14 0 14
Total & w20 850
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Table 29. Estimated frequency offsets in mH:z from F3, F2, and MU solutions

Solution code  Weight Oct. 4 Oct. 23 Oct. 29 Nov. 8
(Table5)  codet  pggyo DSS 41 £s12 DSS 41 DSS 12 DSS 41 DSS 41
1 4.86 3.42 ~6.0i -863 5.13 241 ~2.20

A 2 497 3.8 -5.388 -8.42 5.25 2.5 -2.28

3 £.70 435 -5.64 -8.20 5.24 2.58 -2.62

1 4.06 a1 -397 -8.54 5.08 2.4 -2.24

B 2 4.86 338 ~5.82 -8.39 5.24 2.53 -2.30

3 5.69 420 -562 -8.1 5.24 2.58 -2.64

1 462 274 -1.84 -441 5.38 250 -380

J 2 478 280 -153 -410 5.53 27i -388

3 5.04 3.8 -036 -3.44 5.60 2.84 -401

1 1.86 037 ~6.54 -920 3.5 1.85 -417

c 2 1.94 0.10 -6.82 -9.26 3.3 145 -445

3 2.92 0.0 -6.16 -8.83 4.08 1.56 441

1 2.00 058 -410 641 358 162 -5.35

E 2 2.24 049 -3.74 -620 3.5 1.26 -5.65

3 3.08 095 -2.38 -49 412 1.87 -5.50

c 1 2.02 0.42 -4.07 -038 3.00 1.08 -518

2 214 0.20 -3.79 035 ael 1.88 -5.62

1 2.08 041 ~4.08 -038 36l 1.06 -597

H 2 2.13 024 -378 -6 ael 133 K41

3 1.88 - 020 -2.80 -5b43 433 1.00 -531

sWeight code:
F2 F3 MU

1 001SHz 0.075H: 150m
2 0"30Hz O0015Hz 150m
3 0075Hz 0015Hz 150m

Teble 30. Deimos coverage

Number in POS Time before Mean Number in rOS Time before Mesn
Fig &4 insertion, h anomaly, deg Fig 44 insertion, h anomaly, deg

1 1 8.0 9% 10 n 20.0 176
 } 1 5.0 180 11 n 5.0 1%
8 | 570 204 18 n 26.0 213
4 | 58.0 188 18 n 190 m
s | 54.0 us 14 m 168 %3
6 ¢ 580 258 18 m 164 o7
7 n 8.0 % 10 m 180 i8
s 1 8.0 104 17 m 100 2 -]
] 1§ 840 116 18 m 9.0 »

*Lost during pleyback.
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Fig. 49. Trajectory estimate using one star per picture

Fig. 31. Optical data solution (coordinates)
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Appendix A
Definition of Spacecraft Trajectory Parameters and Associated
Statistics at Closest Approach to Mars

a vector from the center ot Mars normal to the incoming asymptote of the spacecraft Mars-centered hyperbolic
orbit (This conic is computed for the closest approach time.)

a unit vector along the incoming asymptote

a unit vectcr normal to § and lying in the ecliptic plane. T is directed very nearl;: *ow~= the Sun.

a unit vector making up a right-handed RST coordinate system

the actual closest approach time of the spacecraft to the center of Mars

the closest approach distance of the spacecraft to the center of Mars

the angle from the + T axis to the B vector measured positively toward +R (downward)

the square root of the largest eigenvalue of positional uncertainty in the B-plane (The B-plane is normal to §.)
the square root of the smallest eigenvalue of positional uncertainty in the B-plane

the angle from the + T axis to the SMAA measured positive from +T toward —R. This is th. opposite conven-
tion from the 6’ definition.

The SMAA and SMIA form the semimajor and semiminor axes of the 40% dispersion ellipse; i.e., there is a 40% proba-
bility that the predicted target point lies in a 40% dispersion ellipse centered about the “true” target point (seeFig.A-1).
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Fig. A-1. Definition of B-plane parameters
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Appendix B
Mars Mission Lockfile

$ ¢ 8 o ¢ & o & ¢ s MARS MISSION LOCKFILE ¢ #* ¢ ¢ 2 » s s »
$ PHASE C VERSION

s THIS LOCKFILE IS DESIGNED FOR PROCESSING RLCAL DATA ON MARS MISSIONS

¢ IT CONTAINS?

$

$ 1. THE °*UNIFIED® LOCKFILE (ODINA)

$

$ 2. TIMING AND PCLAR MOTION INPUTS (0DINA)

]

3. INPUT TO INSURE TRAJECTORTIES (0DINAY

s ACCURATE ENOUGH FOR 0.D.

s

s 4. MISCELLANEQUS INFUTS DESIRED (ODINA)

$ BY 0e.Des ON ALL MARS MISSIONS

H

$ Se MISCELLANEOUS NON-TRAJECTORY (ODINB)

$ INPUTS

$

$ ® 5 2 ¢ 5 5 & & 5 5 5 & o 1. * % & & 2 & 2 3 ¢ % & 9 B

$
$DP ODP

OPT="LOCKUP®* ¢ AFILEZ*LOCK®y BFILE='LOCK2", 3
H
SINPUT

SNOMINAL VALUES OF THE INPUT PARAMETERS -UNIFIED-C 0Qe¢2v
$OPTRAJ/DPODP OCINA- KHATIB- 3/24/71
SASTRODYNAMIC CONSTANTS o

GM(1)=,221815977D€E » RADI(1)=.2435D4 FLAT(1)=0.000
GM(2)=.324860102D6 » RACI(2)=.6052D4 o FLAT(Z)=0.000 »
GM(3)=,39860120¢€ RADT(2)=.63781574 FLAT(2)=.33528918€¢23C-2y
GME4)=.428284439DE o RADI(4)=.332934D4 FLAT (412.1050-1»
GM{5)=.126707719D0¢9 » RACI(5)=.7137205 » FLAT{SY=.6€70-1¢
GM{EI=.3T7326525808 RADI(E}=.CO4C1DE FLAT(€1-.10500
GM(T)=,578772346D7 RADI(7)=.23535D05 » FLAT(T)=.G25D~1,
GMLE)=.6830Q057€27D7 RADI(B)=422324D5 » FLAT(£)=.1770-1»
GM{9)=,73240353505 » RACI(93=.7C15D4 FLAT(2)=0.0D0»
GM(10) =e1327124993908025012+RADI(10)=.E9E392D6 » FLAT(2G)=0.0000
GM(11)=,49027334804 RADI(119=.17380¢SC04 » FLAT(111=0.000,

AUC1)=149597893.000 ¢+ KRE(1)-€378.14925€327E20T0 » C(112299722.500 »
BETREL(1)=1.000 ¢+ GAMREL(1)=1.0D2 .
STIME AND POLAR MOTICN TRANSFORMATIONS
STPD(1)=86800.000, OTS58(39=32.,1500, DRFJ(1)=2433232.500
RFJDC3IPI=IHET o#3HET » FREC(1):2919263177C.000y FAKEL=2»
$ EPOCHy SEC PAST 50¢ A41-UTCy RATEs 12 SETSe REAL INPUT IS TP
IT€11=520101¢TP(1)=e31536E8+2.22¢0.0s
IT(8)=990102eTPI4)=.15463008E10093200el0e
SEPOCHe SEC PAST Sus Ae1-UT1s RATEs 12 SETSy PEAL INPUT IS TPes SAME EPOCHS
TPURD)=.31536€E801949200.0¢ TPI43)=0154€3038E1099492¢0.00
SPOLAR MOTIONs SAME EPOCHS+9SEC PAST SL o XoeYeDX oCYe REAL TPe 12 SETS
TPI151)=e31536E890¢000000.0¢3:™ TPI15€)=.1546300% 1y
SNEW TRIC AND COORDINATE TRANSFORMATION DATA
SNODE(3) FOR ALL PLANETS ¢SUN eMOON RESPEZCTIVELY
COMEGA(193)-Uon77385902¢-0.125590Cr-06.030-30
COMEGA(192)=04762296702¢-0+27785019-0+140~20
COMEGACL1930=0.2748095€03¢~002026C0090.60D~4»
COMEGA(Lv11)20.0937293D2¢~0+2947000+-0.0LE50~2¢
COMEGA(1¢5)=099%0335020-0.167280000.550-3
COMEIAC206)=0.11322015059-02527300+0,020-3+
COMEGA(1¢7)=0.7378452102¢0466710-10~0.0680-20¢
COME3A(298)20.1712295903¢~0.5780~20-0,290~3»
COMEGA(1+9)=3¢0.C00,
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COMEGAR(1+100=CelT744LOSE03rv-e2416CED020.ED-4>
COMEGA(1911)=061211279102¢-0.193413992904+(.20810-2
SINCLINATION 50 FOR ALL PLANETS + SUN +MION
CI50(1+1)=0.70038101¢~0.597D-2¢0.1D0-5S¢
CIS0t192)=0633981301+-0.8€ED0~3¢~0.3D-4,
CIS0(1¢39=0.000¢04130760-1¢~0,30-5%¢
CIS0(1¢4)=0.185000019-02210-2¢-0.20-4»
CIS50(1¢5)=0.13053201+¢~0.2050-2¢J3D-4>
CIS0(1¢67=0.2490360190e1860-2+-0+3D-4+
CIS0(1¢7)=0.77300D09-0e1360-2¢-0.40~-4,
CISO(198)=01TTUF701¢0eZ70-3+0.8D~5¢
CIS0(1+¢93=3-0.000,
CIS0(1:10)=Ue000+s0.13UTEC-2v~0.9D-5
CISO(1+11)=-0.514539€ED1+¢0.000+0.000
SEARTH-0BLYQ(4) +RASLIG)+»DECSO(Q) sDELTASL(4) e HA CCEFF(E) RESPECTYIVELY
CEPSBE(1Y=23.4457288€1580338300s-,1301416€95€21534830-1+
CEPSBE(3)=-.9444810641853D-6++.5000320381510~6
CEARTH(1)=-.1343540722230D-59-.640278Q030772€57320T»
CEARTH(3)=-.83948061895365D-4+-.5000320L391508C-5+
CEARTH(5)=89,999998332731834600+-.55675002S748845275Di)
CEARTH(7)241185€0693158529D0-39.11€118551313340-4
CEARTH(9)289.999998656459206800¢-~.64027301C03166763500
CEARTH(11)=-.3042UT74711501730-3¢-.5082E530GE4TOLD -5
CEARTH(1:720.10027373U9294D1+0.24U03+C.1JUJITET42634203
CEARTH(16)=0.3€600UTESI12UB3305+0.38708320-200.5830-10Cr
SEARTH~- COEFF OF MA(L)s ARCUM. CF PERIH,(2)sCAPTH LONGITL(3)s PESPECTIVELY
CERTH2(1)=U.3580006815278C Iy e25239904S597ED50-Ce1550-29~0.33333D0-5
CERTH2(5)=0.287€ET7097D3+0.5643400¢03.09C~3,
CERTH2(8)=0.17480956039¢0.1154E901+Le370~20
$SMERCURY-08LIQe11)s NUTATIONS IN LONGe AND O0BLIG.(2)y HA COEF(Z)e RESPECTIVELY
CMERC(1)=3¢0."D0v 0.343547203+0.613CD1
SRASQ(2)+DTCSLI2) oNUT e =L ONGL2) o NUT-0BLIQ{2YeHA CCEF(2)1sRESPECTIVELY FOR
SVENUS s MARSe JUPITaur SATURer URAN.» NEPTUGWe SUNse RESPECTIVELY.
FLANV(1)=0.980225502+0.000¢-0.6898877C2+5¢8.000,
PLANV(9)=0.31769558403+0.148392401»
PLANM(1)=0.3168538D3¢-0¢926C-1v0.5300€66D02¢-0.56€EC-194¢0.0D0¢
PLANM(9)-0.1486725U01D3+0.35082136202
PLANJ(1)=0.2680447D3¢0e0D0¢0545528D02¢533.4C00
PLANJ(S)=0.23975103+U.87790D2
PLANS{1)=0384131402¢0.003¢068331049C2¢600.0C000+8443030
PLANU(1)=0,767€E1D2¢v0.UD0v 0189202962 0.0UD09G6728TETD3y
PLANN(1)=0.295571203+0.000+0.8146635C2¢65s0.000¢0+61714303,
PLANSU(1)=0.226019303¢0.000¢0.637718D02¢5¢0.00C+0.425422500:0.141683971602»
SPLUTO- RAS0{1)e CECSOU1)sMEAN AUTUe EQUINGT1)1¢0BLIQ (14 NUTAT.(20¢ HA»
CPLUTO011)=0,3132913603+0.66364202¢0G.€21358702¢3¢0.,000¢0.563380D2¢
SMOON-LON OF NODE(E®1)ARCG. PERIHIG4)y PMALH) M-CBLIGIL1)e ESO M-0BLYIGI1)»
SMOON CONTINUED - FREE LIBRATION COEF(3)s RESPECTIVELY
CMOONI1)=020-%5¢0¢19673119803¢0.60031€36522C%¢-04124250-10~01840~4¢
CMOON(E)=0.21553186303¢0.,4771988583106+0+321840C-2¢0.140-8y
CMOON{10)=0-667900701¢02344570883902+0.341SDCe¢N345803¢0.187C2s
SCOEF OF LUNAR PHYSICAL LIBRATION TYA(S)e SB(5)e RC(Z)
TAC1)=2aT7091e79~102086e29-3650-1609¢1:0015.3010.0v
SB(11==3,2¢0-10e6¢-2308¢2:5¢~100.7+¢
RCU11=-3.20-11e002309¢-1:.%99~-38,.5¢
STRAJECTORY CONTRCL o
TENDC3)ISIHUTCoIHET o FBFL(2)-6HFORWRDes CTFL(1) -GHAUTO
CBFLI1)=6HP(CB 9 RSPHU19=1,20502.50592.50602.00€¢5.007¢5.007¢
RSPH{T7)=5.0D7¢8.0D7984.0C7+0.000¢4.008&92 .506+
SINTEGRATION CONTROL o
M(1)Z109 PCOP=3¢ EPSLE1)ZI.0E-6» TOLRZ1.,E-9¢ ERMXZ1.E~9¢
ERMN=1.,E-18¢ HMAX(1)=691200.0E0¢ HMIN(1)=1.0EQ,
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S TRaoe

RLOC11=6e3020e3020e3D2063029 46029 eED29e6C20e6D2 943079 o768040 .3D20
RLR(1e2)=SE3912E3¢22E3938E3962E399GE 39 140E391E2004¢050
RLRC1¢2)-8E3931GE3v3CE3v8UE39120€30400E3 € 0UE3v1ECeL oBECI2.8E6
RLR(1192)21E20¢0.UEQ,
RLRC1¢3)=8E391653¢30E2¢80E30120C3040LE3e6C0E301E601 o8LE02.8EFC
RLR(11+3)=1€20,0.0E0¢
RLR(10¢5)-3E6¢5E691E20
RLR{1¢5)=100E3+200C3¢30053¢40UE3+600E3080NE3e1E50125602E€
RLRU1Cs4)=2EB ¢ 1EZDe0.0E0U
RLR(1e ) =6E3012%3e25C3060E3¢100E29300E3¢S00E30 8005301 42E€
RLRIE1¢6)=10CEZ o 20ULET v 3GUES s 40UETVEUDEI+B00E3 v1EGe1.2E692E6
RLR(10+€)=3E6eSESs1E20,
RLR{1¢73¥=100E392GUE3 e 300E3»4C0E3IvELUE3+BOCE3 22691 .2EE602ECY
RLR{1De7)=32€v5%6¢1E20,
RLR11+8)-100E3+200E39300E3940CE3vGU0E3+vBUOE3 ¢1E601.2E6¢2E6S
RLR{10+8)1=3EEeSE691E20
RLR(1991=8BEX916E3¢30E2e80GE3 9120 39 40CE30E00E301E69]1 48E602.8560
RLR(11+9)=1E2090.UEDy
RLR(1+10)=1E20911¢0.0C0y
RLR(1¢11)=5F2012E3¢20E3¢30E3e45T3¢T7TIE301E2Ue520.00Us
RLR(1¢12)129U.0EL,

SGRAVITATIONAL PERTURBATICNS

PERB=1101oEFIT( )2 HET o 2HEToEF2T(3)-2HE Yo 2 HET v EFTIT (I IZ2HET o 2HE T

EF1B(1)=6H eEF2BI1)=6H 'SF3BI1)=€H ’
OBAF=CHEARTH o+4¢
08AD = 2.00C
OBAR = ,63781ED4
0BAJL2)= «10827D-2+ CBAC(2¢2)= +1S5700-%¢ OBAS( 2423 -,89700~60
OBAJ(3)= ~,25600UD-5¢ OBAC(391)= .21C00D-Ss OBAS(3+1)- .16000-6»
O0BAJ(N)I= ~.158000-5¢ CBAC(3¢2)= ,25000-Ce O0BAS(302)= ~42T7CC0-6¢
0BAJ(S5)= -,15000C-69 OBAC(3e3)= 7700D-T7s OBAS (3930= L17300-€»
0BAJIE)I= o590000~69 CBAC(89¢1)= ~.%80UD-6r OBAS{Ne1Y= - N6LCC-G¢
CBAJCTI= -.480000-Es OEAC(8¢2i= o 7800D~T» OBAS(R92)= ,16000-6¢
0BAC(&¢3)= ,S330D0-7¢ OBAS(8¢3)= 80L0C-8¢
OEAC(&eQ)= -.6500D0-89 OBAS(G¢&)= ,2300D-8»
08BF=EHMOON ¢2¢02e2¢

088D = 8.0D4 ’

0B8R = 017380908

oBBJI(2) S 2.058D-4 ’

088C(2¢2) = 0.2310-% ’
OBCF=GHMARS 29

08CD = 2.006 ’

0BCR T 03393404 o
08CJ(2) = 0.1970-2
$SOLAR PRESSURE ¢
SC119=1,00D8 o+SASTI3)=3HUTCe CANO(1)=-.03030387D0+.63342983D0¢
CANO(3)=-,7951296200s SASP(11=1.3400s REFE(1)ISEHCANOPU »
SATTITUDE CONTROL
SAAT(3Ie11=3HUTCeSAATI 392)=3HUTCy
SEXPONENTIAL BGAS LEAK o
ISTREX{ 301)=3HUTCoIHET o ISTREX(3029=3HUTCeIHET o ISTREX( 30 3)=IKUTCe 2HET,
ISTPEX{3921)=3HUTCoSHET oISTPEX(302)=3HUTCo2HET o ISTPEX(3e3)=IHUTCo» 2ZHET
SMOTOR BURNS o
MALTES)=SHUTCo2HET oM A2V I SI=IHUTCoZHEToMASTIZIZIHUTCo ZHET oMAIK= 01D =20
MAZK=o10~20MA3K=o1D-2¢MBLITI3)I=IHUTCo 2HET+ MB2T(3I)=3HUTCe 2HET»
MBI TE3)I=SHUTCe2HET» BURNI1I=3el,
SLIFT AND DRAG
SKF(2)=1.00-6¢
SHS = 3,004,
STRAJECTORY INITIAL CONDITIONS o
IMES=EHCARTES o IXAXZGHSPACE o ICENSGHEARTH ¢D1EQ=1950.000¢
JEQX(IISIHET oIHEY oIZAXSGHEARTH +EHMEAN oGHEQUATOIOEGX (I IZIRET o
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OMES=EHCARTES s+ OXAX=BHSPACE ¢CCEN=GHEARTH ¢+ 02AX=EHEARTH +6HMEAN o
OZAX(3I)I=GHFQUATOyD0EQ@=1950.000y PHIL=28.30900+ITIMIZ)I=IHUTCy
ITOP = SHSPHERI. OTOP =GHSPHERI.,

STRAJECTORY OUTPUT CONTROL »
FILES1eHPEP=1e008¢SKIP=1eEPSN=e10=-SePRITIL1IZ1+ETIMI3IIZ2HTTo2HETy

LABL(Y) = 38eEH ’ PAGE(1)=1906H ’

MROSP=6HC-0 ’
ABST(301)2HET o 2HET e ABST U302 =2HETe2HET ¢ ABST(Z 03V Z2HET o HET»
ABST(308)=2HETe2HETeABSTI 3¢5 )=2HET o 2HETs ABSTU3e612HE Ty 2HET
PBSTUSeTIZZHET o 2HET s ABST(398)=2HET s2HET ¢ ABST (399) S2HET #2HET
ABST(3+10)1=2HETe2HETePCBI 2591 )-2HETe 2HEY ¢+ PCEL250 29=2HET s 2HET,
CRFL(1) = GHEXTERN»

PCB(2Se3)=2HETo 2HEToPCBL 2S5 oA I=2HETe2HE 1 v PCBI25¢51Z2HETe2HET
PCB(2596)=2HET s 2HET oPCBI259 TI=2HETo2HEThPRT (301 )=2HETe2HET
PRT(3¢2)=2HET s 2HETePRT(3e3)=2HET s 2ZHEToPRTI I )-2HET 92HE T
PRY(3eS)I=2ZHETsZHE oPRT( 306 =2HET s ZHEToPRT(ZeTI=2HE Yo 2ZHLT »
PRT(S¢1)=GHSINGLEsPRT(Se2)=CHSINGLE sPRT{S93)=EHSINGLEy
PRY(So8)=6HSINGLEPRT{S5+sSI-BHSINGLEsPRT{S5¢6)=6HSINGLE
PRT(SeT)I=GHSINGLE e
PCB(191)=6HSUN sPCEB(3¢1)=102¢PCB(102) EHEARTH »PCE(3+2)-1¢2»
DPR{1919=1950.000+PRTIGo1VI=-EHEARTH s GEHEARTH oEHMEAN +OHEQUATCy
PRT(12¢1)=6HSUN ¢sBHEARTH oBHMEAN +CHORBITA+PRT (2441 )TEHSUN ’
PRY{B¢2)=6HEARTH +GHEARTH oGHTRUF o+GHEQUATCsPRTI12+231=6HSUN +EHEARTH o
PRT(INs2)=6HTRUE o+GHORBITAWPRT (24+2)=CHEARTH »
SEARTH STATIONS DATAs STATION LOCATION SET LS28- 12/29/7¢
AE=6378.1600» OPTES(1)=12¢1900.05D0

STANAM(1e1) = 20HGOLDSTONE PIONEER ’
STANAN(1+2) = 28HGOLDSTYONE ECHO 0
STANAM({1¢3) = 28HGOLDSTONE 210 FT D
STANAMIls8) = 20HHOOMERA ’
STANAM(195) = 28HCANEERRA .
STANAM(1+6) = 20HJOBURG ’
STANAM(107) = 20HROBLEDC 0
STANAMI1+8) = 284HCEBREROS ’

ES(1¢10=11¢6HHA-DECIGHCYLIND,

ES(102)=12+EHHA-DECEHCYLIND»

ES(1¢3)=18¢6HAZ-EL +EBHCYLIND,

ESI(108)=810EHHA-DECIEHCYLIND»

ESC1¢57=82¢ GHHA-DEC s SHCYLIND

ES(1063=51¢EHHA-DECIEHCYLIND»

£S11077=61¢EHHA-DECIEHCYLIND,

ESC108)=629EHHA-DECsEHCYLIND
ESOATA(1+¢1)=203.15061340003673.76300+5208 384159300y
ESOATAIL102)=203.19054530003665.6280005212.02319200,
ESDATAC1¢3)=203.110092400s 3677.05200005203 .92852600,
ESOATA(1e0)=136.0875210800¢~3302,20300+5450.12037400¢
ESDATA{195)5108.981275000-36784.64600+5205.35053700¢
ESDATA(2+6)227.68541106000-2768.7800005782,9420€1000
ESOATACL07)=355.750977900¢ 8114 ,88500+8862.60780600,
ESOATA({108)=355.€322170700¢ 8116.90800+8860.081729803¢

HYNANT(1)=2HET92HET
STACOF(1¢3¢1)=2¢00¢0027075¢800.0077.60288¢
STACOF(20201)S10077.6302000~.10318291E20~402080325€0 «19086610E-10
-e20080826E-3+.83630260E-60113.3¢

STACOFC10303) 20013300 =e02570919C20-.50208155+.25687208E~1s

=e2D869823E-30,80922056E-69166.004515,

STACOFE100¢2)=3.0266.0005252331.616+400.0+200.05732+»

STACOP (105010100 200.05733¢-0¢16963657E20~+3C5706319.76082200€~2,
*1836626UE-00-213623701E-60228 .00
STACOF110601)2100228000-010350392E2+.5509%1 0 ¢~439397366E-3¢
=e1T7835216E-40.05287370C-79272.80348¢
STACOF(10701)0=2:0272.80188090.022¢8400.00360.0¢
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STACOF(191v2)=10900:005.204¢0.,00360,00
STACOF 1191¢3)3690e0988.6380v4¢(Je0v25.,870€32
STACOF(102¢7) 100258706929 437039522619 -41272132790.362966E97 -2
~e B T7051634E-4rs1786E4TSE-CEoS8.088E27
STACOF(19303)-2.098.0096270265788+4¢0.00180.0
STACOF(19493)=2.0180.0+96.2860490.0+258.130€7,
STACOF (1050331002586 130070-e128487371E20=e8362ET03E 19236771227 <=3
+ 8527376 TE-Ge~a21T0T0135-8¢232,89425
STACOF (196030 =3e0333.8BU4250U48.C280400.0Uv36C0¢
STACOF (101981349 0e0¢87.9220400.0¢15.321349,
STACOF(19298) 1691543313499 -.44611256C19.110C0C933F10-.48064202E-1,
e INTHIB19E-3e~e639I2543TE-59E2 0
STACOF(10598) 1406949453716 762E29-.10029115F1¢.27288U04E-2
eB80397655E~-40~.80864805€6E-6¢121.32850
STACOF(1o898)=2.0121.328500257,26494¢(.00180.C
STACOF(1e5e8)20180.0¢100.2652¢800.0+246.79012
STACOF(19E08) =1.90286.330129~,27832537C29.71988E79s~.85958835E-3
e293EB683E~60451562041E-S9228479229
STACOFI197o8) 2309336722290 8T7.2920400.09360e0
STACOF 1101¢59=36¢0e0¢89.60420.0+27.01482S¢
STACOF(19295) 140270148999 62466306029 -.0224724F19,15763151»
~e213968493E-2941063€528E~-0¢6%eCs
STACOF(19305) T14065aL9-030791256E2+.6266208829 8055€520€-2+
~e18321512E-3¢481250981E-6¢104.0291 4,
STACOFU1o895)C-2.9104,02918026C.7T498420.0180.00
STACOF(10505)=2.0180.0090:378+800.002€65.02513>
STACOFU1sE9ED =1ev265 4035139128670 70E39v~o3587529090.211304807E -2
~e21113009E-8¢455120821€E~792960¢
STACOF(197051 10029 09842292366 E1 v~oe635365729.22671088E-20
«53576139€E-5¢~,19133017E-7¢234,99321»
STACOF(102895)=3093384,99321049,608¢(0.00360.0s
STACOF (19010602200 0e00255.868¢800.0+54.772%2%,
STACOF(1020€) =1aob8 7728250~ 23371603629 49423172419 -.75527187€-3¢
~e11967487E-30.69161223E-C0118.0
STACOF(19316)=10e01i8.00-223460736E2+.56132012v-,25601203E~2
~oR1588356E-5¢.80169110E-70174.17904,
STACOF(1o89E) =3.0278.,179089321.204¢8¢0.0+188 ,3940E
STACOF(1059E) =1 er188,350060~.26880192E20436083945501v-.12088172E-1
e18023659E-80.521T71N87E~-70218.0¢
STACOF(1¢606)1C100218.00-021303883E1+-.858512°90€-19~-.15€10107E-3»
e EN21653E-Se-c11158701E-T702908,.82224¢
STACOF(10716)=269298,822200102.82898¢0.0¢360.0
ST126201020197200e0¢2668800800.0076.0¢
ST1262€10201)=3.976.0013.958¢8¢0.0978.09
ST2262010301)22c078.0¢270.05¢800,0089,705245,
ST1262C210801) =189 7058050 -,80655151E20 .92883309C-19.70739722C~2
e2676T7812E-Se-.8180152SE-€¢23.0s
ST12620205920=140093.0085278T76081E29-,920722083 0 .220°3288E-2
e3205121 TE~No-o 1829826 3E-€E911%6.83989
ST1262021+9601)=3.0156.83989¢321.,45¢800.0¢185,76166+
ST12621010703)=8¢0105.761660019220893E29-,300828300 9=312¢€882E-10
e316%235€-30-,78748585E-6+192 .00
ST1262010801721¢0192:0043280€CT05C29-415108728+.39930036E-3¢
e29883620€-5+-,11307C25E~-7+269.91086
ST1262010901)2200269918086089.80€08¢0.00281.0¢
ST1262¢19010019=3.9281:0013.9580800.,G0285.0»
ST1262010¢1201)2260208%5.0096.01208¢0,.0+250.0¢
SY1262020102)22.00e09255.879800.0063.302222»
ST1262¢10202)=14063e3029220 51064513 E20~4806406980-.10€81601€~1+
25990119€-3+9-,123T70187E-5¢112 .0
ST1262010302)5160112:00=021381378E3¢437200397C10-74297204%-2,
~el1S3S0G3ITE~39.67C0829%0C~69151.C0
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ST12€2¢ 1o492)=10021%1409219703508E39-0175%3781C1941G773%€2E-10
-e2052€332C-3+.7588E5190~-C 918U
STL2€20 1950 C) 1e91€UaUre I8IUIUNTF29-012681€02+-48915962CE-T0
~e1222840G77€~59.22€0758TE-7920C0 .00
ST126201+602)-1490200.U0901243730072942842089E-29-<16635716E-2
«34097853E-591-413339E96E-T+24C .0
ST12620 1079020714 9240.09~225341854E20.75487€790~02341295SE-20
~eBT7BT3I4B3IE-59.32312295E-7+265 .0
ST12620198¢2)°149265.00-021852318E620.22906219E19-411365243¢5-1,
~e25B40736E-5+.53848470E-70280.0+
ST126201¢992)-1¢9280.09.31696160E3v-421830G437E19.25001675E-2,
«10207458E-49~-.19869809E-T79291.53185»
ST126201¢10021-249291.53185+102417G9490.00350.0¢
SSAVE AND PLOT TAPE.
SPHWTMZIHET o+ 3HET » FERPT21s TULANCHI3)3HET ¢ 3INHET
TINJI3)ZIHET oZHET o
HMSPT(1)=3HET +3HET o

$ & 0.6 6 06 90 060 000 000 2. 6 0.5 % ¢85 9 0 0 0 0 s
4 o o o o TIMING AND POLAP MOTION
$

$ THIS CAUSES THE LOCKFILE TO PRCDEUCE

$ ZERO TIMING ANC FOLAR MCTION CORRECTIONS
IT(1) =500101+TP(1)=0e0v0.Us0.0¢

ITEN) =9901U1TPI4)=.15463008€21000.0+0.9»
s END OF TIMING DATA

L § * 6 8 0 8 9 5 0 6 5 5 0 3. ® 6 6 8 & 0 % ¢ % * 9 ® @

$ s+ o o & TO INSURE ACCURATE TPAJECTORIES LI I
ERMXZ1 e E-18¢sERMN=1.E-19¢TOLRZ1.5-14+PCCP=0»

$ © 8 ¢ 8 8 0 6 0 5 0 0 20 '} ® 8 6 0 & ¢ 8 99 " 0 S0

$ o o o ¢ COMMON DESIDERATA FOR 0.C. SNGINEERS . .

]
PCB(1+1)=°EARTF*s PCBI(3s11=1 S CAPTH PI'ASE
PCBI(1v2)="SUN* o PCBI(3¢2)=1, § SUMN PHASE
PCBI1+3)="MARS® ¢ PCB(3e¢3)=1+2, $ MARS PHASE

PCBI103¢3)=2, § CONTROLS PERIAPSIS PPINT

DPRI1+11=19SUD0¢PRT( Se1)=°00CUELE *»
PRTL Bel)c'CEARTH v EARTH s *MEANT o ZQUATO 0 *MARS* 900
PRY(1203)=°SUN e *EARTHY *MEAN®» *EQUATO®s *"MARS® D0
PRYI 28911 SUN o *SPACE o+ CARTH 9y " MEAN" 9 *CROITAS,
PRT(8101)=1+°MARS *y
DPR(1¢2)219%50.00¢PRTL S¢29=°DOUBLE",
PRTL 6021 MARS o "EARTH o " MEAN®+*EQUAT O 2090
PRTI12+23=69Q0
PRY(2802)="MARS s *SPACE o *EARTH 9" PEAN® o ORBITA®,

PRTIN102)Z20"MARS?,
SASF=1»
FAKEL=O»
DP ND=1s 8
H
SINPUT2
§ o 0% 6 860608000090 S, $ 9 060606 0600 0 08 00
$ ¢ ¢ o o NON TTAJECTORY INPUTS 0 e
 §
SACCUME INFUT
INANES=S00e" *oRANANSZTOe® e NUNFIL=)
s CSP INPUT
DANANS=28De°® °,
DANANSE101)=ALL % DANANS (1e02)=°RESID®y DANANS (103 )=*DOPPLER?,
DANARSI1.0080="F1% DANANS({1+05)=°F2°, CANANS(1,06V=°F3°,
DANANSI2007)="F3C*, DANANS (1:08)=°DR*, DANANS (3009 )=°RANGE *»
OMNANS(1010)=ETH®, DANANSI1o11)"MARKL®, CANANS(1+432)=°PARKIAS,
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DANAMS(1¢13)°TAU®> DANAMS (1+18) 2°MU"y DANAMS (1015 IS TANCLES®
DANAMS(10¢16)=°A2 ", OANAMS(1.17)=EL", CANAMST101E)T°HAYY
DANAMS(19¢13)=°0DEC " DANAMS (19201 =°X30°% DANAMS (1021 )=°7Y30°%,
DANAMS(1022)=°X83", DANAMST1,23)2°785%,

DANUMS=0+%59100319032¢1301092203003303203303403%+50051052053054055056057¢%8»
$ REGRES INTUY
PASE=Z 202Ce06¢9CLD602290.C6 9 PARTLS=TGe® ®9o FLANDZZe®
BNDCON: 1¢1)22298.506+11.00c10R,253393E€5158400¢1.069108,253392€6%158400,
BNDCON(19029=2298.5D€+1.00932.5791855203C1930001,0€¢32.579185520361990%,
LICRIF=1.0-TsNOLT=30
$ CUTPUT INPUT
PLOTYP CUF 2% g *TAU y " MARKLIA® oPLSCAL 10201004 e NHZ1 20 IPFLAGZ20€0%e08950 20502050
RSTAC1I=YOSN 11°9»*DSN 12°%9»*DSN 14°¢*OSN QK1+ *DSN Q2°9°DSN S51*9°DSN 61°
YOSN G2 ¢ 'SPCRFTY 60 *,PRSOL2E6e°* ¢y
PSTA{LII= CSN 11°¢*DSN 12°%9°0SN 14°+°DSN §1°+°0CSN R2°¢°"DCSN 51°9°DSN 617
*OSN B2°¢'SPCRF T eoe® *ePLSALZ26E6e" *
QPLOT=0s SECLINZECO»
$ SOLVE INPUTY
LUCON=86,3125019086591600¢EST=T0e " *oCCNTT%8® ®9o TXCNZ2e¢® *2APNANS=T(0e*
[-1. =5 WAy 1 -5 PO
EPS1Z1,E-3CeEPSOC1,E-30¢SVO=1+SOLPRPI&)=1s SOLPRPI(8) 101l
SOLPRP(10)=1,

s UPDATE INTUT
TESTE=1.+ITNHAXCL,

$ MAPGEN INPUT
CTOLR=1,E-SoCITLINZS,

SGENERAL INPUT
TOSEE=208 ¢ TOKEEP-E o TODPUC =43¢ EDFLAGZ1 o

RGFLNOZ1Toe8S5e86087e08,
LABLS38e°® *o

4A0D MMT1eTSACOECKS.TROPCSTABLES/ TCM-3913-1352

SMAPSEM INPUT
MAPRP=Qv1¢PRPOSTZ*PREC9EIGEN=20e" *o
OPEND2=1+

]

sDPODP

OP T ONNCOD o AFTLE="LOCK o EFILEZ"LOCK2 %y
OWNSTRZODINAY9*COINB",

s

SINPUT
OPEND=1, s

.
SINPUT2
OPEND2-1 $

L
EnNOCSP

sOPODP
oPT=*STOP®y
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Satellite Orbit Determination

J. F. Jordan, D. H. Beggs, G. H. Born, E. J. Christensen, A. J. Ferrari, D. ¥'. Green,
R. K. Hylkema, S. N. Mohan, S. J. Reirboid, and G. L. Sievers

l. Introduction and Summary

The satellite phase of the Mariner Mars 1971 (MMT1)
mission began on November 14, 1671, at 00 h 42 min UT,
when the Mariner 9 spacecraft was injected into a Mars
orbit by a 1600.5-m/s maneuver. The i-itial orbit had a
period of zpproximately 12 h 37 min.

The selection of the original elements for the Mariner 9
orbit and the strategy of subsequer:t trim maneuvers were
arrived at on the basis of science and propellant con-
straints (Ref. 1). The selected orbit maximized the longi-
tudinal and ladtudinal coverage of the planet, ensured
early Earth oucultations, no early Sun oncultations, and no
violation of propellant constraints.

The first orbital trim maneuver was performed by a
15.3-m/s burn near the fourth periapsix passage. The burn
correcied the period to 11 h 58 min a:,3 synchronized the
periapsis passage with the zenith of the Goldstone station
to maximize the science data return, as discussed earlier.

After sufficient data were available to more accurately
determine the mean orbital period, a 41.9-m/s trim was
performed in revolntion 94 to resynchronize periapsis
passage with the Goldstone zenith and to increase the
periapsis altitude. Approximate values of the initial, post-
trim 1, and post-trim 2 orbital elements of Mariner 9 are
given in Table 1.

Mariner 9 continued to orbit Mars as a “live” spacecraft
until October 27, 1972, at 17 h 41 min UT, when the last

JPL TECHNICAL RYPORT 32-1008

sigral from the spacecraft was received, Thus, the live
satellite phase of the mission endured for approximately
347 days 17 h.

A precise knowledge uf the orbit of Mariner 9 was re-
quired throvghout the satellite phase of the mission. The
various necessary orbit determination tasks were to

(1) Converge to ai orbit solution using data i1 the
first orbit revolution and supply, at that time and
throughout the remainder of the mission, predicted
trajectories for observable prediction and tracking

station frequency tuning purposes.

(2) Determine the predicted orbit, fiom data in the first
three revolutions, to compute the first triin maneu-
ver at the end of the fourth revolution. An accept-
able trim was dependent on a predicted orbital
- ariod in the 8fth revolution accurate t0 3.0s, and a
determined height of periapsis passage accurate to
1.5 km. Orbit determination support wxs also re-
quired for the second orbit trim.

(3) Provide trajectories which located the predict d
position of the spacecrait to an accuracy of 10 km
in the “artian plane of the sky for a period of
1 week into the future. This requirement, the provi-
sion of predicted trajectories for science sequence
planning, was the most stringent' orbit determine-
tion (OD) requirement and was imposed at all
times when scan platform maneuvers were inumi-
nent. The 10-km accuracy requirement is consistent
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with 2 maximum science instrument pointing uncer-
tainty of 0.5 deg. A total of more than 7000 TV
images, 50,000 UV spectra, 20,000 IR spectra, and
400 S-band occultation measurements cf the Mar-
tian surface werc obtained on the basis of the pre-
dicted trajectories.

(4) Prov;<ie iinal trajectories throughout the regions in
which visual images and spectra were obtained.
These “smoctiy” trajectories were determined from
local doppler dota and did not involve extrapolation
bevond the data interval. The smooth trajectories
provided the final best estimate of the spacecraft
position at science data-acquisition times.

Supply Earth-to-Mars pseudo-range measurements
for use in the relativity (ffort of the celestial me-
chanics experiment. These constructed Earth-Mars
range data, referred to as “normal” data points.
were obtained at the times of MU ranging and were
constructed as described in Subsection 1X.

—_
&

Orbit Determination activities performed by the Satel-
lite OD Group are outlined in Table 2. The staffing level
shown in the table was maintained throughout most of the
satellite phase of the mission.

The processing software used by the Satellite OD
Group to process data was identical to that used by the
Interplanetary OD Group. This software, which was oper-
ational on the UNIVAC 1108 computer, is described in
the Interplanetary Orbit Determination section.

This section is concerned primarily with the history of
the activities of the Satellite OD Group during the MM'71
mission and provides an assessment of the accuracy of the
determined orbit of the Mariner 9 spacecraft. The results
of the pre-flight studies are reviewed, and the major error
sources described. The tracking and data-fitting strategy
actually used in real-time operations is itemized. The
Deep Space Network (DSN) data available for orbit fit-
ting during the mission and the auxiliary information used
by the Navigation Team, such as the nongravitational
force models from attitude control sensor data, TV imag-
ing data, planetary ephemerides, and astrodynamic con-
stants, are described. A detailed orbit-fitting history of the
first four revolutions of the satellite orbit of Mariner 9 is
presented, with emphasis on the convergence problems
and the delivered solution for the first orbit trim maneu-
ver. The results of sensing the gravity field of Mars and
the direction of its spin axis are discussed, and a sum-
mary history of the predicted and smooth determined
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trajectories is given. Also included are a solution accuracy
summary, the history of the spacecraft orbit osculating
clements, the results of verifying the radio orbit solutions
with TV imaging data, and a summary of the normal
points generated for the relativity experim.ent,

Il. Satellite Orbit Determination Pre-flight
Studies

A. Scope and Methodology of Pre-flight Studies

The problem of detenuining the orbit of a spacecraft
around a planet is vastly different than when the spacecraft
is in interplanetary cruise phase. A spacecraft in cruise
phase experiences very low accelerations; thus, the infor-
mation content of Earth-based data is as much dependent
on the motion of the tracking stations on the Earth’s sur-
face as on the motion of the probe itself. Therefore, the
requ rement for accurate station location values consistent
with the planetary ephemerides is vitally important.

A spacecraft in a planetary orbit experiences relatively
high and rapidly changing accelerations, which give
Earth-based data a high content of information about the
spacecraft motion relative to the planet. Dependence of
the orbit solution accuracies on the motion of the stations
is thus reduced considerably, while other sources of errors
become dominant. Extensive pre-flight OD studies were
performed prior to real-time operatic.s for reasons that
included the following:

(1) To further an understanding of the technical aspects
of the satellite OD task in terms of the <ensitivities
of the solution accuracy to quantity and pattern of
tracking data and geometry.

(2) To identify the most probable major model error
sources for the OD task and to understand the
influence of such model errors on the solution
accuracies.

(3) To develop an operational strategy, or sequence of
solution computations, suitable for performing the
OD task.

(4) To demonstrate effectiveness of the personnel and
software to complete the OD task in a competent
and timely manner.

All of these aspects of flight readiness were addressed
in the Mariner 9 pre-flight studies. The studies ernployed
two distinct methods of analysis. In the 2 years prior to
encounter with Mars, the dynamic and geometric proper-
ties of the satellite OD problem were studied using the
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methods of covariance analysis. In the last few months
hefore encounter, extensive simulation exercises were con-
ducted in a simulated environment which was designed to
reflect the predicted real-time conditions as accurately as
possible. The simulation ¢ .creises were used to test proce-
dures and verify the solution accuracies predicted from
covariance analyses.

The results of the pre-flight studies disclosed two dis-
tinct OD-related difficulties of major importance in the
satellite phase of the mission. The first was the conver-
gence problem, which arises in the differential correction
estimation procedure ard is caused by the effects of non-
linearities. The second difficulty involved the linitations
imposed on the accuracy of converged orbit estim ites by
the a priori lack of knowledge of the structure of the
Martian gravity ficld. The remainder of this section sum-
marizes the state of the art prior to the Mariner 9 mission
in relation to these two problems and outlines the solu-
tion strategy that was eventually emploved in actual
operations.

8. Orbit Convergence Problem and Partial-Step
Algorithm

1. Problem statement. Nonlincarities result from the
inebility to accurately relate finite deviations in the data
to deviations in the probe state with first-order partial
derivatives. The couvergence problem, which arises with
a Mars orbiter because of the effects of nonlinearities,
was recognized some time before the Mariner 9 mission.
Full-step, weighted, least-squares differential corrections,
which are entirely adequate for interplanctary OD, were
shown to lead to divergent results in many cases, even for
small initial state errors {Ref. 2). To deal with the diffi-
culties associated with nonlincarities, a rank deficient,
partial-step differential correction algorithm was imple-
mented in the ODP. The partial-step method uses an
@ priori covariance matrix to automatically constrain the
relative magnitudes of individual components of the solu-
tion stcp in the eigenvector space of the normal matrix,
thereby reducing the probability of taking divergent
steps. The theory of the partial-step algorithm is given
in Ref. 2, where the results of a preliminary OD conver-
gence study for MM'71 are presented. The final preflight
st«: 5 of the tested ODP orbit convergence capability is
given here in terms of the results of test cases on the mis-
sion. The region of convergence is compared with the pre-
flight predicted orbit error caused by maneuver errors
and encounter phase OD errors.

2. Predicted OD accuracy at initial periapsis. The
orbit knowledge error at the termination of the Mars orbit
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insertion (MOD) mancuver is composed of the encounter
phose OD error and the state error cansed by errors in
executing the spacceraft insertion mancuver. Figure 1
illustrates the encounter phase OD uncertainty for
doppler tracking of the spacceraft from E 30 s,
Plotted in the figure wre the res position and rss 1. ocity
uncertaintees ot hyperbolic periapsis. in an areceentrie
cartesian coordinate system, as functions of the time at
which the tracking is terminated. Error assumptions used
to derive the curves in Fig. 1 are given in Table 3.

The accuracy obtained from the processing of tracking
data up to E - 1 hv.as taken as a nominal expected figure
because roll mancuvers were to be made in the last hour
in preparation for the MOI mancuver. At the initial peri-
apsis, these accuracies were

3« (rss position) ~ 30km

3 (rss velocity) = 20m s

3. Maneuver errors. The state knowledge uncertaintics
at the initial periapsis caused by errors in the MOI ma-
neuver were expected to be well within the following
tolerances:

3 o (rss position) ~ 17 km

3o (rss velocity) = 49 m/s

Because the OD and mancuver errors were expected to be
uncorrelated, these individual errors weore combined to
yield the following total 3-¢ state knowledge uncertain-
ties at the initial periapsis:

3 o (rss position) ~ 34 km

8 o (rss velocity) =~ 53 m/s

4. Results of partial-step method and worst direction
for errors. Several studies were completed using the
partial-step algorithm to aid in OD convergence. Although
errors in all directions in the state space led to conver-
gence with the partial-step method, some directions ap-
peared more favorable than others. A worst direction for
errors at initial periapsis was found; the convergence
region for this direction yielded a conservative estimate
of the capabilities of the partial-step method. To get an
intuition of the worst direction for an initial state error,
the doppler time history for a planetary satellite like
Mariner 9 (shown in Fig. 2) must be considered. If the
solid line represents the real data and the broken line the
predicted data based on an a priori state at periapsis, ¢,
and ¢, are the first and second periapsis times of the true
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ta. The tollowing
convergence characterstios were obe«d s almost all
of the partial-step cases observed to date, where ¢ repre-

trajectory the yenerator ot the real

sents the end of the data span processed (for all cases
t - the predicted orbital perod®:

(1) I the second penapsis of the true trajectory is not
included in the real data—ice., if ¢ < t,—then con-
vergence 1s obtained.

{21 1f the second periapuas is included in the real data--
1o if ¢~ t—then convergence is not obtained.

These observations led to the conclusion that the presence
of an uncxpected perapsis in the data interval is the most
s‘gpificant conditron that can oceur in termis of limiting
the convergence of the partial-step algorithm, Thus, the
wonst mital direction error (whete ertor real minus
predicted? is that which results in the predicted period
being as much larger than the actual period as is possible
tor a given error magnitude. A worst-direction analysis,
however, must be conditioned on the a priori probabilities
assoctated with the direction of the initial error. Examina-
tion of Fig. 3, which heuristicallv depicts pesition-velocity
phase space, might suggest that the worst direction is
given by the vector &, the shortest distance to the bound-
ary of the nonconvergence region. However, if the a priori
initial crror dispersion is represented by the ellipse cen-
tered at the origin, then the probable worst direction may
lie more in the direction of the vector B. This worst direc-
tion can be found analvtically by minmizing the function

J - ABx t A(AXTT Ax 1) (n
where

Ax = worst-direction etror (to be solved for)
A = 2a ?(xyz, W3) (¢ = semimajor axis)
T, = a priori state knowledge covariance matrix at
periapsis

The solution to the minimization of J in Eq. (1) is

Ax = —V%’ﬁy 2

It was found from calculations using Eq. (2) that the
worst dircction is a dispersion in position opposite the
position vector at periapsis and a dispersion in velocity
opposito the velocity vector at periapsis. Thus, the worst
direction lies in the orbit plane and results from negative
perturbations in the semimajor axis and the eccentricity.
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Multiples ot the wont-direction voctor were tested
over vations data spans to obtam the wornst-duection con-
vergence properfies tor the Manmer 9 aibat The results
of the tests are shown m Fig, 4w the form of plots show
ing convergencee and nonconvergence regions m terms of
mitial position et comergence lunits vs the trackmyg
dati span used. The mtral position error is defined as the
aaentude (Av - Ay - A Y of the posation deviation i
cartestan eoordinates corresponding to the worst-direction
pesturbation OD accuracies are also included on cach plot
Fhe o position ancertainty at pertamsis (o] oo o)
1s shown as a function of the data termination time, Track
g beging 1 hafter petiapsis The partial-step algorithim
attained convergence from a worst-direction rss error of
100 km AV 200 m & fitting 4 h of data. After pre
Hminary comvergence with such a short data are, finer
“tuning,” Le., convergence to a more accurate solution,
can he performed with a longer data arc. This procedure
is illustrated in the Fig, 4, where an initial position crror
of 100 km remains casly m the comvergenee region until
4 h of data are procossed. bringing the error to the 3-¢
OD level From this point, more data can be added to the
solution span, and the convergence procedure can be con-
tinued. After initial convergence has been obtaned, the
remaining error lies i the Earth's plane of the sky. (This
phenomenon will be discussed later.) Henee, the conver-
genee properties with additional data are even more opti-
mistic than these suggested by the figure.

C. Major Error Sources Affecting Converged
Solution Accuracy

1. Martian gravity, It was determined on the basis of
extensive covariance apalyses that the probable major OD
error source for the satellite phase of Mariner 9 would
be the unmodeled aceelerations caused by an incomplete
mathematical model of the Martian gravity field. The
classical treatment of firids involves expressing the gravi-
tational potential as a series of spherical harmonics. The
values of the harmonic coefficients of the Mars potential
function were unknown, with the exception of C,,, which
had been determined from observations of the Martian
moons and from Mariner 4 radio tracking data (Ref. 3).
Because it was felt that accurate values for the cocefficients
would not be determined until many revolutions of data
had been processed, the bulk of the pre-flight studics were
concerned with defining a solution strategy which mini-
mized the effects of gravity anomalies.

2. Theory of spherical harmonics, In all of the pre-flight
studies, the spacecraft acceleration was assumed to result
from a gravitational potential represented by the spheri-
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cal harmonic expansion obtained by solving Laplace’s
equation

VU0 3

The solution e the gravity potential is

() e

mnm oo

N (Cimcosma + §;,,sin m)‘)} (4

where

r, ¢, A = Murs-centered, body-fixed spherical
coordinates

u, = Mars gravitation constant
R = Mars mcan equatorial radius

P = associated Legendre polynomial of degree [,
order m

Cim. Sim = harmonic coeflicients

The ccefficients C;y, and S;. are related to the com-
monly used coefficients J,., and A, by the relations

Clm = .’Im COS MA

(3
S;... = .,lm Sin mlm
When this convention is used, Eq. (4) becomes
, © ! R .
U=£ri{1 + E E (—'—) P (sin ¢)
=t m=o0
X Jimcosm (A — .\..‘.)} (8)

’

In this notation, ;. is a measure of the magnitude of the
gravitational anomaly; and A;. orientates the anomaly
relative to the prime meridian of the planet.

The first-order polynomials, Pj(sin ¢), are periodic on
the surface of a unit sphere and vanish along { latitudinal
nodes on the surface, dividing it into (I + 1) zones. The
respective associated coefficients are referred to as zonal
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harmonics. A node is defined as a point or locus of points
where

Prsingy 0 (7

The fur ctions PP (sin¢) cos mx and PP (sin ¢) sin ma are
also periodic on the surface of a unit sphere. They vansh
along (I m) latitudinal nodes and along 2m longitudinal
nodes, thus dividing the surface into (I m t 1) zones
and 2m sectors. These two families of nodal lines inter-
seet orthogonally, dividing the sutface into rectangular
domains or tesserac: hence, they are called tesseral har-
monics. The Cy, or J;. are termed tho zonal coeflicients of
the potential function, and the Ch, Si or Ji, are known
as the tesseral coefficients when m # I and as sectoral
cocficients when m - L

It is possible to relate the lower-degree harmonic
coefficients to physicel properties of the planet. These
cocfficients are a function of the size, shape, and mass
distribution of the planet, and, for a rigid body. are a set
of constant characteristics of that body. For example,
C., C.y, and S, represent displacements of the center of
mass along the z-, x-, and y-aves, respectively, where 2 is
the planet’s spin axis and v passes through the prime
meridian. Furthermore, C.,, S.., and S,, are proportional
to the products of inertia I, I,., and I,,. respectively.
Consequently, if the body-fixed coordinate system corre-
sponds to the principal axes, these products of inertia and
the corresponding harmonic coefficients are zero. If, in
addition, the planct is axially symmetric about the z-axis,
all coefficients not of order zero vanish; i.e., Jim = Cim =
0if m=£0,

Insight into the effect of the individual terms in the
cxpansion of the potential can be obtained by replacing
the actual distributed mass with an equivalent body of
uniform density. The approximate shape of this equiva-
lent mass can be determined from a study of the variation
of the potential with ¢ and A at a constant radial dis-
tance r. Values of U that are greater than u . /r will indi-
cate that the equivalent body has more mass in the region
than it would have if it were a homogencous sphere.
Similarly, values of U less than u_/r indicate a mass
deficit.

For the purposes of this discussion, it is assumed that
Jin >0 and

— Uin
U = 'm: = Py (sing) cosm (A — Aw)

@)
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is defined. Then Uy, can be used to demonstrate the de-
pendence of U on ¢ or A, For example, 1t

= 1 3
U., =P. (Sin (fy\ =y -+ "2* sin' P

-

the quantity has its maximum value at ¢ = 90 deg and
—90 deg, its minimum at ¢ - 0 deg. and zcros at sing =
+ (1 or¢ 35 degand 145 deg. The results of plotting
U, radially on the surface of a sphere are shown in
Fig. 5a. The shaded arecas represent an excess of mass;
the unshaded, a deficiency. The results of plotting U,
radially are shown in Fig, 5b. It is common practice to
designate U, as the prolateness (J.. > 0) or oblateness
(J:o < 0Y and U, for obvious reasons, as the “pear-shape”
effect. As noted earlier, the zonal coefficients divide the
body into 7+ 1 latitudinal zones and, as shown in the
figure, J., divides the body into three, and J,, into four
latitudinal zones, The figures presented in this section
illustrating the harmonics are taken from Ref. 4.

An example of the sectoral harmonic U.. is sketched in
Fig. 5c. As seen in the figure, this harmonic produces
no latitudinal nodes (I — m = 0) and four longitudinal
nodes (2m = 4), thus dividing the body into one zone
(1—=m+1=1) and four sectors (2m = 4).

Figure 5d presents a sketch ol the tesseral harmonic
coefficient U,.. Again, as shown by the figure, there are
one latitudinal node, four longitudinal nodes, two zones,
and four sectors. In general, many harmonics are required
to model the gravity field of a planet adequately. As a
result, the composite equivalent mass model of the gravity
field is an extremely complicated structure,

3. A priori uncertainties in the gravity harmonic coeffi-
cients. A pre-flight uncertainty model for the magnitudes
of the Mars harmonic cocflicients was developed based on
an extrapolation of the Earth’s gravity coefficients down
to those of a planet whose size and mass coincide with
Mars. It was assumed that the strength of the supporting
material of Mars is similar to that of the Earth, and that
equal stresses are supported (Ref. 5). The existence of
equal stresses then implies that

~(*e) (B}’
'Cun'suuld""("d) (Re) Icum‘sumIQ (10)

Table 4 lists the @ priori standard deviations of the
Martian harmonic coefficients based on the premise that
Eq. (10) gives a reasonable approximation of the expected
absolute values but no information on the signs of the
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cocfficients. Consequently, the ¢ priori estimate of cach
coefficient was zero.

Table 5 presents a comparison of the expected probe
acceleration uacertainty caused by the gravity terms with
the uncertainty caused by other error sources. The maxi-
mum expected magnitude of the unmodeled accelerations
duc to radiation pressure, lift and drag forces caused by
the Mars atmosphere, and spacecraft gas and propellant
leaks are listed along with the maximum expected un-
modeled accelerations caused by gravitational uncertain-
ties. The table shows that the acceleration errors resulting
from an incomplete gravitational model of Mars are much
larger than the ones caused by these other sources.

4. Dependence of OD accuracy on the uncertainty of
the gravity :aoriel. To assess the relative effect of the in-
exact gravity miodel on the expected accuracy of the orbit
solution, the formulation of the weighted least-squares
estimate of the spacecraft state derived from Earth-based
tracking data was examined. The data vector z (observed
minus computed values) is related to the estimated state
vector x and the parameters cxpected to be in error y, by

z=Ax+By+n (11)

where n is the data noisc vector.

If the standard deviation of the zero-mean data noise is
given by R, then the minimum variance estimate of x
is given by the familiar weighted least-squares form

%= (ATR'A)" ATR'z (12)

and the computed covariance matrix of the error in the
state estimate is given by the equation

I'=(ATRA) (13)

The error in the estimate of x, based on the neglected
parameters y and the data ncise, is given by

x — %= — (ATRA)* ATR'By — (ATR*A) A"R-'n
(14)

The partial dczivative or sensitivity matrix of the error in
the estimate of x to the y parameters is given by

§ = — (ATR'A)" ATR“B (15)
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andaf the y parameters have ana prios covananee matria
1. then the consider covarianee matrn of the error in the
ostimuate of 8 s

I I sLs (16)

I the v are uncorrelated, the expected ervor perturbation
in one of the v components, x,. caused by one ot the v
components, ¢ iy given by

. N -
Ay, 5,' v, Uy, (Il\

where 8,18 the i jth clement of t1 0§ matrix.

To determine how errors in the haimonie coefficients
would corrupt both the local and mapped state solution
aceuracies, many covariance analyses were performed on
simulated state solutions in the carlv phases of the pre-
theht studies  In these covariance analy ses, the vector «
i Fq (1D was usually the deviation rom the antic-
pated standard state vector (cartesian veloerty and posi-
tion) of the spaceeratt at the periapsis pass e time just
preceding the interval of data, and y was wsually a - ee-
tor of harmonic cocflicient deviations, as wll as other
mode! errors. The results of the covariance anawvses have
been published in the literature, most notably n Refs. 6

and 7.

In summary., the pre-Right covariance analvsis led to the
conclusion that if only the state vector is estimated, no
more than a single revolution of tracking data can be
processed without experiencing severe degradation of the
solution accuracy hecause of errors in the gravity model.
Furthermore, it was shown that the single revolution of
tracking data could not contain any data points within an
hour of a periapsis passage without the estimate of the
orbital period being adversely affected. A poor estimate
of the orbital period leads to poor trajectory extrapolation
accuracies.

Table 6 lists the 1-¢ values of the rss position error at
the periapses, bracketing a revolution of processed data,
and the 1-¢ values of orbital period in the following revo-
lution. The values were obtained ‘rom the formulas given
above, applied to a simulated Mariner 9 orbit on Novem-
ber 14, 1971. The gravity coefficient uncertaintics in
Table 4 were used to construct the a priori covariance
matrix I',. Table 6 also lists the deviations in the esti-
mates corresponding to the summed effects of the grav-
ity coefficients of differing degrees. Second-degree coeffi-
cients dominate the uncertainty in both position and
period.
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The results of extending the data are to cover two rev-
olutions of data and waereasing the solution st to include
low-degree gravity coetlicients are also shown in Table 6
The penod cnior is given for the first revolntion after
data termination, The position error is not changed with
second-degree coeflicients but is reduced if third-degree
cocflicients are included m the solution list. Marked
penod arror reduction is seen it second-degree coefh-
vients are included in the solution hst, and estimating
third-degree coefficients umproves the estimate accuracic .
turther,

D. Qualitative Description of Satellite OD Accuracy
Properties

1. Longitude of node in Earth's plane of the sky. It was
recognized that, of all the orbital elements determined
locallv trom Earth-based tracking data, the longitude of
the line of nodes in the Earth’s plane of the sky is the
most uncertain, The uncertainty in this poorly deter-
wined angle is equivalent to the —neertainty of Q as it is
defined in Fig. 6, which illustrates the Earth-station,
Mars—spaceeraft tracking geometry. In the figure, 2’ r,
and Q@ are evlindrical coordinates defining the position of
the spacecraft relative to Mars at the time of tracking, and
h,, h,. and h, are components of the station in an Earth-
centered cartesian coordinate system. They are given by
the expressions

h, rosinet
h, hcos$ -- r,sin8 cos wt

h. - hsin8 4 r,cos8 coswt (18
where

I - distance from station to Earth equator along the
Earth spin axis

\\3 = geocentric declination of Mars
o\~ angular rate of the Earth
t =\time from station meridian passage of Mars

v
r. = s*ation distance from the spin axis

Figure 7 aresents a geometric view of how a node error
can affect tiv position error of the spacecraft, A node
error is zguivalent to mislocating the orientation of the
orbit about thq Earth-Mars line of sight, and the doppler
data are relatively insensitive to such a rotation. The
orientation crror'results in a total position error of 1,40 at
periapsis. This pesition error is normally minimum in the
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periapsis region and maximum in the apoapsis region for
an cceentric orbit like that of Mariner 9. It should be
noted that rAQ constitutes almost the entire position errox
of the spaceeraft, and that the errors in r and z° are small
compare 1 to rAQ. Figure 8 presents the time history of the
respective Lo errors in raQ, roand 27 for the pre-flight un-
certaintics in the Mars gravity coefficients. The uncertain-
tics in rAQ and r are seen to be minimum at periapsis, but
the uncertainty in 27 is maximum, The maximum Az occurs
at periapsis because of in-orbit downtrack errors in the
trajectory in the periapsis region, where the erroncous
aceelerations caused by uncertainties in the gravity field
are maximum.

2. Predicted orbital period. The least accurate pre-
dicted orbital element is the orbital period. If the csti-
mated spacecraft state is integrated forward in time, past
the region of available data, for several revolutions and
compared to the actual trajectory of the spacecraft, the
position error between the two can grow in the down-
track direction. Such a position crror results from the
actual trajectory being perturbed by the unknown poor-
tions of the gravity field so that the actual period aad
times of periapsis passage change in a manner whicl: is
not predicted in the estimated trajectory: i.c., the actual
orbit moves “out from under” the estimated orbit. The
geometry of this error is illustrated in Fig. 9, where the
constant initial position crror caused by the node error is
shown vector-summed with successive position errors,
which lie along the instantaneous velocity direction. These
successive position errors result from the successive peri-
apsis passage time errors, and their contributions can
dominate the total predicted periapsis position error after
several revolutions. The in-track predicted position error
can be approximated by the formula VaTp, where Vi is
the magnitude of the velocity at periapsis, and AT, is the
error in the time of periapsis passage.

€. Simulation Studies

The final and most important step in the pre-flight
studies was the fitting of simulated data in a simulated
operations environment. The desirable method in such
studies was to apply the OD strategy, observe the esti-
mate behavior over several revolutions of data, and cor-
relate the observed behavior with the results of the
covariance analysis. A number of such studies were con-
ducted as part of the pre-flight analysis; the results of one
are presented here. Several revolutions of data were gen-
erated for a simulated trajectory with typical sample
coefficients in the gravity field. The spacecraft orbit was
determined from three successive revolutions of data. The
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dispersion of the penapsis posttion: estimates about the
first solution is given in Fie. 100 The actual simulated
position v also placed m the ficure The position doter-
nnunation appears to be consistent with the covarianee
restdts, wath the estimates dispersed about the true value
with crrors mthe 10-hm range. The position estimates aie
plotted as a function of tinme in seconds, wath the actual
time of successive periapsis passages denoted by vertical
hines. Predicted pertapsis passage times are shown by the
crossmarks on the extended (dashed) position bars The
mapping uncertainty is less than s after one revolution
and within 2 5 atter two revolutions, Gravity solutions
trom the simulated data led to smaller solution deviations,
as predicted trom the covariance analvsis results

F. Orbit Determination Solution Strategy for the Satellite
Phase of the Mission and Expected Accuracy

The results of the pre-flicht covariance analyses and
simulation studics led to the following definition of the
solution strategy:

(1) Using a batch-weighted, least-squares  estimator,
solve for the state (position and veloeity) of the
spacecraft from a single revelution of tracking data,
omitting the data within an hour of periapsis, which
are most sensitive to the gravity errors. Use the
partial-step algorithm for convergence if necessary.
If severe convergence problems arise, shorten the
data span, and work up to a full revolution of data,
as illustrated in Fig. 4.

(2) Accumulate several successive revolutions of data.
Then, using the conditions arri* Y at in step (1) as
initial conditions, solve for th: ..ate plus low-order
gravity coeficients.

(3) As more data become available, resolve for the state
from a single revolution of tracking data, with the
gravity terms obtained from step (2) placed in the
spacecraft trajectory integration model.

The three steps listed above are referred to as the pre-
gravity sensing mode of operation, the gravity sensing
mode, and the post-sensing mode, respectively.

The predicted uncertainties of the local and mapped
estimated position at periapsis, based on the pre-flight
simulation and covariance analyses, are summarized in
Table 7. The predicted uncertainties are compared with
the accuracy requirements, The uncertainty in the mapped
time of periapsis has been corrected to an approximate
downtrack position error by multiplying the time of peri-
apsis uncertainty by the velocity magnitude at periapsis.
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The results shown in Table 7 lllustrate the most nmportant
charactenistic of the Matiner 9 satellite orbit determina
tion problem: that the high degree of O accuracy re-
quired by the MM7TL Project would be met only atter
multirevolution rolutions tor the gravaty field of Mars

Ill. Mariner 9 Data and A Priori Astrodynamic
Constants

A. DSN Data

l. Two-way doppler. Almost all of the satellite orbit
swolutions for Mariner 9 were computed on the basis of
two-wav doppler measurements onlv, During the 1'%
months Mariner 9 was in orbit, over 300,000 two-way
doppler measurements at I-min count times were re-
corded. In the first 280 revolutions, two-way  doppler
tracking data were obtained ina nearly continuous fashion
by deep space station (DSS) 12 at Goldstone, California,
DSS 41 at Woomera, Australia; and DSS 62 at Madrid,
Spain. As the Earth-Mars distanee increased during the
orbit phase of the mission, the signal-to-noise ratio ot
the spacecraft communication link decreased. In March,
increased data noise rendered the 26-m-diameter antennas
ineffectual. Consequently, after revolution 280, only the
64-m antenna at DSS 14 was used for tracking the space-
craft. Figures 1la and b show the time history of the
respective antenna elevation angles over a 1-day interval
on November 15, 1971 (Fig. 11a), and again on May 5,
1972 (Fig. 11b), when only DSS 14 was tracking. Times
of local periapses and apoapses are marked on the figures.

Figure 12 illustrates the evolution of the accuracy of
the doppler data by showing the rms of the doppler resid-
uals plotted against time through October 1972, Indi-
vidual rms values have been obtained from short arc fits
to the data. Also included on the figure is the magnitude
of the Earth-Mars distance showing its increase from
about 1.2 X 10* km at insertion to about 4 X 10* km after
600 orbits. It can be seen that, as the Earth-Mars distance
approached 3 X 10* km, the noisce observed at the 26-m
antenna increased markedly, whereas that at the 64-m
antenna increased only slightly.

The quality of the doppler data during the month
around superior conjunction was degraded sharply be.
cause of the effects of the rapidly varying quantities of
charged particles along the signal path because of the
solar corona. The rms of the doppler noise actually
reached a maximum of 2 Hz on the day of conjunction,
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when the San Eath-Mas anele was 1046 dew and the
siial path passed withan tom solar radie ot the Sun

The data trom the DSN stations were sent over teletype
to the Space Flight Operations Facility (SFOFY, where
they were stored on high speed magnetie: drums. Data
were then written on magnetie tape by the Network
Analvss Peam Traekme Croup as requested by the Nave
cation Team These tapes contamed, meaddition to two
wav doppler observables, one- and thiee-was doppler
eount, MU vangme, and angular observables, all at spe
ctlic times (usially: T-mnesamples), svothesizer trequencey,
transnutter on/oft times, and rangang adpast coeflicients
and data quahty mdicators,

The Navigation Team processed these data tapes on
the UNIVAC 1108 computer. The orbit data editing
(ODE) program was used to reformat the data and to
climinate all of the unused data types, such as angular
data. The output of the ODE was then processed by a
medinm-accuracy OD editing progran, the tracking data
editing orbit determination (TRKEDY program. The
printed and plotted output of this program was ana-
lyzed to locate and climinate poor data. Data were com-
pressed to 10-min intervals for regions of time at least
2 h away from a periapsis passage. Individual edited and
compressed data records were merged wath previously
rrocessed data records and stored on tape to produce
complete satellite data records for use in the orbit estima-
tion computations,

During the period of time in which all stations were
tracking, radiometric data were obtained 24 h per day
by the DSN. After revolution 280, a 10-h pass of data
centered around periapsis was taken by DSS 14, The rate
was generally one point every 60 s. During most of the
orbit phase, the Satellite OD Group processed data two
or three times per week to fulfill science or DSN requests
for updated orbits.

2. MU ranging data, Navigation Team support of the
relativity experiment required the processing of Earth-
spacecraft range measurements. Two-way time delay mea-
surements, which are proportional to station-spacecraft
range, were obtained using the MU ranging machine at
Goldstone throughout the mission. Range measurements
were acquired several times per week from November
1871 until August 1872, at which time the frequency of
independent range ineasurements was increased to several
measurements per Goldstone pass. In all, a total of over
1300 individual range measurements were acquired dur-
ing the satellite phase of the mission. Most of these
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measurements were obtained in the 8 weeks bracketing
superior conjunction, The ranging measurements, which
are normally precise to a few meters, were perturbed by
charged particles in the transmission media, which re-
tarded the signal and thus contributed to a larger time
delay than that predicted from the true coordinate range.
As the signal path for Mariner 9 neared the Sun, both the
amplitude of the steady-state charged particle content
and that of the stochastic variations along the signal path
increased. However, the effect of the steady-state content
can be modeled, and so it caused few problems (Ref. 8).
At closest proximity to the Sun on September 7, 1972, the
average clectron content of the signal path through the
solar corona was at its maximum, which caused a time
delay of about 20 ps (out of a total round-trip light time
of some 45 min). Because 1 us of time delay corresponds to
about 150 m one-way range to the spacecraft, the maxi-
mum corona cffect was some 2000 m in range. On the
other hand, the stochastic variations in the corona induced
a range uncertainty that is difficult, if not impossible, to
model. On a seale of 1 day. the eftect can be several
wmicroseconds.

3. Differenced range vs integrated doppler technigue
calibrations. The differenced range vs integrated doppler
(DRVID) technique, discussed in more detail in Ref. 9,
was used to calibrate charged particle activity in the sig-
nal path for small Sun-Earth-probe angles and to provide
corrections for orbit computations. Raw DRVID data
provide a time history of the observed range difference
from the initial range observation in a continucus pass
minus the integrated range rate from the doppler data.
The data measure twice the round-trip range change dur-
ing a pass because of charged particles, but they do not
indicate the total group delay.

DRVID data were obtained by way of two modes of
operation: (1) the MU ranging machine, because of its
mechanization, output DRVID data automatically dur-
ing any single range acquisition, or (2) the data were
constructed externally from counted doppler and indi-
vidual range acquisitions. DRVID data spanning entire
passes were generated, using primarily the second mode,
for the periods of August 10 to 25 and September 16 to
October 12, 1972. Data nearer conjunction could not be
obtained becavse of poor doppler quality. Data further
from conjunciior are now being processed. The data are
least-squares fit with a polynomial of the lowest order,
which reasonably represents its structure, The coefBicients
of this polynominal are used to adjust the doppler and
range data in the spacecraft-orbit fitting software.
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Figures 13a. b, and ¢ dlustrate the DRVID data for
passes beginning on Auguse 20, 23, and 25, respectively.
Curves which show the least-squares-fit polynomial aie
superimposed on the actual data. On the days shown, the
variation in observed range caunsed by charged particles
in a single pass was as high as 300 m, with 4 maximum
slope of 75 m h.

B. Spacecraft Data

1. TV images of surface landmarks. The radio orbit
solutions of Mariner § were confirmed by solutions based
on TV images of the Martian surface, The imaging system
on board the Mariner 4 spaceeraft consists of a wide-
angle, low-resolution camera and a nirrow-angle, high-
resolution camera mounted on a scan platform with two
degrees of freedom, which can be positioned relative to
the spacecraft. The wide-angle camera has an offective
focal length of 50 mm and a ficld of view of 11 X 14 deg
with a surface resolution of 1 km at a slant range of
approximately 1750 km. The narrow-angle camera has an
offecdve focal length of 500 mm and a field of view of
1.1 X 14 deg with a surface resolution ot 100 m at the
same slant range of 1750 km. The basic landmark obsery-
ables consist of picture coordinates of images (iine, pixel
locations) measured on 8 % 10 in. photoproducts.

The criterion used for selection of pictures from the
available collection transmitted by Mariner 9 while in
orbit was based on redundancy of observation of some
well identifiable surface features. The dust storm obscu-
ration of the planct during the first 2 months of orbit left
only the south polar cap and the voleanic prominences in
the Tharsis region visible, Consequently, the TV science
interests were focused on these regions, and it was pos-
sible to get data from these carly pictures. Because the
areas were photozraphed through the haze created by
dust in the Martian atmosphere, a large portion of the
carly data was of poor visual quality. However, the pic-
tures were still usable. The bulk of pictures received after
the dust storm cleared in January were taken for the pur-
pose of mapping the planet with a minimum cbserva-
tional redundancy. Thus, data became available only
during special picture sequences, when the TV camera
was trained on the south polar cap and on the voleanic
prominences in Tharsis, namely, Nix Olympica, Pavonis
Lacus, and Nodus Gordii. The data for Ascraeus Lacus
were scanty and of poor quality, and were not used.
Figure 14 shows the distribution of the total usable pic-
tures relative to time of periapsis passage, the target
sighted, and the type of camera used. A very large por-
tion of the data is made up of wide-angle pictures of the
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south polar region, all taken 30 min befe re periapsis. This
part of the data allows observation of the south polar cap
from a nearly fixed position in space while the planet
rutates underneath the spacecraft at the rate of 9.5 deg
per orbit of Mariner 9. The 13 lindmarks sighted are
shown in Figs. 15a, b, and c.

2. TV pointing data. The accuracy of OD solutions
based on optical data is dependent on the acquisition ot
data which yicld the inertial pointing of the target raster
at the time of observation. These data are processed by
two methods. The first consists of processing the engi-
neering telemetry data, which contain quantized read-
outs of the scan platform gimbal angles in the cone and
clock axes, readouts of the pitch and yaw angles from the
sun sensor, and the star sensor readout of the roll anele
Figure 16 shows a sample plot of the yaw, pitch, and roll
variations in the vicinity of a picture shuttering over a
100-s time interval. Because of a wide variety of situations
arising from the spacecraft attitude motion and the re-
sponse of the attitude control system, it was necessary to
examine all the data available to determine the switching
condition of the spacecraft attitude control system and.
thercafter, to fit an appropriate segment of the data in
the neighborhood of the shuttering instant. This proce-
dute vis adequate during the high-data.rate transmis-
sion, when the engincering data samples were obtained
every 4.2 s. However, an appreciable portion of the pic-
tures were taken when the engineering data sampling rate
was four times slower than the 4.2 s sample rate. At this
rate, it was not always possible to correctly deduce the
trend of limit-cycle excursions within the allowed dead-
band. Such data were therefore carefully examined to
determine the nearest two data samples containing the
shuttering interval, and the readout was obtained by
linear interpolation. In addition, problems were occa-
sionally encountered in obtaining the cone and clock
gimbal-angle readouts, Because the sampling rate for
these readouts was 42 s/sample, there were situations in
which the scan platform was in the slewing mode when
the telemetry channels were sampled. In such instances,
the gimbal angle readouts were not available from the
channels, but they were obtainable from the command
values. The “open-loop™ TV raster orientation had appre-
ciable errors associated with its construction. Hence, a
“closed-loop,” second-stage determination of the TV-
camera pointing errors was essential to obtain consistent
solutions.

The second processing methoc consisted of solving for
the most probable camera orientation at shuttering times
using the estimated direction of inertial pointing from the
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first method of processing. 1t was noticed during early
landmark data fits that there was a significant disconti-
nuity in the data residuals whenever the cameras were
switched: i, the narrow-angle camera residuals were
observed to be offset from the wide-angle camera resid-
uals. The obvious inference was that the model for point-
ing errors needed an additional three degrees of freedom
in the platform coordinates to describe the wide-angle
cunera offsets in relation to the narrow-angle camera
optical axis. When these additional degrees of freedom
were introduced, the discontinuity was noticcably re-
duced. In addition, a set of three fixed offsets of the
narrow-angle TV target raster, relative to the scan plat.
form pointing defined by the first-stage estimates, were
estimated. Superimposed on these was a random com-
ponent modeled as being in the yaw, pitch, and roll direc-
tions of the spacecraft. Thus, a total of nine parameters
were estimated to adequately describe the “true” TV
orientation with respect to the celestial reference made
up by the spacecraft-Sun and spacecraft-Canopus direc-
tions. (Arcturus was not used as a reference star for the
data span included here))

In addition to the above-mentioned discontinuity, there
was another source of error stemming from the sun sensor
regulation problem. It was noticed, in fitting some close-
range landmark data, that the data residuals were enorm-
ously large in comparison to the expected measurement
error in the pictures shuttered within 20 min from the
periapsis passage of the spacecraft. It was determined
that this behavior was associated with the design of the
sun sensor preamplifier circuitry. It was also found from
some symptomatic behavior of the attitude control telem-
etry that the sun sensor went into an anomalous state
whenever stray light from Mars became sufficiently strong
in intensity. The incident stray light from the planet ren-
dered the voltage-reguiatior mechanism of the acquisi-
tion sun sensors ineffective. The primary sun sensors were
dependent on this same mechanism for voltage regula-
tion. The result was a floating voltage and an unknown
scale factor for the primary sun sensor output whenever
the problem occurred. Because the sensor telemetry was
rendered meaningless in these situations, data taken in
the vicinity of periapsis passage could not be used for
OD. This resulted in elimination of the high-resolutior
data. The alternative to the first method of processing,
i.e., corrupting the covariance to solve for the camera
pointing direction, was not very successful in these situa-
tions because the g priori uncertainty was too large.

3. Nongravitational accelerations. The problem of de-
termining the history of thrusts caused by leaks from the
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cold-gas attitude control systemn became more difficult in
the orbital phase than it was in the cruise phase, as dis-
cussed in the preceding section. The insertion maneuver
required a burn which expended a o nsiderable wass of
propellant, causing the center of mass of the spacecrait
to move closer to the center of the roll-axis jet conple.
This reduced the degree to which torques, caused by roli-
axis jet leaks, were cross-coupled into the other axes. In
addition, the cffects of gravity gradient torques near
periapsis produced periodic signatures in the pitch and
vaw axes, which had to be separated from any cross-
coupling effects. The net result was that the cross-coupling
cffects of roll-jet leaks were below the threshold of detec-
tion in the satellite phase of the mission. Therefore, the
OD Group had to rely on assumptions of historical con-
tinuity. In particular, because the roll aais continued to
exhibit occasional bursts of torque in the same direction
as those seen prior to Mars encounter, it was assumed
that the same roil jet was continuing to leak sporadically.
Thrust directions were assigned on that basis.

The computation of the roll-axis torques was also com-
plicated by the motion of the instrument scan platform
because the reaction torques were large and the task of
reconstructing them from the scan platform position
telemetry was difficult. As a result, aay gas leaks that
occurred during the periods of scan platform slewing
could not be effectively detected.

Figure 17 is a plot of the angular accelerations in each
of the three spacecraft axes over a span of two orbits
near the beginning of December 1971 Uncertainties in
the accelerations are denoted by the height of the boxes
bracketing each plotted value. A typical roll-axis leak can
be seen between 10': and 11': h. The cross-coupled
torques in the pitch and yaw axes, which were quite dis-
tinct in the cruise phase, are indistinguishable here, The
torque signatures in the pitch and yaw axes, in which the
angular accelerations are positive over most of each orbit
but become negative near periapsis, are caused by grav-
ity gradient torques. The large uncertainties in accelera-
tion over the period of 2 to 3 h prior to each periapsis are
due to the slewing of the scan platform.

The start and stop times and the magnitudes of the
leaks were estimated by using acceleration profiles like
those shown in Fig. 17. Figure 18 is a plot of the space-
craft accelerations caused by gas leaks over a typical
period in mid-December 1971. Because the time scale
of the plot makes the durations of the various leaks diffi-
cult to compare, the integrated velocity effect of each

leak (e Cmagitude tunes darationd has also been plotted
andd s desienated by A

4. Spacecraft mass. The mass of Miriner @ was deter-
mincd from telemetered information, which yielded the
propellant expenditures of the various maneuver burns.
The values of the spacecraft mass tor the pre-trim 1 and
post-trim 1 and 2 phases of the satellite mission are listed
below:

(U Pre-trim 1, 363.775 ke
(2) Post-trim 1, 560.201 kg,
(3) Post-trim 2, 551.890 kg.

5. Solar radiation pressure. The spaceeraft reflectivity
coefficients which relate the solar 1 diation to the pres-
sure acting on the spacecraft acre determined from
analysis of the cruise data. The respective values of the
coefficients which were used in the satellite phase of the
mission were Gg = 12275, G, = - 0.0406, and G, =
—0.0438. (See the preceding section for definitions of
these parameters.)

C. Observer Location and Transmission Media
Calibrations

The tracking system analytic calibrations for the satel-
lite and cruise phases of the MMT1 mission were com-
prised of calibration coefficients for timing, polar motion,
and tropospheric refraction, supplied by the DSN. A dis-
cussion of these calibrations appears in the preceding
section.

Station locations used during the satellite phase of the
mission were determined on the basis of Mars encounter
data from Mariner 6. These station locations are given
in Table 8.

D. Martian Astrodynamic Constants

1. Gravitational constant. The mass constant associ-
ated with Mars which was used throughout the satellite
OD operations had a value of 42,828.44 km®/s’. This
value wis determined by Null (Ref. 3) from analysis of
Mariner 4 tracking data. It is in good agreement with
values from Mariners 6 and 7, and is consistent with a
Caussian graitational constant k = 0.01720200805 and a
velocity of light value of ¢ = 200792.5 kan/s, given in
Ref. 10.
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2. Oblateness. The a priori Martian oblateness coeth-
cient, J., had a value of 1.97 ~ 10 ', which was deter-
mined by Wilkins (Ref. 11 from long-term observations
of the Martian satellites. The corresponding mean radius
of Mars for gravity scaling was taken as 3389.1 km,

3. Spin-axis direction. The direction of the Martian
spin axis used at the beginning of the satellite operations
can be stated in terms of the right ascension and deciina-
tion value of the pole direction in the Earth mean equator
coordinate system of 1950. These values are

a o 316.8338  0.0999T

o 33.0066  0.0566T

where T s in Julian centuries past 1950.0° The values
were derived by de Vaucouleurs (Ref. 12) as an un-
weighted average of the results of Burton (Ref. 13),
whose values were determined from Earth-based obser-
vations of the motion of Deimos and Phobos, and from
Camichel (Ref. 14), whose values were determined from
Earth-based observation of the motion of surface fea-
tures on Mars.

Prior to the flight of Mariner 9. it was thought that the
direction of the pole was known to an accuracy of 1 deg.
Figure 19 shows the pole solution nbtained by various
observers using surface markings and orbits of Phobos
and Deimos since 1877. These solutions were taken from
Ref. 12 and mapped to the 19850 epoch. The pre-Mariner 9
adopted value was obtained by averaging the two Burton
values and the single Camichel value shown in the figure.

E. Planetary Ephemerides

The planetary ephemerides used by the Satellite OD
Group during operations were all recent, differentially
corrected versions of the JPL Planetary Export Ephem-
eris DE-69 (Ref. 15). The first of these versions, DE-79,
included Mars radar time delayed data from June 20 to
September 10, 1971. The second version, DE-80, was
available on December 28, 1971, and included time delay
measurements to October 11, 1971. The third ephemeris,
DE-82, was available on September 18, 1972; it was based
on existing radar and optical measurements to October
11, 1971, plus 88 “normal points,” or reduced range meas-
urements of Mariner 9 itself.

The values of the astronomical unit (AU) and solar
mass constant for each ephemeris are given in Table 9.
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IV Pre-trim 1 Orbit Determination History and
Support of Trims 1 and 2

A. Initial Orbit Convergence

As stated in Scction [, the first real-time duty of the
Satellite O Group was to obtain a converged orbit solu-
tion from data acquired during the fiest revolution of
AMariner 9 about Mars. The pre-flight studies, reported in
Soction 1, led to the conclusion that the partial-step
algorithm would possibly be necessary to solve the prob-
lem of nonconvergence during the initial probe state
determination immediately following Mars orbit insertion
(MOD.

Pre-tlight studies also show ed that the mission OD soft-
ware required the following capabilities to meet the pos.
sible error contingencies that could arise during initial
orbit convergence:

(D) Rapid near-real-time multiple iteration of the least-
squares fitting-procedure.

(2) Immediate on-line visual output of the results of
cach individual iteration

(3) The ability to wait in a “holding pattern” between
any given i*eration while the user answers the ques-
tion of whether he has convergence or needs to con-
tinue the iteration.

(4) The ability to execute the appropriate response
depending on the user's answer to (3).

Therefore, these capabilities and the partial-step algo-
rithm were added to the existing TRKED program, as
well as to the ODP. The resulting version of TRKED
was certified for mission use during the course of the pre-
flight studies.

The computer time necessary to complete a typical
(initial orbit phase) iteration was about 10 s for TRKED,
as compared to 2 min for the ODP. This order-of-magni-
tude improvement in speed was due to TRKED's simpli-
fied modeis and computational shortcuts; the tradeoff
was the difference in precision. Compared to the expected
state knowledge uncertainties at the initial periapsis (as
discussed in Section II', this difference was found to be
small: under 10 km in rss position, with a corresponding
discrepancy in velocity. Thus, the ODP could converge
on the same set of data with two or three “fine-tuning”
iterations using TRKED's converged state solutions as
initial conditions.
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Initial state comvergence and refinement during the
tirst actual orbat about Mars tollowing the MOT mancu-
ver was performed in the tollowng manner. The data
fitted was two-way, T-omin doppler, which began immedi-
ately after the occultation period ended. Thus, the fitted
data started approximately 66 min after the initial peri-
apsis, which was chosen to be the epoch tor all of the fits
performed during this first orbit. For cach case, the last
best estimate available (at periapsis  was used as the
nommal state; succeeding fits improved this state esti-
mate. A priori sigmas used for all the fits were 250 ki
for the positional uncertaintics and 100 m s for the velogi-
tie. The first fit after the MOI was based on approxi-
mately 2 hot data and included 136 points covering the
time span between November 14, 1971 01 h 48 min 32 4
and 4 h 29 min 32 .

TRRED was used tor this instial convergence case and
was run in near-real-time, i.c., it was executed immedi-
ately after the last data point to be fitted was received
and included on the proper OD data file. This initial
convergence was completed in essentially two iterations
and was notable only for its triviality, The cruise phase
OD solutions aud the Mars insertion itself were so accu-
rately executed that the TRKED convergence vielded a
state whose position moved from the initial @ priori state
by only 26 km. Thus, TRKED's extended partial-step
solution and its full-rank solution (which was computed
only for reference) are identical for cach iteration of this
case, because the total correction necessary to the a priori
state values were well within the linear region of con.
vergence. The conclusion is that, because the mission was
so near the expected standards, the pa:tial-step algorithm
was not actually necessary; it was only a safeguard. The
equality of the two different solution techniques can be
seen in Fig. 20, which is a photocopy of the results of
TRKED's first two iterations as seen on a remote terminal
screen during the execution of the program on November
14, 1971. The number of data points used in the fit is
M (- 158), and OLDPER and NEWPER are the instan-
tancous two-body periods in hours before and after the
iterat.om, respectively. PS-DQ and FR-DQ are the partial-
step algorithm and full-rank corrections to the state com-
puted for the particular iteration and are in the order
%, ¥, 2, %, . 2 in units of km and km/s. The two solutions
are identical. The position state has moved from the
priori values of 825.0, —2438.7, and —4038.0 km to 836.1,

24197, and ~4050.2 km, with computed sigmas of
39,12, and 67 kin. (The coordinate system is the Mars-
centered mean Earth equator of 1850.) Similarly, the total
rss move in velocity is seen to be less than 3 m/s. The

comerged two-hody prenod of 1239 hoas cguivalent to
12 h 35 min 24 s

Following the mitial TRRED comergence, the result-
ing solution was wed as @ priori state tor reconverging
over the same data span with the SATODP. This yvielded
the solution and uncertainties compiled in the 2-h data
are section of Table 10. The net rss position change be-
tween TRKED and SATODP <olutions is abou’ 10 km,
this difference vector lies almost entirely in the instan-
tancous plane of sky and has a magnitude considerably
within the corresponding uncertainty - ellipsoid.  After
enough time had clapsed to allow an accumulation of
about 4 h of data, the SATODP was veed to fit this
expanded arc, starting with the 2-h solution as the a
priori state. This procedure was repeated two more times
with the SATODP during the first orbit, once after § h
of data had been accumulated, and again after 105 h.
Table 10 summarizes SATODP pos.tion solution history
for this first orbit. Convergence was obtained with two
full-rank iterations for cach of the four data arc solutions.
The computed sigmas in the table are based on 1 mm s
random data noise, and the consider sigmas are derived
from the harmonic coefficient uncertainty reported in
Section 17.

If the four converged states from T-ble 10 are differ-
enced, it can be shown with the proper coordinate trans.
formation that these difference vectors all lie almost
eniirely in the plane of sky. Because most of the state
estimation error lies in the plane of sky, it is clear that
the inclusion of additional data in the fits of the first orbit
decreases and perhaps reorients this plane-of-sky error.
Figure 21 summarizes the first orbit solution history in
terms of positional planc-of-sky deviations resulting from
fitting the data arcs, which are increasing in length, The
location of the squares (TRKED) and circles (SATODP)
shows 7,0 coordinate moves relative to an arbitrary zero
ordinate value. The inscribied 0 or | indicates the itera-
tion number yielding that particu'ar value of r,A0. For
example, the (D appearing bencath the 6-h abscissa point
corresponds to the r,A0 value resulting from the ODP's
first iteration on the 4-h data-arc fit. The time evolution
of the data noise (computed) and consider 1-¢ curves
resulting from fitting the different data ares are shown as

functions of the time of the last data point for comparisor

Figure 22 similarly presents a summary of the solution
history in terms of the computed anomalistic orbital
period (elapsed time between successive periapsis pas-
sages). The zero ordinate point corresponds to a period
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ob 12 hoand 38 mm The ficures demonstrate properties
of the satellite orbit convergence procedure which have
been present throughout the history of the satellite phase
ot the mission. (1 the fir-titeration solution coreets the
orientatioa of the orbit in the Earth’s plane of the ok
(2 toits final value while the orbital period is driven to
an erroneous value, and (2) the second iteration solution
usually corrects the period to ity final value, All subse-
quent solution iterations in subsequent revolutions of the
satellite nmssion were performed wath the full-step algo-
rithm m the ODP_and convergence was usually obtained
with two solution iterations

B. Single-Revolution State Solutions

After the initial orbit solution was converged, the major
task of the Satellite OD Group wus to determine a pre-
dicted orbit on which to base the first orbit trim mancu-
ver. This first maieuver was planned near the periapsis
passage at the enc of the fourth revolution, P,. To allow
tizse for data editing, data fitting, trajectory generation,
maneuver computation, and generation of the spacecraft
commands, the predicted orbit had to be determined on
the basis of the first three revolutions of tracking data.

Three successive single-revolution fits werc made over
the first three revolutions. The consistency of the three
solutions is shown in Fig. 23 in the same format as the
pre-flight simulation fits presented in Fig. 10. The actual
trajectory is not pictur: d in the figure because it is ob-
viously unknown. The dispersion of r,a0 is, howeve.,
approximately 40 km instead of the 10 km seen with the
simulated data, and predicted periapsis passage time
mapping is poorer than with the simulated data. From
the data fit in the first revolution, the time of periapsis
passage one revolution later, at P., is in crror by 3 s,
whereas the same it misestimates the periapsis passage
at P, by 85s.

C. Multi-Revolution Solutions

Because of the inconsistency hetween position esti-
mates and betweer local and predicted passage times,
the Navigation Tear: proceeded to sense the gravity field
immediately. To dc this, a state plus second- and third-
degree coefficient solution was nade over the first 2%
revolutions of data. The position of this long-arc solution,
shown on Fig. 23, falls within the spread of the —=.gle-
rovolution solutions. The times of periapsis passages are
consist=nt with those which are local to the single-revolu-
tion solutws (accurate to 0.1 s), even when the solution
is mapped % revolution to P,.
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The trajectory trom the long-are fit was used to plan
the first orbit trim maneuver, This first mancuver was
designed to trim down the local orbital period from 12 h
35 min to 11 h 38 min. The trim controlled the period in
the revolution P, to P to within an error of 1«

D. Conclusions of the Pre-trim Solutions

The pre-trim orbit determination was successfully car-
ried out, but, as indicated by Fig. 23, when compared to
Fig. 10, the following unexpected characteristics of the
OD process and of the Martian gravity environment were
observed:

(D) The dispersion of successive periapsis positios, ey i-
mates in the plane of the sky was three to four
times Targer than predicted on the basis of pre-flight
gravity uncertainty estimates.

(2) The predicted times of periapsis passage were three
times more inaccurate after a few revolutions ! an
expected.

(3) The harmonic coefficient cestimates from the 2'%-
revolution long-arc solution were approximately
four times larger than expected.

E. OD Support for the Second O/bit Trim Maneuver

The first maneuver performed in the satellite phase
trimmed the anomalistic period in revolution 5 to 11 h
55 min so that the orbital timing would be synchronized
with Goldstone. The period of the Mariner 9 orbit, how-
ever, did not remain constant.

The gravity structure of Mars accounts for the vaiia-
tion in the period. This rough structure is characterized
primarily by two strong gravity regions on opposite sides
of the planet and two consistent, weak gravity regions
removed 80 deg from \he strong regions. These strong
and weak gravity regions were manifested in the coeffi-
cient solutions as lasge values of C.. and S,,.

Because the orbital period of the spacecraft was ap-
proximately 12 h and the period of planetary rot - n is
24.62 h, the spacecraft at perispsis passed almost Lver the
same ground feature of the planet on every other revolu-
tion, and the gravity bulges caused by C,, and §,, then
exerted a pumping effect on the planetocentn: orbital
encrgy and, hence, on the orbital period. This
non, called resonanc s, can be intuitively illustrated by the
diagrams in Fig. 24.
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The figure presents a diagrammatic view of the planet
spacecraft geometry from along the Martian spin axis for
four successive points in time, The first view (a) shows
the periapsis occurring directly above the tesseral bulge.
Thus, the perturbation is perpendicular to the velocity
direction, and no period changes occur. Because the rota-
tion rat- of the planct does not quite keep pace with twice
the orbital rate of the spaccerafi, a few revolutions later
the spacecraft at periap:is is ahead of the gravity bulge,
as shown in (b). Now the giuvity perturbation retards the
cnergy of motion, plling the orbital period down. In (c),
the probe periapsis has advanced to a point above a grav-
ity valley, and the period levels off. However, in (d), the
spacecraft periapsis is approaching the opposite bulge:
hence, the encrgy and period are increased. This alternat-
ing push and pull on the spacecraft resulted in an actual
oscillatory period histc:. for Mariner 9, one cycle of
which is shown in Fig. 25. The period oscillated in a
quasi-sinusoidal manner with an amplitude of 40 s and a
wavelengih of 37 orbital 1evolutions or 18* days. ihe iime
taken for the spacecraft to cover the entire Martian sur-
face. The high-frequency variations in the period curve
can be attributed to the effects of third- and higher-order
gravity coefficients,

The first orbit trim was performed when the period of
Mariner 9 was near the top of the cycle shown in Fig. 25
but was falling by about 3 tu 4 s per revolution. Since the
mear. period (as determined later) was then some 40 s less
than the controlled period in revolution 5, synchroniza-
tion of the spacecraft periapsis passage with Goldstone
view was not properly achieved by the first trim.

A difference between the local period in revolution 5
and the mean period was suspected prior to the com-
manding of the first orbital trim. However, confidence in
the estimated value of the mean period was low. Although
the local period drift was obscrved, the determination of
the mean period involved extrapolation of the orbit with
a gravity model determined from only 2% revolutions of
data. Because the high values of C., and ;. dominated
the model, the accuracy of the determined mean period
was almost totally dependent on the accuracy of these
two global coefficients, which were currently estimated
from orbita’ motion over only 6% of the surface of the
planet. A 10% change in the magnitude of the C.,, Sq.
effect—];,—would result in a 4-s mean period change, as
would a 10-deg change in orientation, A.,. Because the
confidence in the values of C, and S, was not at the 10%
level, it was decided to take the local period estimate as
the predicted mean period when computing the desired
‘rim mancuver igaition time.
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Confidence in the gravity model increased markedly
when longer-are solutions, containing many revolutions
of data, confirmed the gravity model from the first pre-
trim 1 fit. The accuracy of the single revolution fits also
improved as gravity models were included in the trajec-
tory generation model. This improved accuracy is easily
illustrated by an extension of Fig. 23 to include fits made
after trim 1. This is shown in Fig. 26, where the fit con-
sistencies are presented in terms of r,AQ, Ar,, and Az (see
Fig. 6).

The first four revolutions arc the same as those shown
in Fig. 23, and were processed with only the pre-flight J.
value of 0.00197 in the gravity model. After the orbit trim
was executed at P, the remaining revolutions shown in
Fig. 26 were processed with a fourth-order gravity model.
determined from a solution over the first four revolutions,
included in the trajectory integration. The solution devia-
tions in all of the state components are consistent with the
error magnitudes predicted from the covariance studies.
The position estimates made after P, agree with neighbor-
ing estimates much more closely than those made before
P,, which indicates the extreme importance of in-orbit
gravity modeling.

With the increased confidence in the gravity model
and, hence, in the mean period of the orbit, the OD
Group performed a single-revolution fit from data in revo-
lution 93. This fit was used to command a second trim
maneuver in revolution 94, which readjusted the mean
period of the orbit to synchronize with Goldstone.

V. Martian Gravity Analysis

A. Gravity Solution Description

It was concluded from the findings during the pre-trim
OD phase of the mission that the gravity sensing mode
ot the OD strategy would be a very important part of the
entire OD system. This conclusion certainly proved to be
true for the duration of the satellite operations. Hence,
it is important to include a discussion of the characteris-
tics of the gravity field solutions.

any harmonic coefficient models were determined for
Mars throughout the mission to meet the navigation re-
quirements. These models varied in the length of the data
arcs and estimated parameter sets. Pre-flight covariance
analyses indicated that estimation of the spacecraft state
and harmonic coefficients through the sixth degree with
data from four to six orbital revolutions would be useful

JPL TECHNICAL REPORT 32-1386

P

L ey,



for na vigation purposes. Consequently. a total of 19 differ-
cnt sizth-order resonance models over separate data inter-
vals were obtained during the fiest few months of the
mission, These models were used for the data fite vl
around revohition 100, and they were also usetul for con-
sistency chcks on the values ot individual harmonic
cocflicients.

Because 38 orhital revolutions (19 davs) were requued
for the periapsis point to cover 360 deg in longitude with
respeet to the Martian surtace., this time span was a natu-
ral one to use in the solutions tor harmonic coeflicients.
Two such 38-revolution fits were made  An cighth-degree
harmonic model was generated by Lorell and Laing
(Ret 16 of the Celestial Mechanies Team over revolu-
tions {to 42 Later, a tenth-degree harmonic model over
revolutions 52 to 90 was generated by the Navigation
Team.

Because a model based on 38 revolutions was valid for
all subsequent groun tracks, it was sufficient for subse-
quent real-time navigation. On December 19, 1971, the
cighth-degree harmonic model based on revolutions ¢ to
42 was made available to the Navigation Team. This
model was used for short-arc fits from revolutions 10U
through 250. On March 28, 1972, the Navigation Team
completed the tenth-degree model over revolutions 52 to
90. This model was used for all fits beyond revolution 250,

Table 11 lists all gravity models generated during the
satellite phase of Mariner 9.

B. Physical Description of the Gravity Field of Mars

The estimated values of the coefficients of the respec-
tive gravity models have differed from solution to solution
because of the presence of higher-order unmodeled grav-
ity coefficients, planctary ephemeris errors, and attitude
control gas leaks on the spacecraft. However, solutions for
several of the lower-order coefficients have been relatively
consistent for all estimation lists and data intervals.

The solution for the second-order zonal coefficient, C,,,
is (1.96 = 0.01) X 10-3, which is in good agreement with
the value deterinined from Earth-based optical observa-
tions of the Martian satellites and fro.n Mariner 4 data.
The direction of the Martian spin axis has been estimated
simultaneously with the gravity coefficients; hence, the
values of the coefficients C,, and S., are very small. How-
ever, the values of the resonance tesserals C,, and S,.
are —5(=+0.5) X 10® and 3(0.5) X 10-%, respectively,
which are approximately four times larger than expected
from extrapolation of the Earth’s potential. Physically,
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the [ term corresponds to a gravitatwnal bulge around
the Martian equator, which i symmetric about the Mars
spm ans When C,0oand 8.0 combine, they produce o
gravitational bulge at the Martian cquator, which s
superimposed on the /. bulge but is symmetric wbout a
plane in which the spin anis lies. Henee, the gravity bulge
caused by C.., S, can be thought of as placed on the front
and back ot the planet, with gravity valleyvs on the sides.

Third-degree terms, Co,, §,0 C. . and S, have also
shown relatis ¢ consistency.

The harmonic cocflicient values for the tenth-degree
harmonic model are given in Table 12 1t is emphasized
that only the aforementioned stable terms (C... C... S..,
C.. 8. C.and 8. are meaningful on an individual
basis. However, the ensemble of coefficients has worked
well for navigational purposes for the Mariner 9 orbit.

The gravitational structure of Mars, as represented by
cocfficients, whose values are given in Table 12, is char-
acterized by an equipotential surface with a large equa-
torial bulge, whose height at the equator is approximately
18 km above the polar height if a mean radius of 3394 km
is assumed. Superimposed on this equatorial bulge, the
tesseral terms combine to form a 1.2-km bulge above
the mean equatorial surface in the Tharsis region of the
planet (110°W longitude). A corresponding high bulge of
approximately 0.5 km occurs on the opvosite side of the
planct in the Svrtis Major region (280°W longitude), and
low valleys. 0.8-km deep, are located at 30 and 180°W
longitude.

C. Consistency of Gravity Solutions

Figure 27 illustrates the disy orsion range of all har-
monic solutions as a function of degree and order of all
coefficients through four. The values have been divided
L, their respective a@ priori uncertaintics as derived by
extrapolation from the Earth’s value. The vertical lines
cover the range of values of the sixth-degree solutions;
the white circles indicate the tenth-degree fit, the dark
circles the eighth-degree fit. The results for C., are shown
as a deviation from the pre-flight value. The dashed line
represents l-o variations in the estimation of the coeffi-
cients based on the extrapolated values for the Earth. As
can be seen, many of the solution values are three to five
times greater than pre-flight expectations. Note that C.,,
C:s, Su, Cay, Sy, Cy. and S-, all appear to be reasonably
consistent but that estimates of the higher-degree coeffi-
cients are unstable. This instability is due to the fact that
the effects of many of the harmonics have similar sigaa-
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tures i the doppler data Consequicnthy, these coetlicients
are nghly contelated and, to 4 degree mseparable

D. Error Sources for Gravity Field Solutions

Post-fit residuals ot the Marmer 9 doppler data ob
tatned atter orbit msertion are one to two orders of mag-
mtude Larger than the pos fit residuals hom the ennse
pottion of the mission Farthermone, the residuals after
orbit insertion show clear structure. espectally for data
abtamed near periapsis passage. Consequently, the ha
monte models generated thus tar have deficiencies both
trom the point of view of serving as a navigation tool and
of actually modelmg the gravity ticld of Mars, The cause
of this deficiency falls into four categories, which are dis-
cussed below

L. Limitations of the harmonic expansion. The spheri-
cal harmonic expansion used to represent the Mars gravity
potential must be truncated. usually after the first few
tens of terms. In general, the effects of such omitted terms
are partly “absorbed” by other components of the model,
whose coefficients take on compensatory values. Thus, the
value of the harmonic coeflicients obtamed in a particular
solution will depend both on the span of data used and
on the number of teres retained in the harmonic evpan-
ston. With data from only one spacecraft orbit available,
many harmonic cocflicients leave similar signatures in the
data, which causes certain combinations of coefficients to
be nearly lincarly dependent. It may be possible to allevi-
ate this problem by adding different data types, such as
landmark and natural satellite observations, and data
from the occultation experiment.

2. Gas leaks and radiation pressure. Sporadic gas leaks
in the attitude control system produced aceelerations on
the order of 10 ' to 10 ** km s* Such leaks are extremely
difficult to model accurately, and enginecring data on
them have been refined only for revolutions prior to
trim 2. Studics over this region indicate that unmodeled
gas leaks are an insignificant factor on the harmonic
cocfficient solutions compared to other model deficien-
cies. The unmodeled part of the solar radiation pressure,
together with Mars reflected and reradiated energy, pro-
duces an acceleration which is somewhat smaller than
that caused by the gas leaks.

The effects on the estimates of the harmonic coefficients
of unmodeled gas leaks are illustrated in Fig. 28, where
tho differences between two coefficient models deter-
mined from the same four-revolution data arc, one with no
gas leaks modeled and the other with gas leaks modeled
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s descuibed me Section BB L are denoted by the v
tical bars, The ordmate seale s the same as that

Fig 27 Although this model has avelatively amall effect
on [, the changes momany of the gher-degiee terms
seem mote sigmbicant relative to the assumed o priori

uncertamtbios.

3. Ephemerides. The tangmig, o tume delay, measure-
ments mdicate that the ephemendes used to analvze the
Voaner 9 datain Section T are m ertor m the Earth
vars direetizn by several Milometers Figuie 29 dllus
trates the eftfects of such ertors on the estimates of the
harmome coetlicients, where the differences between two
hatmome coctlicient sets, deternned usine DE 79 and
DE SO respectaoelh s are denoted Iy the vertical bars as
m e 25 The two ephemendes differ by about S Rk
and 05 mm s e the Barth- Mars range and range rate,
respectively, Coeflicient solution difterences are mostly
smaller than those caused by the gas teaks, and hence
they show the lower sensitivity of the estimates of the
harmonie cocficients to this order of ephemeris error, The
two data ares for Figs, 28 and 29 we - different; thus, the
solutons for the higher-degree coeflicients do not agree.

4. Station locations. Another source of model error is
introduced by the uncertainties in the geocentric loca-
tions of tracking stations, which are on the order of 3 m
in longitude (in the system defined by the planetary
ephemerides) and 2 min distance from the Earth's spin
axis (Pef. 1), These errors, being diurnal, are highly cor-
related with those of the models used to deseribe the
offects of the Earth's atmosphere and ionosphere on the
propagation: of the tracking signal. Analyses, especially of
the cruise data, are being undertaken to reduce this error

SOuree,

VI. Science Support Orbit Determination
History

A. Solution Procedures

The great bulk of orbit solutions which were gener-
ated by the Satellite OD Group were in support of science
sequence planning and science data-reduction efforts.
Prediction trajectories had to be provided to locate the
predicted Mars periapsis position of the spaceeraft to an
accuracy of 10 kmv in the Martian plane of the sky for
a period of 1 week into the future, These trajectories
were used to align the scan platform prior to sensing the
Martian surface. Therefore, the predicted trajectory re-
quircment was imposed at all times at which sean plat-
form muncuvers were imminent. The 10-km accuracy
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requauremient s consistent with omanimum serence mstiu
ment pomting uneertamty of 0.3 deg, Using the predicted
trajectories suppied by the Satelhte OD Group. the mis-
ston obtamed a total of more than 7000 TV images, 50,000
UV speetra, 20000 TR spectra, and 100 S-band ocenlta-

tion measuremects of the Martian surtace

Prediction orbits were generated on the basis of short-
are data fits dofined by the strategy discussed in Sec-
tion 111 Data were fit once or twice per week in accord-
ance with mission needs. While the 26-m antennas were
tracwing, the basic strategy was to process a single revo-
lution of data. These fits contain enough data to minimize
the effects of data noise and still yvield accurate state solu-
tions. After the spaceeraft went out of range of the 26-m
antennas, many of the short-are fits contained data from
two successive revolutions, which provided enough infor-
mation for adequate orbit determination. These single-
station, two-revolution fits, however, are not as accurate as
the single-revolution mulii-station fits. During the entire
satellite phase of the mission, approximately 190 short-arc
fits were performed in support of mission objectives.

It was also necessary to provide final trajectories
throughout the regions in which visual images and spec-
tra were obtained. These smooth trajectories were deter-
mined f:am local doppler data and involved extrapolation
only a few revolutions beyond the data interval, The time
of periapsis passage was held to a maximum allowable
error of 0.1 s throughout the extrapolation, rendering the
Q-error the dominant position uncertainty. The trajec-
tories provided the final best estimate of the spacecraft
position at science data acquisitior times, and thus they
were used by the science experimenters in the reduction
of the instrument data.

Smooth orbits were generated from multi-revolution,
long-arc fits to the data. Early in the satellite mission,
most of these trajectories were derived from data fits
which had been originally used to generate lLarmonic
solutions. As the mission progressed, state-only fits, with
a proper harmonic coefficient set in the dynamic model,
proved suitable. Most long-arc fits were determined over
six revolutions of data until revolution 191, after which
one or two revolutions of data proved adequate because of
the availability of a more complete harmonic model. The
long-arc fit activity was suspended after revolution 277.

B. Solution Summaries and Accuracies

1. Accuracy criteria. Since the accuracy of the location
of the spacecraft in the periapsis region was of prime im-
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portance to scienee, the discussion of the accuracy of both
the predicted and smooth orbits will be limited here to
the position accuraey at periapsis The pre-thioht studies
indicated that the error in the spaceeraft estunated posi-
tion at periapsis is comprised almost entirely of the vec-
tor sum of the local position error which results from the
imprecision of the determined longitude of node in the
Earth’s plane of the sky and the mapping error caused by
an erroncous predicted time of periapsis. These two posi-
tion crrors, denoted respectively by a0 and 0,AT,., thus
will be used as criteria for judging the accuracy of local
and predicted orbits,

Because a local time of periapsis passage (i.e., a time of
periapsis cither within or near the ends of a processed
span of data) is determined to within 0.1 s, the errors in
the predicted periapsis times are ecasily measured by
comparison with updated passage times determined after
local data are available. Thus, values of AT, the peri-
apsis passage time error, were casy to compute for all pre-
dicted trajectories at any future periapsis. Errors in @ are
more difficult to assess because the true value, or a more
accurate value, of Q is not available. For purposes of indi-
cating the accuracy of the @ value for a particular esti-
mated orbit, the concept of the everage or mean Q@ will he
cmployed. Thus, the node error, AQ, will be referenced to
a mean Q value, which has been determined from averag-
ing many Q solutions made throughout the satellite mis-
sion. Values of AQ, then, do not necessarily represent the
actual error in Q for a particular estimated orbit but indi-
cate only the deviations from average,

2. Short-arc fit summary. A partial list . che short-arc
fits which were computed during the satellite phase of the
mission is given ir Table 13, Included in the table are
deviations from a mean orbit at periapsis in the deter-
mined position, which lics almost entirely in the Earth’s
plane of the sky. The mean orbit is determined from all of
the short-arc fits. Values of the @ deviations in degrees
are also given. The Q crror is related to the position error
by r,, the distance of the spacecraft at periapsis from the
Mars-Earth line of sight. The evolution of r, throughout
the satellite mission is presented in Fig. 30. Also included
in the figure is the evolution of the component of the
Mars-spacecraft vector at periapsis along the Earth-Mars
line z).

Deviations in the plane of the sky position may also be
related to in-track and out-of-plane position deviations by
using Fig. 31, which shows the evolution of the ratios of
the in-track and out-of-plane position deviations to r,aQ.
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Viound revolution 250 the @ crror contributed  almaost
exclusivelv to an m-track position error, while around
revolution 3900 the @ error tell entirely ont of the orbit
plane, At thie partteular tme, the Bath viewed the
Mariner orbit “edge-on.” (The Q-error vector never has a
component in the local «ltitude dicection.)

Table 13 includes a column which lists the number of
revolutions for which the predicted time of periapsis was
accurate to within 2 s, Since the velocity magnitude at
periapsis was 3.8 km s, the 2-s error tolerance corre-
sponds to an in-track position error of 7.6 km, which is
close to the flight accuracy requirements of 10 km. Thus,
the number of mapped revolutions for which the AT, is
less than 2 s corresponds roughly to the number of revo-
lutions for which the predicted orbit was satistactory for
seience sequence command generation.

3. Long-arc fit summary, Table 14 is a complete list of
the long-are, or smooth-orbit. estimates, which were gen-
crated by the Satellite OD Group. As in Table 13, values
of the position deviation r,AQ and the angular deviation
AQ from the mean of the long-arc fits are given. Also in-
cluded in the table is a column for the periapsis to which
extrapolation of the fit was allowed; i.e., the tolerance of
0.1-s time-of-periapsis passage was not violated for the
periapsis listed.

4. Local position accuracy. Figure 32 displays the time
history of the deviations in @ from the mean values of Q
for the short-arc solutions of Table 13. The values in the
figure are taken directly from the table. Little sensitivity
of the consistency of the @ sclution to the degree of the
gravity coefficicnt model can be seen in the figure. How-
ever, when only the 64-m station was tracking, the two-
revolution, apoapsis-to-apoapsis data span fits were not as
accurate as the single-revolution, three-station fits.

The rms local position error from the mean was approx-
imately 5 km, while both the 26- and 64-m tracking sta-
tions were receiving data. After the loss of the 26-m
stations, the rms position error rose to 8 km,

The rms local position deviation from the mean for the
long-arc or smooth solutions was slightly less than 2 km,
which indicates that the long-arc mode of processing
yields the more consistent local position estimates. The
mean position estimate from long-arc fits agreed within
1 km with the mean position from short-arc fits when the
averaging included all fits made between trim 1 and
trim 2. The difference between the respective mean posi-
tions, based on fits after trim 2, was just less than 2 km.
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5. Prediction accuracy. As the time of prediction in-
creases, the in-track or timing crrors dominate those
caused by errors in Q. Figure 33 is typical of the error
growth for T, for the tenth-degree harmonic model. It
was generated by performing a short-are fit and solving
for state only. The resulting solution was integrated for-
ward in time, and the predicted T, was compared with
more accurate values obtamed from numerous short-are
fits throughout the subsequent tracking data, The error
exhibits a 19-dav periodic variation, indicating a defi-
cieney in the even-order tesseral harmonics. The accom-
panying sceular error is attributed to errors in the gravity
field combining with crrors in the initial state to vield an
incorrect mean period.

Another manifestation of in-track errors is scen in
predicted doppler residuals. Figure 34 shows doppler
residuals associated with a one-revolution fit and the sub-
sequent 20 revolutions of prediction. The prediction re-
siduals exhibit peaks in the periapsis regions which follow
a secular trend and reach a maximum of 50 Hz, equivalent
to a 5-s error in T,. As can be seen from the insert, the
residuals within the fit also have a systematic structure
of about 0.1 Hz, reflecting model deficiencies.

Figure 35 shows the mapping accuracy history of the
short-arc fits in terms of the number of revolutions for
which the predicted time of periapsis was accurate to
within 2 s. Thke plot is taken directly from the values in
Table 13. It is important te note that the feasible predic-
tion interval increased markedly as the sixth-degree grav-
ity field was replaced by the eighth-degree field. The
average number of revolutions that could be predicted to
within the 2-s tolerance rose from 6 te 14. The commence-
ment of the use of the tenth-degree field, however, coin-
cided with the loss of the 26-m stations, and no noticeable
prediction improvement was achieved. Later in the mis.
sion, as solution procedures were somewhat refined, the
prediction capability increased, so that predicted orbits
were accurate to within 2 s for as many as 40 revolutions.

VII. Perturbed Orbital Motion of Mariner 9

A history of the Mariner 9 Kepler elements relative to
the Mars true equator of date is analyzed here to deter-
mine the short-period and long-period characteristics in
the evolution of the orbit. The short-period variations are
found by performing a one-revolution fit and integrating
that solution for one satellite period between two succes-
sive apoapses. The long-period orbital element variations
are obtained by sampling short-arc OD solutions once per
satellite revolution at periapsis and apoapsis. Only the
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apoapsis history is shown since periapsis results were
noisier because of the interaction between short- and
long-period effects. The Kepler elements discussed span
\armer 9 orbits 3 through 502 (approvimately 250 day )

A. Theoretical Considerations

The perturbations in the Mariner 9 orbit arose from the
noncentral properties of the Mars mass distribution and
from disturbing effects of the Sun. solar radiation pres-
sure, and other planets. Although these perturbing effects
were small (at least 500 times les: than the inverse attrac-
tion of Mars), each induced a distinct variation in the
orbital elements. In order of importance, the major per-
turbations were:

(1} Mars gravity
(a) Equatorial bulge, C...
(b) Equatorial ellipticity, C.., S...
(c) Other resonance harmonics, m even.
(d) Other tesseral harmonics, C,, S+, Caa, Sau
(e) Higher-order harmonics.

(2) N-body perturbations

(a) Solar gravity.
(b) Solar radiation pressure.
(c) Other planets (Jupiter, etc.).

The time dependence induced in each of the Kepler
elements by these perturbations is given by the Variation
of Parameters Equations (Ref. 18):

% =3 F(a,e,i) [Cimcosy + Simsiny]
I.m

t k() 4 i‘f: 4 i(sx (19)

where k is the six-vector of orbital elements; k¢, k.. and
k< are the solar gravity, Jupiter, und solar radiation pres-
sure perturbations,

v=[1-2p)e+(1-2p+qM+m(a-—19)]
(20)

I, m, p and q are dummy indices, and 8 is the siderec]
time. Using first-order perturbation theory, solutions to
these eqnations can be approximated. If only the varia-
tions arising from the Mars noncentral gravity are con-
sidered, the following solution can be postulated:
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;:'/ (- 'Zp)‘:» t (- 2ptog) M m(s'z 0 (22)
and

G = gt b et t) (23)

The terms in Eq. (21) will generate near'v periodic varia-
tions in the orbital clements having the characteristics
shown in Table 15. Since the orbital rate of Mariner 9 and
the rotation rate of Mars are nearly commensurable (2:1),
a resonance condition exists. In the notation of Eq. (21D,
the commensurability of the rotation rates is

((.2 — )~ — ‘—’l (24)

Because Mariner 9 was very near cr.tical inclination, the
argument of perifocus rate was very small relative to the
other rates; hence, it is assumed to be zero for this calcu-
lation. Using the commensurability condition and setting
w = 0, the following relationskip is obtained:

[(1 o+ q) — %] M=~0 (25)

For resonance,

(-2 +q =% (26)
Any tesseral harmonic in the gravity field fulfilling this
relationship generates a resonar  perturbation in the
orbital clements (Ref. 18). Using dhese concepts from
perturbation theory, an analysis ot the orbital element
variations can now be performed.

B. Analysis of Orbit Evolution

1. Short-period effects. The short-period variations in
the orbital elements of Mariner are shown in Fig. 36.
These variations cover one orbital period as measured
from apoapsis to apoapsis. Because the orbit has a highly
elliptical shape, the short-period variations are all concen-
trated in a region very near the periapsis (T, = 100 min).
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These short-period variations resu’c from a superposition
of all the harmonies in the Mars gravity field. The short-
period variations in seraimajor axs of £ 21 and - 24 km
correspond to osculations in the period of 105 and 120 s
The associated short-period variations in eccentricity cor-
respond to local changes in the periapsis height of 7.5 and

8.0 km. The trends associated with cach of the orienta-
tion angles (i, Q. w) are due to the perturbing effects of the
zomal terms in the Mars gravity and N-bady perturbations

2. Long-period effects. The long-period osculating orbit
clements of Mariner 9 are illustrated in Fig. 37, (a) show-
ing the in-plane clements (¢, e, PY and (b) the orienta-
tion angles (i, o, ). Each part shows the variation in the
orbital elements from an epoch value, The semimajor axis
and anomalistic period variations are referenced to an
epoch value at apoapsis 5. Since the second trim mancu-
ver was performed in orbit 94, the remaining clements,
e, i o, and @, are referenced to two different epochs to
show periadic variations on this scale. From apoapsis 5
through 94, they are difterenced from apoapsis 5. whereas
from apoapsis 95 through 502, they are differenced from
values at apoapsis 95. It can be noted directly {rom the
figures that the second trim mancvever increased the mean
value of the semimajor axis about 16 km.

The discontinuities experienced in cach of the orien-
tation angles are a manifestation of both gravity model
errors and observability problems associated with Qpes.
During the carly phases of the mission, very preliminary
gravity models were used, and, as a result, adjacent solu-
tions did not extrapolate continuously. As the mission
progressed and improved models were obtained, the ex-
trapolation quality of the mcdels markedly improved
until loss of the 26-m antennas. The observability prob-
lem previously discussed projects onto each of the orien-
tation angles relative to Mars equator.

3. Effects of oblateness. Because the gravity ficld of
Mars possesses a large oblateness term, a regression of
both the argument ot perifocus and ascending node was
experienced by Mariner 9. The results for Aw and AQ, pre-
sented in Fig. 37, have had a rate (approximately the
first-order secular rate of C,,) subtracted. The values used
in this calculation are given in Table 186.

The regression of the ascending node was the largest
and most dominant perturbation affecting the orbit (about
0.16 deg/day). The presence of oblateness caused a differ-
ence between the observed anomalistic period and the
cquivalent two-body period based on an average semi-
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tound as follows

where

3 . (RN Bcos'i D .
n n[l _1— C ”(U,.) ﬁ-"‘:l (29

The value of the difference in the period is 4.4 s.

4. Resonance effects. The resonance condition induced
by the tesseral harmonies in the Martian gravity field
generates a periodic perturbation in cach of the orbital
clements. Since all even-order tesseral harmonics satisfy
the resonance relationship, they superimpose to generate
the 39-revolution periodic offects observed. Analysis has
shown that 90% of the resonance variations arise from C..
and $.., the cquatorial ellinticity terms. To illustrate this
point, an analytical trajectory generator (Ref. 19) was used
to predict the mean anomaly at time of periapsis passage
for one resonance cvele. Three gravity models were em-
ployed in this study:

(1) Equatorial oblateness only (C..).
(2) Triaxial (C... C... S.2).
(3) Complete cighth-degree modl.

Figure 38 shows the crrors in mean anomaly and T, using
these three models. As can be seen, the triaxial model
reduces the errors by a large percentage. The addition
of higher-degree harmonics (through degree and order
eight) provides enough resonance harmonics to reduce
these errors to 0.01 deg and 2 s, respectively. The reso-
nance harmonics induce a periodic variation in the anom-
alistic period with an amplitude of 40 s and an associated
variation in the semimajor axis with an amplitude of 8 km
(see Fig. 37). This corresponds to an in-track position vari-
ation with an amplitude of 1000 km.

5. Effects of nonresonance tesserals. Analysis of the
variation in the orbital elements reveals that high-
frequency oscillations are superimposed on the basic reso-
nance cycle. The effects are particularly noticeable in the
semimajor axis and anomalistic period variations. These
variations (shown in Fig, 25) are generated by the odd-
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ordered tesseral harmonics, principally C., S, and C ..,
S, At a maximum, these terms induce variations of 0.5 km
m the semimaor avis at apoapsis and period changes of
25«

6. N-body effects. The long-term trends experienced by
the orbital elements e, i, w, € are due to N-body perturba-
Hons, solar radiation pressure, and the effects of gravity
coefficients. To separate these effects, the perturbations
of the Sun, Jupiter, and solar radiation pressure have been
numerically integrated and are shown in Fig. 37. For the
case of each of these .rbit parameters, the N-body effects
are indicated by solid lines on the figures. Assuming that
all other perturbations are negligible, the difference be-
tween the N-body effects and the value of the osculating
clements at any point is the variation arising from the
Mars gravity field. A large amount of the long-period
variation experienced by the orbit clements is due to
N-body effects. The solar gravity and radiation pressure
perturbations are near-periodic, with a frequency propor-
tional to a Martian vear (1.8 Earth years). Solar gravity
perturbations are an order of magnitude larger than those
of solar radiation pressure.

The change in apoapsis height over revolutions 92-502
was computed to illustrate th» long-term effects of all
perturbations on Mariner 9. The long-term change in
eccentricity over this period is Ae = —0.9 X 10-*. The
corresponding change in apoapsis height is

Ar, =ade = - 114 km

To calculate the long-term effect of the Mars gravity
field on the apoapsis height, the N-body effects were sub-
tracted from the osculating eccentricity, The resultant
long-term change in eccentricity was ae = 0.375 X 10-*
or Ar, = 4.7 km. Corresponding calculations result in a
long-term inclination change of Ai = 0.1 deg. These
changes in e and i result primarily from the interaction
effects of sectorial harmonics C.; and .. in the Mars grav-
ity field.

7. Effects of solar occultation. The solar occultation
period, which occurred between values of eccentric
anomaly of 240 to 277 deg, also caused a perceptible
change in the energy of the orbit, which is manifested in
a change in mean semimajor axis and anomalistic period.
For the orbits during which the spacecraft was in full
sunlight, the change in energy caused by solar radiation
averaged to zero over the period of the orbit.
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The rather subtle effect of solar occultation can be seen
in Fig. 39, where the crror in mean anomaly and time of
periapsis passage are shown for an analytical ephemeris
generator, which does not model the effects of solar radia-
tion pressure. An epoch state vector at perapsis 93, the
cighth-degree harmonic mode, and the correct average
mean motion were supplied f . the analytical program.
The states were then obtained at periapsis times gathered
from local OD solutions over revolutions 105 to 505. The
fizure shows that the error in T, is small and oscillates
about zero until the spacecraft enters solar occultation
at about revolution 285, after which the rate increases
steadily. This change in the mean period of the orbit
is revealed because the analvtical progrum makes no
attempt to model solar radiation cffects. After solar occul-
tation (revolution 402) the mean rate of error growth in
T, becomes constant, indicating that the spaceeraft mean
orbital period was again constant,

From the slope of the error growth in M after solar
occultation, it is possible to compute the change in mean
period during solar occultation.

A 'y
A oass 104
rev rev
and
M re ; s
MM rev 00154 ™0 - 9oy S
rev rev

where n = 0.873329 X 10 - rad min is the average mearn
motion.

Hence, solar occultation increased the mean anomalis-
tic period by approximately 0.9 s. Equivalently, it changed
the mean semimajor axis a by

naAP

Aa = 3. = 0.185 km

The above results may be verified analytically by aver-
aging the planetary equation for semimajor axis given by

da 2 ) (1-¢)
T n———\(T:? (Sesmf—#a——r T) (30)

where

§ = radial component of acceleration caused by solar
radiation pressure
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T tangential component of acecleration caused by
solar radiation pressure
Averaging Eq. (30Y over the period yvields

RYA

Ad :I [Acon B B V- % sin E]F""m"m
n

Frent)

(3
where

FA  component of solar radiation acceleration in
dircction of periapsis

FB  component of solar radiation acceleration
normal to periapsis direction

The magnitude of the solar radiation force for Mariner 9
1s approximately 4.5~ 10 ' ki s*. Evaluating Eq. (31)
vields

Aa 0.166 - 10 *km rev
or

Adrorarn - 0.19 km

This value corresponds very well with the value com-
puted earlier from the observed period change, indicating
that the solar radiation force model for the Mariner 9
spacecraft is quite good. From Eq. (31), it is seen that
there is no net change in a if the orbit is always in full sun.

If a similar averaging procedure is carried out for
eccentricity (detailed in Ref. 20), the result is

CFVT= &
.\e=-—\——‘—%AV 1 — e*cos2E (32

an?
4 BG— sin2E — 2esinE + % h>| :::::nm
Evaluating Eq. (32) for the period of occultation yields
Aerora, = 071 X 10°°
The change in radius of periapsis is given by
aAr, = [ade + eAa)

Ar, = 0214km

Consequently, the period of solar occultation from revo-
lutions 282 to 402 resulted in an increased mean energy
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and in increased litetime tor Mariner 9. The effect of
occultation on the other orbital elements is small, For
example,

Ao 0008 deg

VII. Confirmation of Doppler-Determined
Orbits With TV Imaging Data

During the satellite mission, the Mariner 9 spacecraft
transmitted over T000 pictures covering the entire planet,
A sclect subset of these picture data has been processed
with a view to improving existing knowledge of the physi-
cal properties of Mars, as well as verifying the knowledge
of the topocentric position of the spacecraft itself,

A. Data-Processing Method

The selected subset of observed landmarks was used to
differentially correct the orbit of Mariner 9 in the first
191 revolutions ot the satellite phase of the mission. The
landmark data processor made use of radio-determined
solution segments as a priori orbits throughout the 176-
revolution interval. These a priori solution segments were
sclected from *he harmonic coefficient solutions reported
in Section V and the long-arc solutions in Section VI
Because none of the radio-determined solution segments
contained extrapolated orbits, @ was the only orbital
clement for which the various segments were inconsis-
tent. Henee, 2 was the only spacecraft orbital element
which was corrected from visual observations of the
planet surface.

The chosen optical data span was covered by a total of
168 probe cphemerides generated from the long-arc and
harmonic cocfficient fit. Most of the segments were gen-
crated from tracking of less than 8 revolutions. The only
exception was the 39-revolution coefficient fit made prior
to the second orbit trim maneuver.

The data filter used to process the landmark data was
more general than the weighted least-squares algorithm
used for radio data during the satellite mission. The solu-
tion list for the landmark processor includes

(1) A constant correction to the node in the plane of the
sky associated with each probe ephemeris segment.

(2) The right ascension and declination of the Martian
spin axis referred to Earth mean equator and equi-
nox of 1950 coordinates. (Secular variations are
assumed known.)
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¢ Acrocentne latitude and longitude, of cach land-
mark, and the radins of Mars referred to the planct
center of mass at cach ot the landmark locations.

(4" TV pointing errors made up of

{a) A set of three constant offsets of the narrow-
angle target raster in the platform coordinate
system described by the increasing cross-cone,
cone, and twist directions,

(b)Y A set of three constant offsets of the wide-angle
target raster with respect to the narrow-angle
target raster. defined in the platform coordinate

system,

(c) A set of three random variations of the scan
platform with respect to the celestial coordi-
nate system deseribed in the yaw, pitch, and
roll direction.

The filter was then required to estimate a set of con-
stant parameters over discrete time segments made up by
the length of cach of the available probe cphemerides
and, additionally, to model the discontinuity in the tra-
jectory information by treating it as discrete process noise
acting on Q between segments.

The measurement equation can be given, as in Eq. (11),
by

z Ax * By : n

where the vector y here consists of random but time-
correlated variables of the solution vector and is modeled
by

yit +at) =pa)y(0 + VI piq (33)

p(af) = exp ( - "7') (34)

where q is normally distributed, uncorrelated random
variable. In the limit that +— 0, y represents random un-
correlated variables. If r — oo, y is a set of constants.

The solution vector contains both x and the corre-
lated coeficients, y. Defining estimates and covariances
in usual filter theory notation, the filter equations are
stated as follows:
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PP PAAP A - R AP

(measurement
update of
covariance)

(35!
v v Kz AW (update of
estimate)
(361
K PAAP A’ - R (optimal filter
gain)
37
Whenever a new trajectory segment is encountered,
P P DQD (38)

and
A =0

In addition to the measurement update equations given
above, the final solution consists of the final values of the
constant parameters x and solutions y at each observation
time, as well as the node correction for cach probe ephem-
cris segment. The post-fit data residuals are computed on
a picture-to-picture basis with these final values.

B. A Priori Parameter Values

The spacecraft node for the various trajectory seg-
ments has discontinuitics on the order of 0.05 deg. Thus,
the @ priori 1-¢ value was based on this state-of-the-art
uncertainty.

Although preliminary values of the right ascension and
‘lination of the spin axis of Mars were determined from
approach and satellite data and the values obtained were
within an 0.05-deg spread, tiie a priori value for the spin
axis direction uncertainty was left wide open at 10 deg.

The areographic latitudes and longitudes of observed
landmarks were relatively unknown; therefore, their
a priori values were set at 10 deg (1 o), approximately
equivalent to a surface location uncertainty of 600 km.
The polar longitude uncertainties were set at 60 deg to
impart the same order of surface location uncertainty.
The radii from the center of Mars to the various observed
landmarks were assumed to be known to an accuracy of
10 km (1 o).

The TV pointing uncertainties were described by (1) a

set of constant offsets of the narrow-angle TV comera
optic axis with respect to an inertial reference and of a
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nragmitude of Q03 deg (1 o) (20 a sumlar set o constant
oftsets desenbime the anele between the wide-anele amd
marrow —angle TV camera opbic aves set at 005 dew o] o,
and ¢33 a set of random vartations in the spacecraft vaw,
pitch, and roll ases winch would correct the telemete, «d
readouts of the sun sencor and Canopus sensor, respee-
tivels The a priovi values voere set at 0.03 deg (1 a0, beme
comparable to the quantization step in the star senson
1ewlont

The data were weighted independently for cach of the
varions landmarks sighted, One-sigma measurement un-
certainties are listed in Table 17

C. Corrections to the Mariner 9 Orbit

Figure 40 shows a plot of the variation in @ correspond-
ing to cach of the probe ephemerides, reterred to a mean
and continuous evolution of the node, as in Fig. 32. The
figure contairs both pre-trim 2 and post-trim 2 regions of
data. Doppler-only orbit solution differences are shown
by a dashed line, while solutions based on the inclusion
of landmark data are depicted by solid lines, The spread
of values is contained in the =0.05-deg band, which was
chosen as the 1-¢ @ priori knowledge uncertainty. As de-
scribed earlier, the covariance was corrupted at the start
of cach trajectorv segment, and a new solution for 2 was
sought. These solutions were added as corrections (solid
lines) to the values plotied with dashed lines in the figure.
The a posteriori variations in the node solutions for each
of the probe ephemeris segment are listed in Table 18.

The landmark solutions show slight improvement in
the consistency of the letermined values of @ within the
a priori orbit segments. The rms 0 deviation is reduced
from 0.022 to 0.018 deg before trim 2, and from 0.03 to
0.022 deg after trim 2. More important than the impro e-
ment in Q discrepancics is the consistency between the
doppler-only and landmark solutions, which differ by
0.017 deg before trim 2 and by only 0.003 deg after trim 2.
Thus, visual observations appear to verify the doppler-
determined orbits.

D. Estimated Landmark Locations in Areographic
Coordinates

The observed landmarks are shown in Fig. 15, and esti-
mates of latitude, longitude, and radii for each are listed
in Table 19. TV line and pixel residuals corresponding to
each of the landmarks in Pavonis Lacus, Nodus Gordii,
Nix Olympica, and the south polar cap are shown in
Fig. 41, and the temporal distribution of all data residuals
is presented in Fig. 42. The 1-0 values of these residuals,
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when reduced to equivalent wide-angle residuals, are
well bounded by the a priort - value, The only excep-
tions e obsery atioms affected by the sun sensor regula-
tion difficultios, which are discnssed in Section TIT These
data were deleted from the data fit

The results indicate that the landmark coordinates are
obtamed to an accuracy of 0.03 deg, cquivalent to 18 kin
(1 o) at the surface. These values compare favorably with
the wide-angle camera resolution limit of 2 km at a slant
cange of about 3500 km.

To obtain correlation between solutions resulting from
landmark data and those from occultation, planctary
radar ranging, ultraviolet spectrometer (UVS) pressure,
and infrared radiometry data, it is necessary to construct
the absolute radii of Mars in the vicinity of the observed
landmarks. Both planctary radar ranging data and UVS
pressure data yield information on relative heights of
topographic features, whereas occultation data yield the
absolute radins both at signal extinction and reacquisi-
tion. Infrarcd rachometry provides indirect inference of
slopes of topographic features from measured tempera-
ture vrofiles, which may be integrated to obtain relative
height information.

Figurc 43 (derived from longitudinal profiles like those
in Ref. 21) shows a radar-based elevation map of Mars,
and Fig. 44 (from Ref. 22) presents the UVS pressure map
calibrated to show relative heights. Both figures have
occultation positions plotted in arcographic coordinates
(Ref. 23). By matching occultation values of the radii of
Mars at each of these positions with the nearest interpo-
lated contour value, it is possible to calibrate the contour
maps to show absolute information on heights instead
of relative height information. This procedure yields
3393.4 km as the zero contour value in the UVS map and
3397.5 km in the radar map. Since both figures are drawn
on a large scale in comparison to the landimarks used in
this analysis, the contour values are assumed to reflect
base radii in the vicinity of Nix Olympica, Pavonis Lacus,
and Nodus Gordii. The base radii are 3401.0, 3403.0, and
3402.0 km, respectively, from the UVS map and 3402.5,
3405.5, and 3403.5 km, respectively. from the radar map.
The relative height from base to summit is available from
a detailed UVS profile of Pavonis Lacus and from an IRR
profile of Nodus Gordii (Ref. 24). These altitudes are
shown in Figs. 45 and 48, respectively. Direct comparison
of values for the main caldera (identified as 2 in Fig. 45)
in Pavonis Lacus shows that the estimated radius is within
0.7 km of the combined UVS occultation value, and within
1.2 km of the combined radar occultation value. Similar
compariscas for Nodus Gordii show the estimated radius
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to be within 2.5 km of the combined UVS occultation -
infrared radiometer (IRR) value, and within 3.5 km of .he
combined radar occultation IRR value. The formal 1-0
uncertainties are given in Table 19, Figure 15a shows a
map of the south polar region bounded by the 65¢ lati-
tude band. As shown, the exit occultation position labeled
414x is the closest point to the south polar landmarks.
Comparisons of radius values to that of 3383.9 km show
that the estimate at 1.M66 is within 0.5 km and at LM661
within 1.2 km. The associated formal uncertainty of 2.0 ki
t1 o) appears quite representative. No comparisons are
available for Nix Olympica.

The landmark elevations obtained from Mariner 9
visual observations agree with values from other data
sources to within 2 km. It must be pointed out that the
accuracy limits of the various data types were not cor-
sidered when making the comparisons, and that the
values were obtained by combining the occultation radii
with relative height information from radar, UVS, and
IRR wherever available. Although no comparative values
exist for Nix Olympica, landmark data for this region indi-
cate an absolute radius of 3419.2 +2.6 km at the summit
caldera, which is equivalent to a relative height of 18.2 km
to the summit from the base.

Various pointing offsets were determined simultane-
ously with the landmark and spacecraft positions. How-
ever, no comparisons are availeble in the absence of
simultaneous stellar imaging. The corrections are limited
by the a priori uncertainty of 0.03 deg for the narrow-
angle offsets and 0.05 deg for the mutual offsets between
the wide-angle and narrow-angle cameras. These cor-
rections would be applicable after ground and inflight
calibration.

E. Mars Spin-Axis Direction Solutions

New values for the direction angles of the Martian spin
axis were determined from the landmark data. The new
values of the 1950 right ascension and declination relative
to the Earth mean equator of 1850 are

a = (3173 £0.15deg) — 0.101 T

3 = (527 +0.15 deg) — 0.057T

where the new angle rates have been derived using the
Mariner 8 value of the Martian J,.
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1. Comparison with pre-Mariner 9 values. As stated in
Section III, the adopted values of the pre-Mariner 9
Martian spin-axis direction were derived from an average
of the Laplacian poles of Deimos and Phobos, determined
by Burton (Ref. 13), and a spin-axis direction derived by
Camichel (Ref. 14).

It is known that the dynamical oblateness effect of Mars
on its satellite orbits causes a precession of the orbits
about the maximum axis of incrtia of the planct. It can
be shown that, in the presence of significant solar pertur-
bation of the orbit in addition to the dynamical oblateness
cffcct, the precessional axis (Laplacian pole) is moved
towards the celestial pole (defined by the normal to the
ecliptic) along the great circle connecting the spin axis
to the celestial pole (Ref. 11). It can further be shown that
the magnitude of such a separation, deroted I, is cal-
culable from

(C,/C.)sin 27
tan 21 = I+ (C,'C.)cos 2y (39)
where C, and C. are constants associated with the solar
perturbation and the dynamical oblateness effect, respec-
tively, and y is the inclination of the equator of Mars to
its ecliptic. It can be shown that the ratio C,,C; is pro-
portional to the fifth power of the semimajor axis of the
satellite orbit. Thus, the solar perturbation effect is more
pronounced on the orbit of Deimos than on the orbit of
Phobos. In fact, the calculated separation between the
Laplacian pcl« of Deimos’ orbit and the planet spin axis

is 0.89 deg, and 0.0083 deg for Phobos’ orbit.

It appears that an offset was introduced :n the pre-
Mariner 9 spin-axis direction angle values by not account-
ing for the fact that the Laplacian pole of Deimos is
scparated from the Martian spin axis by 0.89 deg as a
result of the significant solar perturbation on the orbit
of Deimos.

Figure 47 shows the spin axis of Mars (in the ., -plane)
referred to the respective Laplacian poles of Phobos and
Deimos. The larger of the two circles in the diagram
reyresents the retrograde path of the instantaneous angu-
lar mzanntum vector of Deimos’ orbit, with an inclination
of 1.8 deg to its Laplacian pole, completing one period
apyroximately every 54.36 years. The smaller circle shows
simi’ar details for the orbit of Phobos, which has an incli-
nation of 0.6 deg and a period of 2.26 years.
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It may be observed that the spin anis corresponding to
the Laplacian pole of Deimos, whose inclination 1s mea-
surable to greater precision from Earth-hased telescopie
observations than the inner satellite (Phobos) inchnation,
cortelates very well with the pole solutions obtained {rom
Mariner 9 tandmark data One would hope to see the
Laplacian pole of Phobos coincide wath the spin-anis solu-
tions. Compared to the Demos location, however, the
Laplacian pole of Phobos, as determined by Wilkins,
appears offset by 043 deg in a dircetion normal to the
great circle contaming the celestial pole and the spin
axis of the planet. If the reasoning thus far reflects the
truth of the situation, one may expect to see a correction
to the orbit of Phobos from Mariner 9 data. This confirma-
tion has been obtained from detailed analysis ot all
Phobos picture data transmitted  The conclusion iv im-
plicit in the discussion presented in Ref 25

The work of Sinclur (Ref 26Y provides a similar con-
firmation since the orbits of Phobos and Deimos  are
referenced toa spin anis orientation which agrees closely
with that determined from imaging data given carlier in
this section

2. Determination of the spin-axis direction from other
Mariner 9 data. The direction angles of the Martian spin
axis have been determined from several types of data
from Mariner 9. Two values of the direction of the spin
axis have been determined from analysis of the doppler
data. Data from orbital revolutions 4 through 10 were
reduced with the pirameters for a sixth-degree harmonic
medel. and data from revolutions 5 through 42 were re.
duced with the harmonic model increased to the eighth
degree. These fits were reported in Section V as harmonic
coeficient fit numbers 3 and 21, respectively. Two optical
solutions were generated from approach data. The first
solution was obtained by viewing Deimos against the
fixed star background during planetary approach and
relating the estimated inclination of the orbit of Deimos
relative to the Earth equator to the Deimos Laplacian
pole and, honee, to the spin axis. The second spin-axis
direction angie values were obtained by viewing surface
features in the <«outh polar cap region during planetary
approach,

The various new solutions for the Mars spin-axis direc-
tion are shown in Fig. 48 as they lie on the Martian celes.
tial sphere. All of the recently determined spin-axis values,
with the exception of the approach landmark value, agree
to within 0.05 deg in right ascension and 0.15 deg in decli-
nation. All of the new values differ by approximately 0.5
deg from pre-Mariner 9 (1964) values.
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IX. Determination of Normal Points for the
Relativity Experiment

A. Definition of Normal Points

The relativity experniment is based on Maniner 9 track-
ing data acquired by the DSN and processed by the
Satellite OD Group. The data consist of doppler mea-
surements proportional to the tracking station-spacecraft
range rate, and round-trip time-delay measurements pro-
portional to the station-spacecraft range. Ideally, the
totai combined data set of range and range rate measure-
ments could be processed simultancously to estimate the
relativity parameters affecting both the radio signal and
the motion of the spacecraft and planets However, since
Mars is gravitationally very rough, with secoad-order tes-
seral harmonies four to five times larger than expected
before flight, it is difficult to construct a gravity model
with a finitc number of parameters which is ac arate
enough to integrate the probe motion over hundreds of
revolutions. The computer expense of such regression
analyses is also a limiting factor. Hence, a data compres-
sion scheme has been employed to alleviate the accuracy
and cost difficulties of a direct estimation approach. The
compression scheme consists of first using the doppler
data to solve for the spacecraft orbit and to relate the
spacecraft position to the ¢« - er of mass of Mars, and then
combining this result wit! e station-spacecraft range
measurements to obtain measurements of the Earth-Mars
distance. These Earth-Mars pseudorange measurements,
called normal data points, contain virtually all of the
information in the individual time-delay measurements
ana “hie local doppler data which is pertinent to a detailed
knowledge of the Earth-Mars motion. The Earth-Mars
angular information content of the doppler is weak be-
cause of uncertainties in the locations of the tracking sta
tions on the Earth, and it has not been exploited.

B. Computation of the Normal Points

The station-spacecraft coordinate range p (see Fig. 6)
is related to the Earth-Mars coordinate vector R by the
exact expre.sion

p=|R+R,.~R, (40)
where the vector R, .. is the planet-centeied coordinate
vector of the spucacraft, which is determined from
doppler tracking. The qusntity R, is the accurately
known, Earth-ceatered coordinate vector of the station.
Equation (40) can be written in the following approxi-
mate form, accurate to 0.1 m, for the Mariner 9 geovaetry:
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where 27 roand @ are deined as in Seetion T and desig-
nated here as evhindrical coordinates of the position of
the spacecraft relative to Mars at the time of range obser-
vation Components of the station in the Earth-centered
cartesian coordmate svatem detined in Fig, 6 are b, b,
and I Fqaation (41 can be solved direetly for the Earth-
Mars distance R trom a measured value of the station-
spacecraft coordinate time delay. using the expression

o

r
ozt op ol imn , 42

i

v - - 43

where rand roare coordinate distances representing the
Sun-observer distance and the Sun—spacecraft distance,
respectively, to convert to range p.

In practice, an initial value of R is chosen f om the
currently employed planetary ephemeris, and the differ-
ence between the observed and predicted valnes of p is
then related to a differential correction in R. The correc-
tion is then added to the initial value, yielding a pseudo-
measured value of R at the time of the spacecraft ranging.
Equation (42) is then used again to convert R into a
relativistically consistent pseudo-observable in terms of
coordigate time ¢At. It should be noted that y is set nomi-
nally to unity in this computation, but that th.. charged
particle delays are included in the value of cat.

C. Normal Point Accuracy

The error in the determined value of R can be related
to the error in the range measurement Ap, the error in
the station locations (ah,, Ah,, Ah,), and the error in the
doppler-de t=rmined spacecraft position relative to Mars
(az’, Ar,ra2) by the following approximate expression,
which is accurate to 0.1 m:

AR =3p + 3h, — a7 - %— {(r - h,cos 2 — h,sinQ) Ar
+ (h, sinQ — h, cos ) raq) (#4
Since the distance of the station from the Earth’s spin

axis and the station longitude are kuown to within an
uncertainty of 10 m from analysis of data acquired during

JPL TECHNICAL REPORT 32-1506

planctary encounters on past Mariner missions, the crror
in the distance of the station tiom the Farth's equator is
the only term which coatnibutes more than 10 m to Al
Heneeo sh can be expressed as Alesin s plos terms whieh
contribute less than 10-m errors

The remamimg errors in ¥q (H are due to the uncer-
tamnty i the doppler-determined spacecraft position rela-
tne to Mars. The cocficients of the errors of the space-
craft position in the Earth's plane of shy, Ar and rag, are
of the order of 12, Thus, Eq (4t can be reduced to
the form

MR Ap - Ahsind Az’ (10ar (100 ra

<o 10am termy 5

The pre-theht predicted accuracies of @070 and 2 an
given m Section B1 and the consisteney of solutions for
these coordinates is shown in Section IV, The effect of
crrors in 2°.r.and Q on the errors of the computed normal
points is discussed in Ref. 26. A sammuary of this ir.forma-
tion is given in Tables 20 and 21, The - uncertainties of
the compoaents of position, r, r2, and 2’, along with their
respective contributions to the door in the rornal data
point R, are listed.

Pre-Hight values, actual pre-gravity -sensing resalts trom
revolutions 1 through 4. and post-gravity-sensing results
from both the three-station nd single-station tracking
configurations are shown in the tables, along with the
maximum uncertainties caused by the stochastic solur
corona near superior conjunction, Contributions from
rA and Ar are seen to be negligible throughout the mis-
sion, leaving the contributions from Az’ the only space-
craft position error of importance. Equation (451 can then
be further reduced in the form

AR dp + Ahsind — Az’ + (< 10-m terms) (46

where neither the contributions from the measurement
error Ap nor from the spacecraft position error Az’ are
highly correlated in time. The station location error Ah
is a constant.

D. Normal Point Residuals

The local orbit of Mariner 9 and the values of r, 0, and
3" have been estimated from the doppler data for virtually
every revolution in which ringe :2casurements have been
acquired. These orbit estimates have been used to predict
values of p. Observed residuals in the observed p have

1.7
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bern related to values of R and, hence, cAt at the times of
the range measurements.

Residuals of the normal points over the 11 months of
the mission are given in Fig. 49, where the elements of the
orbits of both the Earih and Mars have been fi* with the
normal points obtained prior to July 31 to yield planetary
ephemeris DE-82 (Section III). The dashed line inJicates
the apparent drift in the DE-82 extrapolated ephemeris.
The sampled rms of the normal points is 0.1 s in the three-
station configuration region and €2 5 iu thic Gue-station

region before July 31.

148

The effects of the charged particles due to the solar
rorona were observed in the 8 wecks bracketing superio:
conjunction. The apparent two-way time delay increased
to a value near 20 us. In addition, daily vanations of sev-
eral microsecends can be observed which appear to be
almost as large as the steady-state delay itself. The insert
in the figure illustrates, on a larger scale, the normal point
residuals before and after DRVID corrections for the time
period from August 23 to August 25 (Section III). Drifts
in the residuals of almost 2 s are seen on August 24 and 26
if DRVID corrections are not applied, but the total re-
sidual spredad of a smgie pass is liuited 6 6.5 ps Ly tic
application of DRVID corrections.
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Table 1. Approximate areocentric oroitai elements of Mariner 9

Iniiial parameters,

Post-triin 1, Nov. 16 Post-trim 2, Dec. 31

Orbital elements Nov. 14 to 16 to Dec. 31
Semimajor axis a, km 13035. 126.31. 12647,
Eccentricity ¢ 0.63 0.62 0.60
Mean orbital period P, h 1262 11.97 11499
Longitude of ascending nude< 92, deg 123 12.1 342
Argument of periapsis w, deg -249 243 260
Inclination i, deg 616 648 64 4
Height abuve surface at periapsis® by, km 1396 1387. 1641,
223 219 233

Latitude of sub-periapsis passage ¢p, deg

sKeplenan elements referenced to Mars true equator of date.
PMean radius of Mars used in computing by, = 3394 km.

Table 2. Satellite OD Group staffing levels

- Staffing level, Table 4. Standard deviations for Mars harmonics
Task descriptions men based on dimensional analysis
Satellite OD Group coordination activities 1 — - ]
Diiection and coordination of Group nal 1-0 uncertainty essera 1-¢ uncertainty
activities, assessment of solution accuracies, harmonic harmonic
certification of probe ephemeris tapes, C20 0.22 x 10-¢ Ca1, S21 0.233 x 104
interface with Navigation Team Chief and Caz2, S22 0.111 X 104
science users. o 0202 X 104 Cu,Sm  0.828 x 105
Data handling 1 Caz, S32 0.250 x 10-5
Reformatting of doppler and ranging data Ca33, Sas 0.107 x 10-5
for navigz‘\tion team use, editing and Cio 0.130 X 10-+ Ca, Si1 0.410 X 10-5
compressing of data, storage of data on "
Ca2, S42 0.960 X 10
FASTRAN files. Css, Sia 0.258 X 10-¢
Orbit estimation 5 Ca4, S44 0.910 x 107
Data fitting for both smooth and predicted
trajectories, trajectory generation, gravity
and Mars spin-axis direction sensing and
assessment, generation and maintenance of
FASTRAN files of astrodynamic constants,
gravity models, nongravitational forces,
Tracking System analytic calibration
(TSAC) data, etc. ule 5. Comparison of unmodeled acceleration
Normal point generation 1 magnitudes at periapsis
Maximum expected
Type of acceleration and total accel e::t;g:dfl riapsis)
magnitude, km/s? due to ench;:mrge,
km/s?
Table 3. Error source standard devistions for Mars gravity
encounter OD results Central mass forez (2 X 10-3) 5 X 10-®
Noncentral gravity forces 2 X 10-7
Error source Standard deviation (2 x 10-)
Environmental
Range-rate data noise 3mm/s . .
Mass constant of Mars 0.1 km3/s? Solar radiation 3 x 10-1;
-1
Mars ephemeris errors (Brower, set II) 10~ Drag 2x10
Nongravitation acceleration (constant) 10-12 km/s? per axis Spacecraft
I Tracking station longitude 5m Propulsion 5 x 1012
Tracking station radius 3m Attitude control 1 x 1012
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Table 6. Local position and extrapolated period error caused by low-order gravity coefficient errors

Estimation list, data arc

State, one revolution

State, second-degree and

State, second-degree
third-degree harmonics,

harmonics, two

revolutions two revolutions

1-¢ total position error at periapsis, km 6.0 60 30
Perturbations caused by

Second-degree gravity coefficients, km 5.0

Third-degree gravity coefficients, km 3.3 5.4

Fourth-degree gravity coefficients, km 1.2 0.6 30
1-¢ period error n first mapped revolution, s 1.1 0.11 0.04
Perturbations caused by

Second-degree gravity coefficients, s 0.94

Third-degree gravity coefficients, s 0.12 0.08

Fourth-degree gravity coefficients, s 0.05 0.03 0.04

Table 7. Pre-flight required and predicted OD accuracy summary

(pre-gravity sensing/post-sensing)

MM'71 Pre-flight
requirement results
Local position uncertainty, km 10 10/5
Mapped time of periapsis 2(14) 106 (14)/2 (1)
uncertainty, s (revolutions)
Mapped position uncertainty, 10 (14) 400 (14)/7 (14)

km (revolutions)
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Table 8. Approximate station location values for MM'71
satellite mission

Parameters Station location values

Spin-axis radius, km

DSS 12 5212.05
DSS 14 5203.99
DSS 4! 5450.20
DSS 62 1860.82
Longitude deg
DSS 12 243.1945
DSS 14 243.1105
DSS 41 136.8875
DSS 62 355.6322
Distance from equator, km
DSS 12 3665.63
DSS 14 3677.05
DSS 41 —3302.24
DSS 62 4116.91

Table 9. Values of the AU and GM used with Earth—-Mariner

planetary ephemeris
Ephemeris AU, km GM, km?/s?
DE-79 149597894.00 132712502083.05
DE-80 149597894.38 132712503061.83
DE-82 149597891.01 132712494095.18

JPL TECHNICAL REPORT 32-1386



Table 10. SATODP? first orbit convergence history

Data arc, h Data points DSS Interval, d, h, m. s State. km Comﬁ:tfed o CO"ES}” 9
2 156 14 14,1, 48,32 — 14, 2, 24, 32 839.0 39.7 39.7
12 14,2, 39,32 — 14, 4, 29, 32 —2410.0 125.6 125.7
—4055.2 66.7 66.8
4 238 14 14,1, 48,32 — 14, 2, 24, 32 831.4 23.4 23.5
12 14,2, 39, 32 — 14, 5, 58, 32 —2434.7 784 78.9
—4042.2 40.3 40.7
8 447 14 14,1, 48, 32 — 14, 2, 24, 32 823.7 1.11 2.36
12 14, 2, 39, 32— 14, 6, 55, 32 —2459.3 3.08 7.13
41 14,7, 25,32 — 14, 9, 58, 32 — 4028.8 1.99 6.35
105 564 14 14,1, 48,32 — 14, 2, 24, 32 827.7 0.58 1.84
12 14,2, 39, 32 — 14, 6, 53, 32 —2445.5 1.89 6.4
41 14,7, 25,32 — 14, 12, 15,32 —4036.2 1.01 3.3
Table 11. Mariner 9 harmonic solutions
Description of
nh\fgﬁ)ee]r Orbital fits harml:mics, Date available
resonance order
1 P -P, 4th 11/16/71
2 PP, 6th 11/17/71
3 PP, 6th 11/24/71
4 15—Pia 6th 11/24/71
5 P,-P,, 6th 11/29/71
6 P,.-P,, 6th 11/30/71
7 I 6th 12/08/71
8 P..-P,. 6th 12/10/71
9 P,-P,, 6th 12/28/71
10 P -P,, 6th 1/19/72
11 P, -P,, 6th 1/20/72
12 wo—Py 6th 1/23/72
13 S 6th 1/26/72
14 s 6th 2/01/72
15 2e—Pin 6th 2/04/72
16 P P 6th 2/05/72
17 PP, 6th 2/09/72
18 e 6th 2/11/72
19 P..—P,, 6th 2/16/72
20 l:m—P 116 6th 2/16/72
21sb P-P,, 8th 12/19/71
22 P -P,, 10th 3/14/72
230 P,-P,, 10th 3/28/72
sSolution lic* includes Mars spin-axis direction angles.
tDetermined over one resonance cycle.
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Ordes

Degiee -
] l Z 3 {
- s 0.82880823 ~ 10 - 0.54865648 % 10 +
2 (019637601 ~ 10 0 J8IBUT42 N 10 © 031342373 N 10-4
026350573 ~ 10~ 0.54675236 ~ 10 ¢ 048830455 ~ 10 ©
o
3 (16702033 ~ 10 ¢ 028141315 % 10 + 0.26696797 . 10 © 0.37141632 X 10 *
035286608 ~ 10 ° 011379641 X 10 5 051197116 < 10 ¢ --0.14152993 X 10 ©
t 0.53410858 ~ 10 * 064779491 N 10 0.15680429 \ 10 * 081116264 % 10 7 -0.27684856 x 10-¢
- ) 0.59319295 % 10« -0.24889816 ~ 10 » 022608158 ~ 10 —0.56199295 x 10-7
b 0.23164585 ~ 10 0.63512161 ~ 10 * 050125099 \ 10 ¢ 063012291 x 107 -0.20601205 X 10 ©
o 0 11245375 ~ 10+ 0.57621663 ~ 10-5 0.58842912 ~ 10 0.14304231 ~. 10+ 0.53615922 » 10-*
’ o 041707502 x 10 * 014282701 \ 10 > - 0.14674199 X 106 0.24952049 X 10 ¢
. 019117505 10 0.68380163 ~ 10 - 0.22617700 ~ 10 * 0.25555787 < 107 0.32678534 % 107
’ A9LE 043256804 X 10 * 0.25320829 % 10 025738444 X 106 0 $4392185 X 10-7
075394716 ~ 10 » 0.24985728 ~ 105 017253395 ~ 10-* 026615292 x 107
o 46 4
8 0.22460H46 10 0.30335715 ~ 10 * 033521262 ~ 10 097131307 X 10°  0.47830983 » 10
0 OAS138015 ~ 10 ¢ 074077120 ~ 10 - 0.60035209 10 ° 0.19482533 % 10+ 0.11462030 X 10-*
‘ 45438015 0.99596139 . 10 * 018427201 x 10 5 059156130 X 10~ 021146237 x 10 *
0 012146101 X 10 + 0.10805017 % 10 ¢ - 0.39758291 x 10+ 0.32582780 x 10 © _ —-0.71218216 x 10-*
: ~0.75161187 % 10 * 073665544 X 10-¢ - 037591059 X 10-° 055791204 X 10-10
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Table 12. Coefficients for the tenth-degree harmonic gravity model (C/S)

Order

10

--0.71092642 X 10-#
0.47087929 x 10 *

0.12473048 x 10-*
--0.30622927 x 10-%

0.86275381 x
—0.34340824 X

10°
10-#

—0.13389670 x 10-*
—0.42902814 x 10 »

—0.306852077 X
—0.43898135 x

10 ¢
10-v

—0.41013469 x 10 w0
0.39439971 x 10w

—0.38899155 x 10-®
--0.14389265 X 10-#

—0.28403351 X
—0.18637042 X

10-¢
10-#

0.43473828 % 10 1
0.43212145 x 10-1¢

0.12291580 x 10-1t
0.54698644 x 10

0.27636240 x 10-*
0.48277638 x 10-°

—0.13687388 X
—0.20504467 x

10-¢
10-2

—0.10366049 % 10-1!
0.19875240 X 10-1¢

0.37252880 x 10 1
0.11827967 x 10 !

0.12034184 x 10-12
--0.43508199 x 10-12

—0.94128357 x 10-°
0.31033661 x 10-°

—0.80089751 X
~0.11098738 X

10-10
10~

0.335611068 x 10 1
0.551400811 x 10-1

0.11016686 x 10-1
—0.23991272 x 10-?

- (195379180 X 10-13
- 0.13343572 X 1012

0.16798570 X 10-'+
0.62183627 X 10-¢
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Table 13. Short-arc solution sun.mary

Number of Nnmber ot

s
H

]
¥

H
5
i
]

arnonie’ » Hamome no
Ornts fit . :lrl’:»d(l‘llu r,».&“ﬂ [Tm .\32 “‘3‘" r;«::‘&lltlln(lllll\ Orbats fit :nnd('l ¢ r,,_\:‘!! fri"“ '“‘! trom r;(:x( l:lltxll‘:-!l)n\
Illll]ll)("‘ mean, Am mean, deg All‘,x was Illl"lh(‘l’ mean, km mean, (l('g AT,\ Was
within 2 « within 2s
P-r. 2 0.86 S 0013 12 rooer 0.01 0,011 13
P.-p, 2 1.38 0.018 10 PP, 753 0112 9
PP, 2 - 1.29 0.060 6 ror 147 0.207 12
L 2 3.50 0.015 3 re-ro, 112 0015 33
ro-r, 3 3.26 0.042 14 PP 195 0.096 24
[ 5 145 0.057 7 T 187 0.038 3840
p,,-P 3 1.35 0018 6 PP 3.38 €67 40
ro-r, 3 3.19 0.039 2 ror, 6.56 0.136 2
P -r 5 - 7.02 - 0.086 [{] r,-pr.. 8.56 0.175 10
PP, 6 115 0.014 9 A=Al 3.46 0.053 23
P, .-P. 5 225 0.027 8 [ - 3.09 0128 15
PP 3 042 ~0.005 10 A=A, - (.26 0.046 2]
P.-r., ! - 1.52 0.083 5144 A=t 340 0.051 "
r,-F, 5 - 242 0.029 n A=A 12.19 0.281 11
PP 5 -1.93 - 0,013 s VoA - 3.21 0.081 31
P,..-P,, 7 1.50 0.023 13 VoA 2.02 0036 15
P,.~P., 21 - 798 - 0.079 25 VoA, -24.36 -0.558 9
P, .-P,. 21 771 0.09:4 37 +r A=A 0744 —0.055 21
P ~P, .. 9 448 0.057 9 Ay mAy, 22.88 0.345 8
P, ~P, 5 5.72 0.072 8 AL AL 6.-44 0078 13
P, P, 6 -823 —0.070 8 A= 0.49 -0.016 21
vo.-P,,. 21 -5.21 -~ 0.059 32+¢* A, A -4.03 -0.084 32
P <P, . -3.56 -0.039 13 S P 7.94 0.089 17
P, .-P, - 6.89 - 0.080 30 A, 0.87 —0.009 21
PP, - 16.82 —0.205 12 AmAL s 1.05 - 0.008 42
PIT K_PITD —3.53 - 0.036 26 Al:n_"\cn 6.97 0.070 28
P..-P.. 2.67 0.045 30+b A=A 1.39 —0.035 32
P, -P,.. 3.29 0.014 23 A -~8.27 —0.093 46 +
P..-P,. --1.683 --0.013 14 A=A —7.44 -0.108 19
Py-Py,; 6.90 0.105 14 A=A, —5.80 —0.088 42+
P..-P,. 3.19 0.053 44+° AA —-4.18 —0.089 36+
P.nl 0 —3.33 —0.041 32+° A'.\n-A".'-l 0.49 —-0.017 44+
p,.-P,, —9.49 —~0.131 38+ AAL —12.03 -0.159 8
P, -P,,. —-12.99 —0.184 5 Ay-A 0.84 —0.005 58
PPy, 2.19 0.050 a1 AmA 4.01 0.037 45+
awPan 1.64 0.042 35+° A, 22 6.37 0.073 40+

sPredicted trajectory information beyond this point was not available because of the second trim maneuver performed at P,

"Predicted trajectory information hased on this fit was not avail.ble beyond this point.

' As defined in Table 11.
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Table 14. Long-arc solution summary

AN from nican at

Orbits fit Desenption of fit rpAl? from mean, km camsie o AT, < O] sto
periapsis, deg

r-r, State - dth-order 1esonence - — r,

r-r Statee -+ Gth-order resonance 6.67 0033 r,

P -Fr State dth-order resonance 3.30 0047 P,

PP, State - Gth-order resononce -0.90 0.005 r,.

P.-r. 191 0.019 r.

Po-p, 109 0.020 r

Po-r 2.82 0.013 .

PP, 255 0.043 r,

P -r, 1.86 0.013 r

rlr, 2.08 0036 r,

Por, 0.15 - 0008 r

P, -P., 4.54 0.045 P,

L -p. ~1.43 -0.027 P

PP, 297 - 0046 ..

P -P,, State - Gth-order resonance ~299 - 0.046 I’.,l

P -P.,. State/harmonse model 3 3.03 0.036 P,

PP, State + Gth-order resonance 2.58 0.031 r..
L ’ 2.59 0.031 P,
PP, ~1.68 0017 r
P, -P, . ‘ ~3.77 - 0.041 r.
PP . ~1.32 -0.013 P,
r,..-F, .. State ¢ Gth-order resonance —1861 —0.0u16 I
r,.-P, State/harmonic n.odel 7 1.42 0.019 P,
L State/harmonic model 8 3.27 0.042 P, .
p,..-P,, State ¢ 6Gth-order resonance 0.09 0.003 p,.
PP, State/harmonic model 12 —0.51 -~ 0.005 P
P.-P., State/harmonic model 22 0.06 0.003 P,..
P.-P.., State/harmonic mode] 22 0.02 0.002 P,
P.,-P,.. State/harmonic model 22 0.54 0.009 P
[ JTNE - State/harmonic mode! 23 0.78 0.012 P,
P..,P,, State/harmonic model 23 0.43 0.007 P,

A State/harmonic model 23 0.06 0.002 |

an=Pe,, State/harmonic model 22 ~0.79 ~0.013 P,

O S State/harmonic mode] 23 -0.64 -0.010 r.,
P,..P.., State/harmonic model 23 —131 —0.023 |
Pgm—P'.".u State/harmonic model 23 -1.60 —0.029 P',“
P,,.~P... State/harmonic model 23 ~1.65 —0.030 P,.,

Table 15. Characteristics of periodic variations Table 16. Secular rates, rad/s

Term Type Period Avpoapses (5-84) Apoapses (95-502)
(~Sp+qM Short-period 12 b or less ¢ = —0.405 X 10-# &= —0235 x 10-+
m(Q—o) Medium-period 2 horless 0= —0.349 x 10-7 2= -0336 x 107
-8 Long-period Years -
m=0
i—2p)=0 Secular (Constant
-8 +q)=0 rate)
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Table 17. One-sigma measurement uncertainties for Table 18. Variation of 2 relative to a mean continuous

observed landmarks node evolution
Narrow-angle Wide-angle A priori A posteriori
_Landmark camera camera Probe
identification P - ol Line segment Ao, ey Aldo a\;«;rage. A deg AR a‘;':;n ge,
6 20.0 20.0 3.0 3.0 Post-trnn |
66 ~* — 3.0 3.0 1 0.05 +0.026 +0.035  +0.025
661 ~ - 3.0 3.0 2 0.03 +0.008 +0.035  +0.025
19 ~4 - 3.0 3.0 3 0.00 —0.024 —0.005 -0015
9 10.0 10.0 30 3.0 1 0.05 +0.026 +0.015  +0.005
2 10.0 10.0 5.0 5.0 5 0.04 +0.016 -0010  ~0.020
201 5.0 5.0 3.0 3.0 6 0.00 -0.024 0005 —0.015
202 3.0 3.0 — -2 7 0.00 --0.024 1 0.000 ~-0.010
3 5.0 5.0 3.0 3.0 Average 0.024 +0.010
51 4.0 4.0 3.0 3.0 Rms 0.022 0.018
53 4.0 4.0 3.0 3.0
54 4.0 4.0 3.0 3.0 Post-trim 2
I 8 0.00 -0.005 +0.000 —0.008
+Observations of the indicated type were not made. 9 0.03 +0.025 +0.040 +0.032
10 0.05 +0.045 +0.030 +0.022
11 0.03 +0.025 +0.035% +0.027
12 0.03 +0.025 +0.010 +0.002
13 -0.02 -0.025 +0.000 —0.008
14 —0.04 —0.045 —-0.028 —0.033
15 -0.02 —0.025 -0.010 ~0.018
H —-0.02 —0.028 —-0.015 —0.023
Average +0.005 +0.008
Rms +0.030 +0.022
Combined +0.0285 +0.0202
rms
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Table 19. Elevation results from landmark data processing

Combined UVS and

Conmbined radar and

Landmark I:i::(t::;i- L"m‘:;ff;z e W l““g:t[:tsv o R‘“'"ﬁ“‘ Lo oc(‘nltat‘i(on radius, ()('(‘\lha"i(’m radis,
m m
South polar 6 —8602 + 0.01 357.11 + 0.14 338167 + 20  FExit occultation value at  Qutside hmits of
cap -78.8° latitude and Farth-based radar
318.8°W longitude is observability
3383.9km
9 —84.12 + 0.01 57.69 +0.11 338244 - 20
68 —80.22 +0.03 35111 +0.10 3383.41 + 2.0
661 —81.00 +~0.02 341.42 < 011 338271 +2.0
49 —76.97 +0.03 1.33 +0.11 338197 + 35
Pavonis Lacus 2 1.50 + 0.04 11317 +0.03 341081 +25 34115 3412.0
’ 201 158 +(.03 113.00 +0.03 3413.07 +2.4  Nearest available value  Nearest available value
is 3417.5 15 3118.0
202 0.28 +0.03 113.96 +0.03 341495 + 23 Base 3403.0 3403.5
Nodus Gordii 3 —10.25 +0.03 120.82 + 003 341205 + 2.3 Base 3402.0 34035
34145 34155
Nix Olympica 51 17.21 +0.03 133.73 +0.03 3419.20 + 2.6 Base 3401 0 3402.5
53 17.91 + 0.03 133.70 + 0.3 3116.22 +27  No relative information
available
534 17.77 +0.03 133.45 +0.03 3418.51 + 2.6  No relative information
available
Table 20. One-sigma uncertainties in Mariner 9 position when ranging is taken
Poton g AULESEVW Pemmeer Porguinaset  pot gy
revolutions 1-4 revolutions 4-280 revolutions
rAQ, km 30 120 5 10 <30
Ar,m 100 400 20 60 < 1%
Az, m 50 200 20 60 < 150
i
{
§
!
Table 21. Effect . position uncertainties on Earth—Mars messurement
al Post- ; .
Jouton  pregighe g, Bt Bt ¢ Poavity snsing
revolutions 1—4 revolutions 4-380 revolutions 280-008
rAQ, m 3 13 131 1 <3
Ar,m 0.01 0.04 0.002 0.008 < 0.018
oY, m 50 200 20 (] < 1%
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Maneuver Analysis

R. T. Mitchell, G. R. Hintz, and G. Preston

The maneuver analysis for the Mariner 9 mission, both
pre-launch and in-flight, was different from that of
previous Mariners because of the requirement to insert
the spacecraft into orbit al.  : Mars and to trim the orbit
to an unprecedented accuracy. The most apparent dif-
ferences were in the spacecraft design, the software de-
velopment, and the manenver strategy required for each
pliace of the mission. This section describes the analysis
that was performed and the software that was developed,
with emphasis on the maneuver strategy and actual in-

flight results.

I. Strategy Evolution

The development of the maneuver strategy began early
in mission planning and extended well into the inter-
planetary flight. Initial strategies were varied because
analysis indicated different techniques for increasing

JML. TECHNICAL REPORT 32-1388

accuracy and reducing velocity-correction requirements.
Additional changes were made as the scientific objectives
evolved and became final, thus changing trajectory re-
quircments and delivery accuracy specifications. The loss
of Mariner 8 at launch, leaving only one spacecraft with
which to perform the Mariner Mars 1971 (MM'71) mission,
also led to significant changes in the manner in which
maneuvers were designed and implemented. The selection
of the final target values for the orbit about Mars was
completed about 2 months after launch, when the final
experimenter inputs became available.

Initially, the two missions were identified as A and B,
with target values of 1250- and 850-km periapsis altitude,
80- and 50-deg inclination, and about 12- and 33-h periods,
respectively. The apsidal rotation, defined as the angle
between the incoming asymptote and the elliptical periap-
sis direction, was specified as 130 and 155 deg, respec-
tively,
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The original plan for interplanetary maneuver targeting
was to select aim points that would yield an orientation
eorresponding to the desired inclination, thereby allow-
ing the orbital manenvers to be planar, and to give B-
magnitudes for minimum insertion velocity requirements.
Previous work indicated that out-of-plane errors caused
by orbit determination (OD) and mancuver execution
errors were within specifications and would not require
correcting. The insertion was to be targeted directly to the
desired period, orientation, and periapsis altitude. Since
post-insertion trajectory errors were expected to be large,
primarily because of OD uncertainty on the approach
hyperbola, two trim maneuvers were planned. The first
was to correct periapsis altitude and orientation. The
remaining period error would then ecause the periapsis
passage time to migrate into the Goldstone view period.
A second trim would be performed at periapsis when the
desired timing was achieved. This second trim would
adjust the orbital period to about 12 h, thercby causing
every other periapsis passage to occur near the middle
of the Goldstone view perind. The orbit would then be

. “synchronized” with Goldstone, maximizing the data re-
turn capability, as discussed in the Introduction.

The first change in this plan came early in the analysis.
when it was observed that by biasing the target period at
insertion to a larger value than was ultimately desired,
two benefits could bhe obtained. First, AV requirements
were reduced because the probability of needing to restore
energy to the orbit with a trim after removing too much at
insertion could be reduced from 509 to nearly zero. The
second benefit came from the fact that nearly synchronous
post-insertion orbital periods would require more time to
get into proper phase than thost with larger period errors,
since the periapsis migration would be slower. When
starting with periods well above the synchronous value,
the trim sequence would proceed much more rapidly and
efficiently. Details of the actual implementation of this
strategy are discussed later in this section.

After the failure of Mariner 8 at launch, a mission re-
design took place to maximize the data that could be
obtained with the single remaining spacecraft. The final
orbit selected had a periapsis altitude of 1300 km, a period
of about 12 h, an inclination of 85 deg, and the maximum
achievable apsidal rotation (y), whick was a little over
142 deg for this orbit. It was determined that the delivery
accuracy of the in-plane orientation of the orbit after
insertion would be acceptable for meeting the mission
objectives. This increased the overall mission reliability
by requiring only one trim maneuver, which would correct
the period, in those cases where the post-insertion

periapsis altitude was within tolerance. The Mariner 9
spacecratt was launched and the first midcourse mancuver
performed under these ground rules.

The tinal decision on the desired orbit was made by the
experimenters in July 1971, 2 months after launch, The
periapsis altitude requirement was changed to allow any
altitude in the range of 1200 to 1500 km, and the desired
apsidal rotation was fixed at 140 deg. Based on this, a
value of a 1350-km periapsis height was chosen to mini-
mize the likelihood of requiring a post-insertion altitude
correction. Changing these two target parameters also
slightly changed the optimum B of the approach hyper-
bola from that in cffect when the midcourse maneuver
was performed. However, a fortuitous combination of
execution and OD errors at the time of the first manenver,
plus an update of the Mars ephemeris during flight, re-
sulted in a near-optimum spacecraft trajectory. Conse-
quently, a second midcourse maneuver was not needed.

Additional details on maneuver strategy as it relates to
actual maneuver implementation may be found in the
following discussion of the design and performance of
each maneuver. Further descriptions are also presented in
Ref. L.

II. Maneuver Mechanization

The planned maneuver sequence for the Mariner 9
spacecraft was a gyro warmup period followed by a roll
turn, yaw turn, and burn. Turns could be made of either
polarity and for durations exceeding a complete revolution
about either axis. The duration of the iurns was controlled
by counting a specified number of pulses, each 1 s in
length. Hence, the computed turns to implement a cor-
rection had to be quantized to an integer number of
seconds in duration, and could not be mechanized pre-
cisely. With a turn rate of about 0.18 deg/s, the maximum
resolution error was 0.09 deg about both the roll and yaw
axes. A similar situation existed for controlling the magni-
tude of the velocity correction. An accelerometer was
used, which issued pulses for each 0.03 m/s (0.96 m/s
for insertion), corresponding to a maximum resolution
error of 0.015 m/s (0.48 in/s for insertion).

Two degrees of freedom existed, which allowed the
effect of these resolution errors to be minimized. One was
to alter the time of motor ignition, thus changing slightly
the pointing and magnitude requirements. The second
was to modify the direction of the maneuver in such a way
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that critical target parameters were unchanged, and reso-
lution errors were mapped into less important parameters.
For the tirst mideourse mancuver, the sensitivity o the
maneuver parameters to motor ignition time was so slight
that no advantages could be obtained without changing
ignmition time to the point that it atfected other operational
comsiderations. The accuracy with which the B-vector
magnitude was contiolled was improved, however, by
altering the arrnval time so that the accelerometer resolu-
tion was eliminated The crrors caused by quantization
of the insertion mancuver parameters were negligible
when compared with expected execution and orbit deter-
mination errors and, hence, were simply rounded to the
nearest integer pulse. A further motivation for doing this
was the tact that the target parameters were interrelated
in such a manner that it was not possible to absorb errors
into a single once of them. The sensitivity to ignition time
for the trim mancuvers was large enough that ignition
time changes were used very effectively both to reduce
resolution errors and to account for late changes in the
orbit estimate.

A number of alternatives existed for controlling the start
of motor burn, all of which involved use of the computer
and/o1 sequencer on board the spacecraft. For the mid-
course and trim mancuvers, when an aborted maneuver
Jdid not mean mission failure and was preferred to an
anomalous maneuver, the spacecraft was operated in
the tandem mode. In this mode. the computer and se-
quencer counted down simultancously and aborted the
maneuver if the count was out of synchronization. A
ground command (DC-52) was issued to initiate the
countdown for the tandem maneuvers. This flexibility
was not available for the insertion mancuver because an
abort meant total mission failure. Instead, the spacecraft
was operated in a parallel mode, wherein both the com-
puter and sequencer counted down to motor ignition
without a fail-safe check, and either could initiate the
burn. This countdown was initiated by a stored onboard
command.

The execution errors associated with the mechaniza-
tion of a maneuver may be classificd as proportional to
the maneuver magnitude, and fixed, and therefore inde-
pendent of the magnitude. Resolution errors, caused by
the quantization of commands, are included statistically

1Two independent roll/yaw turn sets exist that will achieve the
desired thrust pointing direction, although, in general, the space-
craft orientation after implementation of each set would be dif-
ferent. By taking different combinations of turns, including the
long way around (>180 deg), eight different turn sets are found
which yield the required thrust pointing.
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with the tixed crrors, The 3-0 exeeution errors in both
magnmtude and pointing for Mariner 9 are shown in

Table 1.

Ill. Maneuver Constraints

A number of constraints existed on the design of cach
of the maneuvers primarilv on the tnrne that could be
performed and on the ttmmg of the mancuvers Turn
constraints were determined by the need to have down-
Iink communications during the motor burn. and the
requirements  that certain of the instruments not be
pointed to the Sun, Earth. or Mars, Figure 1indicates the
manner in which violation of turn constraints was checked.
Ry superimposing on this figure the trace of the Sun.
Earth, or Mars during the turns, an appropriate set of
turns trom among the eight possibie could be determined.!

Specitic instruments which imposed constraints were
the infrared interferometer spectrometer (IRIS), TV, and
Canopus sensor sun shutter. The constraint imposed by
the latter instrument was precautionary because the pur-
pose of the shutter was to protect the Canopus sensor from
light sources such as the Sun. The precaution was neces-
sary because, if the shatter failed cither in the open
position and the sensor was damaged by being exposed
to direcet sunlight or in the closed position, the spacecraft
would be unable to maintain its star reference. Cemmuni-
cation constraints, which required that the appropriate
antenna be directed, with varying tolerances. to the Earth
direction, were satisficd by incorporating this factor in
the mancuver strategy at the outset. The aim points at
launch and first midcourse were biased for the first and
second midcourses so that, if the second midcourse were
not needed, the bias would not have to be removed. Addi-
tional details on this biasing scheme are given later in this
section, The medium-gain antenna wis mounted so that it
was aligned with Earth when the spacecraft was in the
necessary orientation for insertion and for a phasing
maneuver to reduce the period, in accordance with the
orbital strategy discussed earlier. The only maneuver,
based on the final strategy, with pointing requirements
that would not allow use of the medium-gain antenna, was
an apoapsis maneuver to lower periapsis altitude. Had the
need for this maneuver arisen, the low-gain antenna would
have been used. Spacecraft orientations in which neither
antenna could have been used existed, but never would
have been needed for the strategies employed.

The constraints on maneuver timing were that each

maneuver be completed over a single tracking station and
that near-Mars maneuvers be performed over the 64-m
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antenna at Goldstone for better telemetry data. A final
constrant, which applied only to the first mancuver, was
that the magnitude exeeed 56 /v This constraint was
imposed to provide proper propeliant settling and reloca-
tion of the gas bubble within the bladder because the
spacecratt was “upside-down™ at launch,

IV. Maneuver Software

The entire sottware package for the Mariner 9 mission,
including that for pretlight analvsis and in-tlight opera-
tions, consisted of many programs. The pretlight design
and analysis (D&AY programs were used for evaluation of
various strategies  and  constraints.  determination of
propellant-loading requirements and delivery capability,
and for providing nsight to potential problems during
operations  Operations  programs were placed in two
categories : category T programs had a formal certification
and documentation schedule and consisted of the main
programs used for decision-making and generation of
commandable quantities, category H programs, which
went through an equally thorough, though less formal.
verification process generally were smaller programs used
for checks, generation of supporting data and plots, print-
ing of magnetic tapes, ete. A brief description of the D&A
and category T programs follows,

A. Design and Analysis Midcourse

The D&A midcourse program used the selected sam-
pling technique, rather than Mounte Carlo, for generating
statistics. The program had the capability to analyze two
successive maneuvers and satisfy the planetary quarantine
constraint by adaptively selecting aim points according to
a specified strategy. Three such strategies existed with
differing criteria for optimization. All execution and OD
errors, and velocity requirements were computed in three
dimensions, except that the second mancuver corrected
only the B-planc miss resulting from the first maneuver.
The principal output from this program was a three-
dimensional histogram on B* R, B+ T, and velocity require-
ment. Single variable histograms were obtained by sum-
ming along the other two perpendicular axes.

B. Design and Analysis Insert

The D&A program for insertion studies used the three-
dimensional histogram, or box, from the D&A midcourse
maneuver program as input, and processed each entry,
along with its associated probability, to determnine
insertion velocity requirements and delivery accuracy for
the insertion maneuver. The program simulated a finite

burn tor each pomt ot the mput bov using numencal
mtegration and supplied, as princpal output. dehvery
statistics on the post-msertion orbital elements and asso-
ciated total velocity statisties to this point i the mission.

C. Design and Analysis Trim

Two D&\ trim programs were developed. one to
analvze one-brim strategies and the other for two-trim
strategies. Both programs accepted as input the velocity
and delivery statisties from the insertion program and
used two-body conie equations and impulsive mancuver
models to determine velocity requirements, final delivery
statistics, and optimum strategies in the presence of time
constratints and requirements. These prograans contained
ophisticated algorithaus for trim maneuver analvsis and
optimization, and provided a valuable insight to the over-
all trim problem. Their utility was limited. however. after
the simplificd strategy was developed following the loss
of Mariner 8.

D. Command Midcourse

e command midcourse program was used for the
caleulation of the mancuver parameters for the inter-
planetary trajectory corrections. Tt required an interface
with cach of the following progiams, also used in opera-
tion

(1) Double precision trajectory program (DPTRAJ.
(2) Orbit determination program (ODP).

(3} Double precision analytic partials (DPAP).

(4) Tterative search package (SEARCH).

(5) Telecommunication performance (TPAP).

(8) Trajectory monitor (TRAM).

The commacd midcourse program computed the pre-
cise maneuver parameters required to achieve the desired
encounter, including compensation for the accelerometer
resolution error, and printed other data required for off-
line analysis of constraints and turn resolution error
decisions. An impulsive burn model was used with the
results verified by a finite burn simulation using DPTRA].

E. Command Insert

The command insertion program performed a similar
function for the orbit insertion maneuver. The interface
with other programs was the same, except for the addition
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of the propulsion subsvstem: operations program (PSOP
needed tor the tinite burn modeling, and a ditferent search
routine to allow nonsquare searches to be pertormed. The
nonunique  convergence  problem was handled by a
weighted least-squares eriterion

F. Command Trim

The co nmand trim program was similar to the insertion
program i overall structure and intertaces. A sophisti-
cated strategy tor selection of target values was developed
within the pregram, but it was used onlvy mmimally with
the firal strategy selected.

V. Injection

The Liunch vehicle was sufficiently accurate at injection
that, after the aim point was biased to satisfy navigation
constraints, the spacecraft orientation for the first maneu-
ver was not random. As a result, it was possible to select a
launch trajectory which would satisfy all the imposed
constraints (discussed below) and lead to a mideourse
maneuver with a preferred spacecratt orientation. A de-
tuiled description of the injection targeting process will
indicate how this was accomplished.

The target selection process included specification of
the launch vehicle orientations for launch vehicle/space-
craft separation. launch vehicle deflection, and the de-
sired post-separation encounter parameters of the
spacecraft, subject to a number of launch vehicle, space-
craft, and mission-related constraints,

A review of the near-injection sequence of events will
prove helpful at this point. At main engine cutoff
(MECO), when the launch vehicle/spacecraft was on a
trajectory to Mars, the launch vehicle began to tumn to a
prespecified direction for separation, commonly referred
to as the a-direction. Separation occurred at MECO plus
95 5. At 250 s after separation, the spacecraft ejected a
radiation-absorbing plug from the medium-gain antenna.
Sun and Canopus acquisitions occurred soon after separa-
tion. The launch vehicle coasted on a ballistic trajectory
for 460 s following separation, maintaining its inertial
attitude along a. At this point, the vehicle began to tum to
a specified direction for a deflection mareuver designed
to ensure that it was placed on a trajectory with no chance
of impacting Mars. The deflection maneuver, whose thrust
direction is commonly referred to as the b-direction, was
initiated 95 s after the beginning of the turn to b, with a
duration of about 20 s.
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The selection of the a-ditection had to be made m such
ananner as to satisty the tollowing ernteria:

(D The low-gam antenna of the spacecratt must be
pomted in the carthward hemisphere ot the space-
cratt to achiey e acquisition of signal,

(2} The post-separation orientation of the spacecratt
must be such that the Sun s aequired betore the

spacecratt enters the Farth's shadow it posable.

¢ The orientation must not cause the Sun trach m
spacecratt coordinatcs to pass through the TV field
of view duning Sun acquisition

4 To satisfy the planetary quarantine constraint. the
medium-gain antenna plug must not be ejected
from the spacecraft into a trajectory which wall
impact Mars.

The maximum turning angle between the launch

vehicle longitudinal anis at MECO and at separa-
tion must be about 90 deg to ensure that the launch

)

vehicle is not still turning at separation.

The tinal value for a was chosen by turning the launch
vehicle nose-down 90 deg from its MECO attitude in the
trajectory plane. which provided the best possible geom-
ctry for criterion (1) subject to (5, and was entirely satis-
factory for (2) and (3). The means of satisfving criterion
(B will be discussed later.

Constraints governing the selection of b were:

{1} The Launch vehicle must be turned far enough from
its separation attitude to ensure that the deflection
thrust does not accelerate the launch vehicle into
the spacecraft.

(2) The launch vehicle orientation at deflection must
prevent exhaust gases from impinging on spacecraft
optics.

(3) The launch vehicle must not be deflected in a direc-
tion which would bring it within the field of view of
the spacecraft Canopus sensor.

(4) The deflection direction should map as nearly as
possible, subject to criteria (1), (2), and (3), along
the negative gradient of the probability density
function of the injection error distribution, thus
minimizing the risk of impacting the planet.

(5) Itis desirable to prevent the launch vehicle and the
ejected antenna plug from colliding.

(6) The maximum turn from the separation attitude
should be about 90 deg.

197



The encounter condtions 1o he targeted tor at mgection
were determmed by the tollowing considerations:

(1) The corstraint must be placed on the spacecratt
system that the first mancuver magnitude be at
least 3.6 m/s, as mentioned above,

(2} The probability of impact associated with the se-
lected encounter parameters, combined with the
reliability of the spacecratt maneuver svstem, must
satisfy the planctary qnarantine constraint,

(3) The targeting should be such that the mancuver
required to remove the bias imposed by considera-
tions (1) and (2) is oriented to minimize the etfects
of execution errors on the more critical encounter
parameters

41 The nominal maneuver to remove the bias. or y
statistically likely dispersed maneuvers, must not
violate any constraints on the first manceuver In
particular, it is desirable to bias i such a way as to
provide favorable communications during the first
mancuver.

Pre-launch statistical analyses of the launch vehicle
injection characteristics indicated that a nominal bias
velocity of about 8 m/s should satisfy the requirement of
(1) to the 999% level. Since the low-gain antenna and the
nozzle of the propulsion system are parallel, a mancuver
which accelerated the spacecraft along the Earth-to-space-
craft direction would exactly align the antenna axis with
the Earth. Further, it was determined that all statistical
dispersions about this nominal velocity, caused by injec-
tion dispersions, satisfied all first maneuver constraints.
The spatial miss correction in the B-plane associated with
an 8-m/s maneuver along the Earth direction was larger
than the bias required in that direction for planetary
quarantine, thus satisfying the requirements of considera-
tion (2). In fact, the required aim point at launch for such
a maneuver was sufficiently far from the planet that, for
even the most unfavorable spacecraft orientation at plug
ejection, the plng could not have been put on an impact
trajectory (see item 4 under selection of a). Because, for
Mariner 9, pointing errors were the dominant source of
execution errors, (3) was optimized by having the nominal
maneuver lie in the plane of the gradients of the miss
parameters. The Earth direction in general does not possess
this property. However, over the MM71 launch oppor-
tunity, the Earth’s angular distancc away from this plane
was relatively small, and the encounter parameter sensi-
tivities at the first maneuver were not appreciably de-
graded by performing an Earth-line maneuver. Conse-
quently, the injection targeting parameters were selected

to require ani S-m/s Farth-hne maneuwver at launch plus
3 days. Figure 2 smdicates the BeR and B+ T parameters
as a function ot time throughont the launch opportunity.
The bias in arrival time, not shown in Fig. 2. was about
24 1 Tater than the desired post-maneuver encounter time
tor cach day in the launch period. Figure 3 shows the
pertinent targeting data tor the actual Mariner 9 launch
date of May 30, 1971,

VI. Interplanetary Maneuvers

The targeting parameters to be controlled by the one
or more mideourse mancuvers are the B-vector magni-
tude, the inclination of the approach hvperbola, and the
time of closest approach. The primary criteria for selec-
tion of these parameters are:

{h Seleet values which will be optimum for the in-
sertion and trim strategy, including maximizing the
likelihood of not needing more than one trim.

(21 Satisfv the planetary quarantine constraint.

(3) Bias the first maneuver aim point in such a way that
the second maneuver will

(a) Have the effect of minimizing execution errors.
(b) Have favorable antenna pointing.

(¢) Not have to be performed to remove this bias, if
not needed for other reasons.

Bascd on the mission requirements at the time of the first
mancuver and on the data of Fig. 4, a target value of
8200 km was selected for B-magnitude. This value would
vield a ¢ near the maximum, with a very low probability
of ¢ being less than 138 deg, and a high likelihood of
achieving an h, near 1300 km. The plan was for the inser-
tion and trim maneuvers to lie in the trajectory plane of
the spacecraft, thereby minimizing maneuver velocity
requirements. Accordingly, a hyperbolic inclination of
65 deg. equal to the desired final orbital inclination, was
selected.

A number of considerations governed the selection of
the target arrival time. The first was to Yias the first
maneuver aim point to provide desired characteristics for
the second maneuver. The magnitude of a second maneu-
ver, performed within 30 days of encounter to correct for
orbit determination and execution errors at the time of
the first maneuver, was small, the 88% upper limit being
less than 0.75 m/s. For maneuvers this small. the fixed
magnitude execution error dominates the proportional
errors. It will be shown later that the pre-insertion arrival

JPL TECHNICAL REPORT 32-1506



tume can vary up to -+ 30 min and be compensated for by
the orbital strategy with very little effect on final de-
livery errors or on the one-trim probabihty. For this
reason, a strategy that would direct the fixed magnitude
error along the flight time direction is desirable. The need
tor such a strategy is demonstrated by noting that a 3-¢
error of 0.1 m/s on a mancuver applied in the gradient
plane of the miss parameters (critical plane) 30 davs before
encounter results in a miss of over 250 km. The same error
perpendicular to the critical plane (noneritical direciion)
results in no miss and a change in arrival time of less than
L5 min, By designing a maneuver with a large component
along the noncritical direction and the required projection
onto the critical plane, the component of the fixed error
projecting onto the critical plane can be made arbitrarily
small. This is illustrated in Fig. 5. There is a limit on how
far such a process can be taken advantageously because.
as the magnitude increases, the proportional errors in-
crease. For a maneuver nearly along the noncritical direc-
tion, the pointing errors, which map onto the critical plane,
are most significant. Figure 6 illustrates the technique
used to determine that velocity compong nt along the non-
critical direction which gave minimum execution errors in
the critical piane for an in-plane component of 0.75 m/s. A
parametric analysis indicated that the minimum point of
about 2 m/s was quite insensitive to variations in the
in-plane component, and accordingly, a bias of 25 min,
corresponding to 2 m/s, was introduced in the first
mancuver target arrival time. Based on these accuracy
considerations, there was no prefer :nce for biasing late or
early. However, because a second maneuver to decrease
flight time gave favorable antenna pointing. the first
maneuver was targeted for a late arrival.

Two other considerations for selecting the arrival time
were the requirement of the orbital strategy that the first
periapsis after insertion occur about 2.5 h before Gold-
stone zenith, 2nd the fact that the unbraked hyperbolic
periapsis time would occur 10 min prior to the first ellip-
tical periapsis. The determination of a target arrival time
based on these three considerations is illustrated in Fig. 7.

The necessary maneuver parameters were calculated to
correct the trajectory from that achieved at injection
(Fig. 3) to one that would meet the target values given
above. The magnitude, after compensation for the accel-
erometer resolution, was 6.731 m/s. The computed turns
and the choices of commandable turns zre shown in
Table 2. Figure 8 demonstrates the rationale behind the
decision to go to the next-larger turn in both roll and yaw,
where it is seen that this combination gives not only the
minimum miss but also a miss nearly perpendicular to the
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B-vector, on in the indlination direction. This is a desirable
situation, since B-magnitude control had a tighter require-
ment than inchnation.

The estimated delivery results are given in Table 3.
The a priori delivery statistics shown are based on having
performed only one mancuver, and the estimated delivery
was taken from OD solutions made within 2 weeks of the
mancuver to allow separation of the maneuver exeention
errors from such items as ephemeris updates and non
gravitational forces. For this reason, these statistics will
differ from other solutions shown elsewhere. The esti-
mated mancuver parameters are presentea in Table 4.
It is important to note that the turn error estimates are not
estimates of actual errors in performing the turns but
rather a measure of the total pointing error expressed in
cquivalent roll and vaw errors. They therefore inciude the
effects of such error sources as limit-cycle position and
gyro drifts.

By the time a second midcourse maneuver would have
been performed, about a month before encounter, the
final orbital requirements had been set. The previous
values of maximum apsidal rotation and a 1300-km periap-
sis, on which Fig. 4 was bhased, were changed to new
values of 140 deg of rotation and an altitude of 1350 km.
These new values increased the optimum value of B-
magnitude to a little over 8200 km and allowed some
savings in insertion velocity near this value, as shown in
Fig. 9. The change in orbital requirements had very little
cffect on the interplanetary delivery target. Because the
first maneuver was executed quite accurately and erred
in the now preferred direction of increasing R-magnitude,
it appeared that little was to be gained by performing a
second maneuver, especially in view of the risk attendant
in performing any maneuver. Nevertheless, a more quanti-
tative investigation was performed, with the results shown
in Fig. 10 and Table 5. The criteria for determining the
need for this maneuver were (1) how it affected the proba-
bility of requiring only one trim and (2) its impact on the
trim velocity budget. The result of _onsidering (2) is
presented in Fig. 10, where the trim velocity requirement
is shown as a function of the post-insertion period, with
and without the second maneuver. The discontinuity
around 13 h is due to the fact that, at about this point, it
would be desirable to allow periapsis to migrate com-
pletely around the planet with the loss of one revolution
rather than to force a direction reversal in periapsis timing
to achieve synchronization. It is apparent that no appre-
ciable reduction in velacity requirements could be
achieved by a second maneuver.



Table 5 indicates the changes that wonld he made and
the resulting trim probabilities if the second maneuver
were performed The difference of 0.4 h in TBIAS (the
difference in time between the first post-insertion periap-
sis and Goldstone senith) is due to the 25-min bias intro-
duced at the first midcourse, and the different target
periods compensate for this bias. The total 999% velocity
reguirement is the same in either case, since the savings
for insertion and trims, if the correction is made exactly,
coincidentally equals the magnitude of the second maneu-
ver. The trim probabilities are, for practical purposes, un-
charted. Based on these data and the risk factor men-
tioned above, a decision was made not to perform the
sccond mancuver.

VIl. Orbit Insertion Maneuver

In the carlier discussion concerning the evolution of
the mancuver straiegy, mention was made of the fact
that an orbital strategy had been developed which re-
quired that the insertion be targeted to a period larger
than the final desired value. The advantage of this is best
described by explaining a graphical technique that was
developed for analyzing and .inderstanding this strategy.
The ordinate of Fig. 11 is the d.fference between the time
of periapsis and Goldstone zenith, and the abscissa is the
number of revolutions the spacecraft has made in orbit.
For convenience, the periapsis nearest insertion is defined
as the zeroth periapsis; thus, the nth periapsis occurs after
the nth revolution is completed. The box in the figure is
bounded on the ordinate by the requirement that the final
periapsis of the synchronized orbit occur within the time
period from Goldstonc zenith to zenith plus 1 h, and a
final synchronizing maneuver made near periapsis rust
be made within, or at least very close to, this time span.
The abscissa indicates a Project-imposed constraint that
all trim: muneuvers be performed between the fourth and
16th periapses. The one exception allowed is described in
the next subsection. The time of periapsis is indicated for
each even-numbered revolution, with a trim made at the
sixth passage. Although the ordinate is defined only for
integer values of the abscissa, lines are used on this type
of figure for added clarity. A horizontal line indicates no
change in passage time relative to Goldstone zenith with
increasing revolutions, i.e., a synchronous period. Lines
sloping upward to the right correspond to a less than
synchronous period, and linss sloping down represent
greater periods. To achieve a synchronous period with
one trim maneuver, it is necessary that the line repre-
senting the period achieved at insertion pass through the
box in Fig. 11. The a priori likelihood of the line inter-
secting this box ranged from 249% when no timing offset

was mtrodneed up to a maximum of 6457 for a bias of
about 2.5 h (as shown in the figure!, with a value of 59%
for the bias of 2.1 h achieved as a result of not performing
the secoud midcourse maneuver. If no timing bias is
present, the probability of needing no trims is less than
107

The near-encounter geometry, including the Earth and
Sun directions, motor thrust direction, and relative orienta-
tion ot the hyperbola and ellipse, is shown in Fig. 12.
A more detailed near-encounter sketeh is presented in
Fig. 13.

The delivesy accuracy of the post-insertion ellipse is
determined by the exccution errors associated with the
insertion maneuver, and by the OD errors associated with
estimating the approach hyperbola. Figure 14 indicates
the delivery statistics on period, periapsis altitude, eccen-
tricity. and rotation based on the execution errors of
Table 1. OD statistics on arrival time, and parametric in
B-magnitude and the uncertainty in B. Sensitivity studies
not shown indicated that, for values of op greater than
about 25 km, inscrtion delivery statistics are determined
almost entirely by how well B-magnitude is known.

For reasons of reliability, Project policy stipulated that
the orbit insertion maneuver commands were to be loaded
in the spacecraft at least 24 h before the maneuver was
performed, and that these commands were not to be
updated subsequently unless the trajectory estimate
changed so drastically that it would not be possible to
trim the post-MOI orbit to the final desired orbit with the
propellant remaining after execution of the MOI com-
mands currently on board the spacecraft. This policy re-
quired the maneuver calculations to be performed well
before the spacccraft was close enough to the planet to
allow the Mars gravitational attraction on the spacecraft
to provide an accurate trajectory estimate. As a result, the
B-magnitude uncertainty at the time of the maneuver cal-
culations was about 100 km (1 o).

Table 6 shows the estimate of the approach trajectory
at the time the maneuver was calculated, at the last pos-
sible time a change could have been made, and the final
post-flight result. The errors shown are those which would
result from applying the calculated maneuver to the later
trajectory estimates. Figure 15 illustrates the expected
trim situation by applying the calculated maneuver to the
trajectory estimated at the last time the maneuver could
have been updated. Although the nominal trim time was
now on the fourth periapsis instead of the sixth, this was
an acceptable result, and the errors of Table 6 were small
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compared to the expocted oo errors atter mscrtion, there-
fore, the decision was made to not update the parameters.

The orbital values achieved by the insertion mancuser
are shown in Table 7. togcether with the errors in delivery
and their @ priori statistics. The fact that the errors are
nearly those predicted based on the final hyperbola of
Table 6 indicates that the spacecraft performance was
near nominal.

The estimated spacecraft performance in implementing
the insertion mancuver is shown in Table 8. It is important
to note again that the estimates of the turns shown are
cquivalent turns, which account for all sources of pointing
error, and not estimates of the turns that were actually
performed.

Vill. Trim Maneuvers
A. First Trim Maneuver

The objective of the trim maneuvers was to control the
period and periapsis altitude of the  pa craft orbit to
within specified tolerances and *  sati</, constraints on
the time of periapsis passage. It v & .able to have the
spacecraft make two revolutions around Mars for each
pass of Mars over the Goldstone tracking station. With
appropriate periapsis passage timing, this would allow a
tape recorder load of pictutes to be taken on the nadir
pass and played back early on the zenith pass. Another set
would then be taken and plaved back during the zenith
pass, leaving the tape recorder ready for the next picture.
taking sequence on the nadir pass. This requirement was
satisfied by synchronizing the orbit with the Goldstone
view period such that every other periapsis passage would
occur between Goldstone zenith and zenith plus 1 h. Alti-
tude correcticas were required only when the altitude was
outside the 1200- to 1500-km range.

The trim maneuver strategy was designed to attain
the required objectives while satisfying the maneuver
constraints discussed earlier. According to this strategy, a
sequence of up to three orbit trim maneuvers was to be
performed to remove planned parameter biases and the
effects of OD and maneuver execution errors remaining
after the insertion maneuver, The sequence of maneuvers
and the planned parumeter biases determined by the trim
strategy are discussed below.

The mission requisements were such that only orbital

period, periapsis passage time, and possibly the height at
periapsis required correction by orbit trims. As discussed
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previoush o the angle ¢ and equivalently, the argument
of periapsis ) was controlled at insertion to an acceptable
accuracy, and the inclination i of the orbit was adequately
controlled by the mideourse maneuver. Civen ¢ and i and
the hyperbolic approach geometry, the longitude of the
ascending node €, which was uniguely determined based
on a coplanar insertion, was completely satisfactory.

For the necessary parameter corrections, one, two, or
three trims uld have been required.

1. No h-corrective sequences. The insertion maneuver
was targeted for an orbit having i, = 1350 km to maxi-
mize the probability that no h,-corrective trims would be
required, The desired initial periapsis time and mean
orbital period were chosen to maximize the probability of
requiring only one trim maneuver at periapsis to achieve
the final orbit. If the initial periapsis time and period
produced a timing curve that intersected the outlined box
in Fig. 11, corresponding to a periapsis occurring satis-
factorily over Goldstone, only one trim maneuver wonld
be aeeded.

A periapsis time and period combination that missed
the box would require two period-change trim maneuvers.
These misses could be

(1) To the left resulting from too large a period at
insertion (pre-insertion probability = 1867),

(2) To the right resulting from too smail a period (pre-
MOI probability = 18%).

The expected post-insertion errors for periapsis time
(o, = 0.25 min) were much less than the expected post.
insertion period dispersions. Therefore, ‘n computing trim
probabilities, the “zeroth™ periapsis time dispersions were
ignored. The initial period was assumed to be a normal

random variable.

2. With h,-corrective sequences. If the post-insertion
height at periapsis had been greater than 1500 km, it
would have been necessary to correct it down to 1500 km,
and if less than 1200 km, up to 1200 km. Henre, it was ne-
cessary to consider those cases in which correction of this
parameter was required.

Whereas the period-change maneuvers discuised above
are most efficiently made at periapsis, it is impossible to
correct h, by a maneuver at this location. in fact, the
most efficient location for correcting A, is at apospeis.



The maneuver sequence selected to meet the by, require-
ment consisted of one or two {as needed) period-change
mancuvers, followed by an h, correction at the 19th
apoapsis passage after insertion, This situation w.  the
one exception allowed to the constraint that all trims be
performed by the 16th revolution. The periapsis manen-
vers in this sequence are the same as those disenssed
above, except that it is necessary to anticipate the change
in pertod cansed by correcting b, This makes it neces-
sary to introduce a bas in the ph;lsv time with respect to
Goldstone zenith experienced at Py and in the orbital
pertod. The final trim mancuver at the 19th apoapsis i
then eveeuted to simultencously correct h,,, correct the
orbital period to 11980 h. and adjust the phase time to
within the acceptable interval.

As mentioned above, the necessary  corrections  to
achieve the final orbit could have required one. two, or
three orbital trims. Figure 16 shows the number of orbital
trims that would have been required as a function of
post-insertion period and h,. It should be noted thut
regions of high period and low h, dispersions (and vice
versa) in Fig. 16 are of no concern because of the high
correlation between the post-insertion period and h,.

Figure 16 also indicates total velocity cost cont_ars for
the trim mancuver sequence. For example, if the post-
MOI period and h, values had been 12.6 h and 1590 k ..
respectively, then 30 m/s would have been needed ‘o
execute a three-maneuver sequence. The determination of
the probability that only one trim maneuver would be re-
quired for given predicted or estimated values of period,
h,. 0,. and as, was made as follows. It was assumed that
the post-insertion period and h, had a positive unit corre-
lation. Hence, the set of possible period and b, values lie
along a line in period vs h, space. A transparent c--erlay,
consisting of a line with slope 100 km/0.407 h = 245.7
xm/h, determined from a knowledge of the sensitivities of
period anr aititude with respect to B errors, was con-
structed. Ti.' coverlay was superimposed on Fig. 16 to
determine the peviod values at the points of intersection
of this line with the boundary lines in the figure. For the
line shown in the figure, the probability of requiring only
one trim is equal to the probability that the period (a
normal random variable) would fall between 12.11 and
12.75 h. The probabilities of requiring two or three trims
were determined in a similar 7 ‘anner.

The probability of requiring oaly one trim at P, or P
was determined by integrating the probability density
over the interval for which one such trim could be per-
formed. For a time of periapsis passage at P. of 21 h

hetore Goldstone zemth, one trim could be performed at
Pt 1251 period < 1276 b or one could he per-
formed at Pt 1233 < neriod < 1249 h,

An important operational consideration was the need to
use the latest ON solution to calenlate the maneuver
parameters. After the spacecraft was inserted into orbit,
tracking data were processed to predict the  orbital
parameters at the time o, e trim manceover. The collect-
g and processing ot tracking data was 1o continue
ducng. and subsequent to, the caleulation of the trim
maneuver. Henee, it was expected that the spacecraft
orbit estimate would be updated after the time vwhen a
mancuver had to be lo ded into the spacecraft onboard
computer. The desired period correction for achieving a
Coldstone-synchronous  orbit might therefore  change
subsequent to maneuver loading.

It was important to use the updated OD solution be-
cause it did not require predicting as far ahead to the
maneuver ‘ime as the original solution. Predicting far
ahead could result in significant OD errors because of
the lavae uncertainty in the Mars gravity field as it was
then known,

In loading the .mancuver into the spacecraft, three
mancuver parameters (the velocity magnitude, the roll
turn, aad the vaw turn) had to be specified well in
advance of implemenung the maneuver. The maneuver
sequence was then started by receipt of a ground com-
mand (DC-52). Hence, the capability to increase or de-
crease the period change resulting from the trim, based
on updated orbit estimates, had to be achieved by adjust-
ing only the mancuver start time. However, because a
period correction can most efficiently be perfemed at
periapsis, adjusting the start time of a maneuver designed
for periapsis can only decrease the resulting period
change. Therefore, it was decided that the maneuver
would be computed for a point near, but not at, periapsis.
It was determined parametrically that the point 20 min
prior to the desired periapsis would give sufficient flexi-
bility to update the required period change without
paying a significant velocity penalty for performing the
maneuver away from pe. “psis.

The capability to change the orbit :] period by merely
adjusting the maneuver sequence siart time (equivalently,
the ignition time) is illustrated in Fig. 17. For a velocity
increment of 16 m/s and fixed spacecraft orientation, it
was possible to decrease the period by about 1.5 min, or
to increase it by up to 3.5 min. Figue 17 also shows that
there are two ignition times corresponding to a desired
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period change. This fact provided a backup capability
because it was possible to send a command for the motor
to ignite at the second point if it had not already done so
at the first. The effcect of early or late motor ignition is
shown in Fig. 18.

Finally, the knowledge of the sensitivity of the orbital
parameters to maneuver parameters, shown in Figs. 19 to
22, was used to demonstrate that performing the maneu-
ver 20 min before periapsis passage would not produ-o
unacceptable values for other parameters (h,, o, i, and Q).
Therefore, the point 20 min before periapsis passage was
selected for the optimum maneuver ignition time. The
infermation presented in Figs. 19 to 22 also proved useful
in other situations while the trim strategy was being de-
ve! Hed and studied. TlLe velocity coordinate system used
in «hese figures is defined in Fig. 23.

Very precise period control was achieved by using the
ground-based maneuver-start command. The period was
the main orbit parameter of interest because period errors
would accumulate in periapsis timing errors. Motor igni-
tion for the first trim maneuver occurred on November 16,
1971, at 02:36:53 GMT at the spacecraft, with a burn
duration of 6.25 s. The command-d velocity correction
was 15.25 m/s, corresponding to a discrete pulse count of
506. The spacccraft turns required to achieve the poiniing
for implementing the computed velocity vector were a roll
of 34.49 deg and a yaw of 128.76 deg. These turns were
quantized to a commandable roll turn of 34.443 deg and
a commandable yaw turn of 123.732 deg. The maneuver
performance for the first trim is summarized in Tables 9
and 10. The maneuver parameters are presented in
Table 9, which gives the commanded values and estimates
of the actual values for each parameter, together with
associated errors and statistics. The achieved orbit ele-
ments are shown in Table 10, together with associated
errors and statistics.

The aciual maneuver parameters were estimated by re-
constructing the maneuver from the best OD estimates of
the pre-maneuver and post-maneuver orbits. The OD esti-
mates were computed some time after the performance of
the maneuver, utilizing the best data and model available.
Again, turn estimates are to be interpreted as equivalent
turns accounting for the total pointing error.

OD data indicate that the important orbital parameter,
the perind, was achieved to within 1 s of the desired value
(Table 10), This precision was produced by adjusting the
maneuver start time by a ground-based command, as
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described above. OD data up to a few hours before the
maneuver were utilized in computing this updated start
¢. mmand, which was sent exactly 1 min earlier than the
value previously planned This 1-min adjustment was
required to produce about a 13-s change in the period
correction (see Fig. 17).

B. Second Trim Maneuver

The delivery accuracy of the first trim maneuver was
very good, as shown in Table 10, and was well within the
mission requirement. Normally, the objective of peiform-
ing only onc trim maneuver would have been satisfied.
However, as the mission progressed. it became apparent
that a second maneuver would be needed because (1) the
presence of a dust storm made it necessary to extend the
planned 90-day orbital mapping mission, and (2) the un-
expected nature of the Mars gravity field caused the
pericd of the orbit to behave in a sinusoidal manner, with
a mean period 25 s smaller than the desired synchronous
period. As a result, the periapsis time was moving through
the Goldstone view period and would have been well out
of the required time zone before the end of the now-
extended mission.

Based on data obtained in the tirst part of the mission
and on the fact that a second trim was required anyway,
the science team decided to raise periapsis altitude to
16850 km. The most efficient technique, iz terms of AV
expenditure, for adjusting both period and periapsis alti-
tude is to perform two maneuvers, each parallel to the
local spacecraft velocity, one at periapsis and one at
apoapsis. The apoapsis maneuver corrects the altitude and
will change the period. The second maneuver at periapsis
then adjusts to the desired period. With this technique,
the corrections planned for the second trim would have
required about 22 m/s. An alternative method was to
perform a single correction at either of the two points of
intersection of the current and the desired orbit, which
would require a velocity change of about 42 m/s. Becanse
of the standard perfori..ance throughout the mission, there
was ample AV capability remaining at this point. There-
fore, a decision was made to use the single-impulse option
for reliability reasons.

An analysis of the geometry involved indicated that the
maneuver would have tn be performed at the second
intersection (true anomaly > 180 deg) to provide for
communications. By adding a small out-of-plane com
ponent to the maneuver and rotating the target orbit
slightly, it was possible to align the axis of the medium-
gain antenna along the spacecraft-to-Earth direction for

.
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excellent communications. The strategy employed for wnis
maneuver is best explumed by noting that in-plance per-
pendicular and colin.ar cemponents of the maneaver
velocity relative to the local spacecraft velocity map
independently to altitude and period changes, respec-
tively, Further, since the desired changes were about
250 km in altitude and 79 s in period, the maneuver would
be. essentially, all in the perpendicular direction. Accord-
ingly. the mancuver was designed so that the inertial
spacecraft orientation would both align the medium-
gain antenna  with Earth and orient the spacecraft
thrust vector perpendicular to the local velocity at the
intersection of the pre- and post-trim orbits. Thus,
small variations in the ignition time, allowing the local
velocity te rotate, would give the required projection of
the correction v-locity onto the local spacecraft velocity
for the desired period correction. By incorpo.ating last-
minute OD data in the calculations of the ignition time
and using the ground command capability, this technique
resulted in very good delivery accuracy. The germetry of
the second trim, and its effects and implemer ation are
shown in Fig. 24. Tables 11 and 12 indicate spacecraft
performance and delivery accuracy, respectively, for the
second trim,

By mid-March ot 1972, the planned mapping mission
was completed, .iid the spacecraft was still performing
essentially as planned. However, by this time, the Earth-
Mars-Sun alignment had changed to the point that the
high-gain antenua could o longer transmit data tc Earth
while the spacecraft was Sun-oriented; furthermore, the
instruments could no longer view Mars with Canopus
used for the spacecraft roll reference. The latter problem
was solved by using, at various times, the stars Vega,
Arcturus, and Canopus as the roll reference. Tu extend the
mission data return after mid-March, spacecraft turns
were performed to align the antenna axis to Earth to
play back the data now made available by the different
roll reference. One or the other of two turn sequences,
either a roll-yaw or yaw-roll, would have been able to
give the desired orientation. However, a constraint on the
turns that could be performed was the need not to tuin
the solar panels too far off the Sun, which would cause
the spacecraft to draw too much energy from the battery.
By using a roll-yaw-roll turn sequence to minimize the
required magnitude of the yaw turn, or equivalent'y, the
angle of the panels off the Sun, satisfactory spacecraft
orientations could be found. This technique was used
13 times between March 23 and October 17 to permit data
playback. Thus, the useful mission duration was extended
by about 7 months.

204

IX. Contingency Insertion Planning

To successfully implement the insertion maneuver, it
was necessary to transmit the maneuver parameters to the
spacecratt from the ground. An unlikely but possible
failure mode cf the spacecraft could make it impossible to
transmit such commands at some time during the mission.
To ensure the maximum probabiiity of placing the space-
craft in orbit. the decision was made to load a set of
insertion maneus er commands in the spacecraft soon after
the first midcourse maneuver. These coinmands could be
updated as required when the trajectory estimate changed
or subsequent maneuvers were pertormed. if command
capability were then lost, the loaded maneuver would
accomplish an insertion—thongh perhaps significantly dif-
terent than desired—from which *e mission could be
salvaged it command capability were later restored.
Table 13 indicates the maneuver commands that were first
loaded and the time history of their updates. Because
command capability was not lost, this contingency plan
was not used.

The implications of the planetary quarantine >on-
straint on loading a maneuver in the spacecraft motivated
a study to ensure that this constraint was indeed satisfied.
Three possible failure modes during cruise which could
lead to possible impact were identified as (1) motor igni-
tion while the spacecraft was in the cruise attitude,
(2) motor ignition after performance of the commanded
turns, and (3) motor ignition with the spacecraft in any
random orientation. Each of these modes could be further
subdivided into cases wherein the stcred AV magnitude
was implemented and in which the fuel was burned to
depletion. However, these distinctions proved unnecessary
because the computed AV magnitude was greater than
95% of the remaining capability. The three failure mode
cases defined are discussed individually below:

(1) Case 1. It was determined that a motor ignition at
any time from the first midcourse to encounter with
the spacecraft in the cruise attitude would not re-
sult in an impact trajectory.

(2) Case 2. There existed a small region near encounter
where an impact trajectory would have resulted if
the loaded turns had been implemented and the
motor igm.>d. Very few quantitative data were
available on the probability of such an event occur-
ring prematurely, and estimates provided by the
Spacecraft Team ranged from the most pessimistic
of 10-* down to “impossible.” Assuming that the
occurrence of such an event was equally likely at
any time after the commands were loaded until
encounter, the probability of its taking place within

JPL TECHNICAL REPORT 32-1886



the time span in which an impact would occur
times 10 ¢ gave a final impact worst-case prob-
ability well below that ullocated to insertion.

Case 3. From the first maneuver time until about
10 da;s before encounter, a premature burn would
have required a specific pointing direction with
tight tolerances to achieve an impact trajectory. By
dividing the area that this pointing cone traces out
on a unit sphere by 2= steradians, the probability
is shown to be well below the constraint level,
without any allowance for the likelihood of such an
event occurring. Near encounter, two po.ating
directions can lead to impact. A AV applied nearly

Reference

along the spacecraft vi-locity can deflect the space-
cra‘t into the planet, and a AV approximately along
the negative spacecraft velocity will slow the space-
craft, thus increasing the capture area and leading
to impact. Figure 25 indicates the pointing direc-
tions relative to the incoming asymptote that would
cause impact, and Fig. 26 illustrates the probability
of achieving these pointing directions, assuming the
pointing to be uniformly distributed over a sphere.
By multiplying these probabilities by the likelihood
of a random orientation and motor ignition occur-
ring, conservatively estimated at 10-*, the resulting
probabilities are found to be well below the con
straint level.

1. Mitchell, R. T., and O'Neil, W. J.. “Maneuver Design and Implementation for
the Mariner 9 Mission,” ATAA/AAS Astrodynamics Conference, Palo Alto, Calif.,

Sept. 11-12, 1972.
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Table 1. Maneuver-execution error

statistics, 3 ¢ Table 2.

lueal and commandable turns

Midcourse Insertion Trim Turn Comr ndable Ideal Commandable
Proportional magnitude, % 0.15 0.13 0.12 Roll, deg — 146.287 —140.88 —140.806
Fixed magnitude, m/s 0.1 0.84 0.1 Yaw, deg —44 90" -44.79 —44.725
Pointing, mrad 23.8 20.2 22.8
Table 3. Interplanetary delivery results
A priori i
Target Achieved Error lp . Rahot .;(,) ferror
” -4
B-direction 8200 km 8261 km 61 km 190 km 02
Inclination 65 deg 84.23 deg 0.77 deg 3 deg 0.3
Time of closest 11714 11714 2 min, 9s 7.5 min 0.3
approach 00:29:00 00:31:09
*Based on one-maneuver statistics.
Tabie 4. First midcourse maneuver performance
Maneuver Estimated A priori Ratio of error
parameter actual value Command value Error 1o t0 o
Roll turn —140.717 deg —140.808 deg =0.089 deg 0.289 deg 0.31
Yaw turn —44,725 deg —44,628 deg 0.097 deg 0.289 deg 0.34
av 8.723 m/s 8.731 m/s 0.008 m/s 0.036 m/s 022

Table 5. Second midcourse maneuver tradeoffs

Table 6. Pre-insertion OD resuits anc predicted errors

P Without midcourse  With midcourse Calculation Decision Final
arameter maneuver 2 maneuver 2
BIA Results
TBIAS (Trﬁ - To.).h -21 —25
MO target period, h 12.43 12.50 ;" ""“ L 8209 “82350 :f‘;;
AV total #9% high, m/s 1661.0 1661.0 1:‘“ '"“;“’:“ e 63.87 e ‘:)3 ot
Rotationangle £30,deg 1400 +2.4 140.0 +2.4 ! :)'::o:chc e, 0910 31 31
Inclination +3 oyuc, deg 64.3 2.7 65.0 +2.7
Predicted errors
Trim probabilities, %

8P, min:s 7:24 14:52
One trim 5 63 8h,, km 21 40
One P8 trim 15 15 3y, deg -0l -01
Two trims 20 30
Three trims 12 7
sMars orbit insertion.
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Table 7. Insertion results

Target Achieved Error A ;;rior{ Ram)t:f’enor
Period 12 h 25 min 12 h 34 min 9 min 17 min 053
hp 1350 km 1398 km 48 km 69 km 0.69
¥ 140.0 deg 139.7 deg =0.3 deg 0.8 dar 0.5
Inclination 641 ¢ 64.36 deg 0.26 deg 0.8 deg 0.33
Table 8. inse.tm perfurmance
Maneuver Estimated Commanded E A priori Ratio of error
parameter actual value value Tror le too
Roll turn 42.591 deg 42.765 deg —0.174 deg 0.273 deg 0.637
Yaw turn 125.220 deg 124.898 deg 0.322 deg 0.273 deg 1.18
I\' 1600.647 m/s 1600.50 m/s 0.147 m/s 0.733 m/s 0.201
Tin GMT 318,00:17:39 318,00:17:39 P - -
Table 9. First trim performance
Maneuver Estimated Commanded E A priori Ratio of error
parameter actual value value rror lo too
Roll turn 34.462 deg 34.443 deg 0.019 deg 0.285 deg 0.067
Yaw tumn 128.807 deg 128.792 deg 0.075 deg 0.285 deg 0.2683
AV 15.26 m/s 15.25 m/s 0.01 m/s 0.038 m/s 0.263
Tignr GMT 320,02:36:53 320,02:36:53 0 - -
Tabie 10. First trim results
Ratlo of
Target Achieved Error A T‘:ﬂ to 'm
Period 11 h58min48s 11 h48 min 493 1s 85s 089
H, 1387 km 1887 km ~0 0.8 km ~0
v 140.3 deg 140.3 deg ~0 0.03 deg ~0
Inclination 64.37 deg 64.37 deg ~0 0.03 deg ~0
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Table 11. Second trim performance

Maneuver Estimated Commanded A priori Ratio of error
. Error
parameter actuzl value value lo toe
Roll turn 133.748 deg 32.996 deg 0.750 deg 0.285 deg 2.685
Yuw turn 118.730 deg 218.255 deg 0.475 deg 0.285 deg 1.67
av 41.925 m/s 41.81 m/s 0.115 m/s 0.041 m/s 2 80
T, GMT 364, 21:48:59 364, 21:48:59 0 - -
Table 12. Second trim resuits
] Ratio of
Target Achieved Error A ,1”:0" ? mt: aermr
Pericd 11 h58min58 s 11 h 58 min 52 s -68s 132 0.45
h, 1850 km 1650 km ~0 0.3 km ~0
® --26.09 deg -26.02 deg 0.07 deg 0.1 deg 0.7
Inclination 64.43 deg 64.40 deg —0.03 deg 0.1 deg 0.3
Tabile 13. Contingency insertion maneuver dats
Original insertion
Parameters maneuver commands First update Second update
Trajectory estimate
Approximate date Mid-June Mid-July Early October
B'R, km 6011.4 6084.8 6081.5
BT, km 5843.0 5640.9 5621.4
B, km 8245.0 §282.2 8281.6
Time of closest approach, (GMT), 80:58.4 30:55.8 31:16.4
Nov. 14,0 h, min:s
Maneuver parameters
Roll turn, deg 41.32 No change No change
Yaw turn, deg 125.57 No change No change
AV, m/s 1617.13 1621.94 No change
Tyza (GMT), Nov. 14, 0 h, min:s 14:41.4 18:11.1 15:24.0
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Trajectory Description

W. A. Webb

. Launch Phase

The Mariner 9 spacecraft was lavnched by an Atlas/
Centaur launch vehicle (AC-23) on a direct-ascent tra-
jectory from the Air Force Eastern Test Range (AFETR)
launch complex 36B on May 30, 1971. Liftoff occurred at
22 h 23 min 04.5 s GMT, slightly more than 8 min after
the opening of a 60-min launch window. The vehicle rose
vertically for approximately 15 s, during which time, a
programmed roll to a launch azimuth of 92.74 deg was
performed. After the initial vertical rise, the vehicle,
guided by the open-loop Atlas autopilot, began to pitch
over into a zero-lift trajectory. The first of three main
powered phases was terminated by booster engine cutoff
(BECO) at 22 h 25 min 35.5 5. After the Atlas booster
engine package was jettisoned 3 s later, the flight con-
tinued under the power of the Atlas sustainer engine and
guided by the Centaur guidance system operating in a
closed-loop mode.

Because of an unusual launch geometry situation for
the Mariner Mars 1971 (MM'71) launch opportunity, it
was possible to hold the launch azimuth constant during
each daily launch window. However, a small yaw “dog-
leg” mancuver had to be performed so that the vebicle
would attain the correct departure direction. At BECO

+8s, a launch-time-dependent yaw command was issued.
The magnitude of the yaw maneuvers was measured in
yaw index units. A unit positive value of yaw index indi-
cated a main engine cutoff (MECO) position 56.69 km
(186,000 ft) to the right (looking downrange) of a typical
nonyawed (planar) trajectory. The yaw index for the
Mariner 9 launch was —0.34.

After rising above a significant portion of the atmo-
sphere, the Centaur insulation panels and nose fairing,
which protected the vehicle during ascent, were jettisoned
at 22 h 26 min 20.5 s and 22 h 27 min 02.6 s, respectively.
The Atlas sustainer phase was ended normally by pro-
pellant depletion at sustainer engine cutoff (SECO) at
22 h 27 min 07.5 5. The Atlas sustainer stage was separated
from the Centaur at 22 h 27 min 105s.

After a 10.7-s coast, the main engines of the Centaur
were ignited at 22 h 27 min 21.2 s. At main engine start
+4 s, the guidance steering loop, which was interrupted
at SECO, was again closed. No additional yaw maneuvers
were performed during this phase. Centaur MECO was
commanded by the Centaur guidance system at 22 h
34 min 469 s. Centaur MECO occurred at 702.4 s after
liftoff.
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Alter MECQ, the Centaur guidance system initiated a
turning. mancuver to bring the  enicle into alignment
with the predetermined separat.  divection. A spring
deflection scparated the spacectatt from the Centaur at
22 h 36 min 22.6 s, and Mariner 9 was injected into a
Mars transfoer trajectory. Launch phase event times are
summuarized in Table 1. The current best estimates of the
spacecratt’s geocentrie orbital elements at injection are
presented in Table 2.

Shortly before separation from the Centaur, at 22 h
35 min 47.5 s, Mariner 9 entered the shadow of the Earth,
Solar pane’ deplovment was completed at 22 h 42 min
029 <. and the spacecraft began Sun acquisition at 23 h
08 min 46.0 s, when it exited the Earth’s shadow. Sun
acquisition was achieved at 23 h 15 min 59.8 s. At this
time, spacecraft power was being supplied entirely by
the solar panels.

Upon acquiring the Sun, the spacecraft was fully stabil-
ized in pitch and yaw and was drifting without a refer-
ence for the roll axis. The search for Canopus, the roll-
reference star, was initiated by turning on the Canopus
sensor. On the first roll, Achernar was acquired instead
of Canopus, as expected. A ground command was trans-
mitted to disacquire Achernar and continue the se~rch for
Canopus. At 02 h 25 min 10.2 s on May 31, 1971, Canopus
was acquired.

Il. Interplanetary Cruise Phase

Approximately 24 h after launch, on May 31, 1971, at
22 h 31 min 01.0 5, the scan platform, on which the science
instrumeits were mounted, was unlatched from its stowed
position. The unlatching involved the releasing of com-
pressed nitrogen, and the resulting velocity vector change
slightly altered the spacecraft trajectory.

Several hours after scan unlatch, a propulsion system
engine vent sequence was initiated. At 01 h 28 min 20.3 s,
on June 1, 1971, the main engine valve of the propulsion
system was opened for 2 s to allow undesired gases
trapped upstream of the valve to escape to the vacuum
of space. The spacecraft trajectory was again slightly
changed. The best estimates of the post-engine-vent geo-
centric orbital elements of the trajectory are presented in
Table 3.

A. Aiming Point

The aiming point at Mars is typically defined by the
polar coordinates B and 0 in the aiming plane. The aim-
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ing plane is the arcocentric plane normal to the incoming
asviuptote of the approach hyvperbola. The parameter B is
the miss distance, and the angle # specifies its orientation
in the aiming plane. The aiming plane coordinate system
is depicted in Fig, 1.

The Taunch aiming point was biased farther from the
planet than the final reguired actual aiming point to
satisty planctary quarantine and other requirements. The
particular biasing direction chosen was dictated by space-
craft and propulsion system constraints and a desire to
minimize the post-mideourse trajectory  dispersions, as
was discussed n the preceding section, which would
result from injection errors. The bias was then removed
by the mid-course mancuver.

The specitied injection aiming point selected for the
Mariner 9 spacecraft was BeR = 25072 kmand B*T =
35,596.0 kni. The selected closest approach time was 23 h
33 min 00.0 s on November 14, 1971, The actual injection
aiming point achieved was BeR = 19,8695 km and
BT = 26.359.4 k. Without a midcourse maneuver, the
closest approach time would have been 19 h 37 min 11.7 s
on November 14, 1971, Figure 1 shows that the Atlas/
Centaur launch vehicle would have delivered Mariner 9
only 10,600 km (well within specified tolerance) from the
specified injection aiming point.

8. Midcourse Maneuver

The midcourse correction maneuver was performed 6
days after launch on June 5, 1971, to remove the injection
aiming point bias and to deliver the spacecraft to the
proper aiming point for insertion into orbit about Mars.
The aiming point, determined by the desired orbit about
Mars and the orbit insertion criteria, was BeR = 6106.4
km, BeT = 54729 km. The selected time of closest ap-
proach was 0 h 28 min 58.6 s on November 14, 1971.

The engine was ignited at 00 h 22 min 06.0 s for a 5.1-s
motor burn to provide a AV of 6.723 m/s. The resultant
change in the spacecraft trajectory is illustrated by a
comparison of aiming point coordinates: BsR was now
60859 km, B+T was 55875, and closest approach time
was 00 h 31 min 8554 s on November 14, 1971. The
accuracy of the maneuver was better than 0.5 ¢ based
upon a priori statistical estimates, sufficient to eliminate
the need for a planned second midcourse maneuver,
which would have been performed about a month before
encounter. Figure 1 shows a comparison of the desired
and actual injection and post-midcourse aiming points.
The best estimates of the post-midcourse heliocentric
orbital elements are given in Table 4.
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After leaving the vicinity of the Earth, Mariner 9 moved
along an approximately elliptical path about the Sun until
it reached the vicinity of Mars. Initially, the spacecraft
moved ahead of the Earth along its orbit toward Mars but
gradually slowed and was passed by the Earth, The helio-
centric central transfer angle was 129.12 deg (Type 1
trajectory), and the flight time was 168 days.

A projection of the transfer trajectory in the ecliptic
plane is shown in Fig. 2. Figures 3 to 5 show several perti-
nent characteristics of the transfer trajectory presented as
a function of calendar date. The parameters presented are
celestial latitude and longitude, and the geocentric, helio-
centric, and areocentric range to the spacecraft.

Il. Encounter Phase

On November 8, 1971, Mariner 9 was only 2 million km
from Mars and proceeding toward an encounter with the
“red” planet with an areocentric speed of about 3.2 km/s.
During the near-encounter phase, the spacecraft trajec-
tory may be characterized by 1 hyperbola with the center
of Mars located at the focus. The approach direction at
Mars may be specified by the vectorial difference between
the heliocentric velocity of Mars :nd the heliocentric
velocity of the spacecraft near encounter. As Mariner 9
approached Mars along the incoming asymptote, the Sun
was approximately 70 deg behind and to the right, and
the Earth approximately 25 deg bchind and to the same
side. The near-encounter geometry for the Mariner 9
trajectory is illustrated in Fig. 6. The best estimates of the
arcocentric orbital elements of the ncar-encounter trajec-
tory are presented in Table 5.

On November 10, 1971, with Mars still over 1 million
km away, the spacecraft onboard computer initiated the

titst of three preprogranuimed science sequences, which
were scheduled to be performed before insertion into
orhit about Mars, These sequences meluded wide- and
narrow-angle TV pictures and spectral data from the
ultraviolet spectrometer (UVS), the infrared interferom-
cter spectrometer (IRIS), and the infrared radiometer
(RRY instruments, which were mounted on the scan
platform.

Duriug pre-orbit science sequence 1 (POS-1), 25
narrow-angle TV pictures of the full Martian disk were
taken on 62-min centers, Five narrow-angle pictures of
the satellite Deimos were taken by ground command trom
the Earth. All of these pictures, plus spectral data, were
recorded on the tape recorder aboard the spacecraft and
transmitted back to Earth via the Goldstone 64-m-diameter
antenna. On November 12 and 13, 1971, the next science
sequence (POS-2) was taken. This sequence was similar to
POS-1, with 24 pictures of Mars and 6 of Deimos. As the
pictures from the first two sequences were received, it
became clear that, unfortunately, the surface of Mars was
obscured by a massive atmospheric storm.

The final sequence (POS-3) consisted of 23 wide- and
narrow-angle pictures of portions of Mars taken at 2-h
intervals designed to produce a mosaic of most of the
planet. Five more pictures of Deimos and two of Phobos
were also obtained. These pictures and spectral data were
recorded to be played back to Earth after orbit insertion.

On November 14, 1971, Mariner 9 was maneuvered (roll
and yaw) to the correct attitude, and at 00 h 24 min 22.0 s,
the main engine valve was opened, causing the hypergolic
propellants to ignite for a planned burn of over 15 min.
This motor burn produced a velocity vector change of
approximately 1600 m/s, slowing the spacecraft and plac-
ing it into the proper orbit about Mars.
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Table 1. Mariner 9 launch sequence of events

Table 3. Post-engine-vent geocentric orbital elements

Event Time from liftoff, s Orbital element Best estimate
Liftoff» 0 Periapsis radius, km 6,532.8
Cut off Atlas booster engine 151.0 Semimajor axis, km —43,495.8
Jettison Atlas booster engines 154.0 Eccentricity 1.1502
Jettison Centaur insulation panels 196.0 Inclination®, deg 28.80
Jettison Centaur nose fairing 238.1 Argument of perispsis®, deg 127.63
Cut off Atlas sustainer and vernicr engine 243.0 Longitude of ascending node*, deg 45.20
Separate Centanur stage from Atlas 216.0 Time of periapsis passage, GMT May 30, 1971,
Start Centaur main engine 258.7 22 h 35 min 02.87 s
Cut off Centaur main engine 7024 aWith respect to the Earth true equator and equinox of date.
Separate Centaur/spacecraft 798.1
Begin Centaur tank reorientation 1258.3
Begin Centaur retro thrust 1353.3 Table 4. Post-midcourse hellocentric orbital elements
End Centaur retro thrust 1373.3
Start tank blowdown 1702.6 Orbital element Best estimate
End tank blowdown, energize power
changeover 1953.6 Periapsis radius, 10° km 150.83
“At22 h 23 min 04.5 s GMT on May 80, 1971 Semiimajor axis, 10¢ km 186.80
. ! : Eccentricity 0.1926
Inclination®, deg 1.29
Argument of periapsis®, deg 164.71
Longitude of ascending nodes, deg 68.64
Time of periapsis passage, GMT May 186, 1971,

Table 2. Geocentric orbital elements at injection

068h 19 min 04.26 s

aWith respect to the true ecliptic and equinox of date.

Table 5. Areocentric orbital slements at encounter

Orbital element Best estimate Orbital element Best estimate
Periapsis rudius, km 6,544.9 Perlapsis redius, km 5116.4 .
Semimajor axis, km -43,358.3 Semimajor axis, km -41122 :
Eccentricity 1.1509 Eccentricity 2.2441 :
Inclinations, deg 28.79 Inclination®, deg 64.65
; Argument of periapsiss, deg 127.45 Argument of periapsis®, deg 311.87 .
. Longitude of ascending node®, deg 45.39 Longitude of ascending node®, deg 4250 ;
Time of periapsis passage, GMT May 30, 1971, Time of periapsis passage, GMT Nov. 14, 1971,
22 h 34 min 47.94 5 0 h 31 min 08.68 s

aWith respect to the Earth true equator and equinox of date.

SWith respect to the Mars true equator and vernal equinox.
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Science Sequence Design

P. E. Koskela, W. E. Boliman, J. E. Freeman, M. R. Helton, R. J. Reichert, E. S. Travers, and S. J. Zawacki

I. Introduction

The primary objective of the Mariner Mars 1971 mission
was to study the characteristics of Mars for at least 80
days. The mission was highly successful in that 70 to 80%
of Mars was mapped during the first 262 revolutions. The
extended mission later brought this coverage to nearly
100%.

The activities of the following members of the Naviga-
tion Team are recorded in this section: the Science Se-
quence Design Group, responsible for preparing the final
science sequence designs; the Advance Sequence Planning
Group, responsible for sequence planning; and the
Science Recommendation Team (SRT) representatives,
responsible for conducting the necessary sequence design
interfaces with the teams during the mission. The inter-
face task included science support in both advance plan.
ning and daily operations. The science sequences designed
during the mission are also discussed in this section.
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il. Software

The Planetary Observation Geometry and Science
Instrument Sequence (POGASIS) system of programs
used for science sequence planning and design was com-
prised of POGASIS, POGASIS plot, Library POGASIS
Program (LIBPOG), SCOUT, summary programs,
POGASIS plot driver, and POGASIS data package driver.
A description of the major functions of each program
follows.

A. POGASIS

The POGASIS program is a single-precision Fortran V
program that was used to generate the Mariner 9 observa-

tional geometry. POGASIS formed the basis of all science
sequence design computations. The program operated
on the UNIVAC 1108 computer.

POGASIS computes the spacecraft orbit either by pro-
cessing a numerically integrated ephemeris tape that has



been generated by the double precision trajectory pro-
gram (DPTRAJY, or by using a two-body orbit modified
to include general perturbation expressions tor the major
perturbative effecis of solar gravity and Mars oblateness,
All trajectorv-related quantities of interest can be com-
puted. including spacecraft mancuver attitude informa-
tion, occultation parameters of Sun and Earth. and look
angles to Earth-based tracking stations.

The instrument scan pcometry portion of POGASIS,
wiven the pointing directions and times, projects the
images of up to 10 onboard instruments onto the surface
of Mars. It also computes the pointing angles and times
necessary to satisfy specified observational criteria. This
portion of POGASIS computes all instrument-related
quantities of interest.

B. POGASIS Plot

The POGASIS plot program provides graphical repre-
sentation of instrument viewing geometry for all instru-
ments. The program uses a data tape generated by
POGASIS or LIBPOG as input, and outputs graphical
data in mercator, orthographic, cartesian, or conical pro-
jection form. The plots could be viewed on the Tektronix
T4002 (and hard-copied if desired) or directed to the
Stromberg-Carison (SC) 4020 plotter.

C. LIBPOG

LIBPOG was used for post-processing by the Science
Data Team to prosi:le high-precision da:a. The program
is equivalent to POGASIS, except that it has no triggering
capability. Program input data are modified by the Scan
Platform Operations Program (SPOP) to reflect all known
biases to the pointing angles, including the platform limit
cycle. Spacecraft position and planet position are obtained
from the probe ephemeris tape and the planetary ephem-
eris tape, respectively.

D. SCouT

The SCOUT program rapidly computes and illustrates
spacecraft viewing geometry for an instrument inounted
on the scan platform. Its primary application was in the
advance sequence design process. The program operated
on the UNIVAC 1108 computer, and it could produce
plots on the Tektronix T 4002 or the SC 4020 plotter.

The program computed spacecraft position, using mean
elements corrected for Mars oblateness; this approxima-
tion proved to be accurate enough for planning purposes.
Its various scan-pointing and plotting options, including

the spacecraft cone/clock grids. made SCOUT useful for
design purposes. and its ability to immediately produce
plots on the Tektronix made it invaluable for rapid itera-
tive design work.

E. In-flight Enhancements

As orbital operations progressed, a series of auxiliary
programs were developed to automate the more routine
computer-related  activities. These programs were de-
signed initially to help the POGASIS engineers check the
output of the computer runs, and later, to assist in the
generation of input for the POGASIS runs and plots. This
automation oliminated wuch tedious manual checking
and input preparation.

1. Summary programs. Several summary programs, use-
ful for checking output, came into use soon after orbital
aperations hegan. Their purposc was to pinpoint problem
areas immediately. The output from these summaries was
generally printed on the Tektronix screen by the POGASIS
forecast engineer as soon as the computer run closed and
before printout was delivered. They enabled the forecast
engincer and the SRT Representative to check picture
shuttering times, slew times, and cone- and clock-angle
limit violations, Another summary program formatted
output exactly like the sequence generator (SEQGEN)
output. This helped validate the POGASIS data package.

2. POGASIS plot driver. This input generator came irto
use after orbital nperations were well under way. It elimi-
nated manual preparation of the input necessary for each
plot by extracting data from the POGASIS output adap-
tive mode planning system (AMPS) tape. The plot driver
aided hoth the POGASIS forecast engineer and the
POGASIS data package engineer in creating orthographic,
conic, and mercator plots. The plot driver results com-
prised the input to the POGASIS plot program.

3. POGASIS data package driver. This input-formation
aid came into use about two-thirds of the way through
the primary mission, eliminating the tedious coding of
input for POGASIS data package runs. The driver also
automatically set up the correct input for a POGASIS
case when provided the slews, camera pointings, and cor-
responding times from SEQGEN.

The uitimate refinement in POGASIS data package
generation was developed in time for the extended mis-
sion. This program read the SEQGEN output tape. The
data package engineer no longer had to manually type in
the slew and picture shuttering data. With this driver to
set up the POGASIS case and the POGASIS plot driver
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to set up the plots, the data package engineer could at
times prepare the data package in 1% h, as opposed to the
6 to 10 h typically required at the beginning of orbital
operations.

iil. Procedures

The procedures involved in preparing the science se-
guence designs for Mariner 9 are given below.,

For several weeks prior to encounter and orbit insertion.
tentative operations procedures were tested by the
POGCASIS group of cngineers and SRT representatives.
Some of these readiness tests encompassed the entire
Navigation Team, while others were conducted within the
POGASIS group only.

Base cases for the TV sequence designs were prepared
in advance for the first 40 revolutions. Decisions regarding
the TV science heyond the first 40 revolutions were post-
poned because of the uncertainties resulting from the
dust storm. It was intended that, during the first 40 revo-
lutions after encounter, TV and spectral science sequences
and base cases for sutsequent revolutions would be pre-
pared as the requirements of the : ~ientists became known.

Upon insertion into Mars orbit, the sequence designs
for the first 40 revolutions were changed entirely because
of the dust storm, New sequence designs had to be pre-
pared in near-real time.

The Advance Sequence Planning Group worked closely
with the SRT representatives and helped prepare advance
details of the 1'V-science sequences; the Science Sequence
Design (POGASIS operations) Group handled everyday
operations, along with unexpected problems and requests
requiring immediate action.

A. Advance Planning

1. Science Recommendation Team Representatives.
The SRT Representatives responsible for preparing unified
requests for science data based on a 20-day-cycle mission
plan, were involved with a variety of functions and inter-
faces, requiring a working knowledge of the various
Mariner 9 systems, particularly the spacecraft. Because
the SRT Representatives had to interface with each of
the scientific experinienters or their representatives, they
also had to understand the objectives of the various ex-
periments. During the primary mission, 3.5 men were
necessary to support this function 7 days per week.
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The Mission Design Team was responsible for produc-
ing the basic 20-dav-cycle mission plans. These plans had
to retlect not only the experimenters” desires but also the
constraints as dictated by the various Project systems. The
plans specified the number and order of the various
science sequence links, their science objectives, the struc-
ture of each link, plus system guidelines from the space-
craft and mission operations representatives. The Mission
Design Team meetings were attended by: (1) SRT mem-
bers, (2) Mission Engineers responsible for spacecraft
operating  characteristics and constraints, (3) Mission
Operation System (MOS) Representatives with implemen-
tation guidelines, and (4) the SRT Representative from the
Navigation Team.

The SRT Representatives were expected to provide
trajectory-related informatio . including viewing char-
acteristics, constraints and capabilities. in support of
advance planning. As the science desires became known,
the SRT Representatives, along with members of the
Advance Sequence Planning Group, would design tasic
seqquences to satisfy these requirements, and then present
them to the Mission Design Team. The Mission Engineers
would present the spacecraft constraints in conjunction
with the proposed science sequences. Upon final iteration
of the SRT desires and system constraints, a mission plan,
with the hasic science sequence link structure for a 20-day
cycle, was prepared jointly with the Mission Engineers.
When approved, this mission sequence plan would go to
the Mission Sequence Working Group for implementation.
An example of such a sequ=nce plan is shown in Fig. 1.

2. Advance Sequence Planning Group. The Advance
Sequence Planning Group worked closely with the SRT
Representatives and, on occasion, with the experimenters
to work out saquence designs that would meet the objec-
tives of each science cycle. The end product was an inter-
related collection of science sequences, which were then
translated into POGASIS program input. This POGASIS
standard (or base) case often required only minor changes
(for example, in cone and clock angles or surface point
locations), when used for daily operations by the Science
Sequence Design Group.

Preliminary design studies were generally started at
least one entire 20-day cycle in advance. Both the SCOUT
and POGASIS programs were used in this iterative
process, along with the Tektronix video display terminals.
The SRT Representatives were the interface between the
Advance Planning Sequence Group and the SRT. Changes
were made until 2 satisfactory final design was achieved.
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Once the final design for two revolutions was ~omplete,
the POGASIS standard case was compiled. T+ final step
was to make the actual POGASIS run for the first day
(two orbital revolutions) of the new science cycle as a final
check for design flaws and also to effect a smooth transi-
tion hetween cycles and the two POGASIS groups. Pre-
liminary work on the next science cycle was then begun.

At times, the Advance Sequence Planning Group per-
formed design studies on a phase of the missivn morz
than one cycle ahead. This work affected future and, on
occasion, current planning and often served to shape the
science objectives of a cycle.

B. Daily Operations

1. Science Recommendation Team Representatives.
The SRT Representatives functioned on a daily basis &s
the interface between the Science Sequence Design
Group, the Mission Sequence Working Group, and the
SRT. They coordinated the daily preparation of an orbital
sequence plan that reflected the SRT desires and satisfied
the operational and spacecraft constraints. The interface
and orbital sequence problem-solving function made this
a full-time endeavor, partially because of the sequence
redesign necessitated by the dust storm and the failure of
AMPS, which led to handwritten orbital sequence plans.
These interface functions are listed below:

(1) Science Recommendation Team. This group con-
sisted of the science experimenters of the various
disciplines and instruments and their representa-
tives. The SRT stated the daily science sequence
requirements for every data-taking revolution, in-
cluding the specification of the target and/or cover-
age for every spectral instrument scan and TV
picture link in the sequence plan for a particular
mission cycle. The SRT Representative advised the
SRT of the daily target viewability as a function of
revolution. The final product of the SRT meetings
was an orbital sequence plan, with the science re-
quests specified for a particular revolution pair.

(2) Science Sequence Design Group. This group con-
sisted of the POGASIS operation engineers, who

was submitted to the SRT Representative for
double-checking and orbital sequence plan sub-
mittal.

(3) Mission Sequence Working Group. This group con-
sisted of representatives from the various mission
ope:ations teams such as the Spacecraft Team, SRT,
and the Navigation Team. Actual implerentation
of the daily science sequences began in this group.
when the science sequence plan was reviewed and
approved for execution.

2. Science Sequence Design Group (POGASIS opera-
tions). The Science Sequence Design Group handled the
everyday tasks associated with the Mariner 9 POGASIS
activities. The operations task was divided into three
specific tasks, performed by the forecast engineer, the
data package engineer, and the duty engineer. Each of
these positions was manned 7 days a week and approxi-
mately 12 h per day. The tasks were rotated among the
members of the group every 8 days. A description of each
of the POGASIS operations tasks, and their principal
duties, follows:

(1) Forecast engineer. It was the responsibility of the
forecast engineer to begin the daily sequence de-
sign process by using the POGASIS base case and
inputting the science requests. It typically took 8 h
to accomplish this task of designing sequences
which did not violate any constraints for a pair of
revolutions.

(2) Data package engineer. Data packages were dis-
tributed the day of playback, and it was the re.
sponsibility of the data package engineer to meet
that schedule. The POGASIS run contained in the
data package represented the best a priori model of
thie sequences executed by the spacecraft. Part-way
through the primary mission, programs were written
that simplified the production of the data packages
(see Subseciion IIE).



C. Evolution of a Zenith/Nadir Orbital Sequence

'The complete science sequence design process is shown
in Fig. 2. It is assumed that a mission plan for the subject
20-day cycle has been formulated. The plan would specify
the general science sequence structure, including all data-
taking (D/T) link times, picture link duscriptions, slew
times, ground-commanded picture capability, and the
flexibility allowed for sequence structure change requests.
A POGASIS base case modeling this science sequence
structure would have been prepared by the Advance
Sequence Planning Group. The procedures used for pro-
ducing an orbital sequence plan follow in chronological
order for a typical zenith/nadir revolution pair:

(1) The SRT representative attended the daily SRT
meeting to discuss the targeting for the science
sequences to be taken 8 days later. The science re-
quests were recorded on the orbital sequence plan
forms (see Fig. 3). When filled out, these forms
contained the detailed sequence design information
tc be implemented by the Spacecraft Team.

(2) The SRT Representative then attended the Mission
Sequence Working Group meeting to review the
orbital sequence plan brought in by the SRT Chief.
Any foreseeable implementation problems (e.g.,
MOS or spacecraft) were resolved at this time. After
approval by the Mission Sequence Working Group,
copies of the sequence plan forms were made, and
the original was given to the SRT Representativ..

(3) Next, the SRT Representative presented a copy of
the sequence plan forms to the forecast engineer,
along with any necessary explanation concerning
the science requests.

(4) Once the science requests were understood, the
forecast engineer loaded the POGASIS base c.se
into the computer and modified it (using the text
editor mode at the Tektronix) to mode! these re-
quests. Additional items the forecast engineer had
to include prior to his first computer run were:
(n) the calendar date and day of year of the partic-
ular revolutions; (b) the da*a automation subsystem
(DAS) reference time for these revolutions from
B-frame start listings provided by the Spacecraft
Team; (c) the number of the latest probe ephemeris
tape, with the difference between universal and
ephemeris time corrections, if applicable.

(5) After execution, the POGASIS output was checked
by the forecast engineer. Typically, a number of
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computer rurs were made before one was obtained
that fully satisfied the science requests. In some
cases, the science requests were impossible to satisfv
because of some spacecraft or geometncal con-
straint. Spaceeraft constraints included scan plat-
form viewing limits and slew duration limitations.
Such problems were described in a note to the next
day's duty enginecr: the note was left with the
output from the Yast POGASIS rup wnd copies of all
plots.

(8) The following day. the duty engineer and the SRT
Representative reviewed any problems encountered
the preceding day by the forecast engineer. If no
viable strategy or solution could be found, the SRT
Representative brought the target or sequence
problem to the attention of the Mission Sequence
Working Group. The group, consulting with the
SRT Representative, roposed an SRT target change
or a sequence structure modification. These se-
quence amendments could be proposed throughout
the day if the responsible working group individuals
were available. Otherwise, the amendments would
be proposed at the 4:00 p.m. meeting. The proposed
change was then brought back to the duty engineer,
who made the necessary changes to the POCASIS
case and checked the feasibility of the revised
sequence. The rest of the day was used for finishing
the sequence design and producing plots for all the
sequences.

(7) When the duty engineer completed the POGASIS
forecast run containing the required sequences
(usually the following moming), it was given, with
the plots, to the SRT Representative to double-
check to ensure that the science requests and all
system constraints were satisfied. These system
constraints included: (a) scan platform limits, (b)
slew duration limitations between links, (c) mini-
mum picture link timing separations, and (d) the
ultraviolet spectrometer (UVS) “zap” problem. The
UVS zap problem was not known before encounter.
The constraint was imposed that the UVS instru-
ment, when operating, never be slewed from black
space onto the illuminated limb of the planet be-
cause of its sensitivity to such an abrupt - ure
to UV radiation.

(8) UVS zap checking was done by the SRT Represen-
tative in conjunction with the duty engineer. Per-
spective views (with superimposed cone snd clock
grids) of the planet at S-min intervals were pro-
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vided by the Advance Sequence Planning Group
for this purpose. All dlews in a sequence were
checked for potential violations. SCOUT and
POGASIS were used to check marginal cases. If a
violation was detected, a slew strategy to prevent
the zap was devised, which might include slewing
carlier or later. or possibly incorporating an extra
slew into the sequence to s? w ~round to the dark
side of the planet.

(9 After the checking was completed. the SRT Repre-
seniative filled out the orbit ' sequence plan forms
with the data from the final POGASIS forecast run.
The duty engineer assisted in this, if required. The
data provided on the forms included the picture
link times, all cone and clock angles. floating slew
strategies and times, and periapsis times. (See
Fig. 3 for a sample orhital sequence plan for a
zenith revolution in mapping cycle II1.)

(10) The SRT Representative then attended the daily
4:00 p.m. Mission Sequence Working Group meet-
ing to submit for approval the prepared orbital
sequence plans for the science sequences to be
taken 4 days later. After review and Working
Group approval, the sequences went to the Space-
craft Team for implementation.

(11) 1If no unforeseen implementation problems ap-
peared, the next step was initiated 1% to 2 days
before the sequence D/T, when “EQGEN output,
consisting of the actual times and cone and clock
angles that were loaded into the central computer
and sequencer (CC&S), was available. The data
package engineer used these values to construct a
POGASIS input case, which would model the
spacecraft sequences using the precise times they
would be executed. A final check of the UVS zap
problem was also included in this last POGASIS
case. This check was made early enough so that
emergency commands could be sent to the space-
craft if a UVS problem was detected. Plots were
constructed on the SC 4020 plotter with the final
run. The plots were labeled and the data packuge
was assen.bled, reproduced. distributed, and teady
for use befcre playback began.

The preceding procedures
development throughout the mission. Once s mission
cycle had begun, the procedures would overlap so that,
during any one day, three data-taking sequences were
being worked on.

wer- i, 3 continuing state of

IV. Science Sequences

Marmer 9 science sequence design can be discussed in
three ditterent phases: (1D the pre-insertion planning,
which took place after the loss of Mariner 8 because of a
launch vehicle failure, (2) the post-insertion planning and
changes necessitated by the dust storm; and (3) the se-
quences as they actually were taken,

A. Pre-insertion Planning

The launch failure of Mariner o led (o the first of sev-
eral redesigns of the science sequences. The two phases of
the Mariner Mars 1971 mission represented by Mariners 8
and 9. cach with its own science objectives, had te be com-
bined into a single compromise mis-.on. This revised mis-
sion had to satisfy the minimum regauciuents of each
scirntific discipline, while receiving about one-half the
data that would bave been available from the two separate
spacecraft.

An example of the tradeoffs made 'n redengning the
mission was the selection of a 65-deg-inclination orbit.
Thi« represented a compromise hetween a high-inclination
orbit, which would have provided excellent south polar
coverage. and a low-inclination orbit, whick would have
provided better variable feature observations near Martian
high noon. The orbit period wus cho:en to be approxi-
mately 12 h to maximize the amount of data return. The
planned apridal orientation was 140 deg and the periapsis
altitude, 1300 km.

Communication requirements dictated that the science
data be played back through the 84-m-diameter antenna at
the Goldstone Deep Space Station. The orbit period was
svnchronized as closely as possible to the Goldstone view
peviod to maximize the data retumn. The time period when
the science instruments could view the planet was depen-
dent on the instrumen: platform scan constraints. The TV
data and high-rate spectral data recordcd during the
Goldstore nadir pass had to be played back during the
following zenith pass. In addition, real-time high-rate
spectral data could be received duri:y the zenith pass.
A total of 30 TV picturcs, the iape recorder capacity, were
planned for each pess.

To follow this soquence of ev. uts, the spacecraft was
to be maneuvered into an orbit with a period which main-
tained the periapsis passage of every other revolution
(or a 12-h period) close to u:e time of zenith of the
Goldstone view period. Depending on the resultant orbit
period following orbit insertion, one or more orbit trim
maneuvers were pianned to achieve synchronization with
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the Goldstone view period. The first science data-taking
cvele was to begin after the final orbit trim maneuver.
Subiect to when and how many trim maneuvers would be
needed, various science instrument calibrations and simple
mapping sequences were planned for the period between
orbit insertion and the final trim.

A fortuitous situation existed in that an orbit period
synchromzed with Goldstone zenith would result in a
shift of subspacecraft longitude between successive zenith
or successive nad:. passes which permitted contiguous TV
mapping with the low-resolution camera. About 20 days
of orbital operations were necessary to complete one cycle
of mapping swaths arsund the planet. Because mapping
of the Martian surface was one of the prime science ob-
jectives, the science sequence planning cycle was tied to
the mapping cycle. P.iur to orbit insertion, detailed mis-
sion desizn plans for the first mapping cycle were com-
pleted. This plan accommodated a final orbit trim maneu-
ver as late as revolution 16.

Four mapping cycles were planned to cover the Martian
surface from a latitude of 65°S to about 25°N. In addition
to this TV mapping, various other kinds of data taking,
- both TV and spectral, were a part of the first cycle, as
indicated in Figs. 4 and 5. Time ticks relate the position of
the spacecraft to periapsis passage. The approximate time
periods during which the instruments would acquire data
are shown as planned for the first cycle.

B. Post-insertion Planning

. Upon arrival of Mariner 9 at Mars, the mission plan was
changed again because of the planet-wide dust storm. The

% start of the mapping cycles was delayed, and a recon-

- naissance mode of operation was initiated instead to seek
. areas that were clear enough to photograph,

2 Duing the reconnaissance cycles, advance studies were
E. performed to accomplish the primary science objectives
% after the dust storm ceased. For example, a minimum of
k. 40 days was determined as the time period required to
B contiguously map the planet from 65°S to 45°N. However,
E almost all available pictures would be required to accom-
plish the task, and all other TV requests would have to

F. be ignored, which was untenable. The spectral experi-

E menters also had competing desires, which influenced
&% the science sequence design. Further analysis indicated

i that, if the periapsis altitude were raised {.om the
i achieved value of 1390 km to about 1650 km and the
| mapping cycles extended over 680 days (three cycles), the
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number of low-resolution pictures required to map the
planet could be held to about 10 per orbit for the first
two 20-day cycles and 12 for the last cycle.

The amount of scan platform slewing required during
the mapping was also dependent on the periapsis altitude;
i.c., the higher the altitude, the fewer the number of slews
needed to get forward-lap with the low-resolution camera.

Because the spectral experimenters desired as few slews
as possible during any link of picture taking, an effort was
made to minimize the number »f slews consistent with
the other requirements (e.g., keep:ng the view angle to
less than 20 to 25 deg). If the periapsis altitude was about
1650 km, only two slews would be needed during a map-
ping swath. Therefore, to raise the periapsis altitude from
1390 to 1650 km and to correct the orbital period to adjust
the shifting of periapsis passage time with respect to
Goldstone zenith, an orbit trim maneuver was performed
on revolution 94, prior to the start of the first mapping
cycle on revolution 100.

Mission plans redesigned after arrival were greatly
influenced by the limited capabilities of mission opera-
tions. Sequences that had been fairly intricate before
arrival were simplified by mainiaining the same sequence
design throughout a mapping cycle. Fpochs (measured
from periapsis) 1t which the science links tock place were
fixed for every zenith orbit and for every nadir orbit. Also,
the epochs and the number of scan platform slews to
accomplish the science links were held constant for each
orbit. Then the sequence design was optimized from the
standpoint of the science objectives. Determining where
to point many of the links became a daily activity based
on inputs from the SRT.

Assuming that no maneuvers to change the attitude of
the spacecraft to point the high-gain antenna at Earth
would be executed during the primary mission, the three
mapping cycles had to be finished by early March 1972
because of degraded communication capability. This
consideration dictated a starting date early in January for
the mapping mode, which was compatible with the ex-
pected subsidence of the dust storm to the point that
good pictures could be taken.

As can be seen from the sequence designs presented in
Subsection IVC, there was a variety of TV science objec-
tives, including geodesy, atmospheric sequences, variable
surface feature geology, and Martian satellite astronomy.
In addition, the sequence designs included scans made
specifically for the spectral experimenters.
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C. Science Sequence Summaries

The Mariner 9 science data through revolution 262 were
acquired in eight major eveles A description of the science
eveles and the revolutions included within each cvele, and
a brief outline of the objectives of each cycle follow.
Figure 6 provides a key to aid in reading Figs. 7 through
20. which contain complete sequence summaries for the
nadir and zenith revolutions for cach cyele. Sample ortho-
graphic plots for TV pictures taken on a zenith and nadir
revolution for each cycle are presented in Figs. 21 through
35. A complete set of orthographic and/or mercator plots.
and numerical data for every TV picture received during
the first 262 revolutions are provided in Ref. 1.

1. Post-orbital insertion mapping, calibration, and
phase function cycle (recolutions 1-15). The planet-wide
dust storm to which Mariner 9 was cxposed at arrival had
a profound effect on the original science plan. While work
progressed on replacement science sequences, a series of
mapping sequences. taken near periapsis, were initiated
to fill the gap left by the abandonment of the original
plar  These mapping sequences, consisting of narrow-
angle (B-camera) and wide-angle (A-camera) pairs, were
relatively ineffective because of the dust storm. An orbit
trim maneuver was performed on revolution 4 of this first
cycle (no TV science data taken) and a calibration and
phase function sequence on revolution 7. (See Fig. 7 for a
complete sequence summary.)

2. Interim cycle (revolutions 16 to 23). While advanced
planning continued, an interim sequence was adopted
which afforded more possibility for planetary reconnais-
sance than BA mapping. This sequence consisted of a
combination of two orbits from pre-insertion planning
sequences, one nadir and one zenith. The same sequences
were repeated continuously from revolutions 16 through
23. Figure 8 contains a complete sequence summnary.

3. Reconnaissance I (revolutions 24 to 33), The new sci-
ence plan was implemented on revolution 24. T e primary
feature of this cycle was the global coverage afforded by
10 wide-angle pictures on each zenith revolution and five
on each nadir revolution. Specific targets in relatively
dust-clear areas were identified in these pictures and
were subsequently examined with two groups of four
high-resolution picture= in each orbit. Each revolution
also included a pair of overlapping high-resolution limb
pictures, coverage of the south polar region with three
BA pairs, and two or more BA pairs with the last A-frame
veitical and 10 deg from the terminator. (See Figs. 9 and
10 for complete nadir and zenith revolution sequence
summaries).

4. Reconnaissance I (revolutions 64 to 99). Reconnais-
sance of the planet continued, with a new science se-
quence beginning with revolution 64. The plan was simi-
lar to that tor reconnaissance 1, i.e.. global coverage with
cight A-frames on each revolution and a series of B-frames
to investigate dust-free areas. On each zenith revolution,
there were two tetrads {four Bs) and on each nadir revolu-
tion. a tetrad, a triad (three Bs), and a dyad (two Bs) for
high-resolution limb pictures. Polar coverage continued
with three BA pairs on cach revolution. Near the end of
this cvele, it was determined that a periapsis altitude of
1650 km would facilitate the mapping objective and also
allow an orbital period adjustment for periapsis synchroni-
zation with Goldstone; therefore, a second orbital trim
maneuver was ordered for revolution 94 (no TV science
data taken). For two revolutions preceding the trim, and
for all revolutions following the trim to the end of the
cvele, BA mapping was substituted for the standard re-
connaissance II format. (See Figs. 11 and 12 for nadir and
zenith revolution sequence summaries).

5. Mapping cycle I (revolutions 100 to 138). The dust
storm that had delayed Mariner 9’s primary mission of
mapping the surface began to abate during reconnais-
sance I and reconnaissance II. By revolution 100, the
surface was clear enough to begin the surface mapping
with mapping cycle I. Each revolution in the cycle had
two mapping sequences. The first began at approximately
P — 19 min, with one A and three BA pairs. The second
was at approximately P — 10 min, 36 s, with one A and
five BA pairs. The first mapping sequence was taken at
a cone and clock angle such that the fourth A-frame was
directed vertically, and the second sequence, such that
the third A-frame was vertica). In addition to the mapping
sequences, each revolution had five global pictures and a
tetrad of mixed A and B frames. Each zenith revolution
had a pentad of two AB and one A, and each nadir revolu-
tion had two dyads of one AB pair and a single B-frame,
dubbed “TLR.” This cycle was marked by one of the
few hardware failures on Mariner 9. Near the end of the
cycle, the fil'er wheel on the wide-angle camera failed to
step. Analysis showed that the filter wheel was in posi-
tion 5, a polarizing filter, for the remainder of the mission.
Figures 13 and 14 present the nadir and zenith revolution
sequence summaries.

6. Mapping cycle Il (revolutions 139 to 177). Surface
mapping continued at a higher latitude band with map-
ping cycle II. Each revolution again had two mapping
sequences. The first was at P + 2 min and the second at
P + 13 min, 54 s. The first sequence had one A, four
BA pairs, and one B, and the second sequence, five BA
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pairs. The first sequence was taken at a cone and clock
angle such that the fourth A-frame was viewing vertically,
and the second sequence was such that an imaginary sixth
A-frame would have been vertical. Again, each revolution
had a tetrad of mixed A and B frames and, in addition,
each revolution had a dyad of one BA pair and two Bs,
and two single B-frames. Each nadir revolution had a
triad of one AB pair and one B, and three single B-frames.
Figures 15 and 16 contain the nadir and zenith revolution
sequence summaries.

7. Mapping cycle I (revolutions 178 to 217). Mapy,...g
of the planet continued with mapping cycle III. Surface
features located at higher latitudes than those mapped on
mapping cycle II were observed. Again, each revolution
had two mapping sequences. The first was at P — 2 min,
i 12's and the second, at P + 30 min. On each zenith revolu-
Ition, two A-, one B-, and four A-frames were taken on the
first sequence, followed by three AB pairs on the second
sequence. On zenith revolution 208 and nadir revolution
207, and all mapping cycle III revolutions following, the
B-frames in the first mapping sequence were omitted.
In addition to the mapping, each revolution in the cycle
contained two tetrads of mixed A- and B-frames, one
dyad of one AB pair, and one dyad of two B-frames. In
addition, each zenith revolution had a tetrad and a single
B-frame, referred to as TEC, between mapping sequences.
Each nadir revolution had two additional dyads, one con-
sisting of an AB pair and one of two B-frames. Toward
the end of this cycle, the increasing distance between
Mars and Earth and the movement of Earth away from
the high-gain antenna boresight caused a continued low-
ering of the signal-to-noise ratio, forcing selection of
‘lower playback rates. This had the ~ffect of decreasing the
number of pictures that could be played back from ap-
proximately 30 on each revolution at the beginning of the
-cycle to approximately 20 at the end of the cycle. Figures
117 and 18 contain complete nadir and zenith revolution
| sequence summaries.

8. Extended mission phase I (revolutions 218 to 262).
With the end of mapping cycle III, the major mission
objectives were completed. However, with the exception
of the inoperative A-camera filter wheel and an ever-
dwindling supply of attitude control gas, the spacecraft
continued to be in excellent condition to acquire data. The
mission progressed to the extended mission phase begin-
ning with revolution 218. At the start of this cycle, approxi-
mately 20 pictures could be played back on each zenith
revolution. By revolution 242, this number had decreased
to approximately 10. For each nadir revolution, approxi-
mately 15 to 16 pictures could be played back at the
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begiuning of the cycle, and 10 near the end. To increase
the playback to an average of 22 pictures per day, five
high-gain antenna maneuvers were planned everv 2 days,
starting on revolution 246. On the maneuvere { zenith
revolution, the sequence was constrained to straight map-
ping with limited slewing. Each zenith and nadir revolu-
tion was divided nominally into five triads, three with
three Bs and two with a B and one AB pair. These triads
were not constrained in time, and, in addition, provision
was made to insert several ground-commanded sequences
for special purposes. Two-thirds of the way through the
cycle, CC&S checksum errors prevented taking data for
several days, while the failure was investigated, Data-
taking resumed on revolution 259, and ended on the only
maneuvered revolution, 262, as the spacecraft entered
solar occultation. This marked the end of the planned
mission. (See Figs. 19 and 20 for nadir and zenith revolu-
tion sequence summaries).

The sequence summary tables show at a glance every
TV sequence and picture taken during the first 262
revolutions and represent an orbit-by-orbit summary of
the orbital sequence designs. The frame numbers (con-
secutive picture numbers) are in the upper left-hand
corner of each “hox.” These frame numbers correspond to
the frame numbers found on the sample orthographic and
mercator plots shown in Figs. 21 to 35.

The orthographic plots, representing a perspective view
from infinity, are obtained by projecting along lines paral-
lel to the central optic path of one picture. The middle
picture of a sequence gives this projection (viewing) direc-
tion, whereas its time defines the subspacecraft point, the
terminator, and the solar subpoint. Any portion of the
limb within a picture’s field of view is also drawn. This
generally differs from the outline of the globe. The ortho-
graphic plots provide an overall view of the geometry at
the time the picture or sequence was taken. The termina-
tor is denoted by a line of asterisks, the subsolar point by
S, and the subspacecraft point by +. Each plot is pro-
vided with a science link title, which has the numbers of
the pictures contained in the plots in parentheses. Pictures
are also numbered on the plots themselves.

V. Accuracy of TV Camera Targeting

An analysis of Mariner 9 targeting accuracy is presented
in this subsection. In general, targeting was determined
5 days before initiation of the spacecraft science instru-
ments to allow adequate timc for reprogramming the
spacecraft CC&S. Despite this time delay, adequate tar-
geting accuracy was achieved.




Targeting is defined here as the process of determining
the scan platform pointing necessary to provide coverage
of a desired arer. The accuraey attained must be suffi-
ciently high to ensure coverage of high-resolution pho-
tography. The degree of accuracy attainable was limited
by the tollowing items:

(ID Spacecraft position with respect to the planet
Position in orbit (time from periapsis)*
Orbital definition

(2) Pointing direction
Pointing direction within limit cycle (:+0.25 deg)*
Controllability (+0.25 deg)*
Achievable pointing direciions ( +0.125 deg)*

(3) Planetary model
Pole direction*
Mean radius and planetary oblateness
Local height variation

(4) Camera shutter time
Reference time definition
Spacecraft DAS clock time drift (—0.146 s/12 h)

Th. asterisk indicates the items which have the most
significant effects on targeting accuracy. A discussion of
each of these items follows.

The lack of a good definition of the detailed Martian
gravitational potential early in the orbital phase limited
the accuracy of the determination of spacecraft position
within its orbit and, consequently, time of periapsis pas-
sage. The periapsis time error was the most significant
item affecting targeting accuracy. As the mission pro-
ceeded, the gravitational potential became better defined,
and more accurate periapsis time predictions were
achieved. The targeting periapsis time error was reduced
to less than 10 s on every orbit after revolution 157, and
to less than 2 s (with a few exceptions) after revolution
186. A periapsis time error of 10 s, when the spacecraft is
at the periapsis position, would result in a 1.3-deg pointing
direction error, and a 2-s error would cause a 0.26-deg
pointing error. The probe position errors due to out-
ot-plane (inclination and nodal position) errors were
usually less than 2 km and therefore had a relatively small
effect on targeting accuracy.

The scan platform pointing direction is another source
of error. The possible pointing direction error caused by
the limit cycle (the deadband boundaries of spacecraft
attitude stabilization) may be 0.25 deg in clock and cone

angle. The limit-cyele deadband may be reached more
often during times of high slew activity, Much less Tikely
and more mfrequent are controllability errors. These
cerrors are caused by system hysteresis, control calibration,
and mechanical errors which may total 0.25 deg in clock
and cone angle. Appronimately 3497 of clock and cone
angles slewed for TV picture data were in error by 0.2 deg
or more because of limit eyele and controllability, and less
than 177 by 0.4 deg or more. The difference hetween the
desired and achievable pointing directions (quantizations
in commanding mechanization) could be as large as (0,125
deg in clock and cone angle,

The crror in the planetary rotational axis of approxi-
mately 0.5 deg on the celestia' sphere could involve a
pointing direction error of about 1 deg in the worst case
for surface feature targeting. This case would occur at
periapsis about 12 h out of phase with the 24.6 h of Mars
rotation from a reference position. If surface features are
targeted for times close to Mars rotation intervals, the
targeting error caused by the pole error could be taken
into account. A description of latitude and longitude
corrections for the new rotational pole with the longitude
reference consistent with the old pole is given in Ref. 2.
A mean planetary radius of 3387 km was utilized for the
entire mission. This value may differ by 10 km from the
actual radius, and the resulting maximum pointing error,
which would occur at periapsis with a 90-deg viewing
angle (limb view), would be about 0.3 deg.

A camera shutter time error would contribute a maxi-
mum pointing direction  or at periapsis. A time error of
1 s at periapsis would >rrespond to a pointing direction
error of about 0.13 deg. The reference time could be in
cerror by 0.6 s if the DAS clock is reset hefore engineering
data are received. However, most camera shutter refer-
ence times were predicted to less than 0.1 s even with a
DAS clock reset.

Three cxamples of B-frame targeting are shown in
Fig. 36. The frame marked “target” is the planned target
coverage, with symbol T representing the desired ta: get
point. The target frame utilizes the desired cone and clock
angles as computed 5 days before the execution of this
picture. The probe ephemeris data used for probe position
definition were, therefore, more than a 5-day extrapola-
tion. The “predicted” frame was made 1 day before execu-
tion, with the same cone and clock angle as the target
frame, but usually with updated probc ephemeris data.
The “processed” frame reflects the actual coverage
(accounting for pointing direction corrections), with a
final probe ephemeris. The final probe ephemeris corrects
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the probe’s position with respect to periapsis from an
interpolated fit consisting of probe position data before
and after photographic execution. The “new pole” frame
indicates the processed frame latitude and longitude grid,
with the provisional Mars pole as given in Ref. 3. Perti-

nent data for the examples shown in Fig. 38 are listed in
Table 1. The pointing on revolution 157 represents a
worst-case targeting because of the periapsis time and
pointing direction errors. Revolutions 173 and 175 repre-
sent more typical performance.
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Table 1. Data for narrow-angle frame targeting

Time from

Revo-  periapsis Target frame l’wdfvtvd frame Delta Delta

Tution periapsts time  periapsis time  cone, clock,
h min s error, § error, § deg  deg

157 ~0 14 38 —2494 -1.18 0.48 0.06
173 -0 13 47 2.96 0.52 0.16 0.24
175 -0 13 42 0.25 0.25 001 037
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‘ Fig. 12. Nadir revolutions 65 to 99, reconnaissance Il
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