APPLICATION OF THE SCALAR AND VECTOR POTENTIALS TO THE AERODYNAMICS OF JETS

by

H. L. Russell and J. G. Skifstad

August 1973

Thermal Science and Propulsion Center
School of Mechanical Engineering
Purdue University
Lafayette, Indiana

NASA Grant No. NGL 15-005-094
Purdue Research Foundation PRF-5551
This investigation comprises part of a research program on the aerodynamics of jets, sponsored under NASA Grant No. NGL-15-005-094. The authors gratefully acknowledge the support and especially the encouragement and cooperation of the project monitor, Mr. Richard J. Margason of the NASA Langley Research Center. Discussions with Dr. R. E. Lynch, Div. of Mathematical Sciences, Purdue University, regarding numerical methods were most helpful. The work was completed in 1971; publication of this report has been delayed largely because of other commitments of the senior author (J.G.S.).
# TABLE OF CONTENTS

LIST OF TABLES .............................................. v
LIST OF FIGURES .......................................... vii
LIST OF NOMENCLATURE .................................... viii
ABSTRACT .................................................. xii

I. INTRODUCTION .......................................... 1

II. ANALYSIS ................................................ 3

A. Vector Field Theory ................................. 3
   1. Fundamental Theorem ............................ 3
   2. The Scalar and Vector Potentials .............. 4
   3. Field Components on the Boundary ............. 10
B. Solenoidal Fields .................................... 11
C. Time Dependent Fields .............................. 12
D. Axisymmetric Fields ................................. 13
E. Green’s Function for a Semi-infinite Domain .... 13

III. THE AERODYNAMIC FIELD OF A JET .................. 20

A. Method Based on the Scalar Potential ............ 22
B. Method Based on the Stokes Potentials ........... 24
C. Vorticity in the Jet Flow ........................... 25

IV. THE AXISYMMETRIC JET IN A QUIESCENT ATMOSPHERE .... 37

A. Formulation of the Problem ....................... 41
B. Numerical Method .................................... 47
C. Computations for Selected Vorticity Distributions ... 55
   1. Vorticity Distributions Corresponding to
      the Selected Velocity Profiles ............... 56
      a. Mixing Layer in the Potential Core ....... 56
      b. The Developed Region ..................... 60
   2. Regional Contributions to the Aerodynamic Field 67
      a. Relative Contributions of Different
         Regions of Vorticity along the Length
         of the Jet .................................. 67
      b. Contributions from Radial Elements of the
         Distribution of Vorticity ................. 67
# LIST OF TABLES

<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Field Point Velocities - Contributions from the Mixing Layer of the Potential Core [Squire and Trouncer (cosine) Velocity Distribution]</td>
<td>58</td>
</tr>
<tr>
<td>2.</td>
<td>Field Point Velocities - Contributions from the Mixing Layer of the Potential Core (Abramovich Velocity Distribution)</td>
<td>59</td>
</tr>
<tr>
<td>3.</td>
<td>Field Point Velocities - Contributions from the Developed Region [Squire and Trouncer (cosine) Velocity Distribution]</td>
<td>64</td>
</tr>
<tr>
<td>4.</td>
<td>Field Point Velocities - Contributions from the Developed Region (Gaussian Velocity Distribution)</td>
<td>65</td>
</tr>
<tr>
<td>5.</td>
<td>Field Point Velocities - Contributions from the Developed Region (Schlichting Velocity Distribution)</td>
<td>66</td>
</tr>
<tr>
<td>6.</td>
<td>Field Point Velocities - Effects of Extending the Region of Integration [Squire and Trouncer (cosine) Velocity Distribution]</td>
<td>68</td>
</tr>
<tr>
<td>7.</td>
<td>Field Point Velocities - Contributions from Radial Elements of the Jet.</td>
<td>69</td>
</tr>
<tr>
<td>8.</td>
<td>Field Point Velocities - Contributions from the Potential Field</td>
<td>71</td>
</tr>
<tr>
<td>9.</td>
<td>Total Field Point Velocities [Squire and Trouncer (cosine) Velocity Distribution]</td>
<td>74</td>
</tr>
<tr>
<td>10.</td>
<td>Total Field Point Velocities (Gaussian Velocity Distribution)</td>
<td>77</td>
</tr>
<tr>
<td>11.</td>
<td>Total Field Point Velocities (Schlichting Velocity Distribution)</td>
<td>79</td>
</tr>
<tr>
<td>12.</td>
<td>Field Point Velocities - Contributions from the Combined Mixing and Developed Region.</td>
<td>87</td>
</tr>
<tr>
<td>Table</td>
<td>Page</td>
<td></td>
</tr>
<tr>
<td>----------------------------------------------------------------------</td>
<td>------</td>
<td></td>
</tr>
<tr>
<td>13. Experimental and Theoretical Values of $-C_p \times 10^A$</td>
<td>91</td>
<td></td>
</tr>
<tr>
<td>14. Comparison with Other Theoretical Models $-C_p \times 10^A$</td>
<td>96</td>
<td></td>
</tr>
</tbody>
</table>
LIST OF FIGURES

Figure                                                                 Page
1. Geometry Associated with the Vector Notation                   6
2. Cylindrical Coordinates                                          14
3. Spherical Coordinates                                           15
4. Semi-Infinite Domain                                             19
5. Aerodynamic Field and Jet Flowfield                            21
6. Domains for Aerodynamic Field                                  23
7. Peripheral Component of Vorticity                               27
8. Small Section of Jet Flow                                       29
9. Geometry for the Line Integral                                  34
10. Axisymmetric Turbulent Jet                                     36
11. Geometry Associated with the Volume Integrals for $U_{ST}$     44
12. Geometry Associated with the Surface Integral for $E_p$        46
14. Velocity and Vorticity Distributions in the Developed Region   62
15. Approximate Models for the Vorticity Distribution              85
16. Comparison of Experimental Data with Theoretical Values       92
# LIST OF NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>exact value of an integral</td>
</tr>
<tr>
<td>$k$</td>
<td>vector potential</td>
</tr>
<tr>
<td>$A_1$</td>
<td>surface area</td>
</tr>
<tr>
<td>$\hat{A}_1$</td>
<td>a vector normal to and equal in magnitude to the surface area $A_1$</td>
</tr>
<tr>
<td>$C$</td>
<td>a constant in the expression for velocity potential, Equation (79)</td>
</tr>
<tr>
<td>$C_p$</td>
<td>pressure coefficient</td>
</tr>
<tr>
<td>$e$</td>
<td>virtual origin of the jet</td>
</tr>
<tr>
<td>$E(k)$</td>
<td>complete elliptic integral of the second kind</td>
</tr>
<tr>
<td>$E_m$</td>
<td>mass entrainment rate</td>
</tr>
<tr>
<td>$E_p$</td>
<td>irrotational-solenoidal contribution to the vector $\vec{U}$ from the surface integrals Equation (13)</td>
</tr>
<tr>
<td>$G$</td>
<td>Green's function of the second kind</td>
</tr>
<tr>
<td>$H$</td>
<td>a harmonic function</td>
</tr>
<tr>
<td>$I$</td>
<td>a numerical approximation for an integral</td>
</tr>
<tr>
<td>$I_{im}$</td>
<td>integral moment of vorticity</td>
</tr>
<tr>
<td>$k$</td>
<td>modulus for complete elliptic integral functions</td>
</tr>
<tr>
<td>$K_1$</td>
<td>a constant in the expression for the mass flow rate, Equation (35)</td>
</tr>
<tr>
<td>$K(k)$</td>
<td>complete elliptic integral of the first kind</td>
</tr>
<tr>
<td>$M$</td>
<td>momentum flux</td>
</tr>
<tr>
<td>$m$</td>
<td>exponent in the empirical expression for the velocity distribution in the jet</td>
</tr>
<tr>
<td>$m$</td>
<td>dipole strength</td>
</tr>
<tr>
<td>$n$</td>
<td>the unit outward normal vector of a surface element</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure</td>
</tr>
</tbody>
</table>
\( \vec{P}_1 \) position vector for an image of a source point

\( p_\infty \) ambient pressure of the atmosphere

\( \vec{Q} \) a vector field such that \( \vec{Q} = \vec{U} - \vec{T} \)

\( \vec{R} \) distance from a source point to a field point

\( R \) magnitude of the distance between a source point and a field point

\( r \) radial coordinate in a cylindrical coordinate system

\( r_I \) inner boundary of the mixing layer of the jet

\( r_O \) outer boundary of the jet

\( r_h \) radius at which the velocity is half that at the axis of the jet

\( S \) a surface bounding a region in space

\( dS \) a differential surface element

\( dS \) the product of the unit outward normal vector and the differential surface element

\( \vec{T} \) a vector field such that \( \nabla \times \vec{T} = \nabla \times \vec{U} \), \( \nabla \cdot \vec{T} = \nabla \cdot \vec{U} \), and \( \vec{T} \cdot dS = \vec{U} \cdot dS \)

\( \vec{U} \) a vector field

\( U_m \) maximum axial velocity

\( \vec{W} \) a vector field such that \( \nabla^2 \vec{W} = -\vec{U} \)

\( \vec{X} \) a position vector

\( X, Y, Z \) rectangular coordinates

\( x, y, z \) transformed coordinates

\( z \) axial coordinate in a cylindrical coordinate system

**Greek Symbols**

\( \Gamma \) circulation

\( \delta \) the delta function

\( \epsilon \) the error of a numerical approximation
a transformation variable

\( \theta \) a cylindrical coordinate

\( \theta, \rho, \phi \) spherical coordinates

\( \xi \) a transformation variable

\( \mu \) a transformation variable

\( \zeta \) \((18.5 r_1)/z_1\) for the axisymmetric jet

\( \rho \) mass density

\( \phi \) a region in space

\( \psi \) scalar potential

\( \nabla \) gradient of a scalar

\( \omega \) vorticity vector field

**Subscripts**

\( C \) pertaining to the centerline of the jet

\( I \) irrotational field

\( j \) pertaining to the jet

\( m \) maximum value

\( p \) peripheral component

\( r \) radial component (cylindrical coordinates)

\( S \) solenoidal field

\( x \) transformed radial component

\( y \) transformed axial component

\( z \) axial component (cylindrical coordinates)

\( \rho \) peripheral component (cylindrical coordinates)

\( \phi \) azimuthal component (spherical coordinates)

\( r \) radial component (spherical coordinates)
a region in space

\( \phi \) colatitude component (spherical coordinates)

\( l \) pertaining to a source point

**Superscripts**

\( C \) core region of the jet

\( D \) developed region of the jet

\( '(Prime) \) per unit length
ABSTRACT

An analytical investigation was conducted to examine the applicability of a method based on the Stokes potentials (vector and scalar potentials) to computations associated with the aerodynamics of jets. The principal merits of the method were found to be that the aerodynamic field near the nozzle could be well represented and that the influence of a nonuniform velocity profile at the nozzle exit plane could be explicitly determined. Other aspects of the computations indicated accuracy comparable with other methods but at the expense of more complexity in the computations. An additional benefit of the theory was that it provided the rationale for developing useful approximate analytical models for computations of the type considered.

Computations were made for an axisymmetric jet exhausting into a quiescent atmosphere for the purposes of exploring the computational aspects of the method and for comparison with the available experimental data and other theories. It was found that the velocity profile at the exit of the nozzle and the integral moment of vorticity in the jet flow were the most significant factors in the computations. The latter is shown to be in agreement with the asymptotic form of the theory. Those factors suggest that knowledge of the velocity at the
axis of the jet, together with the location of the half-velocity points along the jet are sufficient to yield reasonably accurate aerodynamic field computations for the particular flowfield considered. Computations support that conclusion.

One of the approximate analytical models considered in the study essentially replaced the jet flowfield by a conical vortex sheet. That model was the simplest considered and yielded accurate results. It is, accordingly, recommended for computational purposes.

The comparison with experimental data showed agreement within the scatter of the available data. The theory indicated clearly the inconsistency among the different theoretical characterizations of jet flowfields, and suggests the need for more accurate relations.
I. INTRODUCTION

A number of problems in fluid mechanics involve the interaction between viscous and inviscid flows. For most purposes, as in boundary layer theory, the inviscid flow is determined without consideration of the viscous flow region whereas the effects of the inviscid flow on the flow in the viscous layer are considered. More recent interest in the aerodynamics of jets, the "strong interaction" problems, separating and reattaching flows, etc., have placed more emphasis on the mutual interactions of the two regions. Analytical models for such flows are in various stages of development. One analytical method, applicable to incompressible flows or for aerodynamic purposes, based on the Stokes potentials (scalar and vector potentials), has not yet received much attention.

It is the purpose of this investigation to examine the latter method in the context of problems associated with the aerodynamics of jets. Such flows are of considerable significance in the aerodynamics of V/STOL aircraft, the dispersion of pollutants, etc. Analytical methods for handling them are not yet well developed. The emphasis in this connection is on the influence of a turbulent jet in inducing an aerodynamic flow. The flow in the turbulent jet is presumed known either from experimental data or from other theoretical considerations.

As part of the investigation, the properties of the turbulent flow most influential in computing the aerodynamic field were evaluated.
Asymptotic relations were developed to yield greater insight into the method. In the interest of simplifying such computations, several approximate models were examined. Numerical computations were made for the case of an axisymmetric jet exhausting through a plane baffle plate, serving to further classify the advantages and disadvantages of the method.

The use of the scalar and vector potentials arises naturally from the fundamental theorem of vector field theory. Most applications have been associated with electromagnetic field theory; applications in fluid mechanics have been rare. Since the concept is not familiar to those with prime interests in fluid mechanics, a brief review of the relevant aspects of vector field theory have been included in the text.

The results of the investigation show that the method offers unique advantages in the computation of the induced aerodynamic field, particularly close to the origin of the jet. At more distant positions, the method yields results comparable to those obtained by other less complicated methods. An additional benefit provided in the application of the method is that it offers an independent means for comparing the consistency of different representations of the turbulent jet flow. The examination of approximate models for the jet flow showed that quite reasonable approximations for the induced aerodynamic field could be obtained from knowledge of only the centerline velocity and the positions of points in the jet at which the velocity is half that on the axis.
II. ANALYSIS

Since the basis for the analytical methods to be considered lies in vector field theory, an introductory description of the relevant elements of that theory is presented in the first part of this section. The remaining parts of this section present discussions of solenoidal fields, time dependent fields, axisymmetric fields, and Green's function, respectively.

A. Vector Field Theory

1. Fundamental Theorem

Consider a vector field \( \vec{U}(\vec{x}) \) which depends upon the position \( \vec{x} \) in space. The field \( \vec{U} \) may be uniquely defined in a simply connected region \( \tau \) by specifying the divergence and curl of \( \vec{U} \) throughout \( \tau \) and the normal component of \( \vec{U} \) on the surface \( S \) bounding the region \( \tau \). A proof of uniqueness, following Lass\(^1\), is as follows: Let \( \vec{T} \) be another vector field with divergence and curl equal to those of \( \vec{U} \), and with \( \vec{T} \cdot d\vec{S} = \vec{U} \cdot d\vec{S} \) on \( S \).* Select a vector \( \vec{Q} \) which is the vector difference between \( \vec{U} \) and \( \vec{T} \), \( \vec{Q} = \vec{U} - \vec{T} \). This vector is irrotational, solenoidal, and its scalar product with \( d\vec{S} \) is zero.

\[*d\vec{S} = \hat{n} dS, \text{ where } \hat{n} \text{ is the unit outward normal vector of the surface element, and } dS \text{ is the differential surface element.}\]
\[ \mathbf{v} \cdot (\mathbf{U} - \mathbf{T}) = \mathbf{v} \times (\mathbf{U} - \mathbf{T}) = (\mathbf{U} - \mathbf{T}) \cdot dS = 0 \]

The vector \( \mathbf{Q} \), since it is irrotational, may be represented in terms of a scalar function \( \phi \) such that

\[ \mathbf{Q} = -\nabla \phi \]

The solenoidal condition then yields

\[ \nabla \cdot \mathbf{Q} = -\nabla^2 \phi = 0 \]

Applying Green's theorem in the first form yields

\[ \int_{\mathcal{T}} [\phi \nabla^2 \phi + (\nabla \phi)^2] d\tau = \int_{\mathcal{S}} \phi \nabla \phi \cdot d\mathbf{S} = \int_{\mathcal{S}} \mathbf{Q} \cdot d\mathbf{S} = 0 \]

and therefore the volume integral of \((\nabla \phi)^2\) is zero. Hence, \( \nabla \phi = 0 \) inside \( \mathcal{T} \), and \( \mathbf{Q} = -\nabla \phi = 0 \), so that \( \mathbf{U} = \mathbf{T} \) inside \( \mathcal{T} \). For an infinite domain, the condition that \( \mathbf{U} \to 0 \) as \( 1/R^{1+c} \) as \( R \to \infty \) with \( c > 0 \) is required.

2. The Scalar and Vector Potentials

Explicit representation of the vector field in terms of the volume distribution of its divergence and curl, and its normal component on the surface may be obtained by introducing the Stokes potentials\(^3\), normally called the scalar and vector potential of the field. Following Morse and Feshbach\(^4(a)\), let

\[ \mathbf{W}(\mathbf{x}) = \frac{1}{4\pi} \int_{\mathcal{T}} \frac{\mathbf{U}(\mathbf{x}_1)}{R(\mathbf{x}, \mathbf{x}_1)} d\tau_1 \quad (1) \]

*Original page is of poor quality.*
where

\[ R = |\mathbf{x} - \mathbf{x}_1| \]

\( \mathbf{x} \) = the field point position vector

\( \mathbf{x}_1 \) = the source point position vector

\( d\tau_1 \) = the volume element with respect to integration over the source field

Refer to Fig. 1 for the geometry associated with this representation.

Equation (1) represents a solution of the vector Poisson equation

\[ \nabla^2 \mathbf{w} = - \mathbf{U}. \]

Thus,

\[ \mathbf{U} = - \nabla^2 \mathbf{w} = - \nabla (\nabla \cdot \mathbf{w}) + \nabla \times (\nabla \times \mathbf{w}) \]

Equation (2) yields a representation of the vector field \( \mathbf{U} \) in terms of the negative gradient of a scalar and the curl of a vector. Let

\[ \phi = \nabla \cdot \mathbf{w}, \]

and

\[ \mathbf{A} = \nabla \times \mathbf{w} \]

The scalar \( \phi \) and the vector \( \mathbf{A} \) are the scalar and vector potentials of the vector field \( \mathbf{U} \), respectively. The general representation of a vector field as the sum of an irrotational field and a solenoidal field has been attributed to Helmholtz. Denoting the irrotational field by \( \mathbf{U}_I \) and the solenoidal field by \( \mathbf{U}_S \), then,

\[ \mathbf{U} = \mathbf{U}_I + \mathbf{U}_S \]

where

\[ \mathbf{U}_I = - \nabla \phi \]

\[ \mathbf{U}_S = \nabla \times \mathbf{A} \]
FIGURE I. GEOMETRY ASSOCIATED WITH THE VECTOR NOTATION
Taking the divergence of Equation (1) with respect to the field point coordinates \( \xi \) yields*

\[
\phi = \frac{1}{4\pi} \int_{\tau} \mathbf{U}_1 \cdot \nabla \left( \frac{1}{R} \right) d\tau_1
\]

where the operator \( \nabla \) is with respect to the field point \( \xi \). Because of the symmetry of \( R \) with respect to \( \xi \) and \( \xi_1 \), however, one has

\[
\nabla \left( \frac{1}{R} \right) = -\nabla_1 \left( \frac{1}{R} \right)
\]

(5)

where the operator \( \nabla_1 \) is with respect to the source point \( \xi_1 \). Thus,

\[
\phi = -\frac{1}{4\pi} \int_{\tau} \mathbf{U}_1 \cdot \nabla_1 \left( \frac{1}{R} \right) d\tau_1
\]

Noting the \( \mathbf{U}_1 \cdot \nabla_1 \left( \frac{1}{R} \right) = \mathbf{v}_1 \cdot \left( \frac{1}{R} \mathbf{U}_1 \right) - \frac{1}{R} \mathbf{v}_1 \cdot \mathbf{U}_1 \) and making use of the Gauss divergence theorem, the scalar potential may be finally written

\[
\phi = \frac{1}{4\pi} \int_{\tau} \frac{\mathbf{v}_1 \cdot \mathbf{U}_1}{R} d\tau_1 - \frac{1}{4\pi} \int_{\Sigma} \frac{\mathbf{U}_1 \cdot d\Sigma_1}{R}
\]

(6)

Equation (6) relates \( \phi \) to the divergence of \( \mathbf{U} \) in \( \tau \) and to the normal component of \( \mathbf{U} \) on \( \Sigma \).

*Variables with a subscript 1 denote evaluation at the source point \( \xi_1 \).
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Taking the curl of Equation (1) yields

\[ \mathbf{\dot{A}} = -\frac{1}{4\pi} \int_{\mathcal{T}} \mathbf{\dot{U}}_1 \times \nabla \frac{1}{R} \, d\tau_1 \]

Using the identity, Equation (5), results in the expression

\[ \mathbf{\dot{A}} = \frac{1}{4\pi} \int_{\mathcal{T}} \mathbf{\dot{U}}_1 \times \nabla \frac{1}{R} \, d\tau_1 \]

By employing the vector identity

\[ \mathbf{\dot{U}}_1 \times \nabla \frac{1}{R} = \frac{1}{R} \nabla \mathbf{\dot{U}}_1 - \nabla \frac{1}{R} \times \mathbf{\dot{U}}_1 \]

the integrand may be expressed in the form

\[ \mathbf{\dot{A}} = -\frac{1}{4\pi} \int_{\mathcal{T}} \left\{ \nabla \times \left( \frac{\mathbf{\dot{U}}_1}{R} \right) - \frac{\nabla \times \mathbf{\dot{U}}_1}{R} \right\} \, d\tau_1 \]

Making use of the appropriate vector integral theorem related to the Gauss theorem, one has

\[ \int_{\mathcal{T}} \nabla \times \left( \frac{\mathbf{\dot{U}}_1}{R} \right) \, d\tau_1 = -\int_{\mathcal{S}} \frac{\mathbf{\dot{U}}_1 \times d\mathbf{S}_1}{R} \]

which yields, finally

\[ \mathbf{\dot{A}} = -\frac{1}{4\pi} \int_{\mathcal{T}} \nabla \times \left( \frac{\mathbf{\dot{U}}_1}{R} \right) \, d\tau_1 + \frac{1}{4\pi} \int_{\mathcal{S}} \frac{\mathbf{\dot{U}}_1 \times d\mathbf{S}_1}{R} \]  \hspace{1cm} (7)
Equation (7) relates the vector potential to the curl of $\mathbf{U}$ throughout $\tau$ and to the tangential components of $\mathbf{U}$ on $S$.

Taking the negative gradient of Equation (6) with respect to the field point $\mathbf{r}$, and using the identity

$$\nabla \frac{1}{R} = -\frac{\mathbf{R}}{|\mathbf{R}|^3}$$

one obtains

$$-\nabla \phi = +\frac{1}{4\pi} (\mathbf{v}_1 \cdot \mathbf{U}_1) \frac{\mathbf{R}}{|\mathbf{R}|^3} d\tau - \frac{1}{4\pi} (\mathbf{U}_1 \cdot \mathbf{n}_1) \frac{\mathbf{R}}{|\mathbf{R}|^3} dS \quad (8)$$

Equation (8) shows the irrotational field is related to the divergence of $\mathbf{U}$ throughout $\tau$ and to the normal components of $\mathbf{U}$ on $S$.

Taking the curl of Equation (7) yields

$$\nabla \times \mathbf{A} = \frac{1}{4\pi} (\mathbf{v}_1 \times \mathbf{U}_1) \times \frac{\mathbf{R}}{|\mathbf{R}|^3} d\tau + \frac{1}{4\pi} (\mathbf{U}_1 \times \mathbf{n}_1) \times \frac{\mathbf{R}}{|\mathbf{R}|^3} dS \quad (9)$$

Equation (9) shows the solenoidal field is related to the curl of $\mathbf{U}$ throughout $\tau$ and to the tangential components of $\mathbf{U}$ on $S$.

Equations (6) and (7), and (8) and (9), respectively express the potentials and the field values in terms of the volume distribution of the divergence and curl of $\mathbf{U}$ and the components of $\mathbf{U}$ on the boundary of the domain.
3. Field Components on the Boundary

The representation given by Equations (8) and (9) does not correspond with the statements made in Sec. II A 1. in the sense that the surface integral in Equation (9) involves the tangential components of \( \mathbf{U} \) on \( \mathbf{S} \) rather than the normal components alone. It may be shown, however, that the combination of the surface integrals in Equations (8) and (9) give rise to a field that is irrotational and solenoidal, so that specification of the divergence and curl of the field throughout the region, together with only the normal component of \( \mathbf{U} \) on the surface of a simply connected region is sufficient to define the field to within a constant vector.

To demonstrate the latter, consider the vector field to be represented by the sum of three velocity fields in the region \( \tau \) and on its surface.

\[
\mathbf{U} = \mathbf{U}_{\mathbf{I} \tau} + \mathbf{U}_{\mathbf{S} \tau} + \mathbf{E}_p
\]  

(10)

where

\[
\mathbf{U}_{\mathbf{I} \tau} = \frac{1}{4\pi} \int_{\tau} (\nabla \cdot \mathbf{U}_1) \frac{\mathbf{R}}{|R|^3} \, d\tau_1
\]  

(11)

\[
\mathbf{U}_{\mathbf{S} \tau} = \frac{1}{4\pi} \int_{\tau} (\nabla \times \mathbf{U}_1) \times \frac{\mathbf{R}}{|R|^3} \, d\tau_1
\]  

(12)

and

\[
\mathbf{E}_p = -\frac{1}{4\pi} \int_{S} (\mathbf{U}_1 \cdot \mathbf{n}_1) \frac{\mathbf{R}}{|R|^3} \, dS_1 + \frac{1}{4\pi} \int_{S} (\mathbf{U}_1 \times \mathbf{n}_1) \times \frac{\mathbf{R}}{|R|^3} \, dS_1
\]  

(13)

Let the region exterior to \( \tau \) and extending to infinity contain no sources for the field, that is, \( \nabla \cdot \mathbf{U} = \nabla \times \mathbf{U} = 0 \) outside \( \tau \). Since the field
\( \ddot{U} \) in \( \tau \) due to a given distribution of sources in space does not depend on the particular choice of \( \tau \), let a new domain \( \tau' \) be defined to include \( \tau \) and part of the region exterior to \( \tau \). For any point in \( \tau \), then, the volume integrals yielding \( \dot{U}_{\tau} \) and \( \dot{U}_{\tau'} \) do not depend on the choice for \( \tau' \). Thus, the remaining field \( \dot{E}_p \) and therefore the surface integrals which determine \( \dot{E}_p \) must be independent of the choice of \( \tau' \). Taking \( \tau' \) sufficiently large, the surface integrals vanish subject to the condition that \( \ddot{U} \rightarrow 0 \) sufficiently fast as \( R \rightarrow \infty \), and so they vanish identically. Thus, \( \dot{E}_p = 0 \) for this case. For the general situation, then, the surface integrals may be seen to represent the contribution to \( \ddot{U} \) of all sources \((v \cdot \ddot{U}, v \times \ddot{U})\) outside \( \tau \). Inverting the domains in the foregoing example, let \( v \cdot \ddot{U} = v \times \ddot{U} = 0 \) within \( \tau \), and non-zero in some bounded region exterior to \( \tau \). Thus, \( \dot{E}_p \) is then solenoidal and irrotational within \( \tau \) and may be represented by a harmonic function given in terms of its normal components over \( S \),

\[
\dot{E}_p = -\frac{1}{4\pi} \int_S v G(\hat{x}, \hat{x}_1) \dot{U}_1 \cdot d\hat{s}_1
\]

where \( G(\hat{x}, \hat{x}_1) \) is Green's function of the second kind\(^5\) for \( \tau \). This problem of finding a potential function, harmonic in a region \( \tau \), bounded by a surface \( S \), and having normal derivatives given on the boundary is known as Neumann's problem. The general representation of the field as given by Equation (10) is also described by Batchelor\(^6(a)\).

**B. Solenoidal Fields**

Most of the discussion in the following section is concerned with incompressible flow, for which the divergence of the velocity field is
Thus, the volume integral involving the divergence of the source field equation (11) for this case will be zero. The velocity field may then be expressed as

$$\mathbf{U} = \mathbf{U}_{st} + \mathbf{E}_p$$  \hspace{1cm} (15)

Thus, the determination of a solenoidal field is completely determined by evaluating a volume integral of the curl of the vector field and then solving the appropriate problem in potential theory. It is this problem that is of principal concern in the following sections.

C. Time Dependent Fields

In many situations in fluid mechanics, time-varying phenomena must be considered. Frequently, this phenomena is in the form of turbulence. As long as one is not concerned with relativistic theory and relativistic effects, time may be regarded merely as a parameter of the vector field. For that case, all of the above relations are valid for a time varying field $$\mathbf{U}(\mathbf{x}, t)$$. Because of the linear character of the vector equations, the time averaged field is simply that computed from the time averaged divergence, curl, and surface normal components of the field. Stating this another way, the time averaged field is that field computed from the divergence and curl of the time averaged field and the surface normal components. Thus, time averaged equations have the same form as the steady state equations.
V. Axisymmetric Fields

For axisymmetric fields with no tangential component

\[ \vec{U} = U_r \hat{r} + U_z \hat{z} \]  
(cylindrical coordinates)

or

\[ \vec{U} = U_\rho \hat{\rho} + U_\phi \hat{\phi} \]  
(spherical coordinates)

then

\[ \nabla \times \vec{U} = \left( \frac{\partial U_z}{\partial r} - \frac{\partial U_r}{\partial z} \right) \hat{\theta} \]  
(cylindrical coordinates)

or

\[ \nabla \times \vec{U} = \frac{1}{\rho} \left( \frac{\partial U_\phi}{\partial \rho} - \frac{\partial U_\rho}{\partial \phi} \right) \hat{\theta} \]  
(spherical coordinates)

and

\[ \vec{R} = \left[ X_r \hat{r} + X_\rho \hat{\rho} + X_\phi \hat{\phi} \right] - \left[ X_r \hat{r} + X_\rho \hat{\rho} + X_\phi \hat{\phi} \right] \]  
(cylindrical coordinates)

\[ \vec{R} = \left[ X_\rho \hat{\rho} + X_\phi \hat{\phi} + X_\theta \hat{\theta} \right] - \left[ X_\rho \hat{\rho} + X_\phi \hat{\phi} + X_\theta \hat{\theta} \right] \]  
(spherical coordinates)

The geometry of the fields are shown in Figs. 2 and 3. The coordinates with subscript I correspond to a source point and the nonsubscripted coordinates correspond to a field point.

E. Green's Function for a Semi-Infinite Domain

Assuming the divergence, the curl, and the normal component of a vector field \( \vec{U} \) are specified within a given domain, it can be useful to employ Green's function of the second kind to determine the component of the vector field denoted by \( \vec{E}_p \) (Equation 14). Since
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\( \mathbf{E}_p \) is irrotational it may be represented by the gradient of a scalar \( \phi \).

Thus, it follows from Equation (14) that

\[
\phi = \frac{1}{4\pi} \int_S G(\mathbf{x}, \mathbf{x}_1) \mathbf{U}_1 \cdot dS_1
\]

with \( \nabla^2 \phi = 0 \) throughout the domain.

Consider a simply connected finite region \( \tau \). To obtain the Green's function for this region, the following vector function is used.

\[
\psi_1 \nabla \frac{1}{R} - \frac{1}{R} \nabla \psi_1
\]

where \( \psi_1 \) is harmonic within the domain \( \tau \). Express Green's theorem in the second form

\[
\int_\tau (\psi_1 \nabla^2 \frac{1}{R} - \frac{1}{R} \nabla^2 \psi_1) d\tau = \int_S (\psi_1 \frac{\partial}{\partial n} \left( \frac{1}{R} \right) - \frac{1}{R} \frac{\partial \psi_1}{\partial n} ) dS_1.
\] (16)

The volume integral involving \( \nabla^2 \psi_1 \) is zero. Solving the left side of Equation (16) for field points within the region \( \tau \), it follows that

\[
\phi = -\frac{1}{4\pi} \int_S (\psi_1 \frac{\partial}{\partial n} \left( \frac{1}{R} \right) = \frac{1}{R} \frac{\partial \psi_1}{\partial n} ) dS_1
\] (17)

since \( \nabla^2 \frac{1}{R} = 0 \) except at \( R = 0 \) where it takes on a value of \( -4\pi \).

Equation (17) appears to indicate, that to obtain a solution for \( \psi \), both \( \psi_1 \) and \( \frac{\partial \psi_1}{\partial n} \) must be known on the surface. This is contradictory to Equation (14) which requires only the normal derivative \( (\mathbf{U}_1 \cdot dS_1 = \frac{\partial \psi_1}{\partial n} dS_1) \). It is possible to express the integrand of Equation (17) in terms of \( \frac{\partial \psi_1}{\partial n} \) alone.
In accordance with the presentation by Kellogg\textsuperscript{5}, consider a function \( H \) which is harmonic in \( \tau \), and form the vector function \( \psi_1 \psi H \ - H \psi_1 \) analogous to that shown above for \( H = 1/R \). Thus, Green's theorem in the second form for this vector function yields

\[
0 = -\frac{1}{4\pi} \int_S \left( \psi_1 \frac{\partial H}{\partial n} - H \frac{\partial \psi_1}{\partial n} \right) dS \tag{18}
\]

Addition of Equations (17) and (18) yields

\[
\psi = -\frac{1}{4\pi} \int_S \left[ \psi_1 \frac{\partial}{\partial n} \left( \frac{1}{R} + H \right) - \frac{\partial \psi_1}{\partial n} \left( \frac{1}{R} + H \right) \right] dS. \tag{19}
\]

The combined scalar \( \left( \frac{1}{R} + H \right) \) is called Green's function of the second kind. The scalar potential may be eliminated from the integrand by requiring that the normal derivative of Green's function on the surface be zero.

The function \( H \) must differ from \(-1/R\), in general since \( H \) is harmonic at all points within \( \tau \) whereas \( 1/R \) has a singularity within \( \tau \). It may be noted that the surface integral of \( \frac{\partial}{\partial n} \frac{1}{R} \) is \(-4\pi\) and the surface integral of the normal derivative of the harmonic function \( H \) is zero. If \( \partial H/\partial n \) differs from \(-\frac{3}{H} \frac{1}{R} \) by a constant at points on the surface, the surface integral involving \( \psi_1 \) yields a constant. With that choice for \( \partial H/\partial n \), Equation (19) provides a relation for \( \psi \) in terms of \( \partial \psi_1/\partial n \) on the surface to within a constant. The determination of Green's function \( G (X, X_1) \) then reduces to solving the following problem.

\[
G (\hat{X}, \hat{X}_1) = \frac{1}{R} + H (\hat{X}, \hat{X}_1) \tag{20}
\]
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where \( H \) is a harmonic function in \( \tau \) satisfying the boundary conditions

\[
\frac{\partial H}{\partial n} = -\frac{\partial}{\partial n} \frac{1}{R(x, x_1)} + C \tag{21}
\]

on the surface of the domain where \( C \) is a constant.

As an example, consider the semi-infinite domain shown in Fig. 4. The point \( P_1 \) is the image with respect to the plane \( Z = 0 \) of the source point \( r_1 \). If \( H \) is given the harmonic value \( 1/|r - P_1| \), and substituted into Equation (21), the results obtained are

\[
\frac{\partial}{\partial n} \frac{1}{|r - P_1|} = -\frac{\partial}{\partial n} \frac{1}{|r - r_1|} \quad \text{on} \quad S_1 \tag{22}
\]

Thus

\[
G = \frac{1}{|r - r_1|} + \frac{1}{|r - P_1|} \tag{23}
\]

Note that the quantities \( |r - r_1| \) and \( |r - P_1| \) are equal whenever \( r_1 \) is on \( Z = 0 \). The required Green's function for the semi-infinite domain is then simply \( 2/R \). For an infinite domain the appropriate Green's function degenerates to \( 1/R \). Green's functions for various domains are discussed at length in Reference 4 (b).
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III. THE AERODYNAMIC FIELD OF A JET

Referring to Fig. 5, a jet exhausting into an airstream has the property that most of the turbulent flow remains confined within a relatively narrow, curved column. There generally will be a turbulent wake behind the jet, but for this discussion, it is convenient to consider the entire flow field to be comprised of two parts: the jet flow, and the flow outside the jet, or the aerodynamic field. The jet flow occupies that region containing any significant vorticity. The vorticity in the aerodynamic field, then, is presumed to be negligible. Experimental data for jet flows support such a separation of the flowfield based upon the absence or presence of vorticity.

The vorticity within the jet flow will consist of streamwise components as well as peripheral components, in general. The surface bounding the two regions is not a streamtube because the turbulent mixing action of the jet flow results in entrainment of air from the aerodynamic field.

Consider the simply connected region containing a jet. The velocity field \( \mathbf{U} \) is uniquely defined by its divergence and curl throughout the region and the normal component of \( \mathbf{U} \) on the surface bounding the region. For most purposes in aerodynamics, the field may be presumed to be solenoidal (incompressible). This solenoidal field \( \mathbf{U} \), as previously shown (Equation (15)), may then be expressed

*The entire flowfield is here assumed to be incompressible, which would be a reasonable approximation for low-speed jets. For near sonic or supersonic jets, this would be clearly untenable.
FIGURE 5. AERODYNAMIC FIELD AND JET FLOW
as the sum of the two component fields

\[ \hat{U} = \hat{U}_{ST} + \hat{E}_p \]  

(15)

The field \( \hat{U}_{ST} \) depends on the distribution of vorticity throughout the region. However, the vorticity is confined to the jet flow. Thus, \( \hat{U}_{ST} \) is solely dependent upon the sources within the jet flow. The remaining component field depends only on the distribution of the normal component of \( \hat{U} \) on the surface of the region.

It is possible to determine the aerodynamic field in two ways. The first makes use of only the scalar potential, and the second utilizes both a scalar and a vector potential. In the following discussion, the symbol \( \psi \) will be employed to denote the scalar potential of the aerodynamic flow field when the field is completely determined by only the scalar potential. The symbol \( \psi \) will denote the scalar potential for a flow field characterized by both a scalar and a vector potential. In the latter situation, the scalar potential \( \psi \) alone does not entirely characterize the flow field.

A. Method Based on the Scalar Potential

Consider a domain chosen in such a way as to exclude the jet flow. Refer to Fig. 6. The boundary (I) of the domain then contains the surface of the jet flow as one of its parts. Since the aerodynamic field within the domain is entirely irrotational and solenoidal, it may be completely represented by the potential field component \( \hat{E}_p \) of Equation (10). Recalling Equation (14), the relation for \( \hat{E}_p \) is

\[ \hat{E}_p = -\frac{1}{4\pi} \int_S vG (\hat{x}, \hat{x}_1) \hat{U}_1 \cdot dS \]  

(14)
FIGURE 6. DOMAINS FOR AERODYNAMIC FIELD
Any solution for $E_p$ in the subject domain requires specification of the normal component $U_1 \cdot dS_1$ on the surface of the domain. For most applications, such values may be obtained for the parts of the surface not bounding the jet flow. For those parts of the surface bounding the jet, values for $U_1 \cdot dS_1$ are available only with a rather high degree of uncertainty, even for simple jet configurations. That is true of data obtained either analytically or experimentally. Furthermore, even if the boundary conditions on the surface of the jet could be obtained with acceptable accuracy, the solution of the potential problem (either by evaluating Green's function for the domain, or by alternate methods) remains complex except for problems with simple symmetry.

B. Method Based on the Stokes Potentials

Consider a boundary (II) taken around the region containing both the jet flow and the aerodynamic field (Fig. 6). This defines a domain for which the velocity field $\vec{U}$ is represented by $U_{S_1} + E_p$, since the vorticity within the jet flow is not zero. This choice for the domain eliminates the requirement for knowing the normal component of $U$ along the surface of the jet flow. In other words, the surface of the jet flow is no longer a boundary of the domain. The field in the region exterior to the jet flow is irrotational. Thus, the volume integral for the determination of $U_{S_1}$ in Equation (15) is taken only over the region occupied by the jet flow.

The formulation of this problem is somewhat more involved than the method of the scalar potential. Rewriting Equation (15), the
The relationship for $U$ is

$$
\dot{U} = \frac{1}{4\pi} \int \tau (\mathbf{v}_1 \times \dot{U}_1) \times \frac{\mathbf{R}}{|\mathbf{R}|^3} \, d\tau_1 - \frac{1}{4\pi} \int_S \nabla G (\mathbf{x}, \mathbf{x}_1) \dot{U}_1 \cdot dS_1 \quad (24)
$$

Now, the solution for $U_{ST}$ involves the vorticity distribution within the jet region. Certainly the distribution is not known with precision for any turbulent jet. Nonetheless, the integral is the value required rather than the vorticity distribution proper, so that the uncertainty of the integrand may not be a serious problem in some circumstances. That is, if the integrand is only approximated, it may still be possible to obtain accurate values for the integral. This will be considered in Section IV. As far as the evaluation of the Green's function for the domain is concerned, there is more flexibility compared with the method in the preceding subsection. The choice of the domain can be made in any convenient way without requiring the boundary of the jet flow to be a part of the boundary of the domain.

C. Vorticity in the Jet Flow

The vorticity distribution in a turbulent jet is strictly a time-varying function. As noted in Sec. II, however, when only the time averaged vector field is to be determined, specification of the time averaged vorticity field and time averaged boundary conditions are sufficient to determine the solenoidal field (Equation (15)). This is due to the linearity of the vector field equations.

For most jets the principal time-averaged vorticity component is peripheral, or normal to the streamwise direction of the jet flow.
That is, the peripheral component of vortex lines form closed curves about the axis of the jet. For a jet in a cross-flow, there will be in addition, to this peripheral component, components of vorticity in the streamwise direction along the jet. The vorticity lines, resulting from the peripheral and streamwise components, will then be of a helical character. It is advantageous, for the purposes of discussion and for computations as well, to consider the vorticity field as separated into the sum of peripheral components and a streamwise component. Thus, for the vorticity field $\vec{\omega}_1$,

$$\vec{\omega}_1 = \vec{\omega}_p + \vec{\omega}_z$$

(25)

where $\vec{\omega}_p$ is the peripheral component and lies in a surface normal to the streamwise direction, and $\vec{\omega}_z$ is the streamwise component.

The magnitude of the peripheral component of vorticity in the jet flow has a distribution such as that illustrated in Fig. 7. The vorticity on the axis of the jet is zero, and the vorticity approaches zero asymptotically near the edge of the jet. Maximum values of vorticity are reached at positions between the axis and the edge of the jet flow.

Computations of the aerodynamic field induced by a jet by means of Equation (15) requires specification of the vorticity throughout the jet flow region. As mentioned before, precise data for the vorticity are not available, either from experimental data, or from analytical relations, even for jet flows of the simplest symmetry. However, there is not actually a need for precise vorticity data to obtain reasonably accurate data for the aerodynamic field, because only an
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integral of the vorticity is involved in the computations. It is then possible to obtain acceptable approximations for the computation of the aerodynamic field if only certain integral properties of the vorticity distribution are known, that is, providing the field points of interest are not close to the surface of the jet. At field points extremely close to the jet, of course, more accurate data become necessary.

When field points are sufficiently far from the jet flow region, the value of $|\mathbf{R}|$ in Equation (12) does not vary much over a cross section of the jet flow. The integral, then, can be reduced in an approximate way to a simpler relation involving only the integral of the vorticity and its moments over finite volume elements of the jet flow. This approximation leads to useful computational simplifications. For some problems, the integral of the vorticity for the region can be related to data for the jet flow that is known with considerable accuracy. Aerodynamic computations for such jet flows employing these methods might be expected to be of comparable or higher accuracy than computations previously made with other methods.

To illustrate the foregoing remarks, consider the contribution to the velocity at a field point $\mathbf{X}$ due to the vorticity within a small section of the jet flow. Refer to Fig. 8. The dimensions of the section of the jet flow under consideration are presumed to be small in comparison with the distance from the element to the field point. The section is a plane slice of the jet flow field of infinitesimal thickness. The extension to finite elements of the jet flow will be considered later.
FIGURE 8. SMALL SECTION OF JET FLOW
Equation (12) may be expressed in the form

$$\dot{U}_{S_T} = - \frac{1}{4\pi} \int_T \Omega^+_1 \times \nabla \frac{1}{R} \, d\tau_1$$

(26)

Expanding $1/R$ as a Taylor's series in $\dot{X}$, yields

$$\frac{1}{|X - \dot{X}|} = \frac{1}{X} - \dot{X}_1 \frac{\partial}{\partial X_1} \left( \frac{1}{X} \right) + \frac{1}{2} \dot{X}_1 \dot{X}_j \frac{\partial^2}{\partial X_1 \partial X_j} \left( \frac{1}{X} \right) \cdots$$

where $X = |\dot{X}|$

The subscripts denote components and the summation convention is implied. If only the first and second terms are retained, then in vector form

$$\frac{1}{|X - \dot{X}|} = \frac{1}{X} - \dot{X}_1 \cdot \nabla \frac{1}{X}$$

Substituting for $1/R$ in Equation (26), yields the approximate equation

$$\dot{U}_{S_T} \approx - \frac{1}{4\pi} \int_T \Omega^+_1 \times \left\{ \nabla \frac{1}{X} - \dot{X}_1 \cdot \nabla \left( \frac{1}{X} \right) \right\} \, d\tau_1$$

Since $X$ is not a function of the source coordinates, $\dot{X}$, this equation can be expressed as

$$\dot{U}_{S_T} \approx \frac{1}{4\pi} \nabla \frac{1}{X} \times \int_T \Omega^+_1 \, d\tau_1 + \frac{1}{4\pi} \int_T \Omega^+_1 \left( \dot{X}_1 \cdot \nabla \left( \frac{1}{X} \right) \right) \, d\tau_1$$

(27)

However, the integral of the first term can be expressed as

$$\int_T \Omega^+_1 \, d\tau_1 = \int_T \dot{\Omega}^+_1 \, d\tau_1 = \int_T \nabla_1 \cdot \left( \dot{X}_1 \Omega^+_1 \right) \, d\tau_1$$
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From the divergence theorem, then
\[ \int_{\Gamma} \mathbf{v} \cdot (\mathbf{x} \Omega_1) \, d\tau_1 = \int_{S} \mathbf{x} \Omega_1 \cdot dS_1 \quad (28) \]

Considering Equation (28) and the expression for the vorticity in Equation (25), yields for the integrand of Equation (28)
\[ \int_{S} \mathbf{x} \Omega_1 \cdot dS_1 = \int_{S} \mathbf{x} \left( \Omega_p + \Omega_z \right) \cdot dS_1 \quad (29) \]

It can be concluded that since \( \Omega_p \) is everywhere tangent to the surface \( S \) of the element then the contribution from the peripheral component of vorticity in Equation (29) is zero. If the streamwise component of vorticity, \( \Omega_z \), is non-zero, then the first term of Equation (27) yields
\[ \frac{1}{4\pi} \mathbf{v} \frac{1}{\mathbf{x}} \times \int_{\Gamma} \Omega_1 \, d\tau_1 = \frac{1}{4\pi} \mathbf{v} \frac{1}{\mathbf{x}} \times \int_{\Gamma} \Omega_z \, d\tau_1 \quad (30) \]

Since the first term yields no contribution of the peripheral component to \( U_{S1} \), the second term of Equation (27) must be used to evaluate its contribution. Likewise, if the integral of the streamwise component in the first term is also zero, then the higher-order approximation must be obtained, using the second term of Equation (27).

Consider now the case where the vorticity is entirely peripheral, \( \Omega_z \equiv 0 \). The first integral in Equation (27) is zero. The expression for \( U_{S1} \) in Equation (27), using the vector identity
\[ \nabla \times (\phi \mathbf{A}) = \phi \nabla \times \mathbf{A} + (\nabla \phi) \times \mathbf{A} \]
then becomes

\[ \mathbf{U}_{St} \approx -\frac{1}{4\pi} \mathbf{v} \times \int_{\tau} \mathbf{\Omega}_1 \mathbf{\times} \frac{1}{X} d\tau_1 \]  

(31)

Rewriting the dyadic \( \mathbf{\Omega}_1 \mathbf{\times} \mathbf{X}_1 \) in the integrand in terms of skew-symmetric and symmetric parts, yields for the integral in Equation (31)

\[ \int_{\tau} \mathbf{\Omega}_1 \mathbf{\times} \mathbf{X}_1 \cdot \mathbf{v} \frac{1}{X} d\tau_1 = \frac{1}{2} \int_{\tau} (\mathbf{\Omega}_1 \mathbf{\times} \mathbf{X}_1 \cdot \mathbf{v} \frac{1}{X} - \mathbf{X}_1 \mathbf{\Omega}_1 \cdot \mathbf{v} \frac{1}{X}) d\tau_1 \]

\[ + \frac{1}{2} \int_{\tau} (\mathbf{\Omega}_1 \mathbf{\times} \mathbf{X}_1 \cdot \mathbf{v} \frac{1}{X} + \mathbf{X}_1 \mathbf{\Omega}_1 \cdot \mathbf{v} \frac{1}{X}) d\tau_1 \]

Noting that the second integral on the right can be rewritten as

\[ \frac{1}{2} \left( \int_{\tau} (\mathbf{\Omega}_1 \mathbf{\times} \mathbf{X}_1 + \mathbf{X}_1 \mathbf{\Omega}_1) d\tau_1 \right) \cdot \mathbf{v} \frac{1}{X} \]

and since

\[ \int_{\tau} (\mathbf{X}_{11} \mathbf{\Omega}_{1j} + \mathbf{X}_{1j} \mathbf{\Omega}_{11}) d\tau_1 = \int_{\tau} \mathbf{v} \cdot (\mathbf{X}_{11} \mathbf{X}_{1j} \mathbf{\Omega}_{11}) d\tau_1 = 0 \]

only the first integral (skew-symmetric part) contributes to \( \mathbf{U}_{St} \) in this case. Using the vector identity

\[ \mathbf{B} (\mathbf{C} \cdot \mathbf{A}) - \mathbf{A} (\mathbf{C} \cdot \mathbf{B}) = -\mathbf{C} \times (\mathbf{A} \times \mathbf{B}) \]

the skew-symmetric integral can be written as

\[ -\frac{1}{2} (\mathbf{v} \frac{1}{X}) \times \int_{\tau} (\mathbf{X}_1 \times \mathbf{\Omega}_1) d\tau_1 \]

Substituting this value for the integral in Equation (31) and using the vector identities
\[ \nabla \times (\hat{A} \times \hat{B}) = \hat{B} \cdot \nabla \hat{A} - \hat{A} \cdot \nabla \hat{B} + \nabla \cdot \hat{A} - \nabla \cdot \hat{B} \]

\[ \nabla \cdot (\hat{A} \cdot \hat{B}) = \hat{A} \cdot \nabla \hat{B} + \hat{B} \cdot \nabla \hat{A} + \hat{A} \cdot (\nabla \times \hat{B}) + \hat{B} \cdot (\nabla \times \hat{A}) \]

Finally yields,

\[ \hat{U}_S \approx \frac{1}{8\pi} \nabla \left( \frac{1}{r} \cdot \int_I \hat{X}_1 \times \hat{\Omega}_1 \, d\tau_1 \right) \]  \( (32) \)

Equation (32) shows that for the conditions considered, that of peripheral vorticity only, the significant term remaining involves only the integral of the moment \( \hat{X}_1 \times \hat{\Omega}_1 \), over the volume element of the jet.

It is possible to relate the latter integral to the circulation about a vortex ring or an element of a vortex sheet, and then to the velocity in the jet flow. If one considers the more general case for \( \nabla \left( \frac{1}{r} \cdot \int_I (\hat{X}_1 \times \hat{\Omega}_1) \, d\tau_1 \right) \) it is possible to relate this term to either a combination of a source doublet and a vortex doublet.

For computational purposes, it is possible to replace the volume distribution of vorticity in the element of the jet by a discrete, closed line vortex of appropriate properties. The properties of the line vortex corresponding to the volume distribution of vorticity may be evaluated as follows.

For a plane closed curve \( C \), the line integral

\[ \hat{A}_l = \frac{1}{2} \oint_C \hat{X}_1 \times d\hat{X}_1 \]  \( (33) \)

yields a vector normal to the surface of a magnitude equal to the area enclosed by the curve \( C \) (Fig. 9). The circulation, \( \Gamma \), is defined as the line integral of \( \hat{U}_1 \) around a closed curve \( C \) bounding an arbitrary
\[ \frac{1}{2} \mathbf{x}_1 \times d\mathbf{x}_1 \]

**Figure 9. Geometry for the Line Integral**

- Vortex Ring
- Plane normal to axis of jet
surface in the flow. Thus
\[ r = \oint_{C} \mathbf{u}_{1} \cdot d\mathbf{l}_{1} \]
where \( d\mathbf{l}_{1} \) is an element of the curve. By employing Stoke's theorem the relation between circulation and vorticity may be expressed as
\[ \oint_{S} \mathbf{u}_{1} \cdot d\mathbf{s}_{1} = \oint_{C} \mathbf{u}_{1} \cdot d\mathbf{l}_{1} = r \]  
(34)
where the surface integral is over the surface bounded by the curve \( C \).

Considering one-half times the integral of Equation (32) and using Equations (33) and (34), yields for a closed ring vortex in the plane normal to the axis of the jet.

\[ \frac{1}{2} \oint_{S} \mathbf{x}_{1} \times \mathbf{\Omega}_{1} \, d\mathbf{t}_{1} = \frac{1}{2} \oint_{S} (\mathbf{x}_{1} \times d\mathbf{x}_{1}) \, \mathbf{\Omega}_{p} \, d\mathbf{s}_{1} \]
where the surface element \( d\mathbf{s}_{1} \) is that of the cross section of the vortex ring and \( d\mathbf{x}_{1} \) denotes the differential line element along the vortex ring.

The above expression may be written
\[ \frac{1}{2} \oint_{C} (\mathbf{x}_{1} \times d\mathbf{x}_{1}) \, \oint_{S} \mathbf{\mu}_{p} \cdot \mathbf{n} \, d\mathbf{s}_{1} = r \mathbf{A}_{1} \]
where \( \mathbf{\mu}_{p} \) is the vorticity of the closed ring vortex in the direction \( d\mathbf{x}_{1} \) and \( \mathbf{A}_{1} \) is the area enclosed by the ring. By considering a series of vortex rings along the axis of the jet, an element of a vortex sheet is obtained.

Considering finally \( \nabla \left[ v \frac{1}{\mathbf{x}} \cdot \oint_{S} (\mathbf{x}_{1} \times \mathbf{\Omega}_{1}) \, d\mathbf{t}_{1} \right] \) and letting the integral term be represented by \( m \), yields
\( v(\frac{1}{X} \cdot \vec{m}) = (\vec{m} \cdot \nabla) \frac{\vec{X}}{X^3} = \vec{X} \left[ \frac{\vec{m}}{X^3} \cdot \left(\nabla \frac{1}{X^3}\right) \right] + \frac{1}{X^3} \left( \vec{m} \cdot \nabla \right) \frac{\vec{X}}{X^3} \)

and expanding the above, results in an expression for the field of a dipole singularity.

\[ v \left( \frac{1}{X} \cdot \vec{m} \right) = -\frac{3}{X^5} \vec{X} \cdot \frac{\vec{X} \cdot \vec{m}}{X^3} + \frac{\vec{m}}{X^3} \]

Thus, Equation (32) can also be expressed as a velocity field induced by a dipole of strength \( \vec{m} \) equal to the integral of the moment \( \vec{X}_1 \times \vec{\omega}_1 \).

The streamwise component of vorticity \( \vec{\omega}_z \) is more difficult to treat analytically, but the following might be noted. Considering the first order approximation expressed by Equation (30), this yields for an equivalent line vortex

\[ \frac{1}{4\pi} v \frac{1}{X} \times \int r \vec{\omega}_z \, d\tau_1 = \frac{r}{4\pi} v \frac{1}{X} \times \int d\vec{X}_1 \]

where \( d\vec{X}_1 \) is a vector element of the line vortex. When \( r \) is zero (no net rotation of the jet), the second term involving \( \vec{\omega}_z \) in Equation (27) must be considered. By analogy with the foregoing for \( \vec{\omega}_p \), it may be anticipated that the contribution will be equivalent to that of a vortex doublet.

All of the above approximations are for large \( R \). As previously stated, more accurate approximations may be required for points of the aerodynamic field close to the jet flow. The foregoing approximations provide insight into the nature of the analysis, as will be shown in the following sections.
IV. THE AXISYMMETRIC JET IN A QUIESCENT ATMOSPHERE

As an application of the methods discussed in the foregoing sections, the most elementary situation with regard to jet flows is that of the axisymmetric jet exhausting into a quiescent environment. The vorticity in a jet of that type is entirely peripheral. No streamwise vorticity is present, except in the turbulent motion of the fluid. Since only the time averaged properties of the flow field are of significance in computations of the steady aerodynamic field, turbulent fluctuations do not enter the computations. Before examining the computational aspects of determining the induced aerodynamic field, the nature of an axisymmetric jet is briefly reviewed below. A synopsis of some of the literature pertinent to such jets is included in Appendix A.

A turbulent jet exhausting into a quiescent atmosphere is generally considered to comprise three regions (Fig. 10). Region I, the potential core region, is characterized by a central region of uniform "potential flow,"* separated from the aerodynamic field by a turbulent mixing layer. The mixing layer grows in thickness downstream from the lip of the nozzle. At the end of the potential core region the inner boundary of

*Such a characterization presumes the dominant flow from the nozzle is essentially uniform. There will always be boundary layers present adjacent to the wall. In some situations, the flow from the nozzle might have the appearance of a fully developed turbulent pipe flow.
FIGURE 10. AXISYMMETRIC TURBULENT JET
the mixing layer reaches the axis. The growth of the mixing layer is observed to be approximately linear and the velocity profiles, as a function of a radial difference normalized with respect to the width of the mixing layer, exhibit similarity. At some point downstream from the end of Region I, the flow becomes developed in the sense that the radial profiles of axial velocity exhibit similarity (Region III). That is, the radial distribution of velocity, normalized with respect to the velocity at the centerline of the jet becomes a function of \( r/r_2 \) only. The radius \( r_2 \) is the radius at which the velocity is half that at the axis of the jet. In Region III, \( r_{1/2} \) increases linearly with distance in the downstream direction. The velocity at the centerline decreases as \( 1/Z \) where \( Z \) is the streamwise coordinate along the jet. Region II, between Regions I and III, termed the transition region, has been found to exhibit non-similar velocity profiles. The decay of the centerline velocity begins in the transition region. For most purposes, the transition region may be considered to be rather short, on the order of 2 nozzle diameters in length.

The boundary of the jet flow, introduced in Sec. III, was defined to enclose the region containing significant time-averaged vorticity. The instantaneous position of a jet surface has the appearance shown in Fig. 10. The jet surface separates regions of irrotational fluid from those of turbulent, rotational fluid. The above definition of the jet boundary, then, would be a surface enclosing the extreme positions of the instantaneous surface of the jet flow.

The mass rate of flow, associated with the jet flow, increases in the downstream direction. Thus, the boundary of the jet flow is not
a streamtube since fluid from the environment crosses the boundary to become entrained in the jet flow. In the developed flow region of an axisymmetric jet, the rate of increase of the mass flow rate per unit length along the jet becomes constant. This rate of increase in the mass rate of flow in the jet per unit length of the jet is termed the mass entrainment rate, $E_m$. The mass entrainment rate is simply related to the normal component of velocity at points on the boundary of the jet. For an axisymmetric jet, the mass entrainment rate may be expressed as

$$E_m = 2\pi r_0 U_n \rho$$

where $r_0$ is the radius of the boundary and $U_n$ is the component of velocity normal to the boundary and directed inward toward the jet axis. Recalling that the boundary conditions required for determining the aerodynamic field by means of the scalar potential (Sec. IIIA) involved specification of the normal component of velocity on the boundary of the jet flow, it is apparent that those boundary conditions are equivalent to specification of the $E_m$.

Now, as noted in Sec. IIIA, $E_m$ is known for jet flows only with a rather high degree of uncertainty. That is true from both analytical and experimental viewpoints. For example, Ricou and Spalding\textsuperscript{10} examined the available data and analytical relations finding that if the entrainment were expressed as

$$E_m = K_1 \sqrt{N \rho}$$

where $N$ is the momentum flux and $\rho$ the mass density of the jet fluid, then values for $K_1$ were found to range from 0.22 to 0.404. Experiments
by Ricou and Spalding\textsuperscript{10} to obtain the value of the entrainment rate yielded a value of 0.282 for the mixing of an air jet with air. On the other hand Wygnanski\textsuperscript{11} has found the higher value for $K_l$, corresponding to the Schlichting profile, of 0.404 yielded agreement with data he obtained. Other studies appear to show similar uncertainties in the entrainment rate.\textsuperscript{8} Such uncertainties might be expected because of the sensitivity of the entrainment to regions of the jet near its edge, where measurements are difficult to obtain with accuracy and where theoretical relations there may not be expected to be accurate, that is, at least in the boundary layer approximation.

From the foregoing remarks, it is apparent that however accurately the geometry of the problem of computing the aerodynamic field may be treated, the boundary conditions are known only with a high degree of uncertainty for methods based on the use of the scalar potential alone. The following discussion, then, is concerned with similar computations based on the use of the Stokes potentials. The use of the Stokes potentials for the computation involves data for the jet flow known with higher accuracy. Thus, its use might be expected to yield more accurate results under some conditions.

A. Formulation of the Problem

Consider an axisymmetric, incompressible, turbulent jet exhausting normally through an infinite plane baffle plate into a quiescent atmosphere. $\mathbf{U}$ is uniquely defined in the semi-infinite, simply connected region $\tau$ by specifying the curl of $\mathbf{U}$ throughout $\tau$ and the normal component of $\mathbf{U}$ on the surface $S$ bounding the region $\tau$. Since the time-averaged flow is assumed to be axisymmetric and without swirling action,
the vorticity has only one component $u_\theta$ (cylindrical coordinates), as shown in Sec. IID. The vorticity is solely peripheral. This implies that the aerodynamic field is also axisymmetric with only $r$ and $z$ components. The entire domain of vorticity will be assumed to be that of the mixing region around the potential core and of the fully developed region of the jet flow. The transition region of the jet flow is not considered separately in this formulation. That is, the fully developed part of the jet flow is simply presumed to start at the end of the potential core.

As discussed in Sec. II the aerodynamic velocity field may be separated into the sum of two fields $U_{st}$ and $E_p$. The boundary conditions to be satisfied for the domain are that the normal velocity component on the plane baffle plate be zero; it will be presumed that the normal velocity component at points of the plane within the circumference of the jet orifice is uniform and equal to $U_j$, the jet velocity. The velocity at distant points approaching infinity must, of course, approach zero. The simplest means for satisfying those boundary conditions for this problem is to use the method of images. An image of the jet flow is placed along the negative $Z$ axis. Contributions to the normal component of velocity at the baffle plane due to $U_{st}$ for the sum of the jet flow and its image thus vanish. The normal boundary condition remains to be satisfied by the $E_p$ field*.

*Strictly speaking, to be consistent with the discussion of Sec. III, one should regard $E_p$ as the sum of the contributions of the image of the region of vorticity plus the $E_p$ field actually considered, for the semi-infinite domain. There is no fundamental difference involved, however, so there should be no confusion in the matter.
The normal component of \( L_p \) is zero at points in the baffle plane outside the circumference of the jet orifice, and \( U_j \) at points in the plane within the circumference of the jet orifice.

The aerodynamic velocity field \( \mathbf{U} \) for the axisymmetric jet has two components \((r \text{ and } z)\) in cylindrical coordinates. Recalling Equations (12) and (15) the contributions to the \( r \) and \( z \) components of \( \mathbf{U} \) due to the vorticity in the jet flow \( \mathbf{U}_{ST} \) may be expressed as

\[
\begin{align*}
U_{Sr} & = \frac{1}{4\pi} \int_\Omega \cos \theta_1 \left. \mathbf{U}_{\xi} \right| r_1 \frac{(z-z_1)}{R^3} \, r_1 \, dz_1 \, d\theta_1 \\
U_{Sz} & = -\frac{1}{4\pi} \int_\Omega \left. \mathbf{U}_{\xi} \right| r_1 \frac{(r_1-r \cos \theta_1)}{R^3} \, r_1 \, dr_1 \, dz_1 \, d\theta_1
\end{align*}
\]

where the notation corresponds with that for cylindrical coordinates discussed in Sec. IID. The nonsubscripted variables refer to the field point \( \mathbf{X} \), and the subscript \( 1 \) denotes values evaluated at the source point \( \mathbf{X}_1 \). The geometry associated with the Equations (36) and (37) is illustrated in Fig. 11. A small segment of the jet is shown in Fig. 11 as a truncated cone. The integrals of Equations (36) and (37) are taken over the points within the jet flow and its image. The value \( R \) in Equations (36) and (37) indicates the magnitude of \( \mathbf{R} = \mathbf{X} - \mathbf{X}_1 \), as shown in Fig. 11.

The irrotational and solenoidal part of \( \mathbf{U} \), denoted by \( \mathbf{E}_p \), satisfies the boundary conditions for the semi-infinite domain and is represented by Equation (14). For the present application, the equations may be written in component form as follows.

\[
E_{pr} = \frac{U_j}{2\pi} \int_S \frac{(r-r_1 \cos \theta_1)}{R^3} \, r_1 \, dr_1 \, d\theta_1
\]
FIGURE II. GEOMETRY ASSOCIATED WITH THE VOLUME INTEGRALS FOR $\bar{U}_{st}$
where the notation corresponds to that previously discussed. The geometry for Equations (38) and (39) is shown in Fig. 12. The surface $S$ surrounding the domain consists of an infinite plane at $z = 0$ and the remaining surrounding surface at infinity. The normal component of velocity along the boundary is zero except at the orifice. At points in the plane within the orifice circumference the normal component of velocity is presumed to be uniform with the magnitude $U_j$, the exit velocity of the jet. Thus, the only surface contributing to the surface integral is a flat disk of radius $r_j$, the exit radius of the jet orifice.

Integrating over the $\theta_1$ direction and recalling that $\Omega_{\theta_1}$ is independent of $\theta_1$, the above equations can be written as follows.

\[ U_{\theta_1 r} = \frac{1}{2\pi} \int_S \frac{\Omega_{\theta_1} (z-z_1)}{\sqrt{(r + r_1)^2 + (z-z_1)^2}} \left( \frac{r^2 + r_1^2 + (z-z_1)^2}{(r-r_1)^2 + (z-z_1)^2} \right) \left( E(k) - K(k) \right) dr_1 dz_1 \]

\[ U_{\theta_1 z} = -\frac{1}{2\pi} \int_S \frac{\Omega_{\theta_1}}{\sqrt{(r + r_1)^2 + (z-z_1)^2}} \left( \frac{r^2-r_1^2 + (z-z_1)^2}{(r-r_1)^2 + (z-z_1)^2} \right) \left( E(k) - K(k) \right) dr_1 dz_1 \]

\[ E_{pr} = \frac{U_j}{\pi} \int_r \frac{r_1}{\sqrt{(r + r_1)^2 + z^2}} \left( \frac{r^2-r_1^2 - z^2}{(r-r_1)^2 + z^2} \right) \left( E(k) + K(k) \right) dr_1 \]
FIGURE 12. GEOMETRY ASSOCIATED WITH THE SURFACE INTEGRAL FOR $E_p$
\[ E_{\text{Pz}} = \frac{2 U_j z}{\pi} \int_{r} r_1 \frac{E(k)}{\sqrt{(r + r_1)^2 + z^2} \left[(r-r_1)^2 + z^2\right]} \, dr_1 \] (43)

where \( K(k) \) is a complete elliptic integral of the first kind and \( E(k) \) is a complete elliptic integral of the second kind. Derivations of Equations (40), (41), (42), and (43) are presented in Appendix B. Note that the integrals in Equations (40) through (43) involve integration only over the \( r_1 \) and \( z_1 \) coordinates in the jet flow.

**B. Numerical Method**

The integrals in Equations (40) through (43) may be evaluated numerically. For the purpose of numerical integration, it is convenient to transform the variables of integration in such a way that the domains of integration become rectangular. This may be accomplished in the following manner. Denote the inner radius of the mixing layer in the potential core region by \( r_1 \) and the outer radius of the jet by \( r_0 \).

The geometry for the jet flow is shown in Fig. 13a.

Introduce the transformation for the coordinates \((r_1, z_1)\) in the mixing layer of the potential core region to the transformed variables \((x_1, y_1)\).

\[
\begin{align*}
x_1 &= (r_1 - r_{1I})/(r_{0I} - r_{1I}) \\
y_1 &= z_1/r_j
\end{align*}
\] (44)

where \( r_{1I} = r_1(z_1) \), \( r_{0I} = r_0(z_1) \), and
FIGURE 13. GEOMETRY OF THE JET FLOW DOMAIN AND TRANSFORMED JET FLOW DOMAIN
\( \rho_j = \) the radius of the jet orifice

For the developed region of the jet, the transformation from \((r_1, z_1)\) to \((x_1, y_1)\) employed is as follows.

\[
\begin{align*}
  x_1 &= r_1/r_0, \\
  y_1 &= z_1/r_j
\end{align*}
\]

(45)

The notation corresponds to that described above. The coordinates for the surface integration over the orifice area in the plane \(z_1 = 0\), let

\[
\begin{align*}
  x_1 &= r_1/r_j, \\
  y_1 &= z_1 = 0
\end{align*}
\]

(46)

Finally, for the field point coordinates, introduce the transformation from \((r, z)\) to \((x, y)\) as follows.

\[
\begin{align*}
  x &= r/r_0(z), \\
  y &= z/r_j
\end{align*}
\]

(47)

The transformations (44), (45), (46), and (47) transform the original domain in the \((r, z)\) plane to the rectangular domain in the \((x, y)\) plane as shown in Fig. 13. Region 1 is the mixing region surrounding the core. The fully developed jet flow is represented by region 2. It should be noted that the region of integration in the \(x_1\) direction extends only from 0 to +\( \infty \). The region of integration in the \(y_1\) direction contains, in addition to the interval \((0, +\infty)\), the region of integration over the image from 0 to \(-\infty\).
It is convenient, in addition, to normalize the velocity components with respect to \( U_j \), and the vorticity component with respect to \( U_j/r_j \). Thus, the appropriate relations are

\[
\begin{align*}
U_x &= U_{Sr}/U_j \\
U_y &= U_{Sr}/U_j \\
\omega &= \Omega_0 r_j/U_j \\
E_x &= E_{pr}/U_j \\
E_y &= E_{pz}/U_j \\
1 &= U_j/U_j
\end{align*}
\]

Substituting the relations (44) to (48) into Equations (40) through (43) yields the following equations.

\[
U_x = -\frac{r_j}{2\pi r_0 x} \int_{-\infty}^{\infty} \int_{0}^{1} \frac{(r_{01}-r_{11}) \Omega (y_1-y)}{ \sqrt{ \left( r_{01} r_{11} \right)^2 + r_j (y-y_1)^2 }}
\]

\[
\left\{ \frac{r_0^2 x^2 + [(r_{01}-r_{11}) x_1 + r_{11}]^2 + r_j^2 (y-y_1)^2}{ \left[ \frac{r_0^2 x^2 + [(r_{01}-r_{11}) x_1 + r_{11}]^2 + r_j^2 (y-y_1)^2}{ \right] E (k_1) - K (k_1)} \right\} dx_1 dy_1
\]

\[
-\frac{r_j}{2\pi r_0 x} \int_{-\infty}^{\infty} \int_{0}^{1} \frac{r_{01} \Omega (y_1-y)}{ \sqrt{ \left( r_{01} r_{11} \right)^2 + r_j^2 (y-y_1)^2 }}
\]

\[
\left\{ \frac{r_0^2 x^2 + r_0^2 x_1^2 + r_j^2 (y-y_1)^2}{ \left( r_0^2 x^2 + r_0^2 x_1^2 + r_j^2 (y-y_1)^2 \right) E (k_2) - K (k_2)} \right\} dx_1 dy_1
\]

*The integration is to be performed over the jet flow (0 to \( \infty \)) and its image (0 to -\( \infty \)). It should be noted that \( y_1 \) is replaced by -\( y_1 \) and \( \Omega \) is replaced by -\( \Omega \) for the image integration.
\[ u_y = -\frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{0}^{1} \frac{(r_{o1} - r_{11})^{\Omega}}{\sqrt{r_{o1}^{2} + [(r_{o1} - r_{11})^{2} + r_{j}^{2} (y-y_{1})^{2}}} \right] \]

\[ \left\{ \frac{r_{o1}^{2} x_{1}^{2} - [(r_{o1} - r_{11})]^{2} + r_{j}^{2} (y-y_{1})^{2}}{\sqrt{(r_{o1}^{2} x_{1}^{2} + r_{j}^{2} (y-y_{1})^{2})^{2}}} E(k_{1}) - K(k_{1}) \right\} dX_{1} dY_{1} \]

\[ -\frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{0}^{1} \frac{r_{o1}^{\Omega}}{\sqrt{(r_{o1}^{2} x_{1}^{2} + r_{j}^{2} (y-y_{1})^{2})^{2}}} \right] \]

\[ \left\{ \frac{r_{o1}^{2} x_{1}^{2} - r_{o1}^{2} x_{1}^{2} + r_{j}^{2} (y-y_{1})^{2}}{(r_{o1}^{2} - r_{o1}^{2} x_{1}^{2} + r_{j}^{2} (y-y_{1})^{2})^{2}} E(k_{2}) - K(k_{2}) \right\} dX_{1} dY_{1} \] \quad (50) \]

\[ E_{x} = \frac{r_{j}^{2}}{\pi r_{o1}^{x}} \int_{0}^{1} \frac{x_{1}}{\sqrt{r_{o1}^{x} + r_{j}^{x} x_{1}^{2} + r_{j}^{2} y^{2}}} \left\{ \frac{r_{o1}^{2} x_{1}^{2} - r_{j}^{2} x_{1}^{2} - r_{j}^{2} y^{2}}{(r_{o1}^{x} - r_{j}^{x} x_{1}^{2} + r_{j}^{2} y^{2})^{2}} E(k_{3}) + K(k_{3}) \right\} dx_{1} \] \quad (51)

\[ E_{y} = \frac{r_{j}^{3}}{\pi} \int_{0}^{1} \frac{2 x_{1} y}{\sqrt{(r_{o1}^{x} + r_{j}^{x} x_{1}^{2} + r_{j}^{2} y^{2})^{2} + [(r_{o1}^{x} - r_{j}^{x} x_{1}^{2} + r_{j}^{2} y^{2})^{2}]}} E(k_{3}) \] \quad dx_{1} \quad (52)

where for Equations (49) and (50) the first integrals on the right side are taken over the core region and the second integrals are taken over

*The integration is to be performed over the jet flow (0 to \( \infty \)) and its image (0 to \( -\infty \)). It should be noted that \( y_{1} \) is replaced by \( -y_{1} \) and \( \Omega \) is replaced by \( -\Omega \) for the image integration.
the developed region. The moduli $k_1$, $k_2$ and $k_3$ for the complete elliptic integral functions are

$$k_1^2 = \frac{4 r_0 x \left[ (r_{01} - r_{11}) x_1 + r_{11} \right]}{\left[ r_0 x + [(r_{01} - r_{11}) x_1 + r_{11}] \right]^2 + r_j^2 (y - y_1)^2}$$

$$k_2^2 = \frac{4 r_0 x r_{01} x_1}{(r_0 x + r_{01} x_1)^2 + r_j^2 (y - y_1)^2}$$

$$k_3^2 = \frac{4 r_0 x r_j x_1}{(r_0 x + r_j x_1)^2 + r_j^2 y^2}$$

It should be noted that the transformations employed do not strictly lead to the integrals in Equations (49) and (50) because the transformed coordinates are not orthogonal. Nonetheless, the error involved in the approximation of the differential surface element can be shown to be of negligible order because of the small spreading angles of the jet. Numerical integration of the equations by this method and by a different method not involving a transformation of the domain yielded identical results to four significant figures.

For the purposes of numerical computation, the numerical algorithms for evaluating the complete elliptic integrals were taken from references 12, 13, and 14. Those algorithms were found to be compact and of demonstrated accuracy to six significant figures. The algorithms are listed in Appendix C.
The integrals in Equations (49) and (50) are of the form

\[ A = \int_S f(x_1, y_1) \, dx_1 \, dy_1 \]  

(56)

where the variables \((x, y)\) not entering the integration process are suppressed for convenience of notation. The method of integration adopted for the numerical evaluation of the integrals employed the trapezoidal rule for double integrals. The algorithm may be obtained as follows. Let \( f(x_1, y_1) \) be locally approximated by the relation

\[ f(x_1, y_1) = \alpha + \beta y_1 + \gamma x_1 + \delta x_1 y_1 \]  

(57)

in a rectangular element of the domain of dimensions \( a \) and \( b \) (Refer to Fig. 13). Assume for the purpose of discussion that the origin of coordinates is at the lower left corner of the element and define the functions \( f_0, f_1, f_2, \) and \( f_3 \) as follows.

\[
\begin{align*}
  f_0 &= f(0, 0) \\
  f_1 &= f(a, 0) \\
  f_2 &= f(0, b) \\
  f_3 &= f(a, b)
\end{align*}
\]  

(58)

The coefficients in Equation (57) may then be expressed in terms of these values.

\[
\begin{align*}
  \alpha &= f_0 \\
  \beta &= (f_2 - f_0)/b \\
  \gamma &= (f_1 - f_0)/a \\
  \delta &= (f_3 - f_2 - f_1 + f_0)/ab
\end{align*}
\]

Evaluation of the integral in Equation (56) then results in the algorithm

\[ I = \frac{ab}{4} (f_0 + f_1 + f_2 + f_3) \]

where \( I \) denotes the numerical approximation for \( A \) over the small elemental surface considered.
The integrals in Equations (51) and (52) involve integration with respect to a single variable. The trapezoidal rule was adopted for the numerical integration of those integrals. For an integral of the form

\[ A' = \int g(x_1) \, dx_1 \]

the numerical algorithm for a small increment of length \( a \) may be written

\[ I' = \frac{a}{2} (g_0 + g_1) \]

where \( g_0 = g(0) \) and \( g_1 = g(a) \), taking the origin arbitrarily at 0 for the purpose of discussion as before.

The integration method employing the trapezoidal rule, either for single or double integrals, is of second order, the error decreasing as \( h^2 \) where \( h \) is a characteristic size of the element of the domain. More precisely,

\[ A - I = \varepsilon = c_1 \, a^2 + c_2 \, b^2 \]

for the double integrals, and

\[ A' - I' = \varepsilon' = c_0 \, a^2 \]

for the single integrals. This second order behavior of the method has been found to hold in the computations made in this study, as evidenced by the changes in the solution occurring when the grid size was successively halved.

The division of the different regions into a network of elemental areas was as follows. For the mixing layer of the potential core region (first integrals in Equations (49) and (50), a square grid was chosen in the \( x_1, y_1 \) plane. For the fully developed region (second integrals
in Equations (49) and (50), a rectangular grid with aspect ratio of 10 was chosen, with the longer dimension in the streamwise direction. Computations for the fully developed region employing aspect ratios of 5 and 2.5 were also made and compared with the aspect ratio of 10. These comparisons showed identical results to three significant figures.

C. Computations for Selected Vorticity Distributions

Several theoretical jet velocity profiles were selected for the purpose of comparing the aerodynamic fields computed according to the foregoing method. For the mixing layer around the potential core, the relations suggested by Squire and Trouncer$^{16}$ (cosine distribution) and that of Abramovich$^9(a)$ were employed. For the developed region of the jet, the velocity profiles selected were those of (a) Squire and Trouncer$^{16}$, (b) Schlichting$^{17(a)}$, and (c) the Gaussian distribution$^{18}$. The vorticity distributions employed were determined by differentiation of radial distributions of the axial velocity. Contributions to the vorticity due to the radial velocity component can be shown to be negligible.* Computations were made to determine the radial and axial velocity components and values for the pressure coefficient, $C_p$, at points along the plane baffle plate and at a series of points in the aerodynamic field away from the baffle plate for each of the representative velocity profiles.

*For example, the contribution to the vorticity from the radial velocity component of the Schlichting profile is less than 1 percent at $r_1/r_2 \leq 1.2$. The contribution increases to 4 percent for $2.8 < r_1/r_2 \leq 3.2$ and decreases to less than 2 percent at $r_1/r_2 = 4.0$.\[1.4em]
In addition to the above computations, computations were made for the Squire and Trouncer profiles (both that for the potential core and that for the fully developed region) to evaluate the sensitivity of the aerodynamic field to contributions from various regions of the jet flow. For example, the contributions of different axial elements of the vorticity in the jet flow were separately evaluated to determine the range of integration in the axial direction necessary to obtain accurate values for the velocity components at the field points. A separate tabulation of the contributions from different regions in the jet flow was made to indicate those regions making the largest contributions.

The contributions to $\dot{U}$ due to the irrotational and solenoidal part of the field, $\dot{E}_p$, were the same for all the jet velocity profiles evaluated. A uniform velocity distribution over the area of the jet nozzle was employed in determining the $\dot{E}_p$ field. To evaluate the influence of nonuniformities in the velocity profile at the nozzle exit plane, several nonuniform profiles chosen to yield the same mass rate of flow were examined.

1. Vorticity Distributions Corresponding to the Selected Velocity Profiles

a. Mixing Layer of the Potential Core Region. The two velocity profiles considered for the mixing layer around the potential core were

\[ U_{z1} = \frac{U_j}{2^\lambda} [1 - \cos \pi \eta] \quad \text{[Squire and Trouncer]} \]  

\[ U_{z1} = U_j [1 - (1 - \eta^{3/2})^2] \quad \text{[Abramovich]} \]
where \( n = (r_o - r_1)/(r_o - r_I) \) and \( r_I \leq r_1 \leq r_o \). Evaluating the vorticity distributions corresponding to Equations (59) and (60), neglecting the contribution to the peripheral component of vorticity due to the term \( \partial u_{r_1}/\partial z_1 \), yields

\[
\Omega_{r_1} = -\frac{\pi U_j}{2(r_o - r_I)} \sin \pi n \quad \text{[Squire and Trouncer]} \quad (61)
\]

and

\[
\Omega_{r_1} = -\frac{3 U_j (1 - n^{3/2}) n^{1/2}}{(r_o - r_I)} \quad \text{[Abramovich]} \quad (62)
\]

For the geometry of the core region, a core length of 12 \( r_j \) was used as suggested in Ref. 19. For this core length and assuming \( r_I \) is a straight line, an angle of spread of 4.8° for \( r_I \) was obtained. Applying the relation for the conservation of linear momentum to the jet between the exit of the nozzle and the end of the core region yields

\[
U_j^2 \pi r_j^2 = 2 \pi \int_0^{r_0} U_{z_1}^2 r_1 dr_1
\]

Substituting the value of \( U_{z_1} \) from Equation (59) into the above relation results in an angle of spread for \( r_o \) of 6.7°.

The results of computations for the radial and axial velocity components at a series of points in the aerodynamic field are presented in Tables 1 and 2. The values shown in Tables 1 and 2 were determined for the vorticity distributions of Equations (61) and (62) respectively. The values in Tables 1 and 2 for \( U_{Str}^C/U_j \) and \( U_{Strz}^C/U_j \) are for convenience denoted by \( U_x^C \) and \( U_y^C \) respectively. They represent only the parts of the total velocity components (normalized by \( U_j \)) of
TABLE 1. FIELD POINT VELOCITIES - CONTRIBUTIONS FROM
THE MIXING LAYER OF THE POTENTIAL CORE
[SQUIRE AND TROUNCER (COSINE) VELOCITY DISTRIBUTION]*

<table>
<thead>
<tr>
<th>y = 0</th>
<th>(r_0/r_j = 1)</th>
<th>(x)</th>
<th>(U_x^c)</th>
<th>(U_y^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td></td>
<td>-7532.0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>-1477.0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>-356.6</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>-30.11</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>-6.427</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>y = 12</th>
<th>(r_0/r_j = 2.42)</th>
<th>(x)</th>
<th>(U_x^c)</th>
<th>(U_y^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td></td>
<td>658.8</td>
<td>-96.08</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>146.3</td>
<td>-47.46</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>20.27</td>
<td>-19.70</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>-0.5179</td>
<td>-1.152</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>-0.1675</td>
<td>-0.1475</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>y = 24</th>
<th>(r_0/r_j = 4.62)</th>
<th>(x)</th>
<th>(U_x^c)</th>
<th>(U_y^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td></td>
<td>6.235</td>
<td>10.57</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>6.359</td>
<td>4.780</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>0.2415</td>
<td>-0.2443</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>-0.02591</td>
<td>-0.09729</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>-0.01222</td>
<td>-0.01218</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>y = 36</th>
<th>(r_0/r_j = 6.83)</th>
<th>(x)</th>
<th>(U_x^c)</th>
<th>(U_y^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td></td>
<td>0.8499</td>
<td>1.724</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>1.007</td>
<td>.9480</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>0.4950</td>
<td>0.01292</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>-0.00455</td>
<td>-0.02083</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>-0.002530</td>
<td>-0.002620</td>
<td></td>
</tr>
</tbody>
</table>

\(y = Z/r_j\) \quad \(x = r/r_0\) \quad \(U_x^c = (U_s r_j)/U_j\) \quad \(U_y^c = (U_s r_j)/U_j\)

All tabular velocity ratios have been multiplied by a factor of \(10^4\).
### TABLE 2. FIELD POINT VELOCITIES - CONTRIBUTIONS FROM THE MIXING LAYER OF THE POTENTIAL CORE REGION (ABRAMOVICH VELOCITY DISTRIBUTION)*

#### y = 0

<table>
<thead>
<tr>
<th>x</th>
<th>$U_x^C$</th>
<th>$U_y^C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>-7595</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-1514</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>-378.1</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>-33.55</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>-7.242</td>
<td>0</td>
</tr>
</tbody>
</table>

#### y = 12

<table>
<thead>
<tr>
<th>x</th>
<th>$U_x^C$</th>
<th>$U_y^C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>797.7</td>
<td>-127.1</td>
</tr>
<tr>
<td>2</td>
<td>168.1</td>
<td>-58.01</td>
</tr>
<tr>
<td>4</td>
<td>22.64</td>
<td>-22.74</td>
</tr>
<tr>
<td>12</td>
<td>.5898</td>
<td>-1.304</td>
</tr>
<tr>
<td>20</td>
<td>-1900</td>
<td>-.1671</td>
</tr>
</tbody>
</table>

#### y = 24

<table>
<thead>
<tr>
<th>x</th>
<th>$U_x^C$</th>
<th>$U_y^C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>7.128</td>
<td>12.05</td>
</tr>
<tr>
<td>2</td>
<td>7.256</td>
<td>5.432</td>
</tr>
<tr>
<td>4</td>
<td>2.742</td>
<td>-.28539</td>
</tr>
<tr>
<td>12</td>
<td>-.02946</td>
<td>-.1103</td>
</tr>
<tr>
<td>20</td>
<td>-.01386</td>
<td>-.01382</td>
</tr>
</tbody>
</table>

#### y = 36

<table>
<thead>
<tr>
<th>x</th>
<th>$U_x^C$</th>
<th>$U_y^C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>.9659</td>
<td>1.960</td>
</tr>
<tr>
<td>2</td>
<td>1.147</td>
<td>1.073</td>
</tr>
<tr>
<td>4</td>
<td>.5591</td>
<td>.01210</td>
</tr>
<tr>
<td>12</td>
<td>-.00521</td>
<td>-.02344</td>
</tr>
<tr>
<td>20</td>
<td>-.00285</td>
<td>-.00294</td>
</tr>
</tbody>
</table>

---

* $y = Z/r_j$, $x = r/r_o$, $U_x^C = U_{Str}/U_j$, $U_y^C = U_{Str}/U_j$

All tabular velocity ratios have been multiplied by a factor of $10^4$.  

---
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the aerodynamic field due to the integration over the vorticity distribution in the mixing layer of the potential core region. In other words, they represent the first of the two integrals in Equations (49) and (50). It can be observed that the magnitude of the radial velocity ratio decreases in the radial direction. Similarly, at field positions \( z = 12 \, r_j \) and greater the magnitude of the axial velocity ratio decreases in the radial direction. The change in the direction of the velocity in some cases for \( r/r_0 \geq 4 \) may be noted. Comparing the computed results for the vorticity distribution of Equation (62) [Abramovich] with those of Equation (61) [Squire and Trouncer], it can be observed that the magnitudes of \( U_x^C \) and \( U_y^C \) were generally higher, some field points 11 percent higher, for the vorticity distribution based upon Equation (62) [Abramovich].

b. The Developed Region. The three velocity profiles considered for the developed region were

\[
U_{z_1} = \frac{U_c}{z} \left( 1 + \cos \pi \frac{r_1}{r_0} \right) \quad \text{[Squire and Trouncer]} \quad (63)
\]

\[
U_{z_1} = U_c \exp \left[ - \frac{r_1^2}{(2 \, C_2^2 \, z_1^2)} \right] \quad \text{[Gaussian]} \quad (64)
\]

where \( C_2 = .081 \)

\[
U_{z_1} = \frac{U_c}{(1 + 0.125 \, \xi^2)^2} \quad \text{[Schlichting]} \quad (65)
\]

where \( \xi = 18.5 \, r_1/z_1 \)

In the above equations, \( U_c \) is the centerline velocity of the jet. Based upon a virtual origin of
\[ e = 1.2 r_j \]

where \( e \) is measured from the face of the nozzle exit along the negative \( z_1 \) axis, the centerline velocity may be expressed by

\[
U_c = \left( U_j - 13.2 r_j \right)/(z_1 + e)
\]

Evaluating the vorticity distributions corresponding to these velocity distributions, again neglecting the contribution to the peripheral component of vorticity due to the term \( U_1/z_1 \); yields

\[
\Omega_{c1} = -\frac{U_c \pi}{2} \sin \frac{r_1}{r_0} \quad \text{[Squire and Trouncer]} \tag{67}
\]

\[
\Omega_{c1} = -\frac{r_1 U_c}{C_2^2 z_1^2} \exp \left( -\frac{r_1^2}{2 C_2^2 z_1^2} \right) \quad \text{[Gaussian]} \tag{68}
\]

\[
\Omega_{c1} = -\frac{171 U_c r_1}{z_1^2 (1 + 0.125 z_1^2)^3} \quad \text{[Schlichting]} \tag{69}
\]

The velocity distributions corresponding to Equations (63) to (65) and the vorticity distributions corresponding to Equations (67) to (69) are shown in Fig. 14. The geometry for the region of vorticity (lateral spreading of the jet) for the Squire and Trouncer distribution was based upon the selected virtual origin \( e = 1.2 r_j \) and conservation of linear momentum for the jet. The angle of spread determined for \( r_o \) in the developed region (boundary of the jet flow) was 10.4°.

However, it should be noted that the vorticity distributions for the Schlichting and Gaussian profiles approach zero asymptotically in the...
FIGURE 14. VELOCITY AND VORTICITY DISTRIBUTION IN THE DEVELOPED REGION
radial direction. Thus, a large angle of spread, 20°, was selected for the jet boundaries of both the Schlichting and Gaussian profiles. For this angle of spread, the value of vorticity on the jet boundary for the Schlichting profile was less than 5% of the maximum vorticity and for the Gaussian profile it was less than 0.1% of the maximum vorticity. Although the jet boundaries differed, the locus of the radii (r₂) of the half velocity points was essentially the same for all three distributions over the range of integration.

The results of computations, using the Squire and Trouncer, Gaussian, and Schlichting distributions are presented in Tables 3, 4, and 5 respectively. The values Uₓ, D and Uᵧ, D represent only those components of the total velocity ratio due to the vorticity distribution in the developed region. The values tabulated were determined for the vorticity distributions of Equations (67), (68), and (69). The values represent the second of the two integrals in each of Equations (49) and (50).

It should be noted that the value of r₀ employed to normalize the radial field position r was based on the lateral spreading of the Squire and Trouncer vorticity region. For this selection of r₀, the radial field positions r = 1.1 and 2.0 fell within and on the nominal jet boundaries for the cases of the Schlichting or Gaussian profiles in the developed region. Thus, calculations for these field positions were not made for the Schlichting and Gaussian profiles except along the baffle plate. The results in Tables 3 to 5 show that the smallest contributions to field point velocities are those associated with the Squire and Trouncer distribution. The largest contributions come from the developed region based on the Schlichting profile. It may
**TABLE 3. FIELD POINT VELOCITIES - CONTRIBUTIONS FROM THE DEVELOPED REGION [SQUIRE AND TROUNCER (COSINE) VELOCITY DISTRIBUTION]**

<table>
<thead>
<tr>
<th>$y = 0$</th>
<th>$r_0/r_j = 1$</th>
<th>$y = 12$</th>
<th>$r_0/r_j = 2.42$</th>
<th>$y = 24$</th>
<th>$r_0/r_j = 4.62$</th>
<th>$y = 36$</th>
<th>$r_0/r_j = 6.83$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$U_x^D$</td>
<td>$U_y^D$</td>
<td>$x$</td>
<td>$U_x^D$</td>
<td>$U_y^D$</td>
<td>$x$</td>
<td>$U_x^D$</td>
</tr>
<tr>
<td>1.1</td>
<td>-7.630</td>
<td>0</td>
<td>1.1</td>
<td>-839.2</td>
<td>129.9</td>
<td>1.1</td>
<td>-87.51</td>
</tr>
<tr>
<td>2</td>
<td>-13.51</td>
<td>0</td>
<td>2</td>
<td>-261.2</td>
<td>50.06</td>
<td>2</td>
<td>-48.55</td>
</tr>
<tr>
<td>4</td>
<td>-24.57</td>
<td>0</td>
<td>4</td>
<td>-84.57</td>
<td>15.23</td>
<td>4</td>
<td>-24.06</td>
</tr>
<tr>
<td>12</td>
<td>-36.40</td>
<td>0</td>
<td>12</td>
<td>-22.27</td>
<td>.3172</td>
<td>12</td>
<td>-6.857</td>
</tr>
<tr>
<td>20</td>
<td>-28.92</td>
<td>0</td>
<td>20</td>
<td>-12.92</td>
<td>-.2799</td>
<td>20</td>
<td>-3.214</td>
</tr>
</tbody>
</table>

* $y = Z/r_j$  
  $x = r/r_0$  
  $U_x^D = U_{STr}/U_j$  
  $U_y^D = U_{STz}/U_j$

All tabular velocity ratios have been multiplied by a factor of $10^4$. 
### TABLE 4. FIELD POINT VELOCITIES - CONTRIBUTIONS FROM THE DEVELOPED REGION (GAUSSIAN VELOCITY DISTRIBUTIONS)

<table>
<thead>
<tr>
<th>y = 0</th>
<th>( r_o/r_j = 0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>( U_x^D )</td>
</tr>
<tr>
<td>1.1</td>
<td>-8.672</td>
</tr>
<tr>
<td>2</td>
<td>-15.38</td>
</tr>
<tr>
<td>4</td>
<td>-28.08</td>
</tr>
<tr>
<td>12</td>
<td>-42.65</td>
</tr>
<tr>
<td>20</td>
<td>-34.64</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>y = 12</th>
<th>( r_o/r_j = 2.42 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>( U_x^D )</td>
</tr>
<tr>
<td>4</td>
<td>-99.19</td>
</tr>
<tr>
<td>12</td>
<td>-27.30</td>
</tr>
<tr>
<td>20</td>
<td>-16.11</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>y = 24</th>
<th>( r_o/r_j = 4.62 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>( U_x^D )</td>
</tr>
<tr>
<td>4</td>
<td>-46.86</td>
</tr>
<tr>
<td>12</td>
<td>-13.98</td>
</tr>
<tr>
<td>20</td>
<td>-7.487</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>y = 36</th>
<th>( r_o/r_j = 6.83 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>( U_x^D )</td>
</tr>
<tr>
<td>4</td>
<td>-30.63</td>
</tr>
<tr>
<td>12</td>
<td>-8.741</td>
</tr>
<tr>
<td>20</td>
<td>-4.126</td>
</tr>
</tbody>
</table>

* \( y = z/r_j \)  \( x = r/r_o \)  \( U_x^D = U_{str}^D / U_j \)  \( U_y^D = U_{str}^D / U_j \)

All tabular velocity ratios have been multiplied by a factor of \( 10^4 \).
TABLE 5. FIELD POINT VELOCITIES - CONTRIBUTIONS FROM THE DEVELOPED REGION (SCHLICHTING VELOCITY DISTRIBUTION)*

<table>
<thead>
<tr>
<th>y = 0</th>
<th>( r_0/r_j = 1 )</th>
<th></th>
<th>( y = 12 )</th>
<th>( r_0/r_j = 2.42 )</th>
<th></th>
<th>( y = 24 )</th>
<th>( r_0/r_j = 4.62 )</th>
<th></th>
<th>( y = 36 )</th>
<th>( r_0/r_j = 6.83 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>( U_x^D )</td>
<td>( U_y^D )</td>
<td>x</td>
<td>( U_x^D )</td>
<td>( U_y^D )</td>
<td>x</td>
<td>( U_x^D )</td>
<td>( U_y^D )</td>
<td>x</td>
<td>( U_x^D )</td>
</tr>
<tr>
<td>1.1</td>
<td>-11.46</td>
<td>0</td>
<td>4</td>
<td>-135.3</td>
<td>27.55</td>
<td>4</td>
<td>-62.26</td>
<td>-0.3407</td>
<td>4</td>
<td>-40.50</td>
</tr>
<tr>
<td>2</td>
<td>-20.37</td>
<td>0</td>
<td>12</td>
<td>-36.46</td>
<td>0.9814</td>
<td>12</td>
<td>-18.57</td>
<td>-0.8891</td>
<td>12</td>
<td>-11.60</td>
</tr>
<tr>
<td>4</td>
<td>-37.31</td>
<td>0</td>
<td>20</td>
<td>-21.43</td>
<td>-0.3151</td>
<td>20</td>
<td>-9.950</td>
<td>-0.8568</td>
<td>20</td>
<td>-5.499</td>
</tr>
<tr>
<td>12</td>
<td>-57.34</td>
<td>0</td>
<td>20</td>
<td>-46.53</td>
<td>0</td>
<td>20</td>
<td>-46.53</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\*\( y = z/r_j \quad x = r/r_0 \quad \frac{U_x^D}{U_y^D} = \frac{U_{Str}}{U_j} \quad \frac{U_y^D}{U_y^D} = \frac{U_{Stz}}{U_j} \)

All tabular velocity ratios have been multiplied by a factor of \( 10^4 \).
be also observed that both $U_x^D$ and $U_y^D$ are negative for all profiles at the axial position $y = 36$.

2. Regional Contributions to the Aerodynamic Field

a. Relative Contributions of Different Regions of Vorticity along the Length of the Jet. In contrast with Equations (49) and (50) which have limits in the axial integrations of 0 to -, the numerical computations for Equations (49) and (50) were limited to a finite region of vorticity. To show the effect of not including more distant regions in the integrations, the velocity ratios $U_x^D$ along the baffle plate ($y = 0$) were computed for a sequence of finite regions of vorticity, successively extending the region of integration farther downstream. Table 6 presents the resulting velocity ratios as the region of integration was extended in the axial direction ($y_1$) and in the image direction ($-y_1$). The results shown in Table 6 indicate that for points on the order of 10 diameters away from the jet in the plane of the baffle plate, the integration should extend in the neighborhood of 100 jet diameters downstream for acceptable numerical accuracy. The requirement to extend the integration in the downstream direction diminishes for points closer to the jet, and presumably increases for more distant points.

b. Contributions from Radial Elements of the Distribution of Vorticity. An investigation was conducted to determine which radial elements ($\Delta x_1$) of the vorticity distribution made the largest contribution to the velocity $U_x$ at different field positions along the baffle plate. The results of this investigation are shown in Table 7.
<table>
<thead>
<tr>
<th>y = 0</th>
<th>Developed Region</th>
<th>$r_o/r_j = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$u^D_x (y_1=26)$</td>
<td>$u^D_x (y_1=65)$</td>
</tr>
<tr>
<td>1.1</td>
<td>-6.88</td>
<td>-7.44</td>
</tr>
<tr>
<td>2</td>
<td>-12.22</td>
<td>-13.22</td>
</tr>
<tr>
<td>6</td>
<td>-28.20</td>
<td>-31.09</td>
</tr>
<tr>
<td>10</td>
<td>-30.99</td>
<td>-35.52</td>
</tr>
<tr>
<td>16</td>
<td>-24.48</td>
<td>-30.77</td>
</tr>
</tbody>
</table>

* $y = z/r_j$, $x = r/r_o$, $y_1 = z_1/r_j$, $u^C_x = u^C_x / U_j$, $u^D_x = u^D_x / U_j$.

All tabular velocity ratios have been multiplied by a factor of $10^4$. 
### Table 7. Field Point Velocities - Contributions from Radial Elements of the Jet

<table>
<thead>
<tr>
<th>$y = 0$</th>
<th>Core Region</th>
<th>$r_o/r_j = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta x_1$</td>
<td>$\Delta U_x^C(x=1.1)$</td>
<td>$\Delta U_x^C(x=2)$</td>
</tr>
<tr>
<td>0.1</td>
<td>-164.6</td>
<td>-26.35</td>
</tr>
<tr>
<td>.1-2</td>
<td>-489.2</td>
<td>-81.29</td>
</tr>
<tr>
<td>.2-3</td>
<td>-781.6</td>
<td>-135.8</td>
</tr>
<tr>
<td>.3-4</td>
<td>-1010.</td>
<td>-183.7</td>
</tr>
<tr>
<td>.4-5</td>
<td>-1147.</td>
<td>-218.3</td>
</tr>
<tr>
<td>.5-6</td>
<td>-1175.</td>
<td>-233.6</td>
</tr>
<tr>
<td>.6-7</td>
<td>-1084.</td>
<td>-225.1</td>
</tr>
<tr>
<td>.7-8</td>
<td>-879.9</td>
<td>-190.4</td>
</tr>
<tr>
<td>.8-9</td>
<td>-576.9</td>
<td>-122.9</td>
</tr>
<tr>
<td>.9-1</td>
<td>-202.4</td>
<td>-47.07</td>
</tr>
<tr>
<td>TOTAL = $U_x^C$ =</td>
<td>-7510.6</td>
<td>-1472</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$y = 0$</th>
<th>Developed Region</th>
<th>$r_o/r_j = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta x_1$</td>
<td>$\Delta U_x^D(x=1.1)$</td>
<td>$\Delta U_x^D(x=2)$</td>
</tr>
<tr>
<td>0.1</td>
<td>-0.00472</td>
<td>-0.00.01</td>
</tr>
<tr>
<td>.1-2</td>
<td>-0.05112</td>
<td>-0.00.09</td>
</tr>
<tr>
<td>.2-3</td>
<td>-0.1954</td>
<td>-0.00.34</td>
</tr>
<tr>
<td>.3-4</td>
<td>-0.4628</td>
<td>-0.00.82</td>
</tr>
<tr>
<td>.4-5</td>
<td>-0.8287</td>
<td>-0.01.47</td>
</tr>
<tr>
<td>.5-6</td>
<td>-1.216</td>
<td>-0.02.15</td>
</tr>
<tr>
<td>.6-7</td>
<td>-1.506</td>
<td>-0.02.67</td>
</tr>
<tr>
<td>.7-8</td>
<td>-1.562</td>
<td>-0.02.77</td>
</tr>
<tr>
<td>.8-9</td>
<td>-1.259</td>
<td>-0.02.44</td>
</tr>
<tr>
<td>.9-1</td>
<td>-0.5160</td>
<td>-0.00.92</td>
</tr>
</tbody>
</table>

* $y = z/r_j$, $\Delta x_1 = \Delta r_1/r_o$, $x = r/r_o$, $\Delta U_x^C = \Delta U_{sr}^C/U_j$, $\Delta U_x^D = \Delta U_{sr}^D/U_j$

All tabular velocity ratios have been multiplied by a factor of $10^4$. 
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The values $\Delta U_x^C$ for the core region and $\Delta U_x^D$ for the developed region represent only that part of the aerodynamic field due to the individual radial elements $\Delta x_1$ in the respective regions. That is, $\Delta U_x^C$ and $\Delta U_x^D$ are the results obtained by employing Equations (49) and (50) to integrate over the individual radial elements in the respective regions. The total velocity ratios $U_x^C$ and $U_x^D$ are also presented in Table 7. It may be observed that the radial element ($\Delta x_1$) of vorticity making the largest contribution to the field point velocity shifts within a range of (.5 - .6) to (.6 - .7) for the core regions. For the developed region it may be observed that the radial element making the largest contribution is ($\Delta x_1$) = (.7 - .8). In addition, it may be noted that the contribution to the total field point velocity ratios from radial element ($\Delta x_1$) = (.9 - 1.0) varies from 3 to 7% of the total contribution.

3. The Potential Field

The irrotational and solenoidal part of the velocity field $\mathbf{U}_1$ denoted by $\mathbf{E}_p$, satisfies the boundary conditions for $\mathbf{U}$ as discussed in Section III A. The results of computations for the radial and axial velocity ratios of $\mathbf{E}_p$, $E_x$ and $E_y$ respectively, are presented in Table 8. The values $E_x$ and $E_y$ shown in the table were determined for a uniform velocity distribution over the area of the jet nozzle and represent the results of integration of Equations (51) and (52). It may be noted that the contribution from the potential field to $E_x$ is significantly lower at $y = 12$ in comparison with $y = 0$ and the contributions continue to decrease as $y$ increases.
TABLE 8. FIELD POINT VELOCITIES - CONTRIBUTIONS FROM THE POTENTIAL FIELD*

<table>
<thead>
<tr>
<th>y = 0</th>
<th>( r_0/r_j = 1 )</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>( E_x )</td>
<td>( E_y )</td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>7396</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1390</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>320.1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>34.81</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>12.51</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>y = 12</th>
<th>( r_0/r_j = 2.42 )</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>( E_x )</td>
<td>( E_y )</td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>7.092</td>
<td>16.09</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>11.08</td>
<td>13.82</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>13.17</td>
<td>8.199</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>4.691</td>
<td>.9712</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.957</td>
<td>.2430</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>y = 24</th>
<th>( r_0/r_j = 4.62 )</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>( E_x )</td>
<td>( E_y )</td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>1.716</td>
<td>4.059</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.711</td>
<td>3.525</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.322</td>
<td>2.159</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>1.257</td>
<td>.2723</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>.5312</td>
<td>.06901</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>y = 36</th>
<th>( r_0/r_j = 6.83 )</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>( E_x )</td>
<td>( E_y )</td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>.7537</td>
<td>1.809</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.194</td>
<td>1.577</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.480</td>
<td>.9763</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>.5724</td>
<td>.1259</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>.2428</td>
<td>.03204</td>
<td></td>
</tr>
</tbody>
</table>

\* \( y = z/r_o \) \quad \( x = r/r_o \) \quad \( E_x = E_{pr}/U_j \) \quad \( E_y = E_{pz}/U_j \)

All tabular velocity ratios have been multiplied by a factor of \( 10^4 \).
To investigate the effect of a non-uniform velocity distribution over the area of the jet nozzle, several non-uniform velocity distributions were employed. An equation representing velocity distributions for turbulent flow in a pipe was selected from reference 17(b) for this purpose.

\[ U_{z1} = U_m \left( \frac{r_j - r}{r_j} \right)^m \]

where \( U_m \) is the peak centerline velocity. Employing the constraint that the mass flow rate be the same as for the uniform velocity profile \( U_j \), yields

\[ U_m = \frac{U_j}{2^m} \left( m^2 + 3m + 2 \right) \]

The profiles selected for comparison were based on the following values of \( m \) and \( U_m \).

- \( m = 0.025 \quad U_m = 1.04 U_j \)
- \( m = 0.05 \quad U_m = 1.08 U_j \)
- \( m = 0.25 \quad U_m = 1.4 U_j \)

Evaluating Equations (51) and (52) with the selected non-uniform profiles, the results obtained were as follows. In comparison with the uniform velocity profile, the largest change in field point velocities \( E_{Pr} \) and \( E_{Pz} \) resulted from the profile with the largest peak centerline velocity of 1.4 \( U_j \) representing the largest deviation from the uniform profile considered. Even though the field position \( r/r_j = 1.1, z/r_j = 0 \) showed a 10.4 percent decrease in \( E_{Pr} \), at the field position \( r/r_j = 2.0 \),
z/r_j = 0 the percent decrease in E_p was only 2.6 percent. At axial positions (z/r_j = 12) the change in field point velocities only affected the third significant figure. For the other profiles considered, the deviations from uniformity were considerably less, and the differences in computed E_p values as compared with those for the uniform profile were insignificant.

4. Summary of Results for the Selected Velocity Profiles

The combined results for the field point velocity ratios due to the mixing layer of the potential core region U^{\text{C}}_{S_{\text{T}}} / U_j, the developed region U^{\text{U}}_{S_{\text{T}}} / U_j, and the potential flow E_p / U_j are presented in Tables 9 to 11. The field point velocity ratios resulting from a mixing layer based upon the relation (Equation (59)), suggested by Squire and Trouncer are the same for all combined results. Likewise, a uniform velocity distribution over the area of the jet nozzle was employed for all results. Thus, U^{\text{C}}_{S_{\text{T}}} / U_j and E_p / U_j were the same for all combined results. Variations in the combined results may be attributed to differences in the vorticity distributions employed for the developed region.

The combined results employing the Squire and Trouncer distribution, Equation (66), for the developed region are shown in Table 9, where

\[ U_r = U_x + E_x \]
\[ U_z = U_y + E_y \]

The values U_x and U_y represent those parts of the total velocity ratios U_r and U_z due to the vorticity distribution in both the core and developed

ORIGINAL PAGE IS
OF POOR QUALITY
TABLE 9. TOTAL FIELD POINT VELOCITIES
[SQUIRE AND TROUNCER (COSINE)
VELOCITY DISTRIBUTION]*

<table>
<thead>
<tr>
<th>$y = 0$</th>
<th>$r_o/r_j = 1$</th>
<th>$r_o/r_j = 2.42$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$U_x$</td>
<td>$E_x$</td>
</tr>
<tr>
<td>1.1</td>
<td>-7539.</td>
<td>7396.</td>
</tr>
<tr>
<td>2</td>
<td>-1487.</td>
<td>1390.</td>
</tr>
<tr>
<td>4</td>
<td>-381.1</td>
<td>320.1</td>
</tr>
<tr>
<td>12</td>
<td>-66.52</td>
<td>34.81</td>
</tr>
<tr>
<td>20</td>
<td>-35.34</td>
<td>12.51</td>
</tr>
</tbody>
</table>

*All tabular velocity ratios have been multiplied by a factor of $10^4$
(including $C_p$ and $U_z/U_r$).
TABLE 9. (cont.)*

<table>
<thead>
<tr>
<th>$y = 24$</th>
<th>$r_o/r_j = 4.62$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$U_x$</td>
</tr>
<tr>
<td>1.1</td>
<td>-127.6</td>
</tr>
<tr>
<td>2</td>
<td>-69.95</td>
</tr>
<tr>
<td>4</td>
<td>-35.07</td>
</tr>
<tr>
<td>12</td>
<td>-11.12</td>
</tr>
<tr>
<td>20</td>
<td>-5.896</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$y = 36$</th>
<th>$r_o/r_j = 6.83$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$U_x$</td>
</tr>
<tr>
<td>1.1</td>
<td>-86.65</td>
</tr>
<tr>
<td>2</td>
<td>-47.54</td>
</tr>
<tr>
<td>4</td>
<td>-23.56</td>
</tr>
<tr>
<td>12</td>
<td>-6.862</td>
</tr>
<tr>
<td>20</td>
<td>-3.217</td>
</tr>
</tbody>
</table>

*All tabular velocity ratios have been multiplied by a factor of $10^4$ (including $C_p$ and $U_z/U_r$).
region of the jet. That is, they represent the sum of the integrals in Equations (49) and (50). The value $C_p$ represents the coefficient of pressure

$$C_p = \frac{P - P_\infty}{\frac{1}{2} \rho U_j^2} = (U_r^2 + U_z^2)$$

As previously stated, $U_r$ and $U_z$ are the total velocity ratios due to both the vorticity distribution and the potential field. The combined results employing the Gaussian Profile, Equation (68), for the developed region are shown in Table 10. The values tabulated for Table 11 correspond to the Schlichting distribution, Equation (69), for the developed region. It may be noted that the largest $C_p$ values are obtained for the Schlichting velocity profile. In addition, it may be observed that the potential field contribution and the vorticity field contribution are of the same magnitude and opposite signs at radial field positions 1.1 and 2.0 along the baffle plate. For example, examining Table 9, it may be observed that along the baffle plate, $y = 0$, the ratio of $E_p/U_{St}$ varies from .98 at $x = 1.1$ to .35 at $x = 20$. At $y = 12$ the ratio varies from a minimum .095 at $x = 1.1$ to a maximum of .24 at $x = 4$ and then decreases to a value of .12 at $x = 20$. For the field positions at $y = 24$ and $y = 36$, the maximum ratios .10 and .085 occur respectively at $x = 12$.

D. Approximate Computational Models

In the interest of making computations of the type discussed in the foregoing sections less elaborate for engineering purposes, several approximate models of the vorticity distribution in the jet were
### TABLE 10. TOTAL FIELD POINT VELOCITIES
(GAUSSIAN VELOCITY DISTRIBUTION)*

<table>
<thead>
<tr>
<th>x</th>
<th>$U_x$</th>
<th>$E_x$</th>
<th>$U_r$</th>
<th>$U_y$</th>
<th>$E_y$</th>
<th>$U_z$</th>
<th>$C_p$</th>
<th>$U_z/U_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>-7541</td>
<td>7396</td>
<td>-145</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.10</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-1492</td>
<td>1390</td>
<td>-102</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.04</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>-384.6</td>
<td>320.1</td>
<td>-64.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>.417</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>-72.76</td>
<td>34.81</td>
<td>-37.95</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>.0815</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>-41.06</td>
<td>12.51</td>
<td>-28.55</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>.0815</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>y = 12</th>
<th>$r_o/r_j = 2.42$</th>
<th>$U_x$</th>
<th>$E_x$</th>
<th>$U_r$</th>
<th>$U_y$</th>
<th>$E_y$</th>
<th>$U_z$</th>
<th>$C_p$</th>
<th>$U_z/U_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>-78.91</td>
<td>13.16</td>
<td>-65.75</td>
<td>1.50</td>
<td>8.199</td>
<td>9.699</td>
<td>0.4417</td>
<td>-1475</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>-27.81</td>
<td>4.690</td>
<td>-23.12</td>
<td>-0.303</td>
<td>0.9712</td>
<td>0.668</td>
<td>0.0535</td>
<td>-288.9</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>-16.27</td>
<td>1.956</td>
<td>-15.21</td>
<td>-0.357</td>
<td>0.243</td>
<td>-0.114</td>
<td>0.0231</td>
<td>74.95</td>
<td></td>
</tr>
</tbody>
</table>

*All tabular velocity ratios have been multiplied by a factor of $10^4$ (including $C_p$ and $U_z/U_r$).
TABLE 10. (cont.)*

<table>
<thead>
<tr>
<th>y = 24</th>
<th>( r_o/r_j = 4.62 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>( U_x )</td>
</tr>
<tr>
<td>4</td>
<td>-46.62</td>
</tr>
<tr>
<td>12</td>
<td>-14.01</td>
</tr>
<tr>
<td>20</td>
<td>-7.499</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>y = 36</th>
<th>( r_o/r_j = 6.83 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>( U_x )</td>
</tr>
<tr>
<td>4</td>
<td>-30.13</td>
</tr>
<tr>
<td>12</td>
<td>-8.746</td>
</tr>
<tr>
<td>20</td>
<td>-4.128</td>
</tr>
</tbody>
</table>

*All tabular velocity ratios have been multiplied by a factor of \( 10^4 \) (including \( C_p \) and \( U_z/U_r \)).
TABLE II. TOTAL FIELD POINT VELOCITIES
(SCHLICHTING VELOCITY DISTRIBUTION)*

<table>
<thead>
<tr>
<th>$y = 0$</th>
<th>$r_o/r_j = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$U_x$</td>
</tr>
<tr>
<td>1.1</td>
<td>-7543</td>
</tr>
<tr>
<td>2</td>
<td>-1497</td>
</tr>
<tr>
<td>4</td>
<td>-393.9</td>
</tr>
<tr>
<td>12</td>
<td>-87.45</td>
</tr>
<tr>
<td>20</td>
<td>-52.95</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$y = 12$</th>
<th>$r_o/r_j = 2.42$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$U_x$</td>
</tr>
<tr>
<td>4</td>
<td>-115.0</td>
</tr>
<tr>
<td>12</td>
<td>-36.98</td>
</tr>
<tr>
<td>20</td>
<td>-21.59</td>
</tr>
</tbody>
</table>

*All tabular velocity ratios have been multiplied by a factor of $10^4$ (including $C_p$ and $U_z/U_r$).
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TABLE 11. (cont.)

<table>
<thead>
<tr>
<th>$y = 24$</th>
<th>$r_o/r_j = 4.62$</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>$U_x$</td>
</tr>
<tr>
<td>4</td>
<td>-62.02</td>
</tr>
<tr>
<td>12</td>
<td>-18.59</td>
</tr>
<tr>
<td>20</td>
<td>-9.962</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$y = 36$</th>
<th>$r_o/r_j = 6.83$</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>$U_x$</td>
</tr>
<tr>
<td>4</td>
<td>-40.0</td>
</tr>
<tr>
<td>12</td>
<td>-11.61</td>
</tr>
<tr>
<td>20</td>
<td>-5.501</td>
</tr>
</tbody>
</table>

*All tabular velocity ratios have been multiplied by a factor of $10^4$ (including $C_p$ and $U_z/U_r$).*
examined. For comparison purposes, the models were based on the Squire and Trouncer profiles, assumed for the purposes of numerical comparisons to be exact. The radial distributions of vorticity selected were (a) a triangular function, (b) a uniform step-function and (c) a delta function. The latter corresponded to replacing the distributed vorticity in the jet by a vortex sheet.

The motivation for examining the approximate models was to acquire some insight into the applicability and use of approximate models which can reduce the mathematical complexity of Equations (49) and (50). It should be noted that the ease of computation increases as one proceeds from the approximate model (a) to the approximate model (c). The circulation strength per unit length, \( \Gamma' \), based upon the centerline velocity, was chosen to be the same for all approximate models. The triangular vorticity profile required integration of a point by point distribution of vorticity, which was also required for the Squire and Trouncer Model. The second approximate model, the uniform vorticity profile, employed an average vorticity per unit length as opposed to a point by point distribution employed in the previous model. In the third model examined, the vorticity was confined to a vortex sheet. Thus, the region of integration, for Equations (49) and (50) employing the vortex sheet model was a surface as opposed to a volume.

1. Triangular Vorticity Profile

For this model, the sinusoidal distributions of Equations (61) and (67) were replaced with the following triangular distributions.
\begin{align*}
\Omega_1 &= \frac{-\Omega_m (r_1-r_m)}{(r_m-r_1)} \text{ for } r_1 \leq r_m \leq r_0 \quad \text{core region} \\
\Omega_1 &= \frac{-\Omega_m (r_0-r_1)}{(r_0-r_1)/(r_0-r_m)} \text{ for } r_m < r_1 \leq r_0
\end{align*} 

\begin{align*}
\Omega_1 &= \frac{-\Omega_m r_1}{r_m} \text{ for } r_m < r_1 \leq r_m \quad \text{developed region} \\
\Omega_1 &= \frac{-\Omega_m (r_0-r_1)}{(r_0-r_1)/(r_0-r_m)} \text{ for } r_m < r_1 \leq r_0
\end{align*}

In Equations (70) and (71), \( r_m \) is the value of \( r_1 \) when \( \Omega_1 = \Omega_m \) (the maximum value of vorticity at an axial position). To determine the value of \( \Omega_m \) Equation (34) was employed for both the core and developed regions.

\[ \int_S \hat{\Omega}_1 \cdot dS_1 = \int_C \hat{U}_1 \cdot dL_1 = r \]

where \( S \) here refers to a meridional section of the jet from the axis outward and of unit length along the jet, and \( C \) is a curve bounding that section. Assuming that only the centerline velocity contributes significantly to the line integral of Equation (34) and substituting the values of vorticity from Equations (70) and (71) yields, after integration over \( r_1 \)

\begin{align*}
\Omega_m &= \frac{2 U_j}{r_0-r_1} \quad \text{[core region]} \\
\Omega_m &= \frac{2 U_c}{r_0} \quad \text{[developed region]}
\end{align*}
2. Uniform Vorticity Profile

Employing Equation (34), the average vorticity in the core region and the developed region may be expressed as

\[
\langle \Omega_0 \rangle = -\frac{U_j}{r_0 - r_I} \quad \text{[core region]} \quad (74)
\]

\[
\langle \Omega_0 \rangle = -\frac{U_C}{r_0} \quad \text{[developed region]} \quad (75)
\]

where, as in the case of the triangular model, all contributions to the circulation with exception of the centerline velocity are treated as negligible. The average vorticity for the core region Equation (74) extends to the edges of the mixing layer. The average vorticity in the developed region Equation (75) extends to the edge of the jet.

3. Vortex Sheet Model

Employing Equations (74) and (75), letting \((r_0 - r_I)\) approach zero but maintaining a constant product of \(\Omega_0 (r_0 - r_I)\) yields for the core region and developed region

\[
\Omega_0 (r_0 - r_I) = -U_j \delta (r_m) \quad \text{[core region]} \quad (76)
\]

\[
\Omega_0 (r_0 - r_I) = -U_C \delta (r_m) \quad \text{[developed region]} \quad (77)
\]

The strength of the vortex sheet per unit length in the \(z_1\) direction, denoted by \(\gamma\), is then given by \(U_j\) or \(U_C\), respectively. This conical sheet of vorticity was placed along the half-velocity line of the jet. For the core region, the angle of the half-velocity line was taken to
be zero. The half-velocity line for the fully developed region was chosen to diverge from the virtual origin of the jet at a half angle of 5°. These choices correspond approximately with those observed in turbulent jets. The vorticity distributions for the core region Equations (70), (74), and (76), and for the developed region Equations (71), (75), and (77) are shown in Fig. 15. The distributions, Equations (61) and (67), obtained from the Squire and Trouncer (cosine) velocity distribution are also shown. The ordinate \( \Omega_{01} (r_0-r_1)/U_j \) and the abscissa \( (r_0-r_1)/(r_0-r_1) \) are for the core region. It should be noted that the vorticity of the vortex sheet (delta function) is infinite. It may be observed that the triangular profile represents the best approximation in comparison with the uniform profile and the vortex sheet.

4. Result of Computations Based on the Approximate Models

The results of computations, using the triangular profile, the uniform profile, the vortex sheet model and the Squire and Trouncer (cosine) reference profile are presented in Table 12. The values tabulated were determined for the vorticity distributions of Equations (70), (71), (74), (75), (76), (77), (61) and (67). The values \( U_x \) and \( U_y \) represent both integrals in Equations (49) and (50) respectively. It may be determined from Table 12 that the ratios of the contribution of the individual approximate models to that of the Squire and Trouncer (cosine) velocity profile have the following trend. For \( y = 0 \) the ratio \( U_{xI}^{ref}/U_x \) varies from .98 at the point \( x = 1.1 \) to .92 at \( x = 20 \). In contrast, the ratio \( U_{xII}^{ref}/U_x \) varies from 1.004 at \( x = 1.1 \) to 1.55
FIGURE 15. APPROXIMATE MODELS FOR THE VORTICITY DISTRIBUTION
at $x = 20$. Comparing the vortex sheet model at $y = 0$, the ratio $u_{x}^{III} / u_{x}^{ref}$ varies from .97 at $x = 1.1$ to .66 at $x = 20$. 
TABLE 12. FIELD POINT VELOCITIES - CONTRIBUTIONS FROM THE COMBINED MIXING AND DEVELOPED REGION*

| y = 0 | r_o/r_j = 1 | \( x \) | \( u_I^x \) | \( u_{II}^x \) | \( u_{III}^x \) | \( u_{ref.}^x \) | \( u_I^y \) | \( u_{II}^y \) | \( u_{III}^y \) | \( u_{ref.}^y \) |
|-------|-------------|-------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 1.1   | -7412       | -7573 | -7381  | -7539  | 0      | 0      | 0      | 0      | 0      | 0      | 0      |
| 2     | -1456       | -1525 | -1393  | -1487  | 0      | 0      | 0      | 0      | 0      | 0      | 0      |
| 4     | -365.1      | -414.9| -326.3 | -381.1 | 0      | 0      | 0      | 0      | 0      | 0      | 0      |
| 12    | -61.43      | -93.53| -46.71 | -66.52 | 0      | 0      | 0      | 0      | 0      | 0      | 0      |
| 20    | -32.67      | -54.81| -23.33 | -35.34 | 0      | 0      | 0      | 0      | 0      | 0      | 0      |

| y = 12 | r_o/r_j = 2.42 | \( x \) | \( u_I^x \) | \( u_{II}^x \) | \( u_{III}^x \) | \( u_{ref.}^x \) | \( u_I^y \) | \( u_{II}^y \) | \( u_{III}^y \) | \( u_{ref.}^y \) |
|-------|---------------|-------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 1.1   | -160.2        | -520.3| -94.26 | -180.3 | 41.51  | -19.3  | 55.63  | 33.98  | 0      | 0      | 0      |
| 2     | -102.4        | -265.2| -62.37 | -114.8 | 6.65   | 23.33  | 14.25  | 2.6    | 0      | 0      | 0      |
| 4     | -58.72        | -116.78| -40.48 | -64.30 | -2.95  | 1.99   | -0.36  | -4.47  | 0      | 0      | 0      |
| 12    | -21.26        | -37.10| -16.06 | -22.79 | -0.6307| -1.009 | -0.2105| -0.8349| 0      | 0      | 0      |
| 20    | -12.29        | -21.06| -9.454 | -13.09 | -0.3603| -0.8537| -0.1940| -0.4279| 0      | 0      | 0      |

*I = The triangular profile, II = The uniform profile, III = The vortex sheet model, ref. = The Squire and Trouncer (cosine) profile. All velocity ratios have been multiplied by a factor of \( 10^4 \).
TABLE 12. (cont.)*

<table>
<thead>
<tr>
<th>y = 24</th>
<th>r₀/r₁ = 4.62</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>u_I x</td>
</tr>
<tr>
<td>1.1</td>
<td>-121.9</td>
</tr>
<tr>
<td>2</td>
<td>-66.40</td>
</tr>
<tr>
<td>4</td>
<td>-33.05</td>
</tr>
<tr>
<td>12</td>
<td>-10.48</td>
</tr>
<tr>
<td>20</td>
<td>-5.676</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>y = 36</th>
<th>r₀/r₁ = 6.83</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>u_I x</td>
</tr>
<tr>
<td>1.1</td>
<td>-82.63</td>
</tr>
<tr>
<td>2</td>
<td>-45.25</td>
</tr>
<tr>
<td>4</td>
<td>-22.33</td>
</tr>
<tr>
<td>12</td>
<td>-6.492</td>
</tr>
<tr>
<td>20</td>
<td>-3.048</td>
</tr>
</tbody>
</table>

*I = the triangular profile, II = The uniform profile, III = The vortex sheet model, ref. = The Squire and Trouncer (cosine) profile. All velocity ratios have been multiplied by a factor of 10^4.
The results of the computations for the axisymmetric jet serve to illustrate the character of the method of computation employing the Stokes potentials. For example, the relative contribution of the potential part of the field $E_p$ as compared with the part $U_{st}$ due to vorticity is of some interest. In principle, at least, the potential part may be determined with considerable accuracy, for example, for more general jet flows, whereas the vorticity contributions are likely to be less accurately known. Comparisons of the computed results with the available experimental data and with other theories illustrate the strengths and weaknesses of the method of computation and of the existing theoretical velocity profiles for the jet flow.

A. Contribution of $E_p$ Relative to $U_{st}$

The results presented in the previous section, Sec. IV, (Tables 9 to 11), show that $E_p$ is opposite in sign to $U_{st}$ along the baffle plate for the example considered. The field point velocity $U$ along the plate is determined by the difference between the magnitudes of $E_p$ and $U_{st}$. If these values, $E_p$ and $U_{st}$, are of approximately the same magnitude, errors in $E_p$ or $U_{st}$ are magnified in the computed resultant $U$. Errors of this type are most significant near the source, and they become insignificant sufficiently far from the source. It may be observed from Table 9, for example, that errors of
this type are likely to be important at $X = 1.1$ on the baffle plate. At this position, a 2 per cent increase in the magnitude of

$U_x \left( U_x = \frac{U_{st}}{U_j} \right)$ increases the magnitude of $U_r \left( U_r \text{ = radial component of } U \right)$ from 143 to 294, other terms involved being considered constant.

In contrast to this magnification of error, at field points away from the source (Table 9) the relative contribution of $E_p$ to the total field point velocity rapidly decreases. That is, neglecting the contribution from $E_p$ entirely at $y = 36$ results in a maximum error of about 1 per cent in the field point velocity ratio $U/U_j$.

B. Comparison of Computed Results with Experimental Data and Other Theories

1. Comparison with Experimental Data

Experimentally determined pressure coefficients on a baffle plate in the plane of the nozzle may be compared with the theoretical predictions of the coefficient of pressure for the selected vorticity distributions. The available experimental data include results obtained by Wygnanski$^{11}$ and by Gentry and Margason$^{21}$. The corresponding experimental and theoretical values of $C_p$ are shown in Table 13. A comparison of the experimental data, $C_p^2$ and $C_p^3$, with the theoretical values for $C_p^8$ are shown in Fig. 16.

Comparing the experimentally determined pressure coefficients, the values determined by Wygnanski, $C_p^1$ and $C_p^2$, are lower than those obtained by Gentry and Margason, $C_p^3$ and $C_p^4$, by more than a factor of 2 at the points close to the source. This disagreement between the different experimental data could have been a consequence of differing
Table 13. EXPERIMENTAL AND THEORETICAL VALUES OF \(-C_p \times 10^{4*}\)

<table>
<thead>
<tr>
<th>(x)</th>
<th>(c_1^p)</th>
<th>(c_2^p)</th>
<th>(c_3^p)</th>
<th>(c_4^p)</th>
<th>(c_5^p)</th>
<th>(c_6^p)</th>
<th>(c_7^p)</th>
<th>(c_8^p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.3</td>
<td></td>
<td>9.6</td>
<td></td>
<td>2.04</td>
<td>2.10</td>
<td>2.16</td>
<td>4.43</td>
</tr>
<tr>
<td>1.1</td>
<td></td>
<td>2.5</td>
<td>6.1</td>
<td>4.4</td>
<td>0.948</td>
<td>1.04</td>
<td>1.14</td>
<td>2.09</td>
</tr>
<tr>
<td>2</td>
<td>2.9</td>
<td>2.5</td>
<td>6.1</td>
<td>4.4</td>
<td>0.373</td>
<td>0.417</td>
<td>0.546</td>
<td>0.908</td>
</tr>
<tr>
<td>4</td>
<td>1.2</td>
<td>0.8</td>
<td>2.0</td>
<td>1.4</td>
<td>0.101</td>
<td>0.144</td>
<td>0.277</td>
<td>0.302</td>
</tr>
<tr>
<td>8</td>
<td>1.0</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*1 Wygnanski's data for Reynold's no. of 53,800
2 Wygnanski's data for Reynold's no. of 51,500
3 Gentry's and Margason's data for a plenum-chamber to ambient pressure ratio of 1.32
4 Gentry's and Margason's data for a plenum-chamber to ambient pressure ratio of 2.04
5 Squire and Trouncer velocity profile (Table 9)
6 Gaussian velocity profile (Table 10)
7 Schlichting velocity profile (Table 11)
8 Schlichting velocity profile for developed region and Abramovich velocity profile for core region (Tables 5 and 2)
FIGURE 16. COMPARISON OF EXPERIMENTAL DATA WITH THEORETICAL VALUES

3 WIGNER (REYNOLDS NO. 53,800)
4 GENT AND MARGASON (PRESSURE RATIO = 1.32)
8 THEORY—SCHLICHTING (DEVELOPED) AND ABRAMOVICH (CORE) VELOCITY PROFILES

$-10^4 C_p$
velocity profiles at the exit orifice. For example, for the data of Table 9, a 2 per cent reduction of $E_x$ would yield a $C_p^5$ value of 9.6 as opposed to 2.04 at $X = 1.1$ and a value of 1.56 as opposed to .948 at $X = 2.0$. From the results of Section IV.3, showing the sensitivity of $E_p$ to non-uniformities in the velocity profile at the nozzle exit, it is apparent that such a change could easily be accounted for.

Changes in theoretical $E_x$ values become less significant as $x$ increases beyond about 2. The different experimental data also tend to show better agreement at the more distant field points. It may be observed in Table 13 and Fig. 16 that the theoretical magnitudes of $C_p$ are generally lower than the experimental values.

The pressure coefficient $C_p^8$ shows reasonably close agreement with Wygnanski's data, as might be anticipated because Wygnanski's data had been found to compare well with other results computed using the Schlichting profile (Equation (65)) for the developed region of the jet. The use of the Abramovich relation (Equation (60)) for the velocity profile in the mixing layer in the determining of $C_p^8$ should be expected to yield more accurate results as compared with the cosine profile of Squire and Trouncer (Equation (59)). Experimental data for the velocity profile in the mixing layer have been found to agree quite closely with the Abramovich relation$^9$. It may be noted that the computed $C_p$ magnitudes close to the nozzle are significantly smaller for the cosine profile as compared with that of Abramovich, accounting for part of the difference between the magnitudes of $C_p^5 - 7$ and the experimental data, $C_p^1 - 4$.  

ORIGINAL PAGE IS OF POOR QUALITY
On the basis of the above comparison, it may be recommended that computations according to the theory making use of the Stokes potentials are likely to be reasonably accurate, if

1. the velocity profile of the jet at the nozzle exit plane is accurately known,
2. the Abramovich relation, Equation (60), is employed for the mixing layer of the potential core region, and
3. the Schlichting profile, Equation (69), is employed for the fully developed region of the jet, with computations involving integration only within a 20° half-angle cone.

These recommendations apply, of course, only to the example considered, that of an axisymmetric jet exhausting normally through a plane baffle plate. Nonetheless, the sensitivity to those parameters observed for this case seem likely to be applicable to more general jet flows.

2. Comparison With Other Theoretical Models

Wygnanski, employing a distribution of sinks along the axis of symmetry to satisfy approximately the boundary conditions on the boundary separating the jet flow from the aerodynamic field, obtained the following equation for the pressure coefficient along the baffle plate.

$$C_p = - \frac{1}{4\pi x^2} \left( \frac{0.715 - 0.514}{[1 + (x/12)^2]^{1/2}} \right)^2$$

(78)

where $x = r/r_j$
In developing the model, Wygnanski chose the value of 0.404 for the numerical constant $K_1$, in the developed region Equation (35), corresponding to the Schlichting velocity profile. Values for this constant have been found to range from 0.220 to 0.404 as noted in Sec. IV.

Stewart\textsuperscript{22}, also examined the irrotational flow field external to a jet. From similarity considerations, Stewart expressed the mean flow near the axisymmetric jet boundary as $U_\phi = C/\rho$, where $\phi$, $\rho$ are the colatitude angle and the radius in a spherical coordinate system (Fig. 3) with the virtual origin of the jet located at the origin of the coordinates and with the flow along the $Z$ axis. For a jet emerging normally through an infinite plane baffle plate, it was found that the velocity potential $\phi$ could be expressed by

$$\phi = C \tan \phi_0 \ln(\rho \sin \phi)$$

(79)

where $\phi_0$ = the half cone angle containing all of the turbulent region of the jet (about 12.5°)

Employing Equation (79) and Equation (35) with $K_1 = 0.404$, the corresponding pressure coefficient along the baffle plate ($\phi = \pi/2$) may be expressed as

$$C_{10}^P = (-0.252/x)^2$$

(80)

where $x = r/r_j$

A comparison of Wygnanski's results, the results according to Stewart's theory Equation (80), and the results of computations employing Stokes potentials with Schlichting's velocity profile for the developed region is presented in Table 14.
Table 14. COMPARISON WITH OTHER THEORETICAL MODELS - $C_p \times 10^4$*

<table>
<thead>
<tr>
<th>$y = 0$</th>
<th>$r_o/r_j = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$C_p^7$</td>
</tr>
<tr>
<td>1.1</td>
<td>2.16</td>
</tr>
<tr>
<td>2</td>
<td>1.14</td>
</tr>
<tr>
<td>4</td>
<td>0.546</td>
</tr>
<tr>
<td>12</td>
<td>0.277</td>
</tr>
<tr>
<td>20</td>
<td>0.163</td>
</tr>
</tbody>
</table>

*7 Schlichting velocity profile for developed region and Squire and Trouncer velocity profile for the core region (Table 11)

8 Schlichting velocity profile for developed region and Abramovich velocity profile for core region (Tables 5 and 2)

9 Wygnanski, Equation (78)

10 Stewart, Equation (80)
As mentioned in Sec. VB2, the best agreement with the experimental data may be expected for \( C_8^p \) as compared with \( C_7^p \). Wygnanski's relation Equation (78) for \( C_9^p \), yields values which had been shown to fit rather well his experimental data, also corresponds well with \( C_8^p \) as might be expected. The results obtained from Equation (80), \( C_{10}^p \), agree fairly well with \( C_9^p \) at small values of \( x \) but decrease in magnitude more rapidly as \( x \) increases to larger values. This difference in \( C_9^p \) and \( C_{10}^p \) is most likely inherent in the different modeling of the jet. Wygnanski employed a line of sinks and Stewart's representation corresponded to application of the boundary conditions on the surface of the jet. The core region was not represented by Stewart's model at all. Rather, the developed region was presumed to originate at the point source. On the other hand, Wygnanski's analysis does not strictly represent the actual geometry, as does the present theory or Stewart's theory. Therefore, the values of \( C_8^p \) and \( C_9^p \) as might be expected show differences at small values of \( x \).

C. Comparison of Computations for the Approximate Models with the Computations for the Reference Model (Squire and Trouncer Profile)

The three approximate models for the radial distribution of vorticity in the jet (triangular, uniform, and vortex sheet), Section IV D, were chosen to have identical values for the circulation per unit length. The common value of \( r' \) corresponded to that for the Squire and Trouncer velocity profiles for both the potential core and developed regions of the jet. The computed values for \( C_p \) along the baffle plate, Table 12, compared quite well with the reference values.
except for the uniform and vortex sheet models at points distant from the axis. As could be anticipated, the results for the triangular profile agreed more closely with those for the reference computation even at the distant points. The agreement of all of the results at points nearer the axis could be expected because

(a) the $C_p$ values close to the axis depend strongly on the form of the mixing layer in the potential core region, and

(b) the circulation per unit length and the moments of the vorticity distributions for the approximate models of the potential core layer closely corresponded to that for the reference profile.

On the other hand, for computations downstream and at points far from the axis, where contributions from the developed region of the jet become significant, the agreement between results for the approximate models and for the reference profile was significantly poorer, except for those of the triangular profile. The disagreement may be attributed to the difference between the moments of the vorticity distributions for the uniform and vortex sheet models, as compared with that of the reference profile. Those differences were greatest for the developed region with the geometry chosen for the computations. With the discussion of Sec. III C in mind, the proper choice for the radial position of the vortex sheet, for example, would be such that the moment of vorticity distribution is maintained in agreement with that for the reference profile. The radial position of the vortex sheet was simply chosen to coincide with the half-velocity points in
the jet which also corresponded with the points of peak vorticity (Fig. 15). For more accurate results, then, the divergence angle of the cone joined by the vortex sheet should have been larger.

Even though the approximate models yield somewhat different results as compared with those for the reference profile, the agreement could be acceptable for some computational purposes for all of the approximate models. The triangular profile best represents the data for the reference profile as could be expected. The vortex sheet model, even with the poor choice for its geometry, did yield the reference values to a reasonable approximation. Because the computations for the vortex sheet model are by far the simplest, the latter comparison suggests the use of such a model for most computational purposes.

D. Evaluation of the Integral Moment of Vorticity

The vorticity magnitude at a field point has been shown to be directly proportional to the magnitude of the integral moment of vorticity

\[ I_m = \int_{\tilde{\Omega}_1} \hat{x}_1 \times \tilde{\Omega}_1 \, d\tau_1 \]  

(81)

Recalling Equation (32), one has

\[ \tilde{\Omega}_{s1} = \frac{1}{8\pi} \nu \left( \left( \frac{1}{\hat{x}_1} \right) \cdot \int_{\tilde{\Omega}_1} \hat{x}_1 \times \tilde{\Omega}_1 \, d\tau_1 \right) \]  

(32)

Now, for the examples considered in the previous sections, involving an axisymmetric jet, the vorticity is entirely peripheral. \( I_m \) may then be determined as a summation of integrals of the form in Equation (81) for small slices of the jet as discussed in Section III C. This enables
the evaluation of the significance of local contributions of the
vorticity along the jet to the field point velocity.

Considering a small section of the jet flow (refer to Fig. 8) for
the axisymmetric jet, the magnitudes of an integral moment of vorticity
per unit length along the jet may be expressed as

\[ I_m' = 2\pi \int r_1^2 \Omega_{\theta 1} \, dr_1 \quad (82) \]

The small section is considered to be a plane slice of the axisymmetric
jet flow field of infinitesimal thickness.

Introducing the following transformations into Equation (82)

\[ \Lambda = \frac{\Omega_{\theta 1} (r_0 - r_I)}{U_j} \]
\[ \mu = \frac{(r_0 - r_I)/(r_0 - r_I)}{U_j} \]
\[ \Lambda = \frac{\Omega_{\theta 1} r_o}{U_j} \]
\[ \mu = \frac{r_I}{r_o} \]

yields for the core region

\[ \frac{I_m'}{2\pi U_j r_o^2} = -\int [1 - \frac{2 (r_o - r_I)}{r_o^2} \mu + \frac{(r_o - r_I)^2}{r_o^2}] \Lambda \, d\mu \quad (83) \]

and for the developed region

\[ \frac{I_m'}{2\pi U_j r_o^2} = \int \mu^2 \Lambda \, d\mu \quad (84) \]
The values of the integral, Equation (83), were calculated for the mixing layer of the potential core region based on the Squire and Trouncer profile, Equation (61), and on the approximate models, Equations (70), (74), and (76). The values of the integral, Equation (84), were calculated for the developed region based on the Squire and Trouncer profile Equation (67), the approximate models Equations (71), (75), and (77), the Gaussian profile Equation (68), and the Schlichting profile Equation (69). The results of these calculations for the mixing region were as follows.

\[
\frac{1}{2\pi U_j r_0 r^2} = -1 + \frac{r_0 - r_I}{r_0} - \frac{(r_0 - r_I)^2}{r_0^2} \gamma
\]  

(85)

where

\[\gamma = \begin{array}{l}
.297 \quad \text{[Squire and Trouncer profile]}
.290 \quad \text{[Triangular Vorticity profile]}
.333 \quad \text{[Uniform Vorticity profile]}
.250 \quad \text{[Vortex Sheet]}
\end{array}\]

For the developed region, the results of these calculations were

\[
\frac{1}{2\pi U_j r_0 r^2} = \gamma
\]  

(86)

where

\[\gamma = \begin{array}{l}
-.297 \quad \text{[Squire and Trouncer profile]}
-.290 \quad \text{[Triangular Vorticity profile]}
-.333 \quad \text{[Uniform Vorticity profile]}
\end{array}\]
It may be observed for the core region that the magnitude of the integral moment of vorticity Equation (85) is approximately the same for all four profiles. Note that the third term on the right side of Equation (85), differing slightly for the different profiles, makes the smallest contribution to $I_m$. This provides confirmation of the statement in the previous subsection C concerning the close correspondence of the $I_m$'s for the different profiles in the core region.

In contrast to the above results for the core region, the integral moment of vorticity Equation (86) differs significantly for the six profiles considered. This substantiates the explanation presented in subsection C for the disagreement among the computations for the different profiles, where contributions from the developed region of the jet become significant.

Based upon the proportionality $U_{st} \alpha I_m$, as previously discussed, the ratio of the integral moments and the field point velocities for the developed region for different profiles should be approximately proportional. Selecting the values of $U_x$ and $U_y$ for the Gaussian profile Table 10 and the Squire and Trouncer profile Table 9 at $y = 36$, $x = 20$ yields a ratio of 1.28 for $U_{st}$'s. The ratio of $I_m$'s for the profiles is 1.31. Thus, the proportionality is fairly close. Selecting other profiles similar results are obtained.

Recall that the computed values of $C_p$ as shown in Tables 10 and 11 were based upon a half-angle spread of $21^\circ$ in the developed region.
of the jet for both the Gaussian and Schlichting profiles. It should be noted that a more acceptable half-angle of spread would have been $5^0$ to $10^0$. Most experimental observations, for example, indicate the maximum spreading of the jet boundary to lie within that range of half-angles.

In order to evaluate the effect of reducing the half-angle to correspond more closely with the observations, the half-angle of $10^0$, used for the Squire and Trouncer profile, was also employed for the Gaussian and Schlichting profiles. The spreading angle of the half-velocity line was left unchanged for the profiles. Reducing the half-angle of the spreading of the jet boundary, then, had the effect of neglecting the vorticity associated with the Schlichting and Gaussian at points outside the boundary. The results of the computations for both the Gaussian and Schlichting profiles yielded lower $C_p$ values than those shown in Table 9 for the Squire and Trouncer profile.

It appears that all three of the profiles considered are not truly representative of the observed vorticity distribution in the developed region of the jet. The Squire and Trouncer profile with a reasonable half-angle of spread of $10^0$ yields values of $C_p$ which are too low in comparison with experimental data (Table 13). The Gaussian profile, even for a spreading half-angle of $20^0$, yielded results below the experimental data. The best agreement with the experimental data employing the Schlichting profile was found for a half-angle of spread for the jet of $20^0$. In comparison with typical observed spreading angles, a half-angle spread of $20^0$ is not reasonable. However, as previously mentioned, even at this large angle of spread the value of
vorticity at the boundary of the jet flow for the Schlichting profile is still about 5 per cent of the maximum. A more reasonable profile with the same general shape for the developed region would be characterized by a vorticity distribution such that the half-angle of spread is about 10 to 15°. In addition, it would be expected that the moment of vorticity should be larger, either due to a larger peak vorticity or a redistribution of the vorticity profile.
VI. CONCLUSIONS

The following conclusions may be drawn regarding the computation of the aerodynamic field of a jet according to the method of Stokes potentials (scalar and vector potentials). The conclusions, for the most part, are supported by the application of the method to the axisymmetric jet exhausting through a plane baffle plate.

(1) The most significant information required for the computations are the velocity profile at the exit plane of the nozzle, and the integral moment of vorticity along the jet. It was found that the potential part of the velocity in the aerodynamic field $\vec{E}_p$ was significant for most of the points computed. This was especially true for points near the origin of the jet. The need for the integral moment of vorticity $I_m$ was anticipated from consideration of the asymptotic behavior of the theory in Sec. III C. This is strictly true for jets for which the only vorticity present is peripheral as in the case of the axisymmetric jet. For jets of a more complex nature, there would also likely be a requirement for knowledge of the integral moment of streamwise vorticity in the jet. For the axisymmetric jet, reasonable values for the integral moment of vorticity could be obtained from values for the velocity on the axis and the radius of the half-velocity point as functions of distance along the jet, without further knowledge of the jet velocity profile.
(2) At field points on the baffle plate within approximately one diameter from the edge of the jet, the contribution \( U_{ST}^D \) due to the developed region of the jet was negligible; at all other field points considered, to approximately 20 jet radii from the region of the jet in either the streamwise or lateral direction, all three components \( E_p^+ \), \( U_{ST}^C \) and \( U_{ST}^D \) were of comparable magnitudes. At more distant field points, the developed region tends to dominate, as might be expected.

Since both \( E_p^+ \) and \( U_{ST}^C \) remained relatively large, but of opposite sign, at distances to approximately 6 jet radii from the edge of the jet, both must be known with relatively high accuracy for field points on the baffle plate within that range. This significance of the velocity profile of the jet at the nozzle exit has been observed experimentally\(^{21}\). Theoretical considerations have been heretofore limited to speculations as to the influence of the jet velocity profile on the mixing layer and consequent changes in the entrainment rate.

(3) The computations tended generally to underestimate the \( C_p \) magnitudes observed experimentally, except for the case where the Schlichting profile was employed, together with an overall spreading half-angle of 20° for the jet flow, which compared well only with Wygnanski's data.

The comparison with experimental data indicates a need for improvement, both in the experimental data and in the analytical characterization of the jet flow. The experimental data available were not consistent, differing by more than a factor of 2 (perhaps 4, considering the
Ricou and Spalding results). Moreover, the Schlichting profile, yielding the most favorable comparison, is not compatible with experimental observations of the spreading angle of the jet boundary. The analytical results were found to be comparable with both the experimental data and the other theories, within the limit of the state of the art.

Theories relying on the scalar potential yield acceptable and simpler relations for the axisymmetric jet. The method of Stokes potentials however, offers the added benefit of explicitly accounting for nonuniformities in the initial velocity profile of the jet, simpler computations for more complex jet flows, the prospect for developing simpler vortex sheet models, and less reliance on data that are difficult to obtain for the more complex flows (for example, reasonable results may be obtained from measured values for $U_c$ and $r_{\text{sc}}$, as opposed to determinations of entrainment required for the method employing the scalar potential alone).

(4) The approximate vortex sheet model was found to yield results comparable to those obtained with the complete vorticity profiles, and thus may be recommended for computational purposes. The vortex sheet model might be expected to be useful because (a) it should yield precise results asymptotically if $I_m$ is properly chosen, and (b) for regions of the jet close to the nozzle, $I_m$ is known with some accuracy because the mixing layer is relatively narrow there and grows only gradually. The computations for the axisymmetric jet supported this view. There appears to be little justification, considering the state of the art, to employ more complex models.
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APPENDIX A

Annotated Bibliography on Axisymmetric Jets

Experimental and theoretical investigations of axisymmetric turbulent jets have been far too numerous to attempt a complete review here. Rather, a synopsis of some of the studies is presented in the form of an annotated bibliography. More complete discussions may be found in Abramovich, Hinze, Townsend, and in review papers (e.g., Halleen, Skifstad).


Taylor developed a purely phenomenological theory concerning vortex motions. He assumed that the vorticity could be considered as a transferable quantity. That is, the vorticity would be conserved along the path of a lump of fluid over a certain distance. Based upon this assumption, he obtained the relationship

\[ \varepsilon_{\Omega} = \frac{\lambda_{\Omega}^2}{2} \left| \frac{d\bar{U}_1}{dx_2} \right| \]

where \( \varepsilon_{\Omega} \) is the coefficient of eddy diffusion for vorticity, \( \lambda_{\Omega} \) is Taylor's mixing length for vorticity, and \( d\bar{U}_1/dx_2 \) is the time mean value of vorticity for two-dimensional flow uniform in the \( x_1 \) direction. Taylor extended this theory to three-dimensional flow. This three-dimensional theory is known as the modified vorticity-transport theory.
Zimm conducted an experimental investigation of an axisymmetric jet issuing into a quiescent atmosphere. In the Zimm experiments the jet exit velocity was non-uniform, that is

\[ \frac{U_m}{U_{cp}} = 1.1 \]

where \( U_m \) is the peak exit velocity and \( U_{cp} \) is the exit velocity close to the boundary of the jet. The experimental data for the decay of the centerline velocity in the developed region of the jet could be approximated by the expression

\[ \frac{U_c}{U_j} = 0.96/(az/r_j) \]

where \( U_c \) is the centerline velocity, \( U_j \) is the average jet exit velocity, \( z \) is the axial distance downstream from the jet exit, \( r_j \) is exit radius of the jet, and \( a \) is a numerical constant with a value of 0.070.

Prandtl introduced a phenomenological theory concerning momentum. He assumed that the momentum could be considered as a transferable quantity. That is, the momentum is conserved along the path of a lump of fluid over a certain distance. Based upon this assumption he obtained the two-dimensional relationship

\[ \epsilon_m = \frac{1}{2} \left| \frac{dU_1}{dx_2} \right| \]
where \( c_m \) is the coefficient of eddy diffusion for momentum, \( \ell_m \) is Prandtl's mixing length for momentum, and \( \frac{d\bar{U}_i}{dx_2} \) is the difference in mean velocity, between the end of the path and the start of the path from where the lump originated, divided by the path length.

4. Tollmien, W., "Berechnung Turlenter Ausbreitungsvorgange," ZAMM, Vol. 6, 1926, pp. 468-478 (also NACA TM 1085 [1945])

Tollmein published an analytical investigation of the axially symmetric jet. His results were obtained by employing the "mixing length" concept as introduced by Prandtl. His results showed for the fully developed jet that

\[
U_c \propto \frac{1}{(Z + e)}
\]

where \( U_c \) is the centerline velocity, \( Z \) is the main flow direction, and \( e \) is the position of the virtual origin measured from the face of the nozzle exit along the negative z axis. The above results were based on assuming the pressure in the jet was constant. To improve his analysis, he considered pressure differences and concluded that the pressure differences were so small that no modifications of the velocities were necessary. In addition, Tollmein obtained an analytical representation of the velocity profile for both the transverse and longitudinal component of velocity. The use of one empirical constant enabled his analytical results to be brought into very good agreement with results of experimental investigations.


Townend experimentally examined the flow induced by a jet of air. He interpreted his results as consisting of a jet with bounding eddies.
constituting discrete vortex rings. In addition, it appeared as if the jet was alternately accelerated and decelerated as each successive vortex ring passed downstream. The overall effect was a kind of pumping action.


Kuethe considered the turbulent mixing surrounding the jet and obtained a solution for the region surrounding the potential core of the jet. He assumed no pressure difference between the jet and the surrounding air. He used as a first approximation to the longitudinal velocity profile in the mixing layer

\[ U_z = (1 - n^3/2) \]

where \( n' = (r - r_I)/(r_0 - r_I) \) and \( r \) is the radial distance \( (r_I \leq r \leq r_0) \), \( r_I \) is the radius of the potential core, and \( r_0 \) is the jet radius.


Abramovich presented formulas for the core region and developed region of the jet. He employed for the velocity profile in the mixing layer surrounding the core the empirical relation

\[ U_z = U_j [1 - (1 - n^{3/2})^2] \]

where \( n = (r_0 - r)/(r_0 - r_I) \) and \( r \) is the radial distance \( (r_I \leq r \leq r_0) \), \( r_I \) is the radius of the potential core, and \( r_0 \) is the jet radius. This relation agreed quite closely with experimental data. Abramovich showed that the velocity profiles in the fully developed region were affine,
the increase in the thickness or width of the submerged jet \((r_0 - r_1)\)
was equal to the axial distance \((z)\) times a constant, and the centerline
velocity of the jet in the fully developed region was inversely propor-
tional to \(z\). In addition, for the transition he concluded that one
may assume that the equal velocity lines in the transition region were
extensions of the equal velocity lines of the potential core region of
the jet.

8. Howarth, L., "Concerning the Velocity and Temperature Distributions

Howarth made calculations of the velocity profile for the developed
region of an axisymmetric jet. He employed Taylor's mixing length for
his calculations. Assuming the eddy velocities of the jet were isotropic
he obtained results equivalent to employing Prandtl's mixing length.
Assuming Taylor's mixing length was homogeneous, he obtained results
equivalent to employing Taylor's modified vorticity transfer theory.
Pressure gradients, radial components of velocity, and derivatives of
radial components of velocity with respect to the axial direction, were
considered negligible for all calculations.

Part II-Effect of Size and Shape of Pipe and of Adjacent Walls on
Velocity and Entrainment Ratios," Rept. of Invest. No. 3730, Nov.

McElroy conducted an experimental investigation and suggested the
following simple approximate formula for entrainment in the developed
region of the jet

\[ E_m' = C \frac{Z}{D} \]
where $E_m' = (Q - Q_o)/Q_o$ is the ratio of the quantity of entrained air in the air stream at any cross section, $Q - Q_o$, to the quantity discharged $Q_o$ and is called the entrainment ratio, $Z$ is the distance from the orifice, $D$ is the diameter of the round jet orifice, and $C$ is a constant (about .35). He stated among a number of conclusions:

(1) The velocity at any point in the air stream and the amount of entrained air in the stream at any section vary directly with the discharge velocity.

(2) Conditions that increase centerline velocity ratios generally decrease entrainment ratios and vice versa.

(3) Centerline velocity ratios vary with region. In the potential core region they are essentially constant. In the transition region, they decrease as the square root of the distance; in the developed region, they decrease directly with distance.

(4) The angle of expansion of the developed jet appears to be almost 240°.

(5) Velocity distributions vary with regions. In the mixing layer of the core region, the relation of the mean velocity to maximum velocity changes rapidly with distance. In the transition and developed regions, mean velocities probably approximate 40 percent of the maximum velocities.

(6) Entrainment ratios vary with regions. Analyses of the experimental data show continuously increasing entrainment ratios with increasing axial distance.

Tuve and Priester conducted an experimental investigation. They concluded that the maximum air velocity at any cross section of the air stream beyond 25 diameters downstream varies approximately as follows:

1) directly proportional to the exit velocity,
2) directly proportional to the diameter of the outlet, and
3) inversely proportional to the distance from the outlet.

On the basis of an effective outlet area, they obtained an equation for entrainment ratio

\[ E = \frac{0.785 K}{R Z} \left( \sqrt{\frac{Ae}{0.785}} + 2 Z \tan \frac{\theta}{2} \right)^2 - 1.0 \]

where

- \( K \) = constants of proportionality (tabulated)
- \( R \) = ratio of maximum velocity to average velocity at any cross section (range 2.4 to 3.0)
- \( \theta \) = average spreading angle of the jet (22.5° to 25.4°)
- \( Z \) = axial distance from outlet
- \( Ae \) = effective outlet area


Squire and Trouncer conducted a mathematical analysis of an axisymmetric jet with a secondary stream. However, within this analysis they included the case for a secondary stream of zero velocity. They examined the flow in the potential core region and the developed region separately and then fitted the solutions together. They determined
the inflow induced by the jet based upon employing cosine distributions for the longitudinal velocity profiles. For the mixing layer and the developed region, the respective relations were

\[ U_z = \frac{U_j}{2}(1 - \cos \eta) \]  
\[ U_z = \frac{U_c}{2}[1 + \cos (\pi \frac{r}{r_o})] \]

where \( U_z \) is the longitudinal velocity, \( U_j \) is the exit velocity of the jet, \( U_c \) is the centerline velocity in the developed region, \( \eta = \frac{r_o - r}{r_o - r_i} \) and \( r \) is the radial position \( \left( r_i \leq r \leq r_o \right) \), \( r_i \) is the inside radius of the mixing layer, and \( r_o \) is the outside radius of the jet. In addition, they made a determination of inflow velocity by assuming a system of sinks along the jet axis.


Cleeves and Boelter conducted an experimental investigation. They concluded that the transverse distribution of the axial component of velocity \( U_z \) in the developed region can be approximately correlated by using a dimensionless group. This group was obtained from the transfer of momentum in the jet, that is \( U_z/U_c \) versus \( r/r_{\frac{1}{2}} \), where \( r_{\frac{1}{2}} \) is the radial position \( r \) at \( U_z/U_c = 0.5 \) and \( U_c \) is the centerline velocity at the radial position.


Ribner conducted a mathematical analysis of an axially symmetric jet with a secondary flow. He investigated the induced flow effects on stability and trim of an aircraft as the jet passes near the tail surfaces. His analysis was only applicable to the developed jet and
he ignored velocity components induced parallel to the jet axis. For
the spreading of the jet near the origin, he obtained a linear relationship
with the axial distance Z. Far from the origin, he obtained an expression
for jet spreading as the one-third power of the axial distance. In addition,
he concluded that the jet-induced flow inclination varies nearly inversely
as the radial distance from the jet axis within the region between the jet
boundary and twice the radius of the jet boundary at distances greater than 8 orifice diameters downstream of the jet exit.


Liepmann and Laufer conducted an analytical investigation of two-
dimensional free turbulent mixing. They concluded that the mixing
length theories had lost much of their value in that the main results
of these theories could be obtained by dimensional reasoning.

15. Hinze, J. O. and Van Der Hegge Zijnen, B. G., "Transfer of Heat and
Matter in the Turbulent Mixing Zone of an Axially Symmetrical Jet,"

Hinze and Van Der Hegge Zijnen made measurements of the radial
distribution of the mean values of the axial component of velocity, the
temperature, and gas concentration. They compared these results with
previous investigators and found that theories based on a constant
coefficient of shearing stress across the jet flow gave the best agree-
ment with measured radial velocity distribution in a central zone of
the jet.

"Diffusion of Submerged Jets," Proc. of Amer. Soc. of Civil Engr.,
Dec. 1948.
Albertson, et al., derived the approximate characteristics of the mean flow pattern for flow from slots and orifices. Experimental data were used to justify the analytical results and provide the empirical constants. In agreement with other investigators they found it unnecessary to make any assumption as to the distribution of turbulence to obtain an approximate mean velocity distribution.


Corrsin and Uberoi conducted an experiment on a heated jet issuing in still ambient fluid. They suggested that useful results in shear flow problems are obtainable with less difficulty by use of integrated equations of motion and reasonable guesses for the velocity profile. One conclusion they made was up to a local maximum density ratio, \( \rho_\infty / \rho_{\text{min}} \) of about 1.3, simple geometrical similarity still exists in the developed region, within the accuracy of measurements. The minimum density at a section of the jet was denoted by \( \rho_{\text{min}} \) and \( \rho_\infty \) was the density of the receiving medium. In addition, they concluded that the pressure and temperature profile functions are basically the same as in the constant density jet up to \( \rho_\infty / \rho_{\text{min}} = 1.3 \).


Corrsin and Kistler completed an experimental and theoretical study of the free stream boundary separating the turbulent fluid from non-turbulent fluid. Their suggested theoretical model gave constant mean vorticity at the boundary, local vorticity production, and a uniform suction (induced) velocity. Experimentally they determined for the
round jet that the mean velocity at the boundary is chiefly radially inward. The angle of spread for the half-cone of the developed region was determined to be 10.8° (no-wall).


Phillips analytically considered the irrotational motion of an infinite fluid when the normal velocity across a plane is a stationary random function of position. He postulated conditions which corresponded closely to the motion outside a free turbulent boundary.


Stewart conducted a theoretical examination of the irrotational motion external to a self-preserving turbulent wake and jet. He found a mean flow towards the center of the jet and pointed out that it is possible for the vorticity free fluid between bulges of turbulent fluid to obtain the mean velocity of the turbulent fluid. However, he concluded that this was a very short range effect and the motion in the external region can be considered irrotational. From similarity considerations, Stewart expressed the mean flow near the axisymmetric jet boundary as $U = C \phi^{-1}$, where $\phi, \rho$ are the colatitude angle and the radius in a spherical coordinate system with the jet exit located at the origin and directed along the z axis. For a jet emerging normally through an infinite plane baffle plate, he found that the velocity potential $\phi$ can be expressed by

$$\phi = C \tan \phi_0 \ln (\rho \sin \phi)$$
where $\phi_0$ = the half cone angle containing all of the turbulent region of the jet (about 12.5°).


Miller and Comings made measurements of mean velocity, turbulent stress, and static pressure in the mixing layer of a jet of air issuing from a slot (2-D) into still air. Appreciable deviations from constant pressure conditions were found. They obtained negative static pressure readings everywhere in the mixing layer except in the potential core wedge.


Ricou and Spalding made measurements of entrainment by means of a porous-walled, cylindrical chamber. The flow rate through the porous wall was adjusted until no axial pressure gradients could be detected. The entrained fluid as a result of the radial inflow was then presumed to be equal to that of a free jet. For the fully developed jet they obtained a relationship for the mass entrainment as a function of axial position. As in previous work by other investigators, they had to determine a numerical constant ($K_1$ of Equation (35)). Their experimental value was 0.282 which was within the range of values 0.22 to 0.404, determined by earlier investigators.


Wygnanski made an analytical investigation of turbulent jets.

The pressure distribution on the surface from which the jet was issuing
was determined. In his analysis, he replaced the jet with a line of sinks with variable strength. His results agreed with the experimental data he presented.


Gentry and Margason conducted an experimental investigation of pressure distribution on a plate from which a jet flow was exhausting. The case where the plate was flush with a large wall and the case where the plate was exposed to the atmosphere on both sides were studied. Pressure coefficients on the plate were measured in both cases. In comparing their results for the large wall with those of Wygnanski, they show that Wygnanski's data is about 25 percent less.

In general, many mathematical analysis and experimental studies of jets issuing from nozzles with diameters ranging from 0.102 to 20 inches and with velocities ranging from 13 to 1000 ft/sec have been made. For the developed region, using the concept of similarity, theories for mean velocity distributions give about the same picture. However, they yield a velocity distribution which is too sharp an apex on the jet axis in comparison with experimental results. As is to be expected, near the jet boundary comparison of the analytical velocity profile with the experimentally determined distribution show a deviation from the measured distribution.
APPENDIX B

Derivation of the Equations for the Aerodynamic Field of an Axisymmetric Jet

This Appendix contains derivations of the equations for determining the aerodynamic velocity field for an axisymmetric jet according to the method which make use of the Stokes potentials. The derivations are for a semi-infinite domain where Green's function is given by $2/R$. Starting from Equation (15)

$$ U = U_{ST} + E_p $$

where

$$ U_{ST} = \frac{1}{4\pi} \int_{\tau} (\nabla \times U_1) \times \frac{R}{R^3} d\tau_1 $$

and

$$ E_p = -\frac{1}{4\pi} \int_S \nabla \left( \frac{2}{R} \right) U_1 \cdot dS_1 $$

Since the flow is axisymmetric ($\nabla \times U_1 = \Omega \theta_1 i_{\theta_1}$), the equation for $U_{ST}$ can be written as

$$ U_{ST} = \frac{1}{4\pi} \int_{\tau} \frac{\Omega \theta_1 i_{\theta_1} \times R}{R^3} d\tau_1 $$

ORIGINAL PAGE IS OF POOR QUALITY.
For the geometry of Fig. 11, noting that $\theta$ may be put equal to zero without loss of generality, $R$ can be written as

$$R = (r \cos \theta - r_1) \hat{r}_1 - r \sin \theta \hat{r}_\theta + (z-z_1) \hat{z}_1$$

The source point coordinate system is the appropriate system for the volume integration. Substituting this result into the equation for $U_{ST}$ yields

$$U_{ST} = \frac{1}{4\pi} \int_{R^3} \frac{\Omega_{r1} (z-z_1) \hat{r}_1 - \Omega_{r\theta} (r \cos \theta - r_1) \hat{z}_1}{r^3} \, dr_1$$

which can be separated into $r$ and $z$ components in the field point coordinate system.

$$U_{STR} = \frac{1}{4\pi} \int_0^{2\pi} \int_{-\infty}^{\infty} \int_0^\infty r_1 \cos \theta_1 \frac{\Omega_{r1} (z-z_1) \hat{r}_1 \, dr_1 \, dz_1 \, d\theta_1}{R^3}$$

$$U_{STZ} = -\frac{1}{4\pi} \int_0^{2\pi} \int_{-\infty}^{\infty} \int_0^\infty r_1 \frac{\Omega_{r\theta} (r_1 r \cos \theta) \hat{z}_1 \, dr_1 \, dz_1 \, d\theta_1}{R^3}$$

Making use of the identity that

$$\nabla \frac{1}{R} = -\frac{R}{R^3}$$

the equation for $E_p$ may be written as

$$E_p = \frac{1}{2\pi} \int_S \frac{R}{R^3} U_1 \cdot dS_1$$
Using the geometry of Fig. 12, noting that $\theta$ may again be put equal to zero, $R$ can be written as

$$R = (r \cos \theta_1 - r_1) \hat{r} + r \sin \theta_1 \hat{\theta} + z \hat{z}$$

Substituting this result into equation for $\mathbf{E}_p$ along with $U_j$ for $U_1 \cdot \mathbf{n}$ yields

$$\mathbf{E}_p = \frac{U_j}{2\pi} \int_S \frac{(r \cos \theta_1 - r_1) \hat{r} - r \sin \theta_1 \hat{\theta} + z \hat{z}}{r^3} dS$$

Separating the above relation into $r$ and $z$ components yields

$$E_{pr} = \frac{U_j}{2\pi} \int_0^{2\pi} \int_0^r \frac{(r-r_1 \cos \theta_1)}{r^3} r_1 dr_1 d\theta_1$$

$$E_{pz} = \frac{U_jz}{2\pi} \int_0^{2\pi} \int_0^r \frac{r_1}{r^3} dr_1 d\theta_1$$

Consider next the integral over $\theta_1$ for $U_{str}$

$$\int_0^{2\pi} \frac{\cos \theta_1 d\theta_1}{(a-b \cos \theta_1)^{3/2}}$$

where $a = r^2 + r_1^2 + (z-z_1)^2$ and $b = 2rr_1$

Let

$$I_1 = 2 \int_0^{\pi} \frac{d\theta_1}{(a-b \cos \theta_1)^{3/2}}$$

and

**ORIGINAL PAGE IS OF POOR QUALITY**
\[ I_2 = 2 \int_0^\pi \frac{\cos \theta_1 \, d\theta_1}{(a - b \cos \theta_1)^{3/2}} \]

then

\[ a \, I_1 - b \, I_2 = 2 \int_0^\pi \frac{d\theta_1}{(a - b \cos \theta_1)^{1/2}} \]

Solving this relation for \( I_2 \), the integral over \( \theta_1 \) for \( U_{SP} \), yields

\[ I_2 = \frac{2a}{b} \int_0^\pi \frac{d\theta_1}{(a - b \cos \theta_1)^{3/2}} - \frac{2}{b} \int_0^\pi \frac{d\theta_1}{(a - b \cos \theta_1)^{1/2}} \]

These integrals may be evaluated in terms of complete elliptic integral functions. Thus,

\[ \int_0^\pi \frac{d\theta_1}{(a - b \cos \theta_1)^{3/2}} = \frac{g}{a-b} \, E(A,k) \]

where

\[ g = \frac{2}{\sqrt{a+b}}, \quad k^2 = \frac{2b}{a+b} \]

and

\[ A = \sin^{-1} \sqrt{\frac{b}{k^2(a-b \cos \theta_1)}} \]

Substituting the value for \( \theta_1 \) in the relation for \( A \) yields \( A = \sin^{-1} 1 = \pi/2 \). Thus, \( E(A,k) = E(\pi/2, k) = E(k) \) a complete elliptic integral of the second kind. Now, substituting for \( g \), one obtains

\[ \frac{2a}{b} \int_0^\pi \frac{d\theta_1}{(a - b \cos \theta_1)^{3/2}} = \frac{4a}{b(a-b)} \, E(k) \]
Similarly,

\[- \frac{2}{b} \int_0^\pi \frac{d\theta_1}{(a - b \cos \theta_1)^{1/2}} = - \frac{4}{b} \frac{K(k)}{\sqrt{a + b}}\]

where \(K(k)\) is a complete elliptic integral of the first kind. Substituting these results for the right side of the equation for \(I_2\) yields

\[I_2 = \frac{4}{b} \frac{a}{a - b} \left( \frac{a}{a - b} E(k) - K(k) \right)\]

Likewise integrating over \(\theta_1\) for \(U_{STz}\) with

\[I_2 = 2 \int_0^\pi \frac{d\theta_1}{(a - b \cos \theta_1)^{3/2}} - 2 \int_0^\pi \frac{\cos \theta_1 d\theta_1}{(a - b \cos \theta_1)^{3/2}}\]

yields

\[I_2 = \frac{4}{\sqrt{a + b}} \frac{a}{a - b} E(k) - \frac{4}{b} \frac{a}{a - b} \left[ \frac{a}{a - b} E(k) - K(k) \right]\]

Substituting the respective results into the integrand of the equations for \(U_{Str}\) and \(U_{STz}\), yields

\[U_{Str} = \frac{1}{2\pi r} \int_S \frac{\Omega_{\theta_1}}{\sqrt{(r + r_1)^2 + (z-z_1)^2}} \left( \frac{r^2 + r_1^2 + (z-z_1)^2}{(r-r_1)^2 + (z-z_1)^2} \right) E(k) - K(k) \ dr_1 \ dz_1\]

\[U_{STz} = - \frac{1}{2\pi} \int_S \frac{\Omega_{\theta_1}}{\sqrt{(r + r_1)^2 + (z-z_1)^2}} \left( \frac{r^2 - r_1^2 + (z-z_1)^2}{(r-r_1)^2 + (z-z_1)^2} \right) \]
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\[ E(k) - K(k) \]
\[ \text{dr}_1 \text{dz}_1 \]  

(41)

In order to obtain Equations (42) and (43), the equations for \( E_{pr} \) and \( E_{pz} \) are rewritten as

\[
E_{pr} = \frac{U_j r}{2\pi} \int_0^{2\pi} \int_0^{r_1} \frac{r_1 \text{dr}_1 \text{d} \theta_1}{(a-b \cos \theta_1)^{3/2}} - \frac{U_j}{2\pi} \int_0^{2\pi} \int_0^{r_1} \frac{r_1^2 \cos \theta_1}{(a-b \cos \theta_1)^{3/2}} \text{dr}_1 \text{d} \theta_1
\]

\[
E_{pz} = \frac{U_j z}{2\pi} \int_0^{2\pi} \int_0^{r_1} \frac{r_1 \text{dr}_1 \text{d} \theta_1}{(a-b \cos \theta_1)^{3/2}}
\]

Integrating over \( \theta_1 \), yields

\[
E_{pr} = \frac{U_j}{\pi} \int \frac{r_1}{\sqrt{(r+r_1)^2 + z^2}} \left( \frac{r^2-r_1^2-z^2}{(r-r_1)^2 + z^2} E(k) + K(k) \right) \text{dr}_1
\]

(42)

\[
E_{pz} = \frac{2U_j z}{\pi} \int \frac{r_1}{r \sqrt{(r+r_1)^2 + z^2}} \frac{E(k)}{[(r-r_1)^2 + z^2]} \text{dr}_1
\]

(43)
APPENDIX C

Algorithms for Complete Elliptic Functions

The following algorithm computes the complete elliptic integral of the first kind with modulus $k^2$.

$$
K(k) = \left\{ \left( 0.032024666t + 0.054544409 \right) t + 0.097932891 \right\}^{1.3862944} - \left\{ \left( 0.010944912t + 0.060118519 \right) t + 0.12475074 \right\} t + 0.5 \right\} \ln(t)
$$

where $t = 1 - k^2$

The following algorithm computes the complete elliptic integral of the second kind with modulus $k^2$.

$$
E(k) = \left\{ \left( 0.040905094t + 0.085099193 \right) t + 0.44479204 \right\} t + 1.0 \right\} - \left\{ \left( 0.01382999t + 0.08150224 \right) t + 0.24969795 \right\} t \ln(t)
$$

where $t = 1 - k^2$