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APPENDIX D.2  DATA MANAGEMENT SYSTEM

- D.2, 1 .General end-Syetem Configuration
| The EOS Data Manegement System (DMB) is compoeed of several eubeystenm
(system elemente) which because of their intrinaic complexity are, per se,
. systems, The system elements have basic purposes and are connected together
: ao that the DMB can support the EOS Program by providing-‘ -
o Payloead Data Acquisition and Recording
o Data Proceeeing and Product Generation
o Spacecraft and Processing Management and Control
) .Data User Barvides =
Two types of date acquisition'and proceseing configurations exist within
the DMS:'primarr,and'aecondary confiéurations.i The primary or. high data rate
configuration 18 compoaed of Primary Ground Stations (PGSS) and the Central
. Data Processing Facility (CDPF) elements.k Three PGSs* are. aesumed to exiet
7‘ but if the Tracking and Data Relay Satellite System (TDRSS) ia used part of
the TDRSS ground etation becomea the PGS,
A secondary or Local User Syatem (LUS) c0nfiguration also exists. The
LUS includes the concept of the Low Cost Ground Station (LCGS), and the LUSe
recelive EOS edited (compacted) payload data at lower rates than do ‘the PGSs,
Data proceseing and analyeia capabilities are incorporated within the LUs
terminala. A potential population ‘of lO to several hundred LUSs can be
«aseumed to exiet without materially impacting the basic DMS concepte.
_ Baeically the HMS contains the ground 10cated EOS*Eystem operational elements
that convey, handle, convert dietribute, and manage the - high-rateand edited 1QWer

rete epacecraft (S/C) Earth eeneing instrument generated peyload data.

* Assumed to exist at the STDN stations in.Alaske (ULA), Goldstone, California
(GDS), and the GSPC Engineering Test Center (EIC) ut Greenbelt Meryland.
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D.2.1.1 System Configuration

A conceptual EOS DMS configuration is shown 1n Figuie D.2.1.1-1. The
Earth Observatory Satellite (E0S), in sun-synchronous orbit around the Earth
and under control of the PCC, directly delivers ﬁigh—rate (to 240 Mb/s) pay-
load data to the PGSs. The PGSs are modified STDN stations that pfovide the
s/C and ground commmications cepability for commending and receiving data
from the S/C houdekeeping systems at S-ﬁand carrier frequencies,‘and for
recelving thelfayload date at X-Band carfier frequencies and subsequently
recording the baseband digitel peyload data.

A Digital Data Processing System (DDPS) and Spacecraft Command Encoder
(SCE) located at éach PGS are used to interface the NASCOM circuits to and |
from the PCC, During payload data reception times, a Status Formatter (SF)
collects payload data recelving and recording systems' status information and
formats the informetion so that it can be handled by the DDfS and transmitted
through the NASCOM eircuits to the PCC. 1In thislway the.PCC can receive a
near«réal-timg indication of how well the EOS-to-PGS communications link and
PGS data acqulsition and recording equipment are operating.

~ The CDPF is composed of several facility equipment and pérsonnel organizat-

ions., All EOS information and system management control are handled by the
Information ﬁanagemeut System (IMS), part of the Information Services System
(1S8). Other eleménts of the IS8S are the LUS Diagnostic and Equipment Lab-
oratory (IDEL), the Applications Progré.m Development Laberatory (APDL),
peyload data user terminal and personnel interfaces, the data product archive
and shipping areas, and service personnel, The ﬁantral Processing System
(CP3) performs pajload data processing and archiving.

Figure D.2.1.1-2 provides an overview of the CDEF organizatidns. . The

APDL and LDEL form the centralized part of the LUS concept and are tradeable

oup
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items. Applications computer programs (data analyses 'p'rogramsi) are developed"'and
modified-in the APDL for the LUSs operational personnel. "-'I‘he- LDEL provides‘j"a o
_ centralized concept for remote LUS computerized equipment troubleshooting and

operator support,

Existence-'o"f the APDL and the LDEL is predicated on the assumptions that
(1) the LUS operators are pri.marily applications-oriented, net computer operators
- or programmers, and 2) that tne LUS equipment forms a family of configurations '
that is composed of basic equipment plus optlonal equlpment for faster and greater -
data analyses act1v1t1es, dependent on the partlcular 1oca1 operators appllcatlons '_
areas. If only a few LUSs are 1mplemented the APDL and LDEL may not be cost— '

eifectlve and hence, would not be considered a8 part of the DMS

Centrallzed data prOcess:.ng 1s performed in the Central Processing System {CPS)
It .performs basic radxometrlc and’ geometric data processing correcuons, archlvcs
the processed data, and produces dgltal and photographlc payload oata produuts

fordatausers s | 7 , .

_ - Data users that prefer to receive EOS edited data at lower trfmsmlssmn ratcs _A
than possﬂole at the PGSs can have LUSs. - The concept for LUSs include_sxt_he- EOS- .
to-LUS edlted (compacted) direct payload data dellvery LCG‘%S .Tlre LCGS conta-ins :
a programmed tracking capablllty o steer a small X-Band antennaon a'line;-of—' '7
731ght path to the orbiting EOS. A local preampllfler, dowuconvertcr and RF

“ 'recewer are prov1ded for data reception at rates to 20 ’\Ib/s Binary Phase Shlft ‘
Keyed (BPSK) antipodal data signals are then fed to a demodulator and srcrnal "
conditioner, and recorded Recorded data are plaved through the LUS mmlcomputer
and formatted on Computer Compatible Tape (CCT). d the data then may be

_ displayed. processed and analyzed as suites the particular LUS operator. '

Note that the proceasmg and dlsplay elementb of the LCGS form an equlpment
- subset that can be used 1ndependently for user data appllcatlons Should other than

" the direct data deliVeI'Y method be used to supply_ the LCGS with EOS payload data

é_gh Y



then the processing and display equipment subset can be augmented with (for example)
a computer-to-computer telecommumc-atlons mterface and rcccive data from the CDPT
or a regional facility in a relayed mode. I‘hercfore, the LUS is a gencralized data
user concept in which the LCGS is only one of the possibil1t1es for a local uscr

equipment terminal.

The centralizgd control element for the DMS is the IMS, The IMS provides

" the CPS data users with an order entry into the DMS and a means to obtain order

status information; and for the LUS operators, a digital and voice means of communica-
ting their needs for EOS predicted and precision ephemeris and 8/C attitude data,

_and planned compacted data transmission to the particular LCGS receiption areas.

In turn, the IMS performs preliminary user data acquisition scheduling and
CP@ scheduling for the processing and handling of acquired payload data. Preliminary
data acquisition schedules are forwarded to the PCC where the detailed EOS schedules
are generated. The PCC provides the IMS- with precision ephemeris and s/C
attitude data that are forwarded to the CPS at the times nceded to process PGS payload
recorded data. Also the PCC operators review and send S/C and PGS systems®
status information to the IMS so that this central element can be acceéscd to determine

the total system state or the sfate of any systém element.

The EOS DMS configuration described may be modified as the tradeoff study
continues. For example, should the TDRSS be cost-effective to replace the PGS
syétems or should a relayed data delivery method be used t6 supply the LUSs
in place of the dlrect dehvery LCGS concept, then ﬂhauges would bccome necessary
to the DMS conﬁguration shown in Figure .D.2.1.1-1.However, the basic information,
processing, and control elements would still be included to a larger or lesser degree

in the modified DMS configurations.
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D.2.2 STDN Modifications

The STDN modifications that have been considered to the network systems
for acquiring and recording high-rate EOS payload data st the PGSs are. discus-
'sed in these paragraphs. Basic modifications would be made at the ULA, GDS,‘
and ETC sites, and they,are riecessary to accommodate the X-Band‘ 2L0 Mb/s
'TM.and'HﬁPI ‘composite data'signals; Quadrature Phase Shift Keying'(QPSK)
f'data modulation is assumed where the TM data are modulated on the 1nphase
(I) channel .and the HRPI data are modulated on the quadrature (Q) channel.
| Equipment modifications are of two types (i s., those to the station
RF/IF equipment, and those necessary for data handling and recording) These
modifications inolude'
| a.“Replacing the existing S-Band antenna feed with & dua_ S/X Band
feed while retaining the existing 30/k0 foot dlameter reflectors
‘(30' - ETC Lo' - ULs, 30 - GDS)
:b§; Providing a new uncooled X band parametric preamplifier whiohk
.-yields an overall system noise temperature of 165 K
c. Providing a new X band down»converter and receiver with an approxlmateﬁj
200 Mz 3 4B bandwidth. ) | | |
dii Provlding & new 240 Mbps QPSK demodulator.." ' L
e, ,Prov1d1ng either two 2h0 Mb/s data reoorders or tnree 120 Mb/s recorded

O f. “Providing a Microcomputer Status Formatter.“

D.2.2.1° RF/IF Modifications

Those mofications to the RF/IF station subsystem are shown in Figure
D. 2-2 1-1. Alternative configurations currectly being considered center
~ around ut11121ng more. of the existing STDN equipment in the X~band receiver

. e.g., the
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reference oscﬂlator. Following careful consideration-of these possibilities. the
- ultimate conf1gurat10n will be selected based on good engineering practnce[ i.e.,
maximizing reliability and performance; minimizing design risk and mamtenance

" while meeting cost and schedule commltmcnts)

Currently estimated costs for the RF/IF modifications are llsted in Tablc D

| :_ 2.2.1-1° It is expected that these estimated costs will change as the EOS system

. optlmlzatlon contmues . From the ’I‘able values, the total RI‘/IF modifications and
subsystem 0& M costs for 1-year of operation total $ 1,203. 5K for the three sites,

: and for 5-years total to $2,763. 5K ‘

D.2.2. 2 - ‘Data Handlmg/recordmg Modlflcatlons

Two concepts have been considered for '1cqu1r1ng the FEOS: payload data at the -
PGSs. Figure 2.2.1%2 shows the currently favored method where channel amblgultjy .‘
' resolutlon (CAR) between the inphase (I) and quadrature (Q) dcmodulator channels

occurs w1th1n the QPSK Demodulator 'tnd Slgnal Conditioner (@DSC) Unit. In thls
V-Icase the TM data streams are recorded on one 120 Mb/ 8" rccordmg unit and- thc '
i HRPI data streams are recorded on a second 120 Mb/ s rcco1der A third recolder ‘
is prowded as a backup in case elther prime recorder is 1noperat1ve during a data

acqulsltlon pass. There is also -4 second QDSC Unit available as.a backup

The second ‘concept; Figare D.2.2.1-3 mdlcates that thc full 240 Mb/s data
stream is recorded 0N one unit. Resolutlon between the ™' & HRPI 1&Q channels
‘is not necessary because the full compos1te data stream can bc transparently captured
oh a smgle recorder. As before, however, a second QDSC U[ht and recmder are
“provided as a backup in case either prime un1t was inoperative 1mrned1ately prior to

a data receptlon satelhte pass

For either. concept a microcomputer SF is 1ncluded. 1t recenres 51gnal
strength indlcations from the RF/IF downcOnverter/ recewer, demodulator and
signal condltloner lock mdlcation from the QDSL umts, and in the case of the CAR

concept, an. i.ndlcatlve TM/HRPI synchromzatlon pattern count that also can be

 eo o -



Table D.2.2.1-1 Estimated Costs for RF/IF Modifications

[ _ . Nonrecurring (3K) plus| Recurring SK per Site for O & M
El M8 i
COS.L emen Prototype Equipment | Per Modified Site | For Three Sites
Dual S/X-bangd feed - 7000 3as.o | Jleswo.
Uncooled Parametric 60,0 _ 3000 9.0
Armp -
Downconverter/ . '
a 5' . ’ 0!5-'0
Receiver . 70.0 45.0 - .
Sparesl - : 650 - 1950
9 )
Subsystem Design - (12 mm) 45. 0 | - ‘ -
| Subsystem 2 | '

Documentation (6 mm) 22.5
Installation, test, & (4 mm)2 & , , _
Checkout {(Misc." $2K Misc. - 17.0 51.0
hardware) hardware ‘ '
Operation & (60 mm)3 per
Maintenance (O&M) | year at $12.50/ - : 130.0 390,0
per ycar hour
Subsystem totals for . 267 3420 9360

First Year '
Including O&M for :

5 years 4 - 832.0 24 96.0

1. Includes 1 paramp and 1 down converter/receiver for each site

2. Engineering and documentation cost per manmonth (mm) is $3. 75K with overhead
and fee '

3. NASA Contract Labor Rate of $12, 50 per hour assumed for O&M personnel
4. Includes 4 additional years cost for O&M personnel

2-10



- T Chammel /qmymur"
Rg ;.,p[ ptren
Q P:S P M- }ZD'MLF/S-
o ‘ h dolad o ' . :
e e Gn Ceavender ] | Derted /o o - o~ .Recorder _ S,
- Rocered s 5";”‘ ' : 120 mbis
& - <
700 Mﬂz b - (Frime)
e e e e+ e en ) GDH +l ¢ * e!f . > T B . .
- —_ = U Rl i . HRPT - - . e
__--éfﬂ'fv:. (Frime) T S WAS P
Lo o ) & fetiw
U SO - i . - - - Tin e )
. S i ,‘ﬂﬂ LIS
. ‘éfnjzbs .. . - -l (LA
. | ) - .
i iR LEEE e B Sdntys - = — N
‘ ‘ T iMcreCompoter ‘
7 pDpPs --—-—----—-—m _‘~.+ﬁi-:'y Pl [ S e _-P‘?CC‘?‘JG - o
. !lo o (Ph&stﬂ) F_w"rMs C_V. : - -ﬂ::-nc, ; . IZ("\ p"1lli5 _ . . ro 'S/ﬁ/v.'a
’.l—-‘. ' N .o J . h:if‘l, . [Bi‘—f’k“’f’> Fermo Her
She b
S fatvs GFSIK. - T
e — . . .‘A-D‘C!"éd‘u.’é‘klr e - - -
) Frenm Db coavsr o ) q_ ‘ b o - L’J_
—————— e o .
/th-t‘ﬂv.'l' l 7(;'0 MUz S “‘ LA f : L — ’-I - . } )
T T Oﬁﬁtd f'rmr»— | HRAE <rewijs I - Rc_ corder- S L -
(@M L’vp) — —"'l 120 Ahis 3 S
R : S - L) l_._..J‘@?ﬂ C
'_Uj‘"( - 4 .
S %’ - .
__‘__w_ﬁ OO S S L Y ~. ——— . [ —
o g Fig. D. 2 2. 1-2 Prlmary Ground Statlon - 3.20 Mb/s Recordlng Statlon - Data Handllng & Recordlng Mods .

&
18

!Lm




Fig. D.2.2.1-3 Primary Ground Station - 240 Mb/s Recording Station - Data Handling & Recording Mod
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used -for & cursory data quality estimator. Recorder stetus indicetions_are‘
also 1nput to the SF whlch with station tlme standard tags, formats

- 1200-bit NASCOM meesege date 1nputs to the DDPS for forwardlng to the PCC

The estimeted development and operational costs for the data handllng/
recordlng modlflcations are 1lsted in Table D. 2 2.1—2 Wote that we have
_ 1ncluded costs for development of the hlgh-rate recordlng/reproducing tape.d"'.
: recorders_ These development costs are thus not 1ncluded in the CPS costs
where additional hlgh-rate recorders are used for TM/HRFI data playback
into the process1ng_system. From the table ‘values tpe'totel subsystem
modificarion end O & M costsifor l;year.of oﬁeration dre'eetimeted ef
$2 309'5K end:for S-years of use total $3 869 5K for the currently preferred
.”'recordlng concept and respectlvely for 1 and 5 years, $2 387 SK and "
| $3 9&7 5K for the 240 Mb/s recordlng concept at the. lower ($52OK) estimated |

development cost.‘

2-13
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Table D-2.2.1-2 Estimated Costs for the Data Handling/Recording Modifications

, Nonrecurring ($K) & Recurring $K per Site and for O & M
Cost Element Prototype Equipment Per Modified Site For Three Sites
240 Mb/s| 120 Mb/s 240 Mb/s 120 Mb/s | 240 Mb/s 120 Mb/s
QPSK Demodulator and Slg“al 145. 0 155. 0 37. 0 39.0 111.0 117.0
‘Conditioner X
_ . ‘ | ‘
Recording Units = 300.0 --700.0 185.0 200.0 270.0 600. 0 £810.0 .
(1 unit ) (2 units)
Status Formatter 30.0 30.0 5.0 5.0 15.0 15. 0
Spares 2 - - 237.0 174.0 Til.0 522. 0
Subsystem Design 3 (6mm) 22.5 (6mm) 22. - - - -
Subsystem Documentation3 (Gnim) 22.5 . | (6mm) 22.5 - - - -
3
Installation, test, and (3mm) & (3mm) & -
Checkout & Misc. Hardware [$ 2K Misec. $2K Misc, 13.5 13.5 40-5 40.5
O & M Per Year 3 60 mm/year - 60mm/year -| 130.0 130.0 390.0 390, ¢
Subsystem Totals for First Yr.{ 520.0—-920.0f  415.0 622.5 631.5 1867.5 1894.5
Including O&M for 5 Years - - 1142.5 1151.5 3427.5 3454. 5

1. Cost estimates for 240 Mb/s units from RCA, for 120 Mb/s from Amplex.
applied for the current estimates. A

2. One QDSC and Recorder Unit assumed per station. A

3. Engineering, documentation, and O&M costs assumed the same as indicated for Table 2.10.4-1.

Quantity discounts, if any, not



D.2.2.3 Modification Summary Costs

Cost estimates developed in the two preceding paragraph scctions are summ arizeo{=
“in Tablc b.2.2. 1"3111 terms of development and 1installed costs and O & M costs for 1
and 5 years. The decision to use two 120 Mb/s recordcls w1th a spare umt per site

is based on the lower total system cost estimate of $ 2723. OK 4s opposcd to the

. higher 240 Mb/s recording systems cost of $ 2811, 0K, where the lower 240 Mb/s

“recorder and prototype development cost of $ 300. 0K has been assumed (Table
D.2.2.1<2 The 120 Mb/s recording systems choice 1s also influenced by mput
| elements and the costs therefore of the CPS (Paragraph 2.10.4. 5)

The O & M costs include one full timeRF/IF subsyStem operator (4 shifts)
for 24—hour ‘per day operatlon and one maintenance person on a standard 40-hour per
-Week shift, Similar persoanel costs are assumed for the Da‘a H'mdhng/ Recor dmg

Subsystem operation and maintenance activities.

However, it is most reasonable to assume that the 51te 0 & M FOb personnel
ould be shared with those personncl normdlly assoctated w1th the bTDN statlons' ‘
operations. 1"01‘ this Shdt’l‘lg -1ctiv1ty, it is assumed that one fourth of the O & M
-cost would be 1ccountable to the EOS progrdm and the rcmam:ng thl ee—fouxths of the
. O & M cost would be borne by the STDN operatzoml budget Based on the COat
: sharmg assumptlon, the STDN modlflC"tthn and operatlonal costs are estlmated as
$2,783. 0K for mstalled, tested, and documentcd equlpment W‘th spares w1th
_ yearly O & M cost of $ 195 OK (1/4 x$ 780 OK) and a 5~ye'1r O & M budget of
' $ 975. 0K (1/4 ~c$ 3900 01{) ' ' '
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7 Table D.2.2.1-3 STDN Modification Summary Costs |

. 2)
. . Equipment Dev, & Installed 0& M (3K (
Cost Elements (3K) at 3 stations with Spares 1 for 1 yr. | for 5 yrs.
RF/IF Modifications 813.5 390.0 1950. 0
Data Handling/Recorder Modes |
240 Mb/s Recorderd (1) 1997. 5 390.0 | 1950.0
120 Mb/s Recorders 1919.5 350.0 1950. 0
Subsystem Totals
240 Mb/s Recs. 2811.0 780.0 3900. 0
120 Mb/s Recs. 2738.0 780.0 3900, 0

(1) Lower nonrecurring cost of $520.0K assumed for 240 Mb/s systems.
(2) With cost sharing only 0.25 of O&M accountable to EOS Program.
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‘D02I3l

Central Data Proce331ng Fac111ty

D.2. 3 1. Generel Structure

The general structure of the ‘central date Droces51ng facility
(CDPF) is shown in Fig. D.2.3.1-1, Each of these areas will be discussed

'in the following sections to the extent necessary to define the major -

functions and to quantitatively define the parameters that, affect gize

- or throughput rate. A general subdivision into functional area is:

o sterage or archival of the image data

0 ' process of the image data : _

o mandgement of the data (1nrormetion management system,'-
IMS) including cataloglng, retrieval, interface with -
users.

¢ product generatlon & distrlbution

' Each of these f‘unctlonal areas has an impact on system cost and each

- hes its particular problem areas - -associated with the handling of the

data volume planned for EOS and the. requlred throughput rates that
follow from these volumes. ~

- D.2.3. l 1 Levels of Processing

A The data received from the EGS spacecraft must be processed
to correct for both internal and intrinsic system errors and natural
errors (e.g. earth curvature and earth rate) before the final prodw ts -
are generated Three levels of processing have. been 1dentii‘ierl which
ere. .

TYPE I fRadlometrlc Calibration and one-dimens10nal scan llne
;correction . ‘ ‘ :

TYPE IT 1Geometr1c correction, using the best estimates of s/c
attitude and orbit, including two=dimengional resampling
ef the data to place 1t in the format of the selected grld.

TYPE TII Prec1s1on Geometric correctlon is, identlcal to. Type IT,
' .expect that ground control’ p01nts are locdated in the :
“images so that 'a more precise resampling grld can be
detemned .

The- general flow of data through the varlous processing steps
is shown in Fig. D.2.3.1.-2. As shown, the composite data in a scene
is separated by bands, and by detectors within each band to perform
radiometric correction. Immedlately following this one dimensional
line ccan correction is performed using data available on the scanner
nonlinearities. Upon completion of the Type I processing, the data
would be archived and some products mey be generated from this data,

=55 A



A resampling grid is computed to mAp the desired map pro-
jection intc the coordinate system of the scanner. This mapping makes
use of orbit and attitude data ag well as standard transformations
which account for earth curvature, and earth rate. If this computed
grid is accurate enough (accuracy is determined by system charac-
teristics and/or users requirements) the image data is resampled
according to this computed grid and the Type II processing is com-
pleted. If the grid is NOT accurate enough, it is corrected by
locating ground control points (GCP's) in the scene (probably in
only one band). The image data is then resampled according to this
" jmproved grid. For either Type II or Type III processing, & choice
must be made of the interpolation algorithm for resampling. A by-
product of the Type III processing is improved attitude and orbit
estimates which update the auxilliary date that accompanies (in a
header) the video scan lines. B

A finsl step'is the remerging and possibly reformatting of
the multispectral data, . '
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D.2.3. 2‘

TYPE-I Processing 3

D.2.3. 2. l Radlometrlc Corrections

By rad1ometr1c corrections we refer to the amplltude correctlons

that'are made to the individual picture samples These correctlons can be N

requlred for one or more of the follOW1ng reasons :

"l

5,

‘A detector channel (in the group of 16-in one band) may have
a dlfferent gain than the others.

A correction for atmospherie effects (may vary with spectral

‘band) may be desirable for a partlcular scene. BaS1cally, the

reflectance (hlgh resolution) bands . measure the sunllght re- _

'flected from the surface of the garth. This measurement may

be inaccurate due to attenuation or backscatter slong the

":v1ew1ng path A measurement of conditions in the local area ﬂ

- will be necessary to predlct th1s effect.

A correctlon may be de51rab1e for sllght dlfferences in sun

angle for varlous scenes:

. A radlometrlc correctlon is usuelly made to plcture samples

before a fllm output is produced (the so-called "gamma. correctlon
to match the characteristlcs of the £ilm to be used)

. Radlometrlc corrections may be requlred to undo any nonllnear ’

A/D conversion which was done at the sensor -For example, logarlth- :

mic or square-root compression of the sensor outputs may be- per-'

_ formed at the sensor to optimlze 51gnal—to-n01se ratlo. ThlS is

' rfalrly common with PMI's (photomultlpller tubes) If thls pon=

llnearlty is 1ntroduced at the source, an 1nVerSP mapplng must

_be. done at the ground to remove it%.

Regardless of the source. of radlometrlc errors, the correctlon ;

procedure ‘amounts to & simple table look-up. When dealing with 6-b1t samples

(64 levels,: O to 63}, for example, only a 6h-word table is needed to map

~ input to owtput. Such a table is reQulred for each detector in each of the
spectral bands . ‘ ‘ ‘

-For (1) &nd (5) above, these corrections would be. made routlnnly

The table for. (l) would be updated occasionally (once per scene, possrbly).
Correction (h) would also .be made for all film outputs. Correctlon (2)

_'1s, of coursa, dependent on the avallablillty of correctlon data,. and -
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it appears that (2) and (3) would not be made routinely.

In mosti casee, the radiometric corrections must be made before
any geometric cerrections. This is because such geometric corrections
as interpolation (one or two dimensioral) must be made wlth radlometrically- -

correct values.
Corrections for radiometric errors utilize a simple table look~up

o procedure._One D-blt word is used to produce another 6-bit word to correct

for improper gains, or any of the other radiometric errors noted ebove The
real question seems to be the number of tables that must be stored
It will be assumed that radiometric corrections for calibration
errors are performed to all samples as these are put onto the high—den81ty
storage medium, However, at 8 later pcint, 1t may be necessary to correct :
_ again. RFP Reference 1.3. 6 (page L43): considers the following numbers:
Six high resolution channels -- 8820 x 6300. plxels
~ One thermal channelr == 1900 x 1350 pixels
_‘-_Total of L == 3.36x 108 pixels/scene
 Number of machine operations (equivalent of fixeo point add) to
perforn.: radiometric corrections-h 69 x10 1nstructions/scene ‘
. Dividing the number of operations by the number of pixels givesfr"ﬁ'
l h instruc1ons/pixels for table look-up. -

' D.2. 3 2.2 One Dimensional Line-Scan Correction
(1) General Descriptiou ‘
G One of the simpler forms of geometrlc correction is - line-.~*-”“-
' stretching It is perhaps- useful to describe the one-dimensional
error process, rather carefully since sotte’ of the termlnolOgy will be
useful later..' o o

Consider the simplified scanning 51tuatlon shown in Figure

D.2.3.1-3. A scanner located at I beglas scanning elements on. &, surface ‘
 below the: sensor. The scanner begins at angle 19 at time t=0 and sweeps
~at a constant angular rate across the scene._In synchronismﬁwith this

| ~ process is a sampling clockAthat:produ:esnpulSBs.spaced.eyeryJA‘seconds}

For this process to be perfect, several conditions‘must'be met: |

-

2.21



Selooe |t 41111

—— P R
o —

#_..-- ‘ e immm bm e m R e e e g et e e cem - - - -
e T U T Y | |
i e Y IpeAL ; N Sampres

. F
i
|

!

=

& b : - i | : _"‘: i - . ) - e v e mm Rt B e wm e = -
PreruRe cenrams N+ €

.." de;s Loﬂ . - e e e e : )
St - —\ ' ' P elements (Seme elements

4 . Sampezp TWICE

fﬂ 48 s F!‘H;h : ' - Peruee Cewrams N~ 6
i .. Al g o o T F | elemenis (Seme axs S&ippes ]

T e e " T i ' L~ N seueres are corscTED
A bec o ee M beﬁcﬂg -5 15 vedched
' . ' MusT ScAn be«/auo

. ! -
oo ¢ e £ 9 & . ",ﬂ_a'?f-’\\

-8 4o ColleeT
N SQMPLES.

e s E A mei—————

Fig. D.2.3.1-3 The Effect of Scan Frrors e



j 1. Each element on'the ground must be equidistant‘from the scamner,
for example, the scanner could be located very far from a flat
: surface (which will be assumed, for now). '

2, The scanner must be fixed with respect to the array of elements
to be. scanned- (roll or yaw motion of a S/C, for example, would
viola te this). . - : _

3. The array of elements must be fixed with respect to the scanner
(eartn rotation, for example, violates this)

). The scanning itself @0 /at) must be constant

5. The sampling clock (vhich in effect supplies dt in (h) must L

~ be perfect. _ : '

Most of the conditions above are violated in practice. Some,
‘however, are negligible and others (such as earth rotation) are known and
-can be corrected for ' L _ .

7 One source of grror 1n a system of this. type 1s the 1mperfection
in scan rate. relative to the sampling clock GiVen that the clock is perfect,
and that start of scan (+9) can. be made to coincide with t=0,. then an error
in scan rate will cause too few (scanning is too fast and -9 is reached _

- early) or too many (scanning slow) samples to be collected during the scan

interval. This sltuation of collecting a variable number of samples assumes
that the process 1s controlled by the scanner, for example, by creating

o stop-scan mark when' -9 is reached. An alternative would be to have |

seanning controlled by the clock by counting & fixed number of samples, in

_which case errors would cause the scan lines to be short (scanning too slcw)

V'or 1ong (scanning fast) relative to the true image. '

These tuo situations are showu at the bottom of Figure D, 2 3..1-3
With respect to the true situation on the - ground (the top figure) we see
that four types of error s1tuatlons ¢an -ocecur depending on the method of -
-llmiting the scan width (sensing -0, or counting samples) and the type of |
error (dO/dt high or low) Each situation produces a °llghtly different |
distortion of the true picture. Tb correct the pictureJ the baslc procedure
- is to obtain equal angle samples from the equal time sauples. This
procedure generally, requires interpolation and resampling
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,(2) Assumed Scanning Characterlstics _ _
4s an example of true one~dimensional scan correctlon procedure,
we conelder & particular baseline design for the Thematic Mapper, the
Hughes' design.
The latest information on the Hughes Thematic Ihpper (TM) indicates
that & scan linearity of only approximately 1 percent will be achieved. How-
~ ever, a calibrated wheel can be provided with the scan mirror to pr0V1de an
equal-angle clook vhich can be used to correct for this scan nonlinearity.
This correction could be performed in the 8/C or at the ground station. A
general concept for line stretching is given to correct these errors. _ |
We assume Py 680km orbit with a ground-track valocity (v ) of 6. 811km/s.~"
. The scanner oscirlates about the ground track and. to achieve the swath Wldth
' the scanner mus* oscillate +7.8° (approximately) about the roll axis as the
S/C moves 1n its orb1t An idealized scan pattern is shown in Flgure D.2.3.1. -ha.,_
the scanner traces out a llnear pattern of angle versus time and retraces in h
.-zero time to begin the next scan. '
- In, practice, the earth is scanned with a set of K contlguous
(in NS direction) detectors and each detector has an instantaneous field "
‘of view of 30 metero If N 15, then the swatch has &' North-South dimension E
of approximately h50 meters. To avoid mlssing any of the ground, elements,
'such a scanner must treverse “the 185 km swath in the time requlred for the'"
‘15 detectors to advence in the along-track direction by h50 meters, or a
tlme h50/6 811 66 069 ms. With sueh a scheme, the retrare must be _
- accomplished in & tlme 30/6 811 L, hok ms so that dectector #1 on scan -
_two comuences. 30 meters to the. south of detector #15 on the, flrst scan, Thls
is shown in Flgure D.2.3. l-hb. Note thet this example ylelds a scan eff1c1ency‘;
of 66/70 L = 93,7 percent An efficieucy this high cannot be obtalned with -
a ecanner of thls type because the seanner cannot be retraced fast enough. ' _
In Figure D.2. 3. 1l-be, we show another 1dea11zed scanning pettern : 'ftﬁre
where the set of'15'detectors are scanned flrst from west—to-east and then | ;
- from east- toswest Thls type of soan is unsatlsfactory since much of the:
gound is eampled twice and the data rate from the 1nstrument is approxlmately
'doubled. This overlap is eliminated. in the Hughes design by an 1mage motlon
compensator“ (IMC) which bends the west-to-east scan linea upward and the
return scans downward to produce an’ accurate, nonoverlapping scan- pattern.
'For the purposes nere, we W1ll assume that the e performe 1te functlon
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perfectly. The resultant scan pattern is shown in Figure D.2.3.1-bd.

Because of the large physical size of the oécillating mirror,
the scanner cannot be stopped and started in zero time. Therefore, the
retrace or turn-sround times cannot be &s short as Figure D.2.3.1-4
would imply. For adjacent scans to be exactly contiguous, the constraint
is that a complete cycle (west to east followed by east to west) be com-
pleted in the time required for the S/C to advance (2N + 1) resolution
elements. For N = 15, this distance smounts to 930 meters which is
traversed in 136.543 ms. To achieve this, the scanper must over-scan

" the swatch slightly fo allow for the turn around time. This is shown in

Figure D.2.3.1-5. A requirement is that the scan cycle repeat every 136.543
milliseconds. This interval contains two reversal periods (t )} and two
active periods (t ). For the scan to be 80 percent efficient % (t +t) =
0.8 therefore, By = 54,617 ms and t, = 13. 65h ws. Using these. numbers,
1.k 185,000 = 8633 gsamples must be taken in 54.617 ms for a sampling -
rate o3 158,964 samp/sec. Assuming 6 bits/samples, this gives a data
rate of 103 Mbps. . |

One west-to-ecast scan cycle is shown at ﬁhe right of Figure

D.2;3.1-5. Roughly, we can model the nonlinear scamming as

i . ot R
o(t)'=-7-8°+ T -€ 7.8 s1n(m);0<t<15.617 ms

54,617 ms

~where € is the departure from lineéarity expressed as a function of full scale. Since
| 15.6 degrees correspohds to 8633 pixels, a departure of 0.2 @efcént from linearity
eorresponds to errors of + 8.6 pixels. A 1 percent departure from linearity results

In errors of + 40 pixels.
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(3) Correction for Scan Nonlinearities
For 30 meter ground resolution, at an orbit altitude of 680 km,
the resalution of the system iz 44,117 B radians. If the detectors are
sampled 1.4 times per IGFOV, a sample is taken every.31.512 f redians.
Total mirror travel is 15.587 degrees.
In Figore D.2.3.1-6 we show (conceptuslly) a calibrated wheel
tha£ is rigidly attached to the cscillating mirror. The wheel hes precise

equal-é.ngle mrks and also distinguishable start-of-szcan anc‘; end=-of-gcan .
nnrkings. We assume that thesermarkings on the wheel can be converted to
a sequence of pulses as the scammer traverses the % 7.8° interval., If -
the scanner moves in & nonlinear manner, this will be converted to non-

uniform spacings of the pulses. In other words, nonuniformity in the arigle-»versus-
time function will be converted to a_nonuniform time spacing between the equal-angle
pulses. Since the scanner nonlinearity is a fairly re.g'ular, somewhat predictable,
functfon the nonlinearity will appear as a gradual position (or phgse) modulation of the

pulse train.
To correct for the scamner honlineurity, the following considerations apply:

1. Scan errors manifest themselves as pulse position modulation on the Equal
.Anglej {EA) pulses. ‘ '

2. The sampling and A/D conversion of the video dafa i.s pefformed by an Equal
Time (ET) sampling clock - presumably this clqék is derived from a ver&r
precise freqﬁency source and it is also related to the clock that modulates
the transmitter (i.e., the bit clock). '

3. The t!mé varying phase information in (1) must be used to advance or retard
& clock (to be in synchron\ism with the equal angle clock) so that the video
mmplx.s can be interpolated and resampled to produce equal-angle (rather

»  than equal time} samples.

2.28



| There are severax pcs sxble approaches tor accomplishing thlS

1. | Use the scen-calibration information to correct the sampling clock gg_f_g_e
the samples are taken. This may he vexry. d1fﬁcult (probably imposs1ble)
because the clock must be corrected with almost zero, time delay. Also,

. it may be undeqrable to change the frequency to this clock (smce the b1t '

clock may be tled to it)

2. Use the scanner data to derive a resamplincr elock and resample the data
immed.iately (1 e., in the §/C). Such corrections must be performed at the
_sampling rate (apprommately 150 kHz). L

| 3.‘4 Send the scan caltbration deta to the ground where a resampling clock is
o ,derived to resample the data. These corrections would not have tc be done

watmelugh sampling rate.

‘ In ‘hhe following, we will assume t.het the correction mnet be
. performed after ‘the. fact, i 8.5 after the samples e.re talcen (option 1 :I.e ..
| eliminated). Pigure D.2.3.1-7 isa conceptusl dlagram of the sampling/ "
. correction/resamplmg system. We assume 6 visible +1 IR bands with 15
~ detectors in each of the high resolution bands. We show A/D converters
‘:in eech channel, w:l.th this approach the corresponding aamples in the
different bands could be taken simultaneously. A ‘control loop is ehown vhich

" servos the mirror oscﬂlatmn to cause the scan perlod (on the average) to be preclsely Co L
136. 543 ms/2 (scan rate’= 14.6474 scans/seccnd) This loop ..-.enses the start of—scan _
pulses from the photo detector and conv erts. these to standard Wldﬂl pulses These |

pulses are compared to the output of a counter that d1v1des a standard 1.129028 "VIHz T"-

| cloclc* The standard width pulse IS selected to the wide enongh to crive a linear in-
‘ ,dicator of error ow. er the range of scan perlod ]lttel“ e:-.pected For example, if the

o individual scans are accurate to + 1 pixel** {+ 8 857 ,u sec) then the standard mdth

Selected to. gw& one clock count = 0,1 resclutmn element

R Tlns may. be’ ept1mlst1c - it may be possible tc control- mnwr scanmnfr 50 that the
long term average is qmte accurate, errors on any given scan may, however
‘ exceed 1 pixel - , :
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pﬂse should have a width 17 ‘7';1 seconds. To quantize the loop error mgnal with an
_ error < 0.1 p1xel it will be necessary to A/D convert the error to atleast 5 bits. o
| .. This dlgitlzed error sxgnal will be included in the header data that precedes each scanl f o
line. - - - " .

' We should emphasize at this point that two phase locked loops are actually needed
to correct the scanner. ‘The first, discussed above, servos the mirror on a long-term B
- basis to maintair t_he scan rate constant. This loop would have a relatively narrow |

bandwidth, possibly a fraction of a Hz, and will average over ma_n‘y scans. - T

A 'second PLL is to be used to track variations in the equal—angle reference ‘
. pulses within one scan. ‘This represents a fairly d1ff1cu1t problem for several reasons |

-F1rst the loop must have a relanvely wide bandmdth 50 as to track the nonlmearitles . l
with little or no delay Secondly, thxs second loop must, in some way, coast throuvh | :
_the turn-around penods or, alternatively, it must reacqmre the sca.n cahbratlon pulses

on ‘each scan. Thh dly, the loop must provide an accurate enough subd1v1chon of the
scan cycle to linearize the scan to within 0.2 pb.el

'
To see how thls second PLL might work, consider'th'e' simplified diagran-as c

ghown in Figure D.2.3.1- 8 At the top of the diagram, we show & 'sequence of
pulses from the celibration source. After’ the starl:. of scar pulse, the scanner
starts cut slowly with the equal-angle pules too far apart. At mid scan, the

 mirror is mving too fest and the equsl-angle puJ.Ses are too close. toget-her.

Near the end of the scan, the soanning egain slows down as’ end-of-scan is

approached '

A voltage~controlled oscillator (VCOY with a. nominal frequency of 1.129028 MHz
is used in the loop. . Tms loop produces pulses which drwe a d1v1de- by 10 counter.-

‘ Counter reset (change in- the most significant bit) supphes a+: to - transition to. the
phase detector. A second input to-the phase detector are the. equal angle pulses from o
the photo detector These pulses have beon normalized to standard Wldth With no

time error between the input pulses and the output of the dlwde by—lo counter, the

counter output bisects the input pulse and, when integrated yields Zero error signal

2.31 . ¢
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f Leading or lagging time errors produce positive or negative error '
voltages which spesd up or slow down the VCO to zero the error. A second
'order loop filter is used so thet the V€O follows the "Shase modulation"
‘on the 1nput pulse train with an acceptably small time lag. In effect,
the 1oop bandwidth mst be wide enough to lag by no more "then 0.2 pixel for
the maximum acceleration on the input nonlinearity {meximum acceleration
occurs at 1/4 and 3/h gcan for the nonlinearity shown in Figure D. 2,3.1-5.
Note that the digital integrator in the loop filter must be clesred at ‘the
end of scan &nd reset (with the best estimate of scan rate) at the start
of the next scéan. For now, we will not be concerned with reacqui31tion
‘of the loop from scan-to-gcan. -
The main output of the "fast" PmL is an equal-angle. clock which tracks
the equal-angle calibration marks on the scan wheel, This loop can,. of,
course, be implemented on the ground using the loop error and error rate
'signals, which are sent with the’ video data Alternatively, the correction
:can be made in the s/c as showninF:i.gureD23l-7 L
_ Beturning o Figure D.2.3. 1-Ty. we ‘show. how the resampling would be

' performed in the s/c. The first step in the. correction consists of & table
 look-up operation where. the 7-bit (or 6 bit) sample from detector 1 of
ABand 1l is correcteu radiometrically by using the T-bit word as the. address
to a table that yields a 7-bit output word. The corrected sample is
supplied as input to an interpolator. As shown, the 1nterpolator operates
at twice the sampling rate (2R ) so that on alternate clock pulses , true -
samples or zeros are entered into the dclay line. The delay line is, shifted
to produce, alternately, true or interpolated samples at its output The
_interpolated sampie is mid way between true samples. The equal-angle re-
Vsampling clock is used to select the sample which happens to appear at the .
‘output of the 1n+erpolator at each clock time. Since the equal-angle clock
is not in synchronism with the equal time clock, these samples will "drift
from ture to interpolated and back. ' '

For ‘the corrected picture samples to ba outputted at a constant rate,
‘the equal-engle samples must be buffered. It appears that 50,7-b1t words '
of - storage* will be required for each detector of each channel (this is
strictly a function ‘of ‘the amount of nonlinearity in the scan) Further-
more, the buffer must be loaded with the equal-angle samples prior to &

* Words of buiier storage = peak error mn pL\els, + 29 perccnt margm.
| - 2-33



commencing read-cut (assuming that the scanning is slow at the start).
For sn error of 1 percent, the secan nonlinearity amounts to & Lo pixels.
Assume that the scen starts out too slow as shown in Figure D.2.3.1-5.

The read out at the sampling rate is too fast so that. the buffer must be
filled before read-out commences. With the buffer full, the EI sampling
clock removes samples faster than they are entered by the FA clock so that
the buffer tends to empby. At mid scan, however, the BA clock has caught
up with and then excgeds the rate of the ET clock and the buffer tends to
£111 agalin. However, the EA clock slows down near end of scan, and the ET
clock can empty the buffer. A delay in the video of 50 samples (316 p sec)
' is incurred if the correction is performed in the 8/C. Also, 4750 words

of 7 bit storage sre required for the buffers. Also, 95 128 word memories
(mostly read, write infrequently) are required for the radiometric table
1ook~u§.

Canceptuﬂlls, it seems possible to perform Type I processing, which
includes radiometrlc correction and one-dimensional scan correction, with
special purpose Gigital hardware. If performed in the S/C the logic must
operate at a8 maximum of 2 times the sampling rate (about 300 kHz) for an
 interpolator that produces one interpolated value mid way between true
values. The interpolation intervﬁl can, of coﬁrse, be subdivided into
smaller intervals with a proportional increase in logic rate in the
interpolator. Interpolation will have some effect on system MIF; this
effect remains to be determined.

The scén tracking PLL must be simulated to determlne its ability
to yield a (corrscted) scan linearity of % 0.2 pixel. Also the acquisition
behavior must be determined. ' | o

Tf these corrections are performed on the ground, a PLL error signals
must be sent witk the video so that & second loop can be implemented 6n the
ground to do the actual EA resampling. Quantization of the error signal must

be resolved and also, the acquisition process may become more difficult.
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D.2.3.3 TYPE iI Processi_g o . e
D2331TheProblem _ . S R .
. The basm prablem in the Type II processing is. to resample the sensor
_data according to a grid that one wishes to use for the output image. This
‘ process is shown in Figure D. 2 3 ,1-9 & 10, Ihe original data. ex:n.sts 8s rows

4 GRb AS SEEN '
DATA A3 mKEM . ‘%{ Senger | .  Dara Rr'smmmr-:p

ey goeSeR | /| o HedoRDNGToGRD

..,]___.:: r L ] R s B

- Lcugﬂun.‘.‘:"
TR ' . hine s
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T ' tzbkm.'&l
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| Imw.wax. ?’f*"—'b-: o S T
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.‘ : | w'm’” & _ T L M RESsupLEd Imacz

 ORGawAL | |1° -
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Grp ABCD RS
- e o
— -t B A W A
Fig. D.2.3.1-10 Detail of Grid Squsre ABCD



of pixels (intensity values) that were taken by the scanner. The

pixels are sensed by the scanner at the point that the sensor views the earth at any

- particular instant of time. The scanning traces out some path with respect to the

_ grid that will eveniually be used to make the image (one can envision this grid as a
geries of lines that are painted on the earth). These grid lines are distorted as seen

- by the scanner because of S/C attitude and orbit errors, earth curvature and earth
rate, and thé fact ihat the §/C ground track does not follow a'north-south line. Given
that this grid is computed, say in the form of a 10 by 10 array of points, then the

latitude and longitude of certain pixels in the original data will be identified. As an il-
lustration, assume that the corners ABCD identify one of the N2 sub-squares within the

- grid. IF N =10, the grid would subdivide the image into 863 by 616 pixel squares ,
(approximately). Assuming that corner "A" is locaied at 8 N degreés of latitude and

¢A degrees of IOngf.tude, the corners might be identified as:

. Pixel, .
Latitude, Longitude Row Number, Pixel Within Row
A A | 1232 , 1726
B : GA ~d ¢B - 1242 , 2589
| C QC -a‘, qu + 8 1868 , 1700
D Oc+?, ¢B + € 1838 , 2570

!f we assume that comer A is located at pixel 1726 within r'ow 1232, then the remain-
ing 3 corners dre displaced in the rectangular data array from their ideal* locations

If the grid were square. For example, comer C is located 10 pixels {or rows) to

* The use of the term "ideal' here is bound to be confusing. FPerhaps an ideal scan-
per can be envisioned that is skewed or adjusted as necessary to view precise lines
of latitude (or whutever grid is desired in the final map) during each west-to-east
sweep, and advances or retards subsequent lines to compensate for earth rate and
the fact that the S/C ground track does not follow the vertical grid {lines of longitude).
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B the south, snd 26 ‘pixels to the vest of its 'Edeal" location._

Tc resemple the image, therefore, three basie steps must be.

performed. , ,
| (1) The resampling grid must be calculated which subdivides or

_.sections the original image dats o
(2) the coordinates of the desired output points must be computed
" relative to the input data | : S -
(3) the output points are obtained by selecting, or interpolating
" between, the true input put points. _' w
"Each of these steps will be discussed below.
' D.2.3.3.2 Computation of Resampling Grid |

The calculstion -of the resampling grid consists of a series of.
coordinate transformations and notations. thet map the 1atitude and longi- .
tude of points. on the earth's surface to points in the coordinste system

of the data taken by the scanner, The 1atter coordinate system for the The~‘

matic thper would consist of the line and element numbers of a perticulsr
element in-the rectsngulsr array of data. The steps in the process are

' shown conceptually in Fig. D.2.3.3.11. Note that.the overall objective

of this procedure ls to msp ‘points on the earth into the rectangulsr erray
-:of imsge dsta If the original points correspond to the. intersections of

grid 1ines in the desired map. projection, then the mapping of multiple .

 points will locate the desired grid in the output imege. This grid is = |
_then used to ressmple and. interpolste the original dsts to produce the.
final output product i ) ' S
_ Given the steps shown in Fig. D 2. 3 3 -11 we can estimste the time
required to map one grid pOint into the following equivalences., '

-Flosting,Point Multiply X integer:addltine .
=Floating Point Divide =11.0x integer add time

]
A% |

22 x  integer add ‘time

_+Trigonometric Function . o
3 x integer add time . -

. Floating Point Add.
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. Using thesﬂ multiplicative factors, and Fig. D.2.3. 1.11 we obtain
the number of machine operations required to compute ‘one grid point as

" ghown below:

Operations Required to Determine o
Grid Points
. mamER | ~ OPERATIONS I ToTAL
. TRANS MDﬂEIDE.. ADD....] __.TRIG___mrJ:IrDE ~ALD.. ~TRIG. . OPERATIONS _ ..

1 7] s gy | o 165 -
- T 1 | 6.,| 10 ;35 ) 18 220 i - 273
3 036 1k 120 396 L TR 26k ! 743
b b1 | 2 6 5 160 2 | 18‘7_‘110-‘.\§‘_'_2-10.
6 . 8 - o 15k 12 | koS 0 162 26k |i . 831
#(ESTD&ATED) ' fr - o (700!

TOTAL: . . N ' 2925 operations
! ‘ o l N | | | i |
3

This estimate of approximately 3 x 107 total operations (for all.

R ~points) should probably be: multiplied by at. least 10 to obtain a fin&l '

-D.

estimate. Such ‘an 1ncrease is probably Justified by the fact that extended-
precision calculations would be performed, and. also’ that 1terations may
be required for some ‘of the calculations. A better, somewhat conservative o
estimate, therefore might be 3 x 10“ machine operation per- grid pOint
2, 3 3.3. Coordinete Cogputstion _ ‘ _
- Once the coordinates of the resampling grid are completed, the next

‘step is to compute the coordinates of the desired data samples as one |
‘moves through the +rue samples . This is shown in more’ detail in Figure
D.2.3.1-12. To resample the line AB, the first step is to compute the
coordinates of the desired points (circles in Figure_D 2.3, 1-12) relative |

~ to the coordinates,of,the original pointsi(squares in Figure.D.Q.B,l&lE).

2-h1
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Denote the original samples as P (I J) where I denotee the row number and
‘ J the pixel number vithin the row. Since point B coincides exactly with
. row. 121&2, pixel 2589, There is no correction required in the .east direction.
| ' Tne coordinates K, L of the desired samples can therefore be obtained re-
R cursivel;r ag¥

’ Lj H = L.'i + 1 (pixel number progresees aoros_srow)_

Cf, = 1726
By

e 10 o -
K. = K R o (row number p1cks up an extra 10 after pro- :

jﬂ - j 863 gressmn throurrh 863 p].xels}

K=
If this sxmple recur.me algorlthm is used to resample only the fn'st lme in the output
lmage, we. could enmswn the mput array P(1, J)as being accessed by the Cool dmates '. S
‘L, K. Aswe move across the Iine, both L. 'md K are. mcremented the plxel number :

L.i by exactly 1 and the row number K by.a smail fraction. After 83 or 84 steps the

"address" oves downward by one row- after 863 pixels, 1t has moved downward by

metly 10 rows .

To perform this- coordmate computatmn in a linear mzmner over the tota.l image, o

B hoth AL and AK w111 be funcﬁons of posmon in the image.» Returnmg to Flﬂ'ure D 2.,3&1-—10 we
gee that the line spacmrr is compressed at the rxrrht sxde of the Jmage as compered to

 the left. Thxs can be acrounted for with simple second d1[fercnces that cha.nge the |
-"lncrements as one. moves down the rows For t:\carnple, TOW, number for hne AB

changes accordz_ng to KJ-—_ = Kj + 10/863. - However, m progressmg across line CD

 the row number must chanbe as Kj - Kj - 30/863 at pomt D, one is readmg a pxxel

7 from a positlon in the ongmal data 30 rows above pomt C.

* MS slmple Jinear recursive procedure applies only to The Linear scarmers.

For ‘a conica.l sean pattern, the coOﬁdinate computatlon becomes more complex. :
S o Ce2=h3 , L '



We will assume for now that some simple recursive equations can be developed
to compute the coordinates of a desired resampled point R(K, L). These equations
_would require only fized point additions (with possibly some shifts) to compute L and
K to accuracies of possibly 1/64 of a resolution element. A total of 14 bits {pixels
."1 8630) + 10 bits (accuracy to 2 pmel) may be adequate to represent each of these
coordinates. This must be verified, however, since an mtegrgted error will be in-

curred in the recursive algorithms.

p.2.3.3.4 Interpolation Algorithms
In this section, we will describe the basis algorithms used to inter-
polate the original or true data complex to obtain the desired output samples
I(x,y) = light intensity at position (z,y). Three types of interpolation
| algorithms are considered:

1. Nearest neighbor interpolation (uses the data sample closest to (x,y)
2. Bilinear interpolation (uses the 4 data semples closest to (x,y)
3, Cubic convolution (uses the 16 data samples closest to (x,¥)

The interpolation slgorithms will be compared in terms of the computer
~ operations required for the interpolation computations in fixed point _
. srithmetic (data transfer infout of memory is excluded from this time) and

2) compute the Machine Instructions per Pixel (MIPPS) required for the
interpolation computations. .

" The geometry used for the nearest neighbof and the bilinear inter-
polation is shown in Figure D.2.3.1-13 and that for the cubic convolution
in Figure D.2.3.1-14. Shaded squares indicate the positions (pixels) where
the data samples were taken and dark circle indicaﬁes the position (x,y)
where an output sample is required. The x-axis refers to the N-S direction
{track direcﬁion) and the y-sxis the W-E direction (scan direction) on the
earth's surface. Since the data samples are obtained at regular intervals
during the scan, the positions of the data samples:can be expressed in
terms of integers (i,J) such that | |

Position of a sample = 1(AXx, jAy)
However, lhe position {x, y) will be, in general, such that
IAx £ x < @ +1)Ax

Ay sy < (§ +1)Ay '
2.4
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Fig. D.2.3.1-15 Nearest Neighbor Interpolation (1) Computations
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(1) Nearest Neighbor Interpolation .
This interpolation involves finding the data sample closes to (x,y)

and transferring the light intensity of that sample to (x,y). That is

I (x,y) = intengity of. light at the nearest neighbor found (1)

Figures D.2.3.1-15 and D.2.3.1-16 give two versions of the nearest
neighbor interpolation algorithms and Table D.2.3.3.4-1 summarizes the
computer operations required for this interpolation.

(2) Bilinear Interpolation ’

This interpolation algorifhm involves the finding of Y dats samples
closest to (x,y) and obtaining I (x,y) as & weighted sum of the intensities
of light of these 4 samples. I(x,y) is given by

Ik, )= @~ [0 - @, §) +a1@+1, 1]+ B0 - 16, j+1) +a1d+1, j+1]

- : . , 2

where
i = int&x)
§ = Intly)

@ = x-=1
B=y-]

Figure D.2.3.1-17 shows the bilinear interpolation algorithm and Table
D.2.3.3.h-2 summsrizes the computer operations required for this algorithm.
{3) Cubic Convolution

Cubic intarpolation uses 16 original data samples to obtain each out-

put sample. .
The algorithm is basically an approximation to ideal {sinx/ x )

interpolation and one implementation of time algorithm is shown in Figure
D.2.3.1-14, In time implementation, we first interpolate an x-direction
to obtain I numbers giving the intensities of light at positions; (%53-1),
(%,3), (x,J+1), (x, j+#2). Then we interpolate in the y-direction to obtain

the light intensity st (x,y). The interpolation function is given by
: 2.50
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Table D,2.3.3:¥=2 - Computer Operations for Bilinear Interpolation

2-52

Interpolation Step - | : : Conj;pare
“Type No. - Adds &1b'§ : Multis Divs & Branch
1 0 | 2 0 0 ' 0
| 2 0 1 2 0 0 0 ..
Bilivear —1——
- 2 3 0 6. 0 0
1~5 3 4: 6 | 0 Of‘
| . Table D.E-.3-3-h-3 Cpmi)uter Operations for Cuﬁic Interpolétion
interpolation' . Steb . Compare -
Type No. Adds Subs ~ Multis | Divs & Branch
1 o | 2 0 0 0
2 ’0 | 2 ‘ 2 0 0
Cuble 3 2 | 4 | 2 0 0
| 4 0 0 0 0 3
5 | 3 1 . 0 0
1-5 | 15 9 32 o | 3
-
-
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f(Ax) = 1l—2IAx|2+|Ax|3f0r.0<|Ax{<1
- | 2 3 ' '
= 4-8|lax| +5]Ax] -{Ax|" for 1 $|Ax] <2 , {4)

=0 for lAxl 22
Using equation (4) and the appropriate light intensitles we obtain
using distances in Figure D.2.3. l-ll&

Ik, D= [1 +a( -] (@ - o4 P) ral +1, !)]
- [ea -} [0 - 10 - 1), £) +a1g +2), )] e
for Iight, mteusmes at positions &, f); /=j~-1, {, i+1, j+2
A gimilar formula as given in equation 5 can be used with ﬁ to obtain I{x, y)
whi;:h is given by . )
1 )= [1+8a -/ [a- ik 9+ Bl 3+ 1)

a.n
Bl

g’

{:

-Ton _mlIn - Byie, § -

|-i

e, §+ 2
Figure D.2.3.1-18 shows cubic interpolation computations and Table
D.2.3.3.4-3 sunmarizes the computer operations reguired for this interpretation.
(4) Execution Time and MIPPS Estimates for PDP-11 |

Computer.operations listed in Tables D.2.3.3.4-1, 2, -3, (without data
transfers in/out of memory) can be used to compute the execution Te' Thisg

execution time can then be expressed in terms of Machine Imstruction per
Pixel, MIFPs. We shall define a MI being made up of (LOAD, ADD, STORE)
computer instructions.

Table D.2.3.3.h-b lists the timings for FDP-11 computer using fixed
point arithmetic. From there we have

MI time = Machine Instruction time = T, = 7.6 vs (7)

These tables along with the timings given in Table D.2.3.3.4-b
are used to compute the execution times for interpolation computations.
This data along with eguation (7) can be used to compute MIPPs. The results,
exectuion times and MIPPs, are listed in Table D.2.3.3.4-5.
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TABIE D.2.3.3.4-4° PDP-11 Timings for Fixed Point Arithmetic

us “ Instruction Timings =

)

Processor Timings
" b=atbh | 7.6 “i,ch/Subtract | 2.3
c = ab (E.%E’?'dption} - - 27.1 I\Iﬁltiply-_(EAE op;i‘q'n)l - _4.-3'_ |
| c= a/'bn_. (EA‘E‘ o;ﬁtion)- 27.6 .' " DAivid‘e (EAE opti@n)".‘ 48 -
Compare (E'{'egisffé.r .rlnolde), _ 2.:3 _
‘l Branch

: 2.6

*Extended Automatw Element (EAE\ Ontlon

' Althouﬂh conceptually the EAE option 1ncreases the processor 's cap'1b111ty,

" §t is an 1/0 device and operates mdependently of the processor. The pro-
cessor controls EAE by supplying it with operands via the 1/0 device’ addresses

'~ dedicated to EAE. Addresses are reserved for the fo!lowmg EAE registers:

‘AC {accumulator), MQ (mulhply quotient), multIplv, SC(step count}, SR
(status register), normalize, 1og1cal Shlft, and ar1thmehc s‘uft. s

2-55




TABIE D.2, 3.3.445 Execution Time and MIPPs for Varlous Interpolations
) Using PDP-11 (Fixed Point Arithmetic)

| T
Interpolation Execution Time, Tp MIPP =,-—E-
Type ( 8) | b
Nearest
Neighbor (I or II) 34.8 F 4,58
Bilivear 215.8 1 28.4
Cubie 1064.3 140.0
..
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The following conclusions can now be dfawn;

Table D.2f3.3.h-5 gives an idea of the execution‘time, Te’ and machine

4 instructions per pixel, MIFPs, required for differemt interpolations.

MIFPs of the order of 5, 28, 140 are required for the nearest neighbor,

_bilinear and cubic interpolstions respect1Ve1y It mnst be noted here
- that MIPPB are not only machine dependent but also T, dependent (the

way T, is defined) Also these MIPPs dao not include the time to transfer a

data in/out of memory.

Tables D.2.3.2.4-1,2,3, which sumarize computer operations for various
interpolation computations, can perhaps serve (along with the data

transfer in/out memory) as ‘8 better and more meaningful way of comparison
between different computers to be considered for use in EOS data proceSSing.

Cubic interpolation involves only & weigbted sum depending on the dis-
sin x

7tances. There is no . function storage and table 1ook up 1nvolved
_Some of the computer operations involved 1n interpclations can be’ re=

moved from computations
Computers witk special capabilities and thumb rules like a predetermined
nearest neighbor during the section(s) of a sense ‘can slso conceivably re-'_

' duce the MIETs
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D.2,3.4 TYPE IIT Processiug

A third type of processing, Type III differs from the Type II pro-
cessing only in the means that are used to precisely determine the re-
sampling grid. In the Type III processing, ground control points (GCP' s) are
found in the scenes and these points are used to refine the resampling

grid prior to resampling the data,

, © The purpose of this section is to describe the techniques that can be

used for automatic GCP locetion. We will first try to describe the problem _
 generally and then show. that straightforward techniques can result in excessive
computstion'times. Several alternative,epproeches'are described which are
reported to give significant reductions in the number of'computer operEtions
mequired to locate GCP's. The machine operations required by the four algorithms

for several casés‘of'GCP.and.search-aree sizes are also compared.

D.2.3. 4.1 The Bssic Problem
" The combined effects of earth rate, orbit inclination, S/C attitude and

orbit errors, and scanner imperfections, will make it necessary to resample
the dsta taken by the sensor according to a resampling grid thet is only an
'estimate of the. grid that was viewed by the sensor.,If we retain the concept
that the resempling grid consists of a mapping of hypothetical lines_of o
latitude and longitude, which are painted on.the earth, into the semsor's
coordinate systen'(the.pixels taken by the sensor) then thé relationshin;
between the tw0‘coordinste systems can be summarized as shown in'Figuretl

D.2.3.1-19. In this figure we shoﬁ“a;rectengular*arrsy of data.samples
_containing M rows and N columns. For the TM‘data;=eachfline-conteinsf'
approximately 8000 pixels (picture elements) end-there'are approximately

, 6000 lines. Superimposed upon the rectangular data @rray is a set of grid
.lines representing lines of latitude and longitude which are an estimate |
of the way that these lines were "seen" by the scanner. We should emph351ze'
that these sre only estimates using the best availsble attitude and orbit
dsta and the assumption that scanner distortions haVe been removed to

the extent possible, : '

- To state the basic problem, we consider the intersectiOn of grid B
lines U and V in Figure D.2.3.1-14 which is shown greatly expended in
Figure D.2,3.1-20, This intersection is shown with respect to the
picture material in the immediate area, We assume that the picture
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. materiasl cen be rescognized in the sense that some _netu.ral or man-made - |

. structure can be identified. In the example, This structure might be &8
bridge passing cver & body of water, We select as a ground control point

" the southeast "corner" where the bridge ends. This corner may be easily . ,
identified (visuslly) in the photograpn. We also assume- that the coordinates -

" of this corner’, or point, are precisely known elther by ground survey or '

~ from precise aerial photograph. If the intersectim UV should coincide

~ with the coordinates -of the control point, we would ‘concliude (:Ln the .

example) that our estimated grid was in -errcr (90 meters to the west and

60 meters to the south of its locations). The 'fcon'tro'l point" would then |

. provide a fine correction for the grid. Without any.additional information-

i.e., finding more control points -- one could do no more than shift the
entire grid. Such a shift would at'tribute the disa.greement between es-
timted a.nd actual grid intersec‘hion to an orbit error, for example » and
—correct accordingly. It more GCP 8. are found in the imagee, more. localized
refinements could possibly be. made to 1he gr:.d te account for errors that are
not consta.nt. over t.he entire scene. o

Precise geometric correction of imf cres d 1rin° Type 3 processinv w111 make use
of a set of ground control points that are predett rinined for a particular scene and for '

‘wh.ich accurate coordmates are Lnown. F' )r this treatment we w111 nealect the

,-quesnon of how thz coordinates are known Given that' the set of GCP'S can be located.
ln theimage ‘data, then the resampling grit wouli be reﬁned further, and the. Type 3 |
processing would then be 1dentica1 to the 'I ype 2 processm,, described in Reference 2. .

In the remoinder of this section we wiJ.l be concerned with the suto- &
matic location of GCP's in an array of 1mage data We assume 'bhet a reference

. image (sometimes referred to-as a: template") exists ‘and our primary tesk
is to find the precise point where this reference agrees with the data. | Ellhi.s
is basically e"correlation problem, i.e., the template is moved around in |
the image until & point of maximum agreement or correlation is found. The
same procedure would be used to "reglster" tx'\ro images of the same scene,

for example data in different spectral bands from the Thematic Mepper.

We will compare several techniQues. First the straightforward correlation '
procedure is dest.rlbed Next, an alternatiVe procedu.re using the two-
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dimensional FFTh (Fast Fourier Transform) is described that ylelds a
reduction in processing time. A sequential search procedure, called the
sequential similarity detection algorithm (ssm)5 1s also described
which is reported to reduce search time.by orders of magnitlide. A final.
procedure6 determines contours or edges in the images, thresholds these,
and produces a binary (1's and 0's) imagé which can then be correlated
rapidly with a pimilar reference image.

%P. E. Anuta, "Spatial Registration of Multispectral and Multitempdral Digital Imagery
Using Fast Fourier Transform Techniques", IEEE Transactions on Geoscience
Elfctronick, Vol GE-8, No. 4, (October 1970), pp 353-368.

[ - o e

5II.. I. Barnea and H.. F. Silverman, "A Class of Algorithms for Fast Digital Image
Registration", IEEE Transactions on Computers, Vol C-21, No, 2, (Eebruary 1972),

6. Cmversation'with Dr. R. White, Computer Science corpora.tion. ,

Ay
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D.2.3.4.2 Alternatives for GCP Iocation

We will sssume in the fellewing comparisons that we are regquired to
loeate the point of registration of an M«by-M point template in &n I~by-L

point search aresa,
Furthermore, we will assume that no apriori information is available so that any of

(L—M+1) locations within the area is equally 1ike1y to he the registration point.
The image data within the search area will be deaoted as PG, 1<ish, 1€jsL;
: and the reference OT template will be deunoted as Rk, JZ 331k €M, 1% < § £M. The
slements in both the image and the template are 7-b1t picture values (numbers on the
range 0 - 127). If we are concerned only with translation, then the upper leit corner
of the template, R (i, 1), is first overlayed with P(1,1) and the two are compared,
then R(1,1) is made to coincide with P(1,2) and a companson is made, and so on for
all possible displac»..ments where the template is contained withia the image data.

There are (L-1\'1+1) such positiouns,
(1) SEARCH BY STR AIGHTFORWARD CORRELATIO‘\T

To find the point of registration by straightforward correlation, one computes the

correlation coefficient C(m,n) as (see Figure D. 2R, .—215 > )

M M
Y R Plstm, £+0)
o = =)
C(m,m) = S M IT M M I
{Z >, Rz(k,f)] [Z ST PPeem, £+n)]
li\r 121 = = o

(1)

m Equation (1) it is assumed that the image has been reduced to zero mean (the mean
over each area is coinputed and then subtracted from each data point) before the cor-
relation is performed. With the normalization, C(m, n) should be between *1; also |
note that the shifts m and n, are restricted to be between 0 and (L-M). The template
would be stored in properly normalized form for use in each correlation, Following
a computation for the function C(m,n), 2 search must be performed to find the peak
which is then taken as the point of reo’xstmtiou. From Reference 5, the number of
machine operationé required for strightforward correlatmn would be:
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=4,5 1\.12 (L-M+1)2 equivalent integer adds . ' : (2)
cory : .

The operations in Equation (2) exclude normalization and the "peak-finding'" procedure

that must be performed on C(m,n).

CORRELATION BY USI‘\TG THE TWO-DIMENSIONAL FAST FOURIER
TRANSFORM (FFT} -
The two-dimensional correlation function C(m,n) can alo be found by using

. the relatxommp

C{m,n) = DFT_ lDFT[P(i,J)] DFT* [R(h,l)]% @)

where DFT { } indicates the discrete Fourier transform, ‘DFT_I{ } its inverse,

and * denotes the complex conjugate.

The one-dlmensmnal DFT of a L point block of data. requires L log (L)‘complex-
real multiplies and an equwalent number of complex additions. The two-dimensional
DFT of an LxL area therefore requires L log (L) complex multiplies and adds. It
we ad0pt the following equivalent operational times from Reference 5 (relatmd every- '

thing to integer add times)

Integer Multiply Time 3,5 x Integer Add Time

Real Add Time

2 x Integer Add Time

Real Multiply Time = 6 x Integer Add Time
Compare Time L= Integer Add Time
Complex Real Add = 4 xInteger Add Time

Complex Real Multiply 28 x Integer Add Time

Then the operations cau be estimated with the help of Figure D.2.3.1-22, FTirs"‘t_, La ‘Log, (L)
complex multiplies and adds must be performed to obtain DFT {P(i, j)} . Next, -the

stored ‘}alue of DFT* {R(k,f)} is multiplied point-by-point by DFT {P(i,j)} requiring

28L requivalent integer adds, Finally, the inverse transform is taken of the product

glving C(m, n). Total operations, excluding normalization and "peak-finding" become
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'C’Fr'r = 32 L2 loﬂ' (L}+28L2+3"L log (L)- |

L [641 (L) + 28] equn.alent 1utege1 adds. S @

_Equation (4) gives at least an order of magnitude re lo_otlou i',u rnachl_ne operations: =

- compared to Equation (2)
| (3) SEQUENTIAL TESTS TO DETER‘\HNE CORRELATIO\I

‘A sequentml procedure is proposed m Referenoe 5 that searches over the -
[L-M+1] by I'L-‘\.IJ-1:| area as with correlation but makes a deo151on at each retns- -
, tratxou poiut in far fewer than \12 mult1phcat1ons and additions.’ Rather than 7
ultrplyincr couespond.mb pomts, the absolute talue of deferences (or errors) between
the corresponchne points in the template and the mmce are accumulated. ~The time
for these accumulated errors to exceed a threshold (T). are recordcd and the laro‘er
values of time or test length) correspond to pomts of smﬂlanty In other words, |
~_(-the error values are smaller and accumulate more slowly when the 1mage data is
" gimilarto the template. the time spent processmo' each poss1ble rearstratmn point -
_ is nmvarandom variable and m Reference 5 this av eraue value is estlmated as L
10 (1\1/32} . 'I‘he number of operatrons for this procedure (termed SSDA or scquenttal -
o aimilarity detection algonthm, is estxmated in Referenoe 5 as - ' '

:‘OSSD A = 4 [1 + 10 (I.I/SZ)%] [L-M-I—l 2] equivalent inteo'er adds ‘ 8 (5?

() CORRELATIONT USING CONTOURS IN THE I‘\IAGES

A ﬁnal techmque for GCP location makes use of coutours or "shapes" in the .'
image data and forms a bmary image (1's and 0's) to perform oorrelataon with. In
-addition to the mmplictty of the binary correlatron, the procedure may be much less
| Eensitive to norse and vanatloos in the image data. [\Iotethat we are ‘not performi
correlatton on’ noxse-free data and, to make matters worse, ground control area may o '.

 chauge their appearance mth seasonal vanatwns]
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The contouring technique is described conceptually in FigureD,2.3,1-23. As .an ‘exa.nmle,
we use the structure in Figure D.2.3.1-20; the template and the image data are processed to
sense "cdges''; i.e., lines where brightness values change rapidly along coustant
contours. These edges generally will be closed lines around objects although they
may also follow shorelines. The result (after comparincr these "O‘rachents" toa
threshold is a 1 or a 0 in each plxel location (the result .t image might contain only

10 or 15 percent 1's). Correlation is then performed with these binary images.

We can only estimate the operations required for this procedure in a very crude

manner. This is accomplished as follows:

1. The original ILxL points must be processed over possibly a 4x4 point
surrounding area to determine gradients., We can estimate this as

32 L2 equivalent integer adds.
2. Lz_ coropares must be made to compare each gradient to a threshold.

3, Binary correlation inv olvmg, only 15 percent of the points in MxM areas
| are performed. Each pomt must, however, be tested so that ‘\12

compares are needed.
Total operations for the binary correlation become:

obin = 1.15M2 (]:,-M+1)2 + 33 I:.2 equivalent in-eger adds - (6)
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D,2.3.1h3 COMPARISON OF TEE ALGORITIF\IS

We can now comparé the number of operatious required to locate GCP's using

‘the four algorithms previously gescribed (briefly).

Comparison of Machine Operations (Integer Adds)
for GCP Location

Search Area | GCP Size Correlation FF’I‘- Sequential | Binary

- IxL MxM Ocorr OFFT Osspa Obin
128 32 naxo! | 7.8x0® | a.1xao® | 1.1sx10”
256 32 pax0®  |s.5x107 | 2.200° |6 0x10"
512 32 Losxio? | 1.exa0® | 1.oxo” 2.8x10°
1024 32 soxo? | 7ox0® | asxo’ |1 2510
128 64 Coaxi0? | 7.sxae® | 2.sx10® |2 0x10"
256 64 e.ax10®  (3.5x107 | 2.2x10° | 1. 7x10°
512 64 gxie® | L.ex10® | 1.2x10° 9, 5x10°
1024 64 Lax10t®  [7.0x10® | s.sxio” |4 3x10°

A general conclusion is that the FFT approach yields approximately on order

of magnitude reduction in the number of machine operaiions required for GCP location

‘ag compared to straightforward correlation, The Einary correlation scheme appears

to offer about the same reduction although, at present, nct enouch is known about this

‘techmque to make a detailed comparison. The $SDA yields reductions from 50 to 200

compared to correlation, Reductious of this magnitude are swmﬁcant in that they

reduce GCP locat1on from an operation that is excessive in terms of processing time ,
. (dominates the processirg) to an operation that is almost negligible ‘when compared |

to the other processmw that must be performed on the digital images.

Simulations of these four technigues must be performed preferably on real
fmage datai, before any _c,onclusions about the relative accuracy of the techniques

can be made,
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D.2.3.5 TIIL IMPACT OF THE CDNI(‘AL SCANNIIR ON T 1B COST (\T"l‘h()(‘l SUTNG,
CTHE THLMAIIL MAPPLR (TM) IMAGLb :

D.2.3.5.1 IN‘I‘RODUCTION

One of the candidate approaches to the Thematic Mappor (TM ) desmn is thc
"Iimage ~-plane soanner developed by Minneapolis Honeywell. udvantages of thls alterna-
tive de51gn include a rotating rather than an osclllatmg m1rror better scan 11near1ty,
and pOSS1ny lighter weight of the overall instrument A msadvantage 1s that 1n order

to keep the optics as simple as possible, the image is scanned at an ang'le with the
result that the earth is scanned with comcal rather than lmear sean 11nes More
precisely, the path of the scanner for any part1cular sweep ol the earth can bhe en—
 visioned as following a path along: the rim of a cone. The cone. has some th1ckness
smce each sweep produces 15 scan lmes at a time, each 30- meters w1de 1n the north—
south direction. Although the rim of suoh a cone would 1ntersect a flat surface with |
no overlap of the scan hnes the intersection with a sphere will result in an overlapplng
_of the 15 scan stripes near the edge of the scan. This effect; and the shape of the -
scan lines on the curved earth, w111 ‘be dependent on the angle mth which'’ the cone
intersects the earth -Also, picture samples can be 1aken durmg the forward or back—
ward lookmg portion of the scan. - Generally, then, we are dealmg with scan patterns
~ that are sectors of c1rcles which are concave forward with respect to the ground track
'for a scan at the rear of the nadir’ point, or convex forward when scanmng dhead of the
"spacecraft ‘These two options have no cléar advanta ges over one another The cone |
onentatxon can also be selected to sean. through the nadJr pomt AlthOugh this option
may produce slightly less 1mage d1stort1_0n, 1t will not be consulered in the following -
disucssion '(scan lines becomne parabo‘lasrathej than oireles -and"'the-'mathematical '
complications could obscure the first- order eff ects which are the only effeets to be

included in ‘the analysns}

Oun goal huc is 1o comp'ue the oomcal— scan & 1d ].11](3:11" -scan FhCi’FflLlC v Iappels
in irlms of the processing th'tt must he pufm 10(1 te ac}now precise geametric cor-

rectiou of the resultlng dl.gl'tﬁt]\. images. By geometnc correct:on we shall 1efer to
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all of the digital p1~oceésing steps that are necessary to produce a precise map in a
UTM coordinate system. We will attempt to quantify the extra storage and the extra
'machine instructions (if any) required to correct the conical scan data compared to

the linear scan data.

In Section D.2,3.5.2, the conical-scan gecmetry is described for a simple flat-ea.rtk
.case. This case should be adequate to reveal the major (first-order) geometric dis-
tortions. Complexity and costs are then estimated for the processing of
these images and these are compared to the costs for the linear case. Since a defini-
tive set of numbers for the conical scan parameters are not available at present, the
nec'essary numbers have been aésumed. The results should be adequate for the-

coist estimates which are shown here, however.
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D.2. 3 5.2 ‘-ASSUMED GEOMETRY OF THE CONICAL s'csnnss

The relatlonship of the comeal scan pattern with respect to the 185 km awath is show
in Figu.re D.2.3.1-24. We agsume tha.t six segments are usﬁd on the ecan wheel and that
‘the scan is to be 80 percent efflcient Active scanmng therefore covers 0.8 x 360 = '
288 and each segment covers 48 In Figure D.E 3.1-25 , we show the deta.iled geometry of
-t.he scan lmes within the 185 km swath. For the case shown, the bow in the scan -

‘_lines is given by the oi_stance b which is
b=R-x=227.418km [1-cos®/2] = 19.66kn .

~ With a resolution of 30 meters, 655 resolution,el'enrentsor 43 sweeps of the scanner
are contamed in the bowed regmn. | o '

In F1gure D, 2 3. 1-26 we shcw in more d.ets.il the rel&tionship of the conical scan
_line to the resampling grid structure. This dra.wing is epproximately to scale and we '
' have assumed & 10 X 10 resa.mpling grid. The 1s.rge 185 X 185 Km . rectengular area cor-
responds to the "scene" taken by the sensor. Within thls scene, there are 6166 in- : |
dividual scan 11nes representmg approxlmately 411 sweeps of the sets of 15 detectors
in each band. Each’ sweep of the scanner traces out an arc of a circle with, radms
227 km, The scanner. produces pixels at equal- angle mcremen.,s withm the + 24
' sectcr w1th the md1vidual elements representmg angles of- app“ox1mate1y 97 1 radlans

(thlS should not be confused with the 44 p, rad resoluhon of the ™ from orbit a1t1tude).

The scan pattern is normal to the S/ C headmg whlch is 1tse1f oriented by e

with respect to south (GH measured clockmse w1th respect to due south) Thls_head?

9 = sin-1 —---—S'meE' ) .  .1‘
“H . | cos A | . R 1)

. PR o
GE is the polar inclination (6 -assun cd)

A is the latitude.

ing angle is glven by

whe re
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For a latitude of approximately 370, the heading angle is 7. 50. _Thurefore. we show
the orientation of the resampling grid bloeks within the scene as oriented at an un;:lu
of nominally 7. 5° with respect to the §/C ground track. There are apprommately
100 of these blocks representing a 10 x 10 subdivision of the desired nutpui grid.
‘Each of these blocks is subjected to an additional skew due to the eafth's' rate of

rotation. This sk_ew can be estimated as
AS = VE &t cos GH cos A - - (2)._
"AE = VE 6t sin QH cos A ‘ ‘ | (3)

Where V. is the velocity of the earth at the equator (463.38 m/s) and 6t is the
tlme for one sampling block to be scanned (approximately 1/10 of the scene time or
2. '7 seconds). For a 6 inclination at 3'7 latitude, we obtain AS = 130 mcters and
AE = 990 meters. . Compared to the skew due to ground - track heading (approxi-

" mately 18.5 km x tan (7.50) = 2423 meters) these additions are fairly small but they

do add to the overall skew of the resampling blocks with respect to the image data.

| Even for a linear Scz‘mnér, the skew of the resampling grid relative to the

scan pattern causes some complication in collecting {ogether the data needed for the :

blocks. This complication is inereased for the conical scan lines. For example, sweep

(i + 123) in Figure D.2.3.1-26 contributes to block A but is not needed again until block
G, H, and I. To reconstruct a single output scan linc, say the top line in all blocks |
. A through J, the number of scan lines that must be accessed (h'ence store.d) is

determined by the bow in the scan lines (d = 19. 66 km corresponding to 655 scan

lines) plus the t11t due to the heading angle (185 km x tan 7. 5 corresponding to -

24, 2 km or 807 scan lines). The conical scanner‘, therefore, requires 1462 scan

lines to produce one oufpur line which is an incrcase of 80 percent over the ]mear

scanner. An additional complexity concerns the algovrithm that must he vsed to

compute the eoordinates of the desired output diita points with respect to the conieal

sean data.
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D.2.3.5.3  PROCESSING COMPLEXITY
(1) INTRODUCTION

Some of tﬁe processing which must be pe: rformed on the TM data is peculiar to
the comcal scan pattem and will, therefore, rcquirt, more processing than for the
~ linear case. A second factor that must be con51dered is the increase in stomge re- "
quired to process the conical scan data. Finally, the third factor that must be con-
sidefed is the acce ssability of the reéampling blocks fxfom the intefinedia_té' storage
devme which we will assume to be a disk. ‘
(&) LALCUMTION OF COORD]NATES OF THE CONICAL SCAN DATA IN THE .
OUTPUT COORDINATE SYSTEM
- ‘The main computationa] t:omplication in resampling the conical scan data is the
détermmatxon'of the coordinates of the original data pointé (line nu[mber and pixel |
| number within the line) for each demred point in the output gr1d blocks In F'igure‘D 2.3, 1_27
we show a worst case s1tuat1on where we are resampling the data in gr1d block " of Figure

D.2.3.1-26,  The cross-tra.ck distance to a genera.l po:.nt (x,y) :Ln this. block is
d=?-—[(G-y)sinB+xcosB] W

where G is the dlmensmn of the grid block (assumed square) and ﬁ is the total tilt

gle Qwend .c‘fner car_;‘ f_md e as
e = _ém"l {d/R}' _:";':f .'('5)_ -
an_d‘thé distance D is fhgn fqund ag

¥ the angle © is known, t.hcn'.the element (or neares: element) in a particular scan

© line is known. 1If D is known, we can find the nearest scan line to the desired output
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_boint. This situation is shown at the left of Fipure De2.3.2-27. .Hére' we show thg ori'gi_na;L
_array of sampling points as squares and these points define an array of data indexed’ '

_ By ©and D (P (O, Dj). The coordinates x and v define: the-écoi'dinates of the points

in the desired qutpuf array R(x, y). Given x and y, oné_gaﬁ_-solﬁe' for d by using‘ (3).

Pixel number is then found by using (5) to obtain ©. Finally, knowing ©, one finds line

- number from I) in (6).

It is elear that (4), (5) and (6) give a nonlinear set of equatlons for ® and D as
a functmn of x and y.- Assume first, that we want a set of coordmates for a particular |
_ lme in the output array where. y remains constant at a value Y - To ﬁnd 6 and D by |

straightforward techmques, one would solve (4), (5), a.nd (6) as follows

. Constants: S/2 (G Y )sm B, cosf, R

Floatmg Pt | FtPt Ft Pt.  Trig.
Mply. - - Dixlride" ‘.‘j’-Add- " | - Function
'_E’q:.;ation (4) xcos g. ‘1_: o
: o _[x cosﬂ +(G Y )sinﬁ] : : ’-" - ':1.1.7 |
S '5/2-[ ] IR I
Equation G drR - ) - 1.
pmstion® cos® T R I
Rdos.e_f-Yo cos B ;-D i ) :: 1'__' |
‘ToraL 2 1] 3 1 2

Using the equivalences;-

[

Floating Point -}‘"‘Iultipl.y = integer 1dd ti nes

Floating Point Nivide = 11 integer ndd ti nes
Trigonometrvic Function 22 integer ndd tines
3 integer .dd tines

Floating Point Add o=



we obiain a total of 74 muchine instructions for the coordinate computation of cuch
output point. This is an intolerable processing load ( equivalent roughly to the opera-
tions required for ''cu bic'convolution" interpolation) and a simple recursive imple-

mentation of (4) through (6) must be found.

To examine the complexity of such a recursive algorithm, we consider a further

expansion of Figure D,2.3.1-27 and consider the changes in @ end D as x and y
move away from the origin in Figure D.2.3.1-28, Given that we start with x=0, y=0,

we see that the starting value of d, © and R are simply

d0='S/2-GsinB
-1

© = sin [d/R]

o 0o o

D = Rcosé@

o )

From the geometry, it should be possible to construct a simple recursive up-

dating of X, assuming y is constant, of the form

New ¥ = OldX + AX

New AX = OIdAX+5§k1

New X

it

ola X +':~'<'k2

Af the end of one resampling line, the coordinate y would be updated in a similar
fashion. Also, there may be a dependence between x and y so that x initial conditions
the x increments are related to the y increments. Simulations will be required to
verify the accuracy of recursive equations of various degreeé but it does appear that
these techniques could reduce the number of instrueiions by 4 or 5 to 1 giving 15 to

20 instructions/pixel for coordinate computatica.
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For {he purposes here, we will use the conse rvative estimide of 74 instraclions/
pixel for the conical scan coordinate computation. The major contributers to process-

ing load are summarized as:

Instructions/Pixel
Linear ~ Conical
Radiometriec Corr. 2 2
Line Stretching 0.64%* o 0.64%*
~ Resampling Grid Negligible f-r 100-point grid
Coordinate Computation | ‘
for Resampling 0, 48% 11. 8% ,
. ' Excess
Interpolation " for Conical
‘ Totals - Totals Scan
Nearest Neighbor (NN) 8.0 11.1 8.0 22, 4 +100%
Bilinear (BT) 25. 0 26,1  25.0 39.4  + 409
Cubic Convolution (CC) 60.0 6.1 60.0 74.4 + 18%
GCP Location Negligible for 4 per scene/baseline ACS.

* Divided by 6.25 since oné computation serves for all bands. |

(3) ADDITIONAL STORAGE REQUIRED TO HOLD THE DATA REQUIRED TO PRO-
DUCE A SINGLE OUTPUT GRID BLOCK ' :
A second factor in processing the conical scan data is the storage required to
hold the individual blocks. I we consider a block as 1 percent of a scene, then the

number of pixels in a block are approximately

N__ = 616 2SS

. . | - .
PB block * 866 pixels/line x 6.0025 bands = 3.gd-x 10 pixels

In Figure D.2.3.1-29 we plot the percentage extrs points that must be stored to process
a single block of date as a function of satellite inclination angle with several lat-
jtudes as the parameter (differences with orbit altitude in the rangé 6H0-TT75 km are

negligible), If-we exXpress -NPB in terms of bits, and assign a cost of $0.05 pér bit
for high speed-storage, we cen estimate the costs of this exira storage by the right
hand scale on Figure D.2.3.1-29. |
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In the comp'ulson ahove, we are assuming tht thc ndividual Blocks, o «h con-
taining 3.23 x 10 eight-bit bytes of data (all bands), are processed mdlwdually in the
computer. In the next section, we consider the increase in input/output time required

to transfer the processing blocks from the intermediate storage device.
{4) DISK INPUT/OUTPUT TIME

The final factor that enters into the evaluation of the conical scanner is the
input/output time required to access the data on an intermediate storage device and 7
to load these data poiﬁts into core storage. To make these estimates, we will assume the _
processing configuration shown in Fig, D.2.3,1-30. In this figure, we show a hypothet-
lcal¥* disk configuration which holds an entire scene, The individual scan lines for an
entire west-to-east sweep ocecupy the :|.ndividua.l records on a particular surface-each of
‘these contain 325,000 bits. The 15 surfaces correspond to the 15 detectors in each
band so that a "cylinder" (the same track on each of the 15 surfaces) holds a complete
sweep of the sensor. Finally, the 412 tracks correspond to the 41 1T sweeps that make
up a complete nqrth—td— south scene. With this configuration, an entire sweep is avail-

able for one positioning of the set of 15 read heads.

We will assume that 25 ms are required to position the read heads. Also, if we
assume that the disk rotates at 200 revolutions/second, then a track is read in 50 milli-
seconds. We will assume two cases: 1) one track is read at a time giving a transfer
rate to core of 6.5 Mbps and a total time of 750 milliseconds to read all tracks, or 2)
all tracks are read simultanieously (in 50 ms) for a total fransfer rate of 97.5 Mbps.

The latter case obviously requires highly parallcled hardware to handle such a rate.
To move the heads to a particular track and read the entire record w111 therefore
take

-3
75 x 10 ~ seconds or,

T =
2
-3
Tl = 775 x 10 = seconds.
* I a single disk cannot Leld 131 of ko data and mults Jle disks must be used, it does

not change these results apprecia bly,
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Tor the lincnr scamncr, we must aceess extra Hnes of dala to account for ithe
fact that the resampling grid is tilted with respect to the original data. For the linear

scanner, the extra lines are approximately
N / =2 Gtan g

where G is the number of lines in the grid square (approximately 616). We will obtain
our estimates of extra lines from Figure 6 by assuming that a square-root realtion ~
ship exists between extra lines stored and extra pixcls. From this figure, for a 10 X

10 subd1v1sion, and a nominal of 41 scans/block we obtain at g° inclination:

Nominal, No Tilt Linear Scamner -  Conical Scanner
41 scans 47 scans ' 56 scans
616 lines 701 lines 840 lines

These numbers give the following times required to read 100 ﬁugmented blocks of

data from disk to core storage.

Linear Scan Conical Sean

Case 1 - 75 millisceonds to read

an entire scan 362 seconds 420 seconds
Case 1l - 77 milliseconds to l

read an entire scan 3642 seconds 4340 seconds

There are a total of 3.3x 108 pixels/scene so that a processor that is capable of 1 Mip

(106 operatiohs/secon_d-) requires 330 seconds to perform one operation on each pixel. Figure
D.2.3.1-31 piots the numbher of seconds required to process one scene as & function of
" the number of operations performed on each pixel. We have added to these times the

input transfer times above. When the processing time per block is less than the trans-

few time, the latter will determine the throuwshyaf rooe.  Wien fhe ransfor times

becomes negligible, throughput rate is determined v the number of opéx,':l,‘('icz'as per

pixel.
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For sequential transfer of data from the disk, more than :m_houf is conrﬂtm el
in data transfer for each scene. The slow processor (1 Mip) becomes processing 7
limited at approximately 16 instructions/pixel and the 10 Mip processor at about 100
instr_uctions/pixel. Clearly, this type of data transler fosults in a marginnl thfoug‘h_—-
put rate cven at the lowest input load (20 scencs/day) and would be considered only

for the lower cost processing configurations,

For the case where complete scans can be read simultaneously from the disk,
the 1 Mip processor is always limited by the processing time, and the 10 Mip, pro-
cessor becomes' limited at only 8 instructions/pixel. Only for this case can the
100-Mip (hypothet_ical) proéessor be effectively utilized. Noterthat nbne of the con-
figurations will handle 400 scenes/day. ‘

A general conclusion from Fig: D.2.3.1-31 is thet the conical scan has only modsst
impact on throughput (10 - 20 percent reduction) in the region where the processing |
is limited by the data transfer. When processor speed is the limitation, the conical

scan has an impact only in the extra instructions/pixel required for coordinate com-

putation. These increases amount to 100 percent, Lo per_cént

and 18 percent, for nearest neighbor, bilinear, and cubic interpolation, respectively.
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D.2.3.5.4  COMPARISON OF SCAN TECHNIQUES
 We can,now summarize the impact of the conical scanner, as eompared tothe-
linear scanner, in the three major areas:

: : , 7 . 8 |
1. Extra instructions required for coordindte computation - at 3.3 x 10~ pixels/'

-8 : :
scene and $10 /operation, we have the following collar costs per scene

Linear Conical :‘Increa.se‘ ' Increase
Nearest Neighbor $ 36.60 '$ 74.05 - 100% $ 36
‘Bilinear $ 92.73  $130.00 . 40%  $38

Cubic Convoluticn ~ $208.00 $245.52 .  18% $37 -
2, ‘Additional stor’tge required - |

I‘rom Fig. D2, 3 1 29 we estima.te the sdditiona.l st.ora.ge costs to process the
: conical scan data as $1.2M *, For a _5—_y_ear_ sy_sterr. that processes 20

scenes/day, | this extra cost s.m'ounts to $32" 86 per scé'ne For the baseline.

system (90 scenes/day) this reduces to $7 30 per scene, and for the :

expanded capablhty system f400 scenos/day) to $1 64 per scene. Thes‘e p_rev

rated costs sre negl_lglble compared to the above except for -the-low co-st -

system.

3. Reductlon in throughput due to. input transfer time __,:: '
| By referring to Figure D.2.3. 1-31 we. can estima‘be the reduction in throughput
(if:any) due to date trensfer. ' '

Several cases can be 1dent1fled in: Fig. D 2.3.1-31 and uhese are summs.rlzed helow
Parallel data transfer is assumed The table contams two entries: 1) approxnn'tte
number of scenes/day and 2) the-throughput reductmn due to data transfer caused by
the conical scan. " Note that the extra 1nstructmns are not moluded in these eStlmateSl

: smce theosze are qocnuntod for in 1l ahove,

* 500, 000 per bank & two are required
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PROCESSOR SPEED

Interpolation
Algorithm 1 Mip 10 Mip 100 Mip

p—

Nearest Neighbor 7 |
Scenes/day o & © o ~10 90 150

Reduction in throughput - .~ 5% ‘.--‘10% - 20%
($2.50) ($6. 00) ($80. 00)

Bilinear Interpolation |

Scenes/day ~5 45 100
Reducti'on. in throughput - B 5% 10%
©($6.00) ($45. 00)

Cubic Convolution

Scenes/day ~32 25 ' 90
Reduction in throughput - _— o 5%
' ($30. 00)

The third entry in the table assigns a dollar cost to throughput reduction by
gimply converting the seconds of extra processing cost for each scene to dollars using
$10_ per operation. An obvious conclusion from these costs is that the penalty in
requiring the extremély fast processor to wait for input data is severe. Using the 10

Mip processor as more representative, cost penalties are small compared to 1.

As an overall conclusion, the coordinate computation is the main contributor to
cost increases in processing the conical scan data. The percent inérease in cost of
processing a single scene ranges from 100% (N.N) to 18% (cubic convolution). The
prorated cost of extra storage is significant (equivalent to the cost of extra operations)
for the minimum 20 scene/day system but is reduced to a negligible amount when the
system processes 400 scenes/day. Throughput reduction due to data transfer is only
- a maoderate factor as long as data - transfer and proecssin;—x foids arve reasonably -

halanced.

o AR



' Clearly, the impael of the conical scan is _c]ominu'tc:{l 1'1};1 the complexity of the
resampling coordmate, algorithm. The estimates above m‘e‘b'nqod-upo'n a straight
forward algorithm and may, therefore, be somowhnt pessimistic. W_'l—ti‘l‘:l maore ef-
ficient algorithm, it is likely that tho mcrease in processing cost could be hah-rcd;
for ekample, the 40% increase for hilinear interpolation could be reducod to 20%. If
this can be done, the cost of exira storage would become more significant for the

systems that process o*ﬂy moderate input loads. (up to 90 sceaes/ day)

o_Ra
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D 2.3.6 .  PROCESSOR OPTIONS - DIGITAL TO 'PHOTO

Salient cheracteristics of electron beam and laser beam 1mage recordere
are tabulated herein and compared with the corresponding EOS requirements To-
briefly summarize the available information, it appeare that 1eser bean recording
is preferred to'electron beam recording. This conclueion is based upon the nese
eith which LB techniqnes can he epplied to the required fonmat of about 9" x 9"
whereas EB recorders appear limited or at least most euited, to a considerebly
emaller image formet. In addition, experience with EB recorders 1n ERTS has not
‘been encoureging as ardown time of about 27 percent hasg been reported
‘ With renpect to the EOS requiremente, the image 31Ze of 229 mm square
- correeponds to a 9 inch square image on 8 9-1/2 inch film.l This appeare to be
the stendard size 1mage for this size film. The required scan density o 27 lines/

. .'ﬂ Al

mm is besed upon 6180 lines over & 9 inch. length of film., The epot dimensions

- of 27 Mx 37 M, (horizontal X verticel) are baeed upon p01nting lines

ontlguously (to avoid banding) and contiguouely pointlng 86H0 pixels per line. it
ie noted thet 1t 1s stenderd prectice to "oversample" in the direction of scan

in order to provide comparable image qnelitf in the horizontal and vertical
diren31ons of the scene. A modulation tranafer function (MFT) requlrement of 95
percent ab 38 lines/mm WAaS taken This apprars to“be an unreelietic goal; it ie too
.stringentr The reglstration_of +3 M repreeents i O;l pirel diameter, This can
be met with&Lsz which has been:meeeured to'provide an rms registration error. of
about 2 M in the.direction of scan and about‘l“_M'in the direction of film |
” transport.' Honever,lfiim deformation is typicelly 0.05 percent whicn represents
115 M registration error over & 9 inch span. This repreeents about four pixel
widths. | | | | |

Based upon the EQS requirements, it appeere that the RCA LRTE is more

than adequate. Table D.2.3. 6-1 compares various LBR and EBR units.
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. Table D.2.3.6-1; LER/EBR Comparisons

DRGS

. EBR EBIR . LBIR LBIR oS
Characteristics Type 70C Type 70f - ¢ 2nd gen. LR 72 Recorder Requiremen
(CBS) ~ (CDS) (RCA) ~(RCA) (I11) -
Raster Size (mm) 55 x 65 55 x 55 :229 x 229 229 x 229 533 x 533 229 x 229
1 Scan Density (tines/mm) 85 85 | 26 80 27 27
. | .
Spot Dia. (M) 5 5 20 x 38 5 39 x 73 27 x 37 (h x
: .. ,
L, MTF 50% at 145 1/mm 150% at 145 1/mm 80% at 26 1/mm 50% at 80 1/mm{70% at 25 1/mm| 95% at 38 1/r
Registration (#M) + 5 1'5 + 30 &2 + 11 | +3
Time w.necord Framé ' <2IQ sea. K >0.2 sco. E B0, 20 so0, 16 min, 30 sac, *
Cost ' 350K s.zédx $ 450K $ 250K - $ 500K
Y

* 16 hours/day; 1600 frames/day
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' p.2.3.7  Archives

D.E 3 7 General

The data volume stated in the EOS RFP is from 10&10 to 1012 bits/day. This

~ yolume corresponds to both TM (Thematic Mapper} and HRPI (Hirrh Resolution

Pointable Imager) sensors. Because this volume critically affects the size, complexity
and cost of an archiving system, it is reasonable to attempt some refinement to this -
volume. There are basically two independent methods of calculatlng the e*cpected-

FOS data volume- for arc‘mvmg.

. Method 1

This method assumes a downlmk data rate from satelhte to the primary ground

| etation (PGS) at 240 Mb/sec. A continuous acqmsxtion time of 15 minutes (900 sec. )

is assumed for each revolution.

B

- Data collected per revolution = 240 x 10° x 900

o

2,16 x 10° T bits

S a 90 minute period of revolution for a sun synchronocus satetlite at 400 to 900

-kilemeters is assumed, the

‘ quberfof revolutions per day = .249::) 60
= 16

Also, assuming fhata,(mntact is made every revolution with the Satellite for collecting

data, the R . ' | /

St . . ) s ) [ B V . /
Total data collected per day = 2.16 .x,-llr)l_1 x 16 bits B

e

3.456 x 10" 2 bits

~3.5x 10" bits
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This method is based ou the number of possible scenes collected per day. A

scene corresponds to 7 bands of TM sensor and 4 bands of HRPI sensor.
T™M

The following assumptions are made In calculating the total number of bits

per seven bands of TM sensor:

Number of pixels per line = 6167 :
: Number of bits per plxe{ = 6

Number of lines per band = 6167

VP'YE‘:LMOJ /qru MG, 6’07
. EI ;4!‘??'“"/,"'3 R [f i
Lne No. I G (e et o Mgy I :
..0.{ ‘l . -A ‘ —. ‘ ) :G*L"_[.‘-"'—OAMEgXE‘
l .
o ' SR
l
LY I ’
i) .
l AR
% 'l 185 Ko
i o
. }
v |
Line NpGIGT M - — == = = = = = ooy

e S 185Km-——;>{. |
| 04/; 7N 54,«(3

The 7th band is at 1/ 16th resolution of any other band of TM.

6167 X 6167 X 6
228, 191 334

.‘.-Total number of ‘blts per band

228 194,334 x 6
..1_,369, 148,004

.~ Total mﬁnbe: of bits for first Brbands
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2 1,33
Number of bits for 7th band = jﬁ;_i%,;,,_i

L

14,261,958

_«.7Total number of bits for all seven bands corresponding to
‘TM = 1,369,148,004 + 14, 261,958
= 1383409962
= 1,3834 x 107
= 1.4x 107

HRPI

For calculating total number of bits corresponding to the four bands of HRPI

gensor, the following assumptions are made:

Number of pixels per line = 3600
Number of bits per pixel = 6
Number of lines per band =18500

3600 x 6 x 18500 x 4
1598400000
= 1.698 x 109

= 1.6x 109

.".Total number of bits for 4 bands

1.4 x 10% + 1.6 x 10°

S Total number of bits per scene
| 3.0x 10°

]

Assuming that 20-300 scenes are archived per day, we have

) Total number of bits per day for 20 scenes = 3.0x 10°x20=6x10"0

and
. Total number of bits per day for 300 scenes = 3.0x 109 x300=0x 1011

= gx 1011

p_al



The data collected Ly Method 1 seem to be unreasonable and 11es outsn:ie the
range of specrfzed in EOS RFP. The actual data archived will, therefore, correspond
to somewhere bemeen 20-300 scenes, as calculated in Method 2 which seems to be
much more reahstic. Therefore, the data calculated by Method 2 w111 be used in all
calculat1ons for estimating the archiving cost on-line and off-hne. In the calcutations

the EOS requ1rements are rounded up (high) and the storage capamty is rounded down .
(low). '
D.2.3.7.2 Digital Archiving Systems

Several d1g1tal archiving systems were investigated for a possible use in
EOS program. A summary of oharacterlstlcs of such systems along with their size,
cost and the availability is shown in Table D.‘E‘.3."Z.2.—J_. | T-he Ampex TBM system
"vras chosen at this time for a detail study. The reasons for selecting this system
are its minimum cost for initial system and the easitess in expansion of the system
- to meet the inereased demand. . A minimum system conflguratlon of' Arnpek TBM
system for possible uSe in EOS is shown in Figure D.2.3. 7-1.  The other possible
systems in the table must be studied’ in deta:LI before final reconrnenda.tlons can be.
made .
The minimum system shown consists of & Storage.
| Control PI‘OCeSSOI‘ (SCP), a Transport Driver (TD}, a Dual Transport Module
(DTM), a Data Channel (DC), a Channel Interface Unit (CIU) and a Data Channel
Processor (DCP).. This system has no built in hardware redundancy. The system :
could record or reproduce coutlnuously a data stream of 5.6 x 106 bits/sec or

approximately 4.8x 10 11 bzts/day. This corresponds to about 160 scenes per day.

The TD is used to control and position TBMTA PE on the DTM . The TD is
program controlled and can switch to either reel .of '“BMTAPE on the DTM.  The DC
can read or write pither TEBMTAPE through the CIU ‘at a rate of 5.6 x 106 bits/sec.
An external clock signal is supplied by the DC through the CIU to the primary mput

gource for synchromzamon._‘
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Table D.2. 3.7.2-1 pigital Archiving Syateme

24x 1012 Blia Bq. Ft.)

Preciaion Texag
Ampex RCA Grumman cDC Instruments CDC XYTEC Instrumenta Phileo/Ford
Type Terabit Video Tape Mass Tape Scroll Unicon Tape Library | Tape Library | IVC Masa IVC Maes
' - Carousel Memory Memory
Storage Medium Magnetic Magneatic Magnellc Magnetic E Optical Magnetic Magnetic Isiagnetle Magnetic
Type of Storage Video Tape Video Tapa Casgsette Very Wide Strip 4*x100" Tape | Computer Video Tape Video Tape
Cart Video Tape Strip 1 Tape
Usctul Storage Denstty {7x 105 oual | 1x 10 2x 10° 3x10° 14x 108 4.4x10° 1.1x 108 1x10° 1x10°
{Bits/inch?) Recording) . .
Useful Storage In G Bits| 45/Reel 14/Tape .5/Tape 120,/ Tape 2/stetp .12/5trip 1.4/Real 85/Reet 85/Reel
Tapes/Drive 1 22 44 1 80 1700 Up to 8000 1 1
gﬁi :“’e“‘b" Per 14 5x 1010 31 x'1010 1.4 x 100 12 x 1010 18 x 1010 20 x 1010 Ugl 1o800x | 8.6x 1030 8.5x 1010
1

Drives/Controller G4 N/A 8 1 8 8 8 1 1
Minimum Storage 45 x 10° 14 x 10° .32 x 10° 120 x 10° 2.2x 10° 1z x10° 1.4x10° 85 x 10% 85 x 109
Element _ ' )
Maximum Bita/ 20 x 10} N/A nixiotlt " rzxiotl | 10x10t) 2x 1011 80 x 10'1 .85 x 101t .85x 101!
Controller )
Worst Case fccess 43 20 12 &0 10 5 60 216 216
Time for 10”© Bits Sec) -

 Transfer Rate 5.5x 10° 6.6 x 10° ax 108 107 3.2x 10° 10° 1.6 x 10° 107 5.8x 10%
{Blta/Sec)
Uncorrectable Error | 1.6x 10711 N/A 101¢ N/A 107° 10710 1071t 1077 1077
Rate '
MTRBF (hrs.) R/A N/A W/A 400 350 N/A 1300 500 500
MTTR (hra.) .58 “N/A N/A 4 N/A N/A .38 2 2
Temperature {°F) 86~75 N/A 50-80 N/A 50-T0 N/A 6080 N/A N/A
Humidity Limits (%) | 30-50 N/A 40-80 N/A 20-60 N/A 20-80 N/A N/A
Mismounting of Tape | Ensy Hard Hard Hard Hard Hard Hard Easy Easy

' : |

Floor Area Reqd. for {181 80 125 N/A N/A 200 175 N/A N/A
1012 Bits (5. Ft.) :
Floor Area Reqd. for | 200 200 600 N/A 1000 1000 N/A N/A
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tal Archim Bystema (Cont’d.)

‘Table D.2.3.7.2-1 g

Remarka

Problems

. . . Precision . Texas
Ampex RCA Grumman one . Instruments cpe XYTEC Instruments | FPhilco/Ford
System Cost to Store | 1.2M .8M 2.2M N/A BM L 65M .2M “1.26M 1.26M
1012818 ) 8 :
Addition over (s) t0 .M .6M 2.0M N/A JTAM. .6M .15M 1.26M 1.26M
Store 2nd 1012 Bits ‘ o
©r $ :
Addition over byta.. | 7.2M C 4.8M 16M N/A 5.6M 5.2M L 40M 10M 1M
Store 1013 Bita 9 i ' -
Optimum Cost per . 0001 .00008 . voo2 N/A . 00008 . 00008 . 000006 L0001 . 0001
Bit (¢/it) - N
Cost of Smallest 180 130 20 N/A 180 10 10 200 200
Archivable Storage , !
Media {$) ' g
Cost of Medla for 2,400 9,300 49,000 - -82, 000 84, 000 7,200 3,600 3,600
1012 Biis (%) [ : . :
Reugable Yeo Yeon Yes Yen No . Yes. Yes Yen "Yea
R ' . ! ! .
Minimum Sourcesof | 3 1 N/A N/A 1 N/A 24 ] 6
Storage Media Supply | .
No. of Hellatile Reads | 1,000 N/A 5,000 N/A N/A > 20,000 % 20, 000 " 500 1500
. from Media : , ; ‘,
Shell Life in Conirol~ | High ‘mgh High High ‘HiIgd High ' High High High
led Environment : . : : - .
Medin Standard ? Yes r Yes Yes 7 -Yer " Yea -2 ?
"Equipment Design - ?ew Produc'ed '?- Few Pmduced ’ New Few Produced . _:Hew ’ _.in Productton | Reporied . heponod '
) ’ L o Problems
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A TBMTAPE can store 45 X 10 bits of useful data {or about 15 scenes')".thus
| reqmrmg an oper".tor to change TBMTAPE approximately every 2-1 hours. Since
the DTM contams two independent transport units (two reels of tape), the SCP will
switch the input stream to the second tape when the first TBMTAPE is filled.

The .DC contains a write channel and a read 'channel in one cabinet. The read
channel and write channel are -logieally independent and oan operate simultaneously.
Thus, for example, the CIU could be awriting on one tape at 5.6 Mbps and the 'DClP
could be readiug out from another tape s1mu1taneously at the same rate, i.e,_, Tnput/

output rate of 11.2 x 10% bits/second.

 The SCP has its own local disk for managmg the master file directory’ (MFD)
_‘of all data files® (scenes or images) stored in the arcluve and for ma'naginrr its own

{nternal work queues based on requests generated by the IMS CPU or other CPUs. .

The DCP is capable of commumcatmg data fﬂ.es (scenes or 1mages) dtrectly to
the IMS CPU ovar a standard interfat:e or tndirectly to the IMS CPU or any other
CPU through a shared disk or drum storage device.. The shared disk interface is

highly desuable for operational reasons.

The DCP also provides for generating off-line copies of scenes or images on
standard 6250 bp1 cornputer compatible tape (CCT) e1ther for transmission toa

¢remote facility or to an LBR for hard copy ..

' A more detalled dlscussmn of Ampex TBM system and its capab1ht1es is gwen

inSectlon D 2 3 7 3

‘I‘he hardware cost of such a minimum system is approx1mately $600 000. This
does not mclude any software package requ1red to run the system. A non- recurrmg
‘._software cost would be required dependmg mainly upon the spemflcatlons of the
IMS CPU.and the type of requests to which the archive must be’ responsiVe. A total
" pon-recurring software cost will be around $400- 500K. This software will be capable

of handling more umts of the TBM system when expanded modularily.

" Thas, & cost of about $1M will allow set up ‘of the first unit (Prototype) for

debugging the system before its expansion and use for arc.hlvmg the EOS data.
‘ : : ) : - '



D.2.3.7.3 A - THE TBM* MEMORY SYSTEM

(1) INTRODUCTION

'fhe TBM Memory System was started in 1166 and reached the product stage some
time ago. The TBM Memory System is the only mass storage system which is based
on a field proven technology and a commercially available media (standard two-inch

. wide television tape supplied by several manufacturers).

A 1.8 trillion bit capacity TBM Memory System {reference Figure D.2.3.7-2
deiivéred to an agency of the U, S, Government in July of 1972 after passing the
custbmer's acceptance test with outstanding results. The error recovery re-read
rate was less than one error in 2.5 X 109 data bits, the unrecoverable error rate
was less than one error in 6 X 1010 data bits, and the system up-time was better than
98 percent. Recent operational measurements on this same system have verified
the better than 98 percent up-time figure. Based on these results, it is projected that
the TBM Memory System configurations derived for the EOS Data Archive will amply

satisfy the requirements.

The TBM Membry System utilizes standard two-inch wide magnetic viedo tape
of the type used in commercial television. Data is recorded in a block format with
each individual block idectified by a unique address. Rapid random access to any
record is achieved by performing block address searches at tape speeds of 1000 inches

per second - both forward and backward.
The TBM Memory System specifications are listed in Table 2.3.7.3-1

The TBM Memory System architecture and technology reflect a significant
departure from conventional approaches to the storage and retrieval of digital data.
Data is stored on magnetic tape, but there the similarity to conventional computer
tape devices ends. The TBM Memory System is a system; it is self~contained and

capable of operation independent of, or in cooperation with, other processing units.

¥ Ampex Trademark -
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Table D.2.3.7.3-1 TBEM Memory System Specifications

Storage Capacity (bits)

Max. System (32 Dual Transport Modules) 2,900,663 ,500,000
Per Dual Transport Module (2 transports .90,6h5;735,000
Per transport (1 TEMTAPE) k5,322,867,500
Per TEM Block 1,041,905
TEM Rlocks per TBMTAPE 43,800

Sustained Data Rates {bits/sec)

Per System (6 TEM R/W Chammels) 33.6 x 106
Per TEM Data Channel module (R&W) 11.2 x 106
Per TEM Read Channel 5.6 x 106

6

Per TRM Write Channel 5.6 x 10

Concurrent Operations
TBM Searches 6
- TEM Channels ' 6
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The TEM Memory System is hlghly modular in coustructlon Spstem
cspabihues can be var1ed over a Wlde range by conﬁgurincr the system to include
different numbers of each of five basic bailding blocks Dual Transport modules
(e:torage capacity), Transport Driver modules (rnultxple seck/search}, Datu Chnnnel
modules (data thruput)? Storage Control Processor (ﬁ‘e managemeut) and Data Chaanel
E vProoessor (data interface handling). Stora,,e capacity is avallable over a range from
blts to 3x 10 blts in approximately 1011 bit in( rements, while susta.ined
| thruput can be spee1fied up to 33. 6M bits per second in 5. GM btts per second incre- '. :

‘ ments.

Sw1tch1ng matrices mterconnect the hardware modules They are constructed
to allow multi- path access to any of the modules. Sy.,tems conf1gured w1th redundancy
for the basic buﬂdmcr blooks therefore offer hlghly deslrable deorradatlon character-

istics siace no slngle unit failure brings the'entlre system ,down .
(2) = DATA RECORDING TECHNIQUE

" The TBM Memory System utilizes standard two-mch wzde magnetic tape
: ‘(TBMTAPE) of the type used in commercral color television recorders as its basm

storage medium. Such tapes are readﬂy avallable from several vendor sources.

- The frequency modulatlon recordmcr teehmque adopted by the TBM Memory
S_vstem is fundamentally the same as that of commerclal telev1s1on Frequency
: modulatmn offers sigmﬂeant advantaoes over the saturatmu recordmg techniques
” used in conventlonal computer per1pherals because of the absence of maonetlc o
,l print-throucrh effeets. Prmt—throucrh effects between ad]acent layers of tape on a
reel can destroy the integrity of a recording if tapes are left mactwe for sustamed
- periods of time. Elimination of print-through effects greatly ephances tape shelf
life expectauey and, thus, the archival quslrty of the recordiug

The commerelal television recorder added a new dunenston to the mechanics
of magnetic recordm Data recording is across the tape (trsnsverse), Frgure D.2.3.7-2

~ as distinct from the techmque apphed in conventional compttter tape recorders where
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data is recorded along the tape (lonrritudinal) The transverse recording technique
" allows the data to be recorded bit serially (as opposed to byte parallel} while
retaining hlgh channel rates. The serial bit recordino‘ approach, coupled with thc tn:ne

base correction technique applied to the bit stream, readers TBMTAPE iusensitive

~ to the type of physmal distortions which normally resu]t “rom sustained periods of

tape inactivity, e.g., sheif storage. The excellent playback quahty of commerical
television tapes recorded more than a decade ago elearly demoustrates the excellent

archival quahty of this recording techmque.

System storage eapamty in the vieinity of 1012 bits is imphclt in today‘s Mass
Storage System concept. The need to provide a reasonably graeeful system areh1tec- |
' ture dictates that data be stored at high bit area packing den51ty Even at one
| milhon b1ts per square mch a 101 bit capac1ty system must contain one milhon square _

square inches of rnedia ‘Because. each mdividual bit occup1es an ertremely small

" 'area, data accuracy is highiy seusn;ive to. media quality.’ Although it 1s possible to

" initially achieve high data accuracy by using caret‘ully selected magnetic tapes together

Awith powerful error correction codes. it is unlihely thdt such an approach will provide

4 sufficient margm to yield acceptable long term. data mtegrity The TBM Memory .
System provides outstanding data accuracy performauce partially because of the
superior recordmg techmque, but prlmarlly because of the redundant recordmcr
scheme which is used in addition to a hardware 1mp1emeuted error correctiou and ' '
detection technique Every pa1r of redundantly recorded data bltS is physmaliy
| separated by 75 inches on a TBMTAPE. The error correetiou and detection code
fields are interm:xed with the actual user data. ‘ '

The space diver31ty redundant recordma approach renders mseusitively to the
adverse effects normally assomated w1th tape wear, h mdlmu environmental contamma-'

tion. and time—dependeut physical deformatlon effects.

. Data is recorded on TBMTAPE in a ﬁxed ienvth block format w1th each .
individual block identified by a unique address. Each data block represents a

physical record {one or more logical-records) with-a user data capacity approxim'atel'y
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' that of ten full 3330 tracks (130,238 bytes or 1,011,905 bits). A TBMTAPE contains

43, 800 user data blocks in addition to blocks reserved for maintenance and diagnostic

functions.

In addition to the transverse data tracks, three longitudinal tracks are recorded
on each tape. Two of these, the Address Track and the Tally Track, ‘are of interest
to the user. The third track, the Control Track, is used for internal servo purposes

and is ndt discussed here.

Associated with each data block is a segment of each longitudinal track. The
Address Track field asscociated with each data block contains both the tape aumber
ahd the block address number.. User tape block addresses are numbered sequentially
from 1 through 43,800. Records or [iles may be accet;sed by physical addresses,
i.e., tape number and block number. The user does rot need to kuow on which

transport a tape is mounted. The Storage Control Processor maintains a table which

relates tapes to transporis.

The Tally Track is a user-oriented facility. The Tally Track field associated
with each data block may contain user security codes and search keys, data of last

activity, Read—-Only interlocks, and more.

The Tally Track is read prior to performmg a block read, write or erase, and
is updated after the process has been completed. The security code words read from
the Tally Track can be compared to code words {passv-ords) supplied by a host CPU.
Read, write and erase processes can be performed only if the Tally Track code words

match.
(3) ° SYSTEM ARCHITECTURE

Functionally, the TBM Memory System can be viewed in two parts: the Data
Storage Section (DSS) and the Communication and Control Section (CCS). The DSS
1s the repository of all data stored within the TBM Memory System while the CCS

provides message and data interfaces for subscribing host CPU's.

~~
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" The DSS contains some number of each of three basic building blocks; Dual -
‘ Transport modules, Transport Drivers and Data Channels. A system must contam at 7
| least one each of the basm bmldm«r blocks as shown in Figure D. 2.3.7- 3 Addlt:.onal units a.re
added to provide desn‘ed system capacity. (Dual Transport modules). multlple seek/ B
search capabihty (Transport Drlvers). and data thruput (Data Channels) for each

application, as illustrated in FJgure D.2.3.7-h.

The CCS, in addition to providing message and d'Lta mterfaces for subscrlbmg
_hnst CPUs, contains the mechamem for system flle manaﬂfement and overall control ‘
of system hardware resources. The CCS may consist of some number of each of two
 basic building blocks; the Storage Control Processor (3CP) and the Data Channel
Processor (DCP)' The SCP. complex performs overall ma.nagement of the TB‘W Memory‘ o
System. while the DCP controls data exehanue with subsorlbing host CPUs,

" The TBM Memory System throughput capablhty is detormmed by the niimber of
~Transport Drivers, Dual Transport modules," and Data Channel-s con'ftgured within *
Pthe system Furthermore, throutrhput is affected by the method of interfacing the ‘
:TBM Memory System to the host CPU and other factors such as data f1le organmatlon
| .and access methods. The TBM Memory System is capable of dehvermcr a sustamod
dat.a rate of 33 6 x 106 bits per second. A smcrle Data Channel module is capable

' of transferrmg 10 b1ts mthm a 24~ hour perlod

The Com-municatmn and Control (CCS) consists of one or more data Vprocessor_s
acting as an i.nterface between the subscnbina bost CPU's and the Data Storage -
-Sectzon (DSS). - The CCS ‘provides message and data interfaces to. the’ host CPU's as
well as the overall control of the TBM Memory System. '

The composition of the CCS i3 quite apphcatlon and. 1mp1ementat10n approach
dependent. The posmble conf1gurat;ons.range from no CCS at allup to a completely
.user-—transparent interface. The CCS is constructed from some number of each -
' of two basic building. block.s the Storage Control Processor (SCP) and the Data
~ Channel Processor (DCP)
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The SCP complex provides three capabilities: a host CPU message interface,

a file management system, and an overall TBM Memory System control system.

The DCP complex controls and facilitates data transfers between the host CPU's

and the DSS, as well as providing data manipulation capabilily.

The SCP is the controlling'mechanism for the TI3M Memory System. It:.p;ovi'des

. a full array of executive functions including: command interface to the host con;puter(s).
TBM Memory System file management (including space allocation, file accéss countrol,
directory maintenance, history log recording, and recovery processing) and data

file transfer coantrol for the DSS and the DCP's. In addition, a multi-tasking executive
{s utilized as the basic monitor for the SCP, providing a multi-level interrupt driven
system supporting both background and foreground processing, This also enables |

easy installation of application dependent programs (as tasks) to perform functions

guch as statistical reporting, file archiving, diaznostics processing, etc.

The SCP can be implemented to serve many diverse functions. For example,
one approach is to implement the SCP merely as a device controller where all data
and resource managemeat func-tions are handled by the host CPU's. However, where
inultiple host CPU's are utilized, one CPU must have overall control of the TBM

Memory System.

Another implementation is to place TBM Memory System resource management
within the SCP while keeping the data file management function within the host CPU's.

Again, one host CPU must have overall control of data file management.

A third implementation approach is to let the TBM Memory System SCP handle
both data file and resource management, thereby providing a central data control
facility and allowing for the best utilization of sysfem resources. This approach lénds

itself to a totally user~-transparent interface via the shared disk interface.

~ The SCP software is designed such that either a single or deal SCP configuration
~ may be used. In the dual SCP configuration, a master/slave type relationship is
established enabling full use of the backup SCP for workload sharing.
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Attached to each SCP are also conventional magnetic. tape and disk facilities. |
Disk sborage, such as IBM-compatible 330'8. may be used for storage of Iarge file
. directorles. Transaction and activity log backul)s arc usually dumped to conventlonal
magnetic tape. ' |
| The SCP functions have been implemented to run on single or dual PDP 11/ 45's..
.A typical SCP connguration is shown in Flgure D.2. 3 T=5.

The DCP is a programmable controller for hlgh—.speed dete transmission
" 'between TBMTAPE and IBM-compatible 3330 disk systems. -The DCP provides all
hardware and software facilities necessary to execute complete data-trensmiSSions.'

; Fi.-les are transferred by lthe DCP at the request of the SCP.

Contamed within the DCP is a PDP- 11/45 processor (reference FlgureD 2. 3 7-6)
MOS memory for program execution and 900-nanosecond core memory used as data
| transmissmn buffers for data rate matchmg The PDP-ll/ 45 Umbus mterfaces to
the internal TBM Memory System Read/Write data channels via the TBM Memory _
System Chaunel Interface Unit (TCIF).. The Unibus is ‘connected to IBM~compatible N
8830 controllers via .the Channel Simulator. (CHSI?\ii). n ' '

The TCIF is designed to effect interlocked hurst-mode data er‘coanges ‘with
TBM Memory S_ystenr Read/Write channels. - Dato so trausferred is fetched from,
or sBiored into. the core buffers through direct o:cmorf accese bj t.he TCiF The -
“TCIF includes switch. logic c1rcu1ts. through which it may connect to any TBM 1 ‘\Iemory

System channel under DCP program dlrection.

The CHSIM supported by a PDP 11 proces: ,or, has the characteristlcs of an
IBM 360 or 370 channel controller, e. g., a 2880. Choice of 2314 or 3330 compatl-
bility is a ‘mode selection feature in the CHSIM. The CHSIM can- also be easily '
modified to support other types of disks, such as the CDC 844. -

Extensions-t'o 'th'e basic CHSIM make it e"sp_eci‘ally powerful for automatic mass
transfers of data between 3330 disk and the TBM Memory Systein.- “The sustained |

transfer rate is epproximateiy 700K bytes per second. Chief among these fextensionsl
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" is the provision for generation, by hardware lgoic, of Cylinder/Track fields to be |
inserted in record Count areas during multi-track/multi-cylinder data transfers.
This feature eliminates the need for frequent DCP program intervention during disk

Back{ill or Copy-to~-TBMTAPE operations.

The thoroughness of IBM 360 or 370 channel emulation by the CHSIM allows any
“type of IBM- compatible peripherals to be attached. A maximum of eight device
controllers can be accommodated on each CHSIM. In addition to intermixing 3530
disk controllers with 3830 tape drive controllers, it is feasible to attach channcl-to-
channel adapters. This type of connection can be made to exhibit the same behavior
as when used betWeen host CPU’s. | |

The hardware assortment comprising the DSS determines the storage capacity,
access characteristics, and maximum data throughput rate of the TBM Memory
System. The hardware modules and the interconnecting switching matrices are

degeribed below.

A TBMTAPE Transport is the basic TBM Memory System data storage unit '
and may store 5. 6 billion bytes (4.6 x 101.0 bits) of user data, the capacity of one
TBMTAPE. In actuality more than twice that number of bits are contained within
each transport, since all user and system ufility daf;a, together with error

correction and detection code ﬂeldé, are recorded redundantly on TBMTAPE.

A Dual Transport module contains two transports and has a storage capacity
of 11. 2 billion bytes (9.2 x 1()10 bits). Although two transports are physically
contained within each Dual Transport module rack, they are electrically and logically
independent. Both transports can, therefore, be in operation simultaneously, or

one can be taken offline for preventive maintenance while the other remains online.

The TBM Memory System architecture accommodates up to 32 Dual Transport
' : 1
modules (64 transports) for a maximum capacity of 358 billion bytes (3 x 10 2 bits)
of user data. If it is assumed that the average size of data sets stored on conventional

computer tapes is 2. 5 million bytes, then a single Dual Transport module can store

2.11L



the equivalent of 4 500 computer tapes wbile the maximum TBM Memory System

configuration can contain the equivalent of almost 150 000 conventlonal (1600 or 800 bp1)

computer tapes.

Each transport contains all of the rnechanlcal elements necessary to move a :
TBMTAPE, but only a fractlon of the electronics normally associated with tape
~ transports of this type.  All of the electronics necessary to control a transport res:de

within the Transport Dr1ver module whlle all of the electronxcs assoc1ated with the data ‘

' signal conditioning and transmission are located within the Data Channel module.

Transport Driver and Data Channel modules are shared between a_ll transports ina

| system.

Also contained within each Dual Transport module rack aré the switching -
elements which allow for any ‘one of up to: six. Transport Drlvers to connect to elther o

of the two transports. Both transports can be connected to two d1fferont Transport -

~ Drivers concurrentl) . The sw1tchmg elements are packed in easi.ly replaceable

: switch drawers at the bottom of the Dual Transport module rack Space constramts
Hmit the size of the sw1tch matrix 1n each Dual I‘ra.nsport module to six (Transp01t

Driver_s) by two. {_transports)

.. The Tratusport Driver contains all the electronics necessary to execute all
TBMTAPE-oriented functions .with the exceptlon of reading and writing data. A
Transport Driver, when conpected to a transport, can therefore accomphsh random
tape seek/searches, Address and Tally Track read/write processes, and data erase

functions.

Each Transport Driver contains a NOVA minicomputer,' the Transport Driver
Processor (TDP), 'which is oapab\le of controlling both the transport to which .the |
Transport Drwer is connected and a Read or erte channel connected to the same -
transport. The TDP operates ina real time fnodel. It erecutes commands received
from the SCP and returns status 1nformat10n to the SCP as appropnate. Th‘e TDP.
performs extensive system diagnostic and mamtenance services. Mamtenance and

diagncstic funct:lons can’ be controlled either from the SCP or by a TTY attached to
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. the TDP 1/0 bus. The number of Transport Drivers contained within a TBM Memory
System determines how many concurrent tape operations can be performed. The
system architecture allows up to six Transport Drivers to have access to all of a
maximum of 64 transports. A TBM Memory System can be configured with more than
six Transpori Drivers, but any ope transport can ouly be accessed by six Transport

Drivers.

The Data Channel module contains a Read Channel and a Write Channel. The
channels are physically located within the same fack; but are functionally independent.
A single Data Channel module therefore provides for two concurrent digital data |
transfers, each at a sustained rate of approximately 5.6M bits per second, for a

total of 11.2M bits per second.

The switching matrix permits simultaneous Read Channel connection to one

~ transport and Write Channet connec’tion to another transport, and is located in the
lower part of the Data Channel module rack. Switching elements connecting the
Read and Write channels to DCP's or other types of interfaces are also provided in

thé module.

User data which is to be copied from an external source to TEMTAPE may
enter the Write Channel. The data énters the Write Channel via small transmission
synchronization buffers before being passed into the Error Detection and Correction
Encoder (EDCE). Within the EDCE, segments of 955 bits of user data are formed into
error detection/correction code words by the addition of 37 checkbits to the end of
each segment. Checkbits are developed from the incoming data by hardwired logic.
The data is then redundantly recorded in the frequency modulation mode on TBMTAPE

in approximately one million bit physical records..

Transfer of user data from a TBMTAPE to an external destination involves the
inverse process. The redundantly recorded bit streams are transferred from TBMTAPE
to the Read Chagnel. Since dropouts within either bit stream are automatically
compensated for by the presence of data in the other stream, excellent data accuracy

is achieved. After combining the bit streams into one, the data enters the Error
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| -Detectlon and Correctlon Decoder (EDCD) The correcuon and deteetion checksum
its are extracted and correctable errors in user data are autormtlcally removcd
AError-free data is transferred via the Read Channel to some external destmatlon.
Uncorrectable data errors detected in the EDCD are reported by the Transport
;Driver Processor to the SCP which may 1n1t1ate error recovery by rereadmg. The
‘reread rate which has been determined after neflrly two years of TBM Memory
System tests is extremely low; one TB‘\'ITAPE data block every 2500 blocks (2 5x
16° bxts) read. _ ' : S =
The Data Channel module also contains bit crenerator and comparator faellmes

which serve maintenance and dJaO'nostlc purposes.

' Single.blocks' logical files, or whole TBMTAPE'S may be copies from a
TBMTAPE at-any address to any other TBMTAPE at the same or a dlfferent addless.
This procedure does not utilize any interface or host CPU facilities, but ut111zes :
internal read/ write loop connecnon-hardware found in the: Data Chmnel modules.

This optional facility provides the user an ideal method for file packing; file backup

(off-line), and file organization optimization. ,
*A44) SYSTEM AVAILABILITY AND MAINTAIN. \BILITY

The up-tn:ne of a system like the TBM Memory System is a function of the MTBF
and MTTR of each of the ma;or system compone nts as well as the method by which
_these major components are interconnected Tne ma;or TBM Memory System '
‘components zre in parallel, with a complete connectmg matrix between the TBMTAPE
transports and Transport Driver modules as well as between the Read and: erte
Chaaonels aﬁd the TBMTAPE transports:: Thus, failure. -o“' -any ‘one of these ma]or
'components does not result in total system failure. Faﬂure criteria therefore have
to be developed Wthh ‘describe. bow many of each of the ma]or components can fail
‘at any one time. The overall system failure rate can then be determmed by calculating
- the probability of fa;l_nre of the allowed number of major components based on the

MTBF and MTTR of each component, ..
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Mean time between failure calculntions have been made by Ampex for each of the
major T BM Memory System components. Such Calculati.ons‘ based on part counts and
stress 1evels are, however, of questionable valug, partlcularly for electro-mechanical
components. It is strongly felt that MTBF determination based on actual test data is
significantly more reliable than MTBF calculaticns based on part counts. According
to Ampex, the MTBF and MTTR determinations were made during the successful
acceptance tests conducted on the 1.8 x 1012 bit TBM Memory System delivered to
an agency of the U. 8. Government in 1972. The test results showed a total system

‘up-time of 98. 3 percent; a Level A/B Performanne Summary is given in Table D.2.3.7-2,

To reduce facility downtlme, the TBM Merory System can execute diagnostic
- tests on a failing component concurrent with normal operation of the system. Thi is
facility is provided by the VTO5 interface to the Storage Control Processor. This
mode of operation (termed "inline") is effective only for tape transports which have
been placed in an offline status; a failing online tqpe transport must be placed in
offline status before the Customer Service Engmeer can service it with inline
diagnostics. During the inline mode, the SCP is t1me -shared between dlacrnostms

and user operations.

The most basic step in fault isolation is to reconfigure the system and try the
operation again. In this manner the faulty moduie can be isnlated. The next step is
to run test operations using maintenance programs and maintenance areas on the
TBMTAPE. | If special hai‘dware sequences are required, a speci_al diagnostic program,
which allows the maintenance engineer to specify whatever hardware sequence he
desires, is loaded into the TDP. Pnri;ions of the DSS can be placed either under

local control at the SCP or under local control at the TDP.

The architecture and the modular structure of the TBM Memory System leads
itself to a schedule for preventive maintenance which has minimal impact on system
performance during ﬁantenance. A large percentage of the total system preventive
maintenance activity is devoted to the TBMTAPE transports partially because they

are the most numerous, but primarily becnuée tape drives need to be cleaned at
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. Table D.2.3.7-2. Level A/B Performance Summary

,Calegdarz -./ é L/és/ ( S )' | |
~ Level A 3/22-k/28/72 (326 Hours .
Level B 10/31-12/8/72 (800 Hours) 926 Hours

Activity: : _ACTUAT, = SPECTFICATION MARGIN
Bits Written: - 12 : - o -
Multi-<Blk 0439 x 1075 -
Single-blk 0.41 x 1075
- Total . 0,80 x 10
Bits Read: _ 12
Multi-Blk _ 2.89 x 1035
Single-~3lk 1,92 x 107,
Total - = %4,81°x10 | o N
R/ Total . 561 x 10 0,77 x 1012 7.3

Blk Updatesfin-P1ace - 55121

- Reread Rate (for S R o
error recovery) 0,4/1000 Blks 4,0/1000 Blks . 10.0

. Unrecoverable

Error Rate - 130 6,7x1010 . 1 3n 22010 3.3
Block Demark Rate: S
Tape Pretest ‘ o 0,009% . © 1% 1131
After Pretest 0.0045% o o222
jTépe Lifé-(ﬁeads to B I .
Block Failure) . %20 1200 2.5

~ Up-time: ‘ ' : .' 7 "l Jl‘ | - f' o | -
-7 Transports . -g8a% . . . 90% 5.2
Data Channels o 99, b5 - - . 90% 16.6
Transport Drivers 96.9% . - . 90% = 3.2

. System | 98,3% = 90% 5.9

W
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regular intervals. Any transport can be removed from the system for maintcnance
with no impact on system capacity other than a proportionate logs in online memory
capacity. Some transport maintenance functions require suppmt of a Transport’
Driver, resulting in a proportlonate reduction in seek/ search capacuy if the system
is operating under an excessive load condition. There is only a nominal requirement
for Data Channel support in connection with either transport or Traasport Driver
maintenance. This normally does not affec_t system throughput since Data Channel

.utilization is extfemely low.

—

Scheduled preventive maintenance is normally performed during periods of low
activity, on swing, or graveyard shifts. Because of the inherent redundancy of
hardware modules, most corrective maintenance can be deferred to low activity
periods while still maintaining more than adequate TBM Memory System capability.
Therefore, one shift, five days per week preventive maintenance coverage, should

more than suffice with on-call corrective maintenance coverage the rest of the time.

~

As per Ampex, based on the preventive maintenance schedules in current use
with the 1.8 trillion bit capacity TBM Memory Systeni in operation in the Washington,
. D. C. area, it is projected that less than 40 hours of preventlive maintenance should
suffice for a one trillion bit capacity TBM Memory System. A significant portion of
this time is devoted to tape path cleaning. | | '

For the most part, a normal complement of hand tools, test equipment and
instrumenté will meet the needs of the maintenance operation. However, there are
several types of special —pﬁrpose equipment which have been especially developed to
facilitate checkout and adjustment of certain portions of the TBM Memory System
equipment, particularly for checking key transport and Transport Driver functions.

' By using the special test equipment, it is possible to reduce the need for special .‘
test equipment, it is possible to reduce the need for using online system equipment
in support of maintenance activities. This is particularly true of the Transport
Driver Simulator wl:uch provides a substitute for an actual! Transport Driver when

performing a number of the checkout and adjustment functions which may be requlred
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- on transports. Also. a self—-contained computer-controlled checkout fixture for
‘logic modules with associatéd software has been developed for off-line isolation of

defective elements in log'lc modules al‘ter removal from the TBM Memory System.

Most remedial maintenance on the TBM Memory System equipment is per formed
by isolatxng the defective subassembly and replactng it as a unit. The design of the
equipment faclhtates this repair approach. For example, any major subassembly, :
such a capstan, vacuum chamber, ete., ‘on the tranSport top plate can be replaoed b_v,r
‘simply uudomg three or four cap screws, removing the unit, 1nsert1na the replace-'
ment, and replaemo' the cap screws. Electrical, air, and vacuum connectmns are

all completed as the replacement unit is p051tioned and secured in place. Most major
subassemblies can be replaced in a few minutes w1thout need for subsequent alignments :
. or ad;ustments hefore restormg the equipment to. ope1 atlonal status. Some as sembhes,

"-prlmarlly rotary heads, do reqmre ahgnment following replacement. _

The electrical al1gnments 1nclude optim1z qtlon of read/wrlte signals. levels and
‘ ‘phasmﬂ and certain servo tr1m ad]ustments required for optlmum head/track
registratlon. These al1gnments are erecuted by spemally deslrrned software modules,
supported by measurement and adjustment c1rcu1ts built 1nto the hardware. The -
alignments may be 1n1t1ated either at a TTY console local to a Transport Drwer. or

| remotely at the. SCP console. Human mterventlon and judgment in the actual ahcrn—
ment is not required Mechamoal checkmcr and ad]ustment to ensure proper tape S
handhng is facilltated also by spec1al support pr ograms. which do requ1re human

parucipatlon o B L R

Preventwe maintenance schedules for the three major TBM Memory System
components- ‘the Dual Transport module, the Transport Dr1ver module and the

| Data Channel module, are summarlzed in Table D.2.3. 7 3.
A{5 GENERAL FACILITY REQUIREMENTS

In general the facmty requirements for a TBM- Memory System closely match

"those required of a standard computer room:. Room size and conﬂguratxon is -
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Table D.2.3.7-3 Preventive Maintenance Schedules for the Major
TBM Memory System Components

TRALSEORT

TAFPE DATA

MAINTEHANCE INTZRVAL TEANSPORT DRIVZER CHANNZL
Daily 5 ninutes 15 minutey
Tviice Y.eekly 5 minutes :
Weekly - 35 minules -
Bi-Weekly - 15 ninutes | 60 minutes
Nonthly 86 minutes 15 nminutes
Quarterly 2 minutes £0 minutes 5 minutey
Semi-Annually 60 minutes 15 ninutes

1,1 hr/wk -7 hr/wk 1.8 hr/wk

4,8 hr/mo 3.0 hr/mo 7.8 hr/mu

obviously variable, and can be closely approximated through use of module floor space

requirements indicated on the attached tables of physical specifications, making

adequate allowance for aisle and maintenance prov151ons

Qutline specifications of

the Transport Module. Transport Dr1ver and Data Channel are also included to aid

in this review. Like modules of the system should be located adjacent to each other

to the degree required for optimum room conf1gurat10n, to minimize the complexity of

module inter-cabling. Tables D.2.3.7

Figures D.2.3.7-7,8,9 indicate ov + lme dimensionsa.
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VOLTAGE -

liSVAC t 5Y
Single gr
-+ 3 Wire

115vac ¥ sy

. 3 Phase,
4 Wire
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single
+ 3 Wire

LAY

- 1+

i1svac T 5

single #.
3 Wire
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3 Wire
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60
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CURRENT -
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108
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STEADY STATE .

POVIER .
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0.3

.0
2.0

1.5

HEAT
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[ERVEDT)

1,000

. 25,000
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Pransport
Module

Transport -

Driver

Data,
Channel

sCp

Table D.2.3.7-5 Physical Speciﬁcét.ions

HT. DEPTH WIDTH

(ommm s inchegmmmmme === )
78.4 32.9. 32.5
78.4 36.5. 24.3
78.4 36.5 . 24.3

© 8.4 36.5 48.6
78.4 36.5 24.3

WEIGHT

t
#'s

1200

. 1100

. 900

1000

400

FLOOR SPACE

(without Aisles)

£ft.,2

7.5 '
6.3
- 6.3

. 17.8

6.3



DUAL TRANSPORT MODULE
| WEIGHT - - 1200 LBS
FLOOR AREA 7.5 5Q IT
POVER REQ. 115V AC,1%
REAT DISSTPATION 1000 BTU/HR
ATR PRESSURE . 90 PSIG

VACUUM - 50" WTRR
e S
| .—_--{7.0.'—-———.2_4.::-‘.;\
l : 1
| | =
- -5 -_—_'!L—J—f.o
315 —— R
1 | -

. " . '
b——sz.s —
Fig. D.2.3.T-T Outline specification
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‘- Fig. D.2.3.7-8 Outline Specification
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D.2.3.8 quormatmn Management System

_ This sectlon describes the functxons and prmc1pa1 characteristlcs of the ECS -
Information Management System (IMS). The IMS is the principal interface with the
users for selection and ordering of data products as well as for requestmg of |
programmable sensor observatious. Three IMS system optlons are provided,
representmg three levels of system cost and capability. - Table D.2.3. 8 1 provides a
summary of basic system functions and Table D.2.3. 8-2 represents an overview of the
characteri_stics of the three system options. FigureD.2.3. 8 1 shows & ‘block d;sgram
of the major IMS system elements. The following paragraphs discuss the system

~ functions and 'op't.i.ons in further detail.
-D,2.3.8.1  Image kCatelog and Data Inventory

The image catalog and-data mventory function’ includes all act1v1t1es

involving the majntenance of directories for various purposes ‘within the IMS.
The system operates in two major roles: an iniernal rolé and an exteriial role.

‘In the external role the function provides the user with a catalog of acqulred images
based on information provided by the pro;ect coutrol center. This catalog IR
further auamented by image descmptors entered by the inveshgators making use of
the various. images. In its internal role the funition mcludes the mmntenauce of

a compreheﬁsive inventory of image origmals and data products, p0551b1y mcludlncr

detailed locatlon tracking for purposes of system control.

The variation of this function with system optlon is largely a matter of the .
extent to whmh data are included in the catalogs and the decrree of flexibility w1th
thich data can be retneved usincr the query lanvua.ge. ‘In addltlon the varlable
charactenstles mclude the up-date cycle of the cawlogue system a.nd the quest.ion of
real time data entry. | '

b.2.3.8.2 Orders for Observations and Products

‘The user ordermg functmn includes a number of acnvitles in the areas of ds.ta

, "séquisitmn and processmg. Tn the data acquismon area the system prowdes the users
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TABLE D.2.3.8-1

 QUMMARY OF IMS FUNCTIONS o

FUNCTION

IMAGE CATALOG AND DATA
INVENTROY

' ORDERING FOR OBSERVATIONS
AND DATA PRODUCTS =

SCHEDULING. AND CONTROL

ACCOUNTING, REPORTING, AND
HISTORICAL DATA

PRODUCT ROUTINE AND DELIVERY

;25129'

cooo ~©oO

oo0o0o0O

=B e/

ACTIVITIES

TMAGE CATALOG/DIRFCTORY

TMAGE DESCRIPTOR INDEX
TMAGE ORIGINAL AND DATA PRODUCT |
TIVENTORY /LOCATOR

STANDING ORDERS S
oATA REQUESTS .~

'ORSERVATION REQUESTS

ORDER STATUS INQUIRIES '

SCHEDULES

WORK' ORDERS

OPERATOR INTERFACE
PRODUCT QUALITY CONTROL

SYSTEM UTILIZATION REPORTS
USER ACCOUNTING ,
UoER/PRODUCT CROSS TABULATION,

'MATLING TABELS .
}DlRECT TRANSMISSION
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TABIE D.2.3.8-2

SUMMARY OF IMS OPTIONS

STANDING ORDER PRODUCT LIMITATICN
SENSOR OBSERVATION REQUEST TIME FRAME
USER ACCESS TO SYSTEM (ON-LINE)

TRANSACTIONS ALLOWED ON-LINE:

CATALOG QUERY
PRODUCT REQUEST
ORDER STATUS REQUEST
IMAGE DESCRIPTCR ENTRY
ORDER PRIORITY
ACCOUNTING DATA REQUEST
LIMITED DIGITAL PRODUCT DELIVERY
PRODUCT /USER CROSS-TABUTATION
ACCOUNTING/REPORTING CYCLE
CDP SYSTEM CONTROL

CATALOG LEVEL OF DETAIL
SENSOR REQUEST LEAD TIME REQUIRED

1l
LIMITED

3 MONTHS
LOCAL, OPERATOR TERMINAL

SIMPLE

YES
SIMPLE

NO

FIFO

NO

NO
NO |
MONTHLY !
PRINT DATLY ORDER LIST.

STMPLE
HIGH

2
EXTENDED

1 YEAR

REMOTE USER TERMINAL

(3]

EXTENDED
- YES
SIMPLE
NO

FIFO AND SPECTIAL

RO

NO

YES
MONTHLY

ORDER LISTING ON
OPERATOR REQUEST

SIMPLE
MEDIUM

3
UNLIMITED

: . 5 YEARS |
REMOTE USER TERMINAL

EXTENDED
YES
EXTENDED
YES
PRIORITY LEVELS
YES
YES

-

e

| ' .
| ON-LINE;DAILY SUMMAR

g DETAILED SCHEDULE
. OQPTIMIZED FOR CURREN
LCATION QF DATA

_ CURRENT DATA LOCATION
i LOW

g
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" with the capability of requesting that specific sensors be turned on or that they be
pointed at specific areas on the ground. In the processing area the use'r ordering
system represents the basic medium through which requests for specific data products
are received by the system. There are three basic classes of transactions taking
place in the user ordering system, The first is a basic request for data previously
quired by the system or for observations specifically defined by the user and known
to be within the orbital capability of the satellite. These requests are known as
data or observation requests. A second category of transaction is standing orders.

In the case of data products these represent generalized requests for classes of

material by geographic area and quality that are placed prior to data acquisition and
without specﬁic knowledge of the specific identification of the data products requested.
In the case of observations these are generalized requests made either too far in
advance of availability of specific orbital and coverage parameters or alternanvely

‘ -they are requests for imagery known to be within the coverage capability of the
satellite but where the user is willing to make the request with sufficient generality
and flexibility to perrmt the system to choose among the various possible alternative
means of sat1sfymg the request. A third category of transaction is a request for

order status in.formation.

There are several types of transactions for which options are available in the

alternative system concepts. These options are described in the paragraphs below.

(1) Standing Order Product Limitation

In the ﬁresent ERTS system there are limitations on the formats of standing
product orders. In the low capability EOS system these limitations will be retained.
In the higher capability EOS opticns these limitations will be relaxed and finally
eliminated. ' '

(2) Sensor Requests

The three capability options in the sensor request area will have gradation
according to the allowable request time frames and the exteat to which the system

will accept responsibility for cheosing among alternative means of implementation.
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'(3) oOrder Status Requests and Order Service Priorities -

" The gradation vkdth respect to the order status request transaction will range {rom a
very simple aclnowledgement of order existence in the -lovir capsbﬂity system to an
extended ‘tracking and tracing of the order in the higher capability system. Also there
will be a variation with respect to the ability of the user to define or. modify pnorxties
In the low capability system the order system will be strictly first-in-first-out (FIFQ).
In the mid level system the or-der priority will be FIFO with the addition of a special |

category for expedited service. In the h1gh capability system a set of pr1or1ty levels

wﬂl be established which g1ve the user the capability of expressmg on 2 more detalled
level the turnaround time required for product requests or t.he relative 1mportance of

an observahon request.
D.2.3.8.3 - Scheduling and Control

The scheduling and ‘control function includes two activities. The major
activity under this function is the orgaﬁizatibd of the product load for the various -
segments of the IMS, and the generation of approprlate instructions and work orders
- to efﬁcmntly accomphsh the processing. “The gradations of system capabllmes in
performmg this function are principally related to the frequency with which the product
load is reorgamz ed and the rate at whmh the work orders or other instructions are
transmitted to the system. In the simplest systvm the product load is scheduled and
orgamzed on a dale basis and the output-of the scheduling process consists of a set
of printouts and tapes that provide in a sequential format the rel evant mformatmn
required for the day's operations. In the higher capability systems the frequency of |
scheduling is increased and the linkage to the operator made more immediate to the
extent that in the hwhest capablhty system the schedulmtr is performed on line at the |
~ time of the user request and is 1mmed1ate1y available for operator or system action.
The rapid degréee of system control is requlred in order to permlt reaction to user
' orders beanncr the lncrh pr10r1ty capability associated with that system option. .-

-’
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The second activity of the scheduling and control system is the monitoring of
product quality, This activity is effcctively performed through the use of standard
data and work orders gencrated by the IMS. The standard data includes both an -
input data set and output comparison set for use in testing various stages of processmg.
The comparison can be made elther manually or automatically as appropriate to the

pature of the process and the capability level of the IMS,
D.2.3.8.4 - Accounting, Reporting, and Historical Data

The accountmg, reporting, and historical data system performs two

funct:.ou.s., The accounting/reporting activity accumulates and summarizes detailed

data on system_utnization both for individual users and on an overall basis. Because
of the flexibility and cabability of the syétem it is assumed that the accounting system
must serve as the basic means of system control for resource allocation. Overall
control of the system is exercised by the project manager by assigning each user some
form of budget. The budget may be an actual dollar amount or it may involve the use
'of some kind of point system. The accounting system then functions in a maoner
gubstantially to the accounting system used with 2 computer batch processing or time
‘sharing system involving a large number of users. By establishing a budget charge
for each capability the pi'oject manager will be able to force the users to set

priorities on their utilization of system resources in a manner'consistent with the

cost or complexity of the service requested. The variation in the accounting/reporting
activity w1t.h system option is essentially a function of the reporting cycle, In the
lower capablhty options each user transaction is ]ournalled and a monthly summary
produced. Neither the users nor the project manager are provided with access to the
accounting records on an interim basis between report generation points. In the |
higher capability system the accounting data is keﬁt on line and a daily summary
provided to the project maﬁager. The users can request summaries of their own

status and activity on the same basis as any other system transaction. '
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In the higher capability systems an additional activity of the aceounting system' ‘
is the mamten:mce of a cross tabulation of data products by the users requesting
them. This cross tabulation is maintained in conjunction with the system directories
previously discussed and permits the individual user on request to determine the
1dentity of all other users requesting imagery in a specific category (primarlly
geographic area). Software provisions will be included to permit any user to exclude
transactions from being included in the cross ‘tabulation. The purpose of this acts.\nty
is to permit users interested in SpGlelC imagery to obtain mformatlon by meams

beyond those prov1ded by the image descriptor index.
' D.2.3 B.5 Product Routing and Delivery
The IMS will include the product routing and delivery functmns of the CDP
gystem. In the lower capability options product routing is limited to mail. dellvery

only. Under these conchtions the function of the IMS will be to prmt appropmate labels
in conjunctlon with the work order and schedulincr prooess ' In the higher capablhty

| IMS optmns there wxll be provisions. for limited delivery of small high prionty

' digltal data orders directly to remote user termmals. This fanction will be performed‘

in 2 yanner completely analogous to the dehvery of output files in'a remote batch

system.
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p.2.k  Local User Systems

A systems viewpoint is taken with respect to a wide family of conceptual EOS
Local User Systems (LUSs) which includes the 1.ow Cost Ground Station (LCGS)
concept. Centralized as well as local Operatlon ; are necessary to assure systems

- viability, and these operations are considered tu the degree currently possible.

‘The basic approah for considermg LUS hardware and software conflguratmns
was to develop a range of user capablhtzes for the display, hard-copy, processmg, :
and analyses of EO8 payload data. Further, a variety of data delWery methods were

con_sidered, but we have cencentrated on the dircct delivery method*.

Several 'methods of EOS p'eyloed data‘ delivery are possible, buit they ar'e cost-
effective only w1th respect to particular EOS sy:tem confiouratmns as yet undefined.
| ‘For example, dial-up 50 to 56 kb/s wideband cominon carrier lines should be available
. ‘throughout CONUS durincr the EOS time frame. Computer-to-cornputer telecommunica- |
tions could be effécently used fm delivery of seleeted data to the LUS. Addxtmnally, .
- CONUS DOMSAT commumcations could ehable’ central to LUS data channels at 50 to
80 Mb/ s rates depending on the selected EOS configuration. -

However, for Current study pﬁrpO'ses EOS to user communications at data retes
vof about 20 Mb/s were assumed as well as'a CONUS LUS population of 50 to 150 umts.
. The system concept could easily be expanded to mclude LUSs in fore1gn lands or con-
tracted to just a few. CONUS LUSs. . '

The systems concept is to provide modular hardware anrl software capabil1t1es :
| for the LUSs that would be complemented by cen=.ralxzed support capabilities.  The

'centrahzed support elements are assumed to be located within the GSFC complex, and
' 'are collocated w1th (and thhin) the Information Manacrement System (IMS), the Pro_]ect h
| Control Center (PCC); and the Central Prccessmg System (CPS).

The two centralized support elements are the Applications’ Program Development

Laboratory (APDL) and the LUS Diagnostic and Lquipment Laboratory (LDE L) The

*"SpeCiﬁc:ltions for EOS System Definition Study,"' EOS-‘410-0_2, page 2~6.
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APDL provides a computerzzed capability for the development of LUS Applications
~ Programs and the conversion of previously developed programs for use with the
LUSs. Additionally, scientific consultation services would be available. from the‘APDL‘ )
personnel. Remote LUS processing and analysis equipment testing is provided by the
LDEL via low—speed digital data dial-up telephoune lines. The LDEL o'_perators woui_d 7
be experts with the operational LUS hardware and software and would be able to |
| exercise the locai computerized equipment via low-—speed digital communications

from their central focation. i o - . : —

Note that a basic assumption for the centrahzed/local system concept is that the
LUS operators are primarly appiicatxons ariented (i.e., the operators are not '
necessanly computer programmers or computer operator experts) . Therefore, the

' applications and diafrnostic support which is. necessary fo mamtam operaticnal LUSs .

- is provided by the shared centraiized gystem elements. This concept would only be

cost-effective if there were many LUSs. I Only a few LUSs were deployed. the APDL
_ and ILDEL would not be economical. The breakpoint for the cost-effectiveness has
not been determined, but because our cost breakout is detailed the costs for the. two

' elements can easiiy be subtracted frOm the total estimated DMS cost.

| Adding or ehminating the APDL and LRDC elements does not-affect the
acquisition. display, and processing capabilities of the LUS. HoweVer, one centrahzed
element that is necessary. for LUS operation is the IMS.. The LUS operators commum- »
_ cate with the IMS via dial-up voice or dlgital low-speed telephone lines to receive
- precision EOS orbit and attitude data as well us make known their requests for CPS
_ processed computer compatible tapes (CCTs) and picture products._ Additionally, the
-operators would receive EOS orbit predictions and coverage time information frorn

- the I__MS_to point and acquire the direct EOS to LUS data transmissions.

‘The following para.gra.phs prwide the purposes and preliminary degériptions .

- of the LuUs dai:a recelving, ha.ndling, proce ssing and display

equipmentsand their CapablhtIES- Estimated costs are also provuied.
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D.2.4.1 Pin'poses for the LUS

There are several purposes for the L.USs. They provide users such as federal,
gtate, or county government agencies w1th the capability to view theu' local areas
with high resolution (10, 30, 90 meter resolution poss1ble) from an altitude of 600 to
900 km. Visual areas covered are in north-to- south surlps from a few miles to a few

hundred miles wide.

Commercial and private organizations can be provided with the same observation
6apabi1ities. For example, universities can establish prﬁctical cost Earth Survey
Data Laboratories at reasonable investments for purposes of scientific investigation
and student training. Oil, costal fishing, and mining companies can use EOS payload

data for private purposes without revealing their particular interests to others.

Because EOS data are delivered directly to the LUS operators they can view

their local areas within seconds to several minutes depending on their LUS capabiliti

Prec1sxon EOS orbit and atf.ltude data can be delivered via the low-speed IMS telephone
1ines that would enable precision fllm and computer products generation potentxally
within several hours rather than days or weeks as is now e\perlenccd for some ERTS

system products.

In summe.ry' the purposes of the LUS are to:

o Display EOS image data in black and white or color visual images
o Produce copies of the visual images

0‘ Format and selectively edit the image data '
o Radiometerically and geometrically correct the image data

o Provide an analysis capability to suppdrt a multiplicity of applications
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p.2.k,2  Functional LUS Description

A minimum set of equipment is reguired for the mihimuni capahili'ty direct data
delivery LUS.. This is an antenna system, an RF receiver. a data demodulator, and
a Vjisual display device. Proper formatting of the digital data is required within the
- display device to correct the baseband data for human observation. After display, the .

image can be photographed to provide a record of the information.

Manual antenna .steering ‘and a hand held camera complete the minimum capabilxty ‘

' LUS. However, it is expected that most LUS users would require a greater capability "

gystem. | - | ' |
'I‘herefore. a basic system capabihty has been assumed where a data recorder,

a data processor, and an LUS equipment operator interface are added to the minimum

equipment set. These fundamental LUS elements are shown in' Figure D.2. i,

An operational scenario for the Basic LUS envirions that the ‘operator uses the
predlcted acqulsitlon of 51gna1 (AOS) and loss ol mgnal (LOS) parameters from the .

| IMS for his parttcular locattou, enters the parameters mto the processor via a tele-

type or CRT/ Keyboard squlpment interface, and at tho predtcted AOS time initiates

the system operation. . The data recorder would be started, and when the EOS trans-

mission signal strength is observed from a reciever meter, the Operatm wouldi

| .‘maxlmize the signal strength indication by adjusting the antenna programmed track

and reCeiVer tuning.

At LOS, from 2 to 12 iinutes after AOS, the data acquisition phase is. completed |
and the data recorder would be manually controlled to enter data either directly or
through the processor to the display. Assuminrr that the data were not displayed

‘during the acquisition phase a visual 1mage usmg EOS sensor calibrated data could be
dlsplayed within 5 to 20 minutes. ‘The displayed image would cover an area of 1024 _
by 1024 pixels representmg a geographical span of 10. 2, 30.7 or 92 2 km in the north-
to-south and east—to-west d1rect1ons. dependmg on a 10, 30 or 90 meter pixel field of

View.
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The intensity of any pixel would be represented by 64 poss1ble levels correspcnd- |
ing to a 6-bit pixei intensity range, and the image area would be 11 by 11 cm. Pre=~
dicted EOS ephemeris Wouid provide geographicai latitude (é) and 1ongitude (L) mdi—
cations on the image. A. Polaroid film holder or hand held camera could be used to

produce second generation photo products.

Additionai capabilities that can be added to the Ba.sic LUS provide operator

' 'convenience for the data acquisition and image display, .'La.rger image - ‘
displays, color images, data processing, image analysis and precision image pro-
ducts. A further capabilitiee increase enhances operator convenience through com-
puter autOmatmn and provides the ability to perform data analysis, image analysis :
and product generation interactively. and more quickly than with a iesser capabi_l__ity'.

' system although at an i.ncreu.eed equipment and operator cost,

_ Because of the possible large range of potential Lus capabilities we selected
three LUS equipment cost targets of $100K, $200K and $300K for study purposes. _
An assumption was that from. 10 to 100 LUSs would be required and that the equipment
costs ‘would represent recurring costs oniy. ‘ The Basic LUS cost has been set at 100K.

‘ -Therefore. the two higher cost targets represent enhanced cspability systems. i

D.2.k, 3 preiliminary Designs for the LUS.

Pixel ‘format that cen be reasona.bly implemented on board the EOS and easily
| handled on the ground durin_g the LUS “data e.cquisition phase is. en important
design driver. The current as‘sﬁﬁipt‘ic‘n 18" tnst a.ny ~5ti& band i '
or HRPI sensor data can ‘be transmitted at fuli resolution, and that any three TM
 bands at 1/3 reduced resoltuion can also be transmitted. It is further assumed that
necessary sensor caiibration data, predicted EOS subsateliite point ephemeris. 5/C
attitude and attitude rate data, as well as sensor housekeeping d_ata will be trans-
mitted with the sensor pixels. E . |
35

An effective 185 km TM swath width and E8 km HRPL swath width un:th:l:ﬁ:pe-t
omﬂny are assumed. The intensity levels for each sensor will be quantized by
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6~bits. Further,

15 scan lines per earth swath are assumed for both sensors when

operating at full pixel intensity range.

Based on the preceding assumptions a scan format would appear at the LUS

demodulator output connection as follows:

FILL, LS ——s I.SP| Multiplexed Pixe‘- Data, I.LEP; I—-S -y DSP’ OD, FILI.!

where  FILL -
I_S -
ISP -
" LEP -
DSP -
op -

unused bit intervals {not necessary and to be avoided if possible)
Line Synchronization . —
1ine Start Pattern

Line End Pattern

Data Start Pattern

Overhead Data (Ephemeris, ca_libration,.housekeeping, etc.)



Figure D.2.4-8 . pictorially displays TM data definitions that are
used in this'report. Thése'terms are scene!‘image, band, 1iné,'swath, and

pixel,
Assumirig now that the EOS subsetellite point velocity is 6.9 km/s,
an 85 percent efficient scanner, ' retrace overlap, & seven band ™,

and a four band HRPI, where the TM pixel field of view (FOV) is 30 meters,
and the HRPT is 10 meters, a 1:1 sampling rate with resPect to the FOV; '
'then one TM scan line contains €165 pixels and one HRPI gcan line contains
3500 pixels. ' .

A T scan swath cover (15 x 30) k50 meters in 65 2 ms of subsatellite'
point time. At 85 percent scan efficiency, a line of plXelS is generated
in (65.2 x 0.85) 55.4 ms, that results in a line pixel rate of (6165/0.0554)
131,282 pixels/second, A composite TM bhand trensmission rate is (111282 x
6 x 15) 10,015,380 b/s. . The pixels require 8,513, 073 b/s per band allowing

,502,307.avaiab1e for Bynchronization and_overhead date purposes.
The HRPI scan swath covers (15 x 10)‘150 meters in 21. 7 msoground

a—

—tlme and thusg, the scan time at 85 percent: efficiency is 18,5 ms. With '
3500 pixels per line, the line pixel rate is- { 3500/0.0185) 189,189 pixels/
second; that requires a transmission rate of (189189 x 6 x 15) 17,027 010
b/s. At 85 percent efficency there are.- 1h h72 958 b/s for plxels and.
2,554,052 b/s for overhead data. |
Considering a TM three-band compaction, only. (6165/3) 2055 pixels
per line are required. This indicates a line pixel rate of (2055/0 055&)
37,094 pixels/second A transmission rate-for these data is (37 o9t x 6 X%
15) 3,338,460 bjs. Thus 2,937,691 pixel bits and 500, 769 overhead ‘bits
per second would be transwitted depending on theparticular overhead d&ta.
format seleeted. A greitertransmission rate may be necessary to keep the -
overhead data format the same for the ccmpaoﬁad. data ag for the one-band
TM data transmisslons. ' ' &
Figure D. E'h—3 . shows Tﬁe LUS ‘direct data acquisition o
equipment.. The data format from the demnﬁulatar "was prev1ously identlfled
The pixel decommutator wouid synchronze the 1ncom1ng scan swath multlplexed
bit stream and demultiplex it into 15 gtreams. These lower rate streams

contain their own line synchronization paﬁterns and form data blooks or Pacts
(1 e. scan lines pacts) that become 1ndependent from eaeh other. The image .
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of Sensors for each Band. Pixels result from sampling the sensor sgignals

and converting an analog voltage to & 6-Bit Digitel sample.

Fig. D.2.4-2 T Data Definitions
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may be displayed or recorded, depending upon the selected conflguration.

The demultiplexed 1 Band T data formst is shown in Figure D. 2,hk,
Esch line of pixels is preceeded with a line pattern used leter for line
synchronization. Note that a tradeoff here was to use & recorder that
would handle the LUS direct data as a single stream or the moreconventional
instrumentation type recorder; The latter was chosen &s being less costly
in the system context. . '

Blocks of data follow the pixel packs that contain housekeeping and
calibration data. These overhead packs are multiplexed on board the FOS
during the 15 percent scan retrace interval., These packs are synéhron;zeable
and independent as are the pixel pacts. ‘ '

The pixel decommutator demultiplexes the ™ and HRPI LUS data with
the same algorithm,minimzing the Wiltiplex cost. Figure D.2.h-5
showe the three band pixel peck., The multiplex detail is shown in Figure
D.2.4-6." . The decommutator as well as the input multiplexer are

development items. The recording unit is not.

Current practical data recording can be done to 35kb/inch on
available recording units. “Cdnaidering accuracy of data recovery

and maintéhBhc¢é we have decided fo use a packing density betwaen 15 and
25 kb/irich at present. Table D.2.4-1 shows the data rates. then

available per track on an instrumentation tape recorder. It
is seen that the hlghest line rate (1135 kb/s for HRPT data) ‘can be captured
at the 60 inch/second speed.

Table D,2,4-1 " Density vs Data Rate vs Tape Speed
Tape Speed Density Range )  Data Rate Range
(LPs) (kp/8) - (/)
120 _ 15 25 1800 3000
60 ' 1 1 900 1500
30 1 1 450 750
15 1l 1 225 - 375
7.5 1l 1 112.5 187.5
3.75 1 1 5617 93.7
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Fig. D.2.4-5 Demultiplexed T™ 3 Band Data (1 Pixel Pack and 2 overhead Packs)
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The recorder replay speed is compatible with.the particular computer °
throughput rate. It would be between 1 and 6 Mb/s (composite of 15 data
trecks)e _ |

Bit reshaping is acéomplished in the input multiplexer for each data
track. This is done with a signelcoh&itiOﬂEF- costing about $240 in
quenity, one unit for each of the 15 data streems. Line synchronization
is mccomplished in the multiplexer or the computer. Hardwere synchronization
provides greater computer throughout but 1s more costly that software
synchrenizahion. In either event the data are multiplexed into the computer
in 8-bit or 16-bit bytes for ease of software format control, (Pixel per
byte synchronization is performed when the line synchronization is implemented

by hardyare) -

Assuming & direct visual image generation 1is requlred then the 15
pixel streams would go to the visual display. This display would reformat
the data depending upon the particular technique and transfer rate
display capability. Full image display and resloution at the received
rates is more expensive than reduce resolution displays, such as &
television set. '

For practical purposese'iUS real-time display, if required, would be
composed of a'frame grabber", cheap disk, an& a commercially available
TV set. Even this system could cost between $6K to $10K, however, and hag
been ruled out for the present as too expen31ve. A more reasonably priced
display system may be possible for the real-time data and will be investigated
a8 the study.:continues.

A, full resolution visual display is required , and it appears that
even by eliminating the real-time display requirement at least $lhK is
required for a full resolution display. (Less costly versions may be
possible, but will require further investigation),

Two additional items of equipment are functionally‘fequired to .
complete the Basic LUS. These are & disk data storage unit;'and a
magnetic tape unit. The disk storage serves as a.tempe;;}yﬂaree for the
VOlu@B’of data bits that compose an image and as an online computer
progrem library. Tape units necessary to hold the poténtial dats
volume received during one EO0S owerfiigntfri e. e, the disk unit would
be prohibitively expensive to hold the dets). ’
hold the data).
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The preliminary‘LUS designe should be'further refined as & function
of the particular user application developedrdufing the stedy.
D.2.4.4 LUS Processor and Display Hardware | '

Proceasor and display hardware for the Eaaic LUs ie:shown in Figqre
D.E.h—?.. The current "quantity 1" cost for the Disk Unit is $lh; the Tape Unit
is $20K, the Computer is $10K, the operator 1nterfece (Teletype Display) is
$1. hx, and the small preC1sion (Storage tubs B & W)display is $15K. These
costs include.system 1nterfac1ng for equipment operation with 60 H, ;15 Volt
power. For 50 H# or 230 Volt operation, add $1K. The compesite‘Basic LUS
processor, &nd'disglay cogbs thus total to.$61Klor_$62K,

t The optional telephone interface runs'$0.hK, plus rent of the digital
_modem and telephone of about $50 per month Ueieééa CRT/Keyboard‘to replace
"the Teletype operator interface adds $1K, and floating p01nt options .for computer
throughput enhance, plus hardwere multiply and divide, can inereasge the cost
by $5K. The input multiplexer was priced in the data acquisition equlpment.

. The equipment costs for the proceesor were developed from manufacturers

| 1list pr1cas and are subJect to quantlty discounts.‘ A component-diacount schedule
has been generated for: estimeting guidelines- 10 systems, %3 30 ‘systenms, 13%,

50 eystems, 1?%, 100 systems 22%; end 150 systems, 25%.

A stripped system could be mnde 1ess costly thep_thek$6lK by removing
items such as the ‘disk unit and one magnetic tape drive. The processor
.hardware cost is. then about $26K. .Table D.2.h-2 2 shows the‘stripéed‘end Easic

~

LUS prccessor (without options) and displey cosits as.a function of quantity.
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Table D.2.L4-2 Ez9ssssnr_ﬁud,nisnlex.ceeﬁa_VB- Quantity

‘Quantity Discount (%) ~ Stripped .  Basic ($K)
B o % . 61
10 5 5. 58
30 o 13 - 23 R 53
50 . 17 " =
100 | 22 e 18
150 o 25 20 k6

The optional telephone interface can be replaced with a 50 to 56 kb/s
'synchronous interface for about $800 increased cost, or an inter-computer
digital communicatioo interface ‘for a large acale computer {such as an IBM
360/370 machine) for a 'further increase of $4K. Thus, the Bagic LUS Pro-
cegsor and Display can be used as a relay data processor and analyiser ‘
either as a stand-alone unit or with support provided by a larger computer.

‘ Note-that'the 108 does not inelude program development hardware such
kas.computer card readers or printers. This'is because the-basic program
development operations occur at the APDL. If the AFDL is not implemented, -
a LUs would hav‘e to include the added program development equipment, in-
creasing the system cost of the IUS by about $15K. Enhanced capability LUS
Processor and" Displays include throughput expansion, image display en-
hancement (image analysis) color display, hoto copy convenience, and
computer hardcopy (line printers) ‘ '

Throughput enhancement can occur in several ways. Two methods under
consideration are multiprocessing and computer expandability. ‘Because
our Data Operations Study indicates a minicomputers configuration cost less
than large scale computor systems only minicomputors are considered for
use in the s, For multiprocessing, addltional minicomputers can be added-
to the one used in the Basic LUss. Manufacturers have developed software
and hardware for connecting several of their machines together Thus
'minicomputers can be interconnected to supply increased throughput for
data- processing and image analysis. ' : .

‘ Expandable minicomputer memories (adding 2 ;A 8 & 16 kilolyte core
memory modules) increase the computer throughput for handling increased
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image sizes. (The Basic LUS display is 1024 x 1024 pixels). This is
currently practical up to memory sizes of 131K kilolytes (1.0 Mb).

We have considered only & subset of the LUS processor and display

‘options in line with the design cost targets. Although particular
hardware elements were used to develop the LIS Processor and Display
Configurations they should be considered as representative for the
capabilities indicated.The preliminary hardwere costs could be expected
to vary plus or minus 10 percent as configuration optimization for various
applications, throughput, and cost are performed. '

All hardware currently considered is off-the-shelf and deliverable
within 60 to 120 days after order. Quantity pricing is based on the total
indicated number of units within a 12 to 18 month time period. There are
no non-recurring hardware costs. System development costs do apply. These
are estimated et $50K minimmm and would be expected to increase as the LUS
complexity increaged., These costs include system documentation and initial
unit checkout.

Data Genersal, Interdata, Msdecom, Varian, and Digital Egquipment éorp.
computer equipment, and Dicomed and Comtal Image Display equipment prices
heve been used in the costings. |

D.2.4,5., IS Processor Software
Table D.2.4-3 shows the software for & 32.768 K-bit word minicomputer
memory. Smaller size memory can be used to reduce the LUS costs but the

throughput will also decrease. The converse will occur if larger memories
are used. The 32K word memory is & balance as t0 a reasonable minimum memory
size.

Table D.2.4-3 MEMORY SIZE

Software Function , Memory Size (Words)
Real Time Operating System (Resident¥) Loo6
Data Processing & Imsge Analysis Executive (Resident) h0o6
Processing & Analysis Packages (Resident) : Loge to 8192
1/0 Buffer Areas 4096
Support & Applications 16384 to 20480
Data Working Space (Data & Cal. Tables,Etc) 16384 to 12288
Minimum Recommended Memory Size 32768
‘% Resident in computer memory during the pBrLiCUIST Drocessing Or analysis
Operations.
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Tha daté procéssing énd analyéis'software'packages are modular and are-
 dep¢ndent upon thé 1US overator’s priﬁary.épplications areas. Thérefore, wé
- have hot,épecifiéally congidered £he applicaiiOﬁs packages but have'concen- |
‘tfated-on.the data handliﬁg, ranagement prd@essing; and general information

bctraction areas- The hardware capabillty for the appllcatlons nackazes
‘has been included. however. |

Basic softwaré.fqr the LUS is modular anﬁ organiééd gs indicaﬁéd in -

Figure  P.2,hrB | | |
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Trzge data files ars stored by image ard bard when on the disgk, and can
be vsed in different forms. For example, wcrking fileé are required during
date processing and would be in the form of raw rixel data, radiometrically
corrected pixel data, or geometrically corrccted data.

Thege files are exchenged from tape-to-disk-to-memory-to-tape during the
correction operations. This type of overla; is ﬁecessary 5ecause cne TM image
contains sbout 29 M bytes or 15M 16-Bit computer ords. Neither‘the computer
memory nor the disk can hold the entire 6167 x 6155 pixel storage as a unit.
The disk wiil almost hold one image, but sorz spaze for the software 1ibrary
is msintained on the disk for rapid use during the processor task overlay
operations. |

The more interesting software is that ior the operational tasks, These
ére divided into three general aréas: Basic, Processing. and Analysis. Basic
task software is used to move data and task programs into and out of the com~
puter menory, prcviée cperator control of t¥2» LUS, and return information or
gate sets Tor review. Frocessing tasks are associated with the radiometrie
end zeomstric correction of pixel data, and “mage analyses or enhancement is
verformed with the analysis tesk software mcdules,

A generzl picture of the modular softwere operation is that the computer

ck
i2]
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iden

H

m
}

o
=

fryare performes tezcic functions that ¢1ables the processing and

nalveses task (or application? software to work within the LUS. It brings

m
L

tne needed task programs into the computer snd moves pixel data
to and from the disk. tape. or display. depeading upon the'task in progress.
: {

Taple D.2.4-4% - summarizes the task softwsre so far considered for the

LUS. .

D_154



CABLE D.2.Meh b

LUS TA K SOFTHARE SUMMARY

TAUR SYPES
TTERTIFICAT TON

FUNCTTON

Zasie

Frocessing

Analysis-

(Generzl FurPOSé)

/ Bl
B2
B3
BY
BS
%
87
BS

B29

- . B30

s

‘/ Pl

P2
. P3
Pl
PS
6
P
- P8
PO
F10
P11
Fl2
P13
_Plk
P15
F16
P17
P18
J Al
A2

A3
AL
A5
A6

AT
A8

A -

A10

ALY
Al
Al3.

AL

415"

Iritialire digk and comput:r software from tape
TTY Operator Langusge -
CRT /X eyboard Operator Lang:age

Arntenne System Control

' Program Track Change

hcquisition Data to 'Ia'oe/P mnsor Calibration

Display Imease
Dasic Move Lata, Label Datz, Open Data Tile,

| Error Check. Read Label, “rite Line, Display

Message ete. _ ‘ _ :
General Purpose, Read Byte_, Write Bytes, Store Bytes,
Convert Bytes, ete. R Co
Radiometric (Nearest Nabor' ./ 1 Band TH

Radiometric {Bilinear) ~/ 1 Band TM.
Radiometric (Cublc Convolu’ Jon) / 1 Band TM
Radiometric : / 3 Band TM
Radiometric (As above) /3 Band T™
Radiometric / 3 Band T™
Radiometric - | ) / HRPI -
Radiometric (As above) /"
Radiometric. "

Convert map coordinates from UTM to Geographic
Convert map coordinates from Geographlc To UTM

' GCP Fourier Transform
* Print Thematie ‘Map

' Compound Imegze

' Superimpose srid

Change pixel scale factor 20&8 x 20&8 :) 512 x 51?}
Generate Test Pattern

Copy Color Image . -

Enhance imege contrast (int nnsnty level conversion)
Compute intensity level fr*quency of" occurrence and
print histogram

Digital filter for reduced blur (1mage enhancement)

~ Image convolution
' Update gecgraphic referencb

Correlate two images.
Correlate three images
Correlate four images
Spacial resectlon

- Rotate Image

Trenslate Imzge :

Linear piecewise geametrlc transformation
Change Detection {2 image -ross correlation)
Add, Subtract, linear comb ne two imege analy81s
Panlno, Hanlng convolumlon smoouhlng '

2-157



netailed software design has not been encomplished., However, software
development estimates are available for fhe saftwére to control the LUS during
data scguisition, move the da.a to tape, to disk, to radiometrically and geo~
metrically correct the data and to display B & W anad color images. Based on
the use of experienced minicanputer programs with image handling experience,
a completed top 1evel software work can be aﬂccmpllshed within 36 man months
of prograsmer effort. FEstimaeting experienced progremer costs at &hK per man
ronth (ineluding overhead) the minimum software development cost is estimated
at $144K. Considering basic software docymentation and uncertainties in the
esfimating (including some contingeney) at least $200K should be allocatéd for
the basic softwgre work. | : , ' ’

lio atiempt is made currently to estima:e the analysis task software costs
becamse these are heavily dependent upon the particular bus opératér’s area of
intzrest. Theréfore, only 2 minimwm software develdpment cost is made at this
time, The current estimated software cost is nonrecurring, however, and would
zdd a WLﬂlmum of $20K to each of 10 LUS's to $2. K to each‘lOO Units.
\J.s L 6 Certralized APDL znd LDEL Costs

Centralized LUS softwarz development end hardware costs are currently
e=u1rqted from experience only, detailed essimation has not yet been accam-
plished. tesed, however, on the hardwere cost for the Enhanced II LUS, and
corsidering cosis of card and tape readers punches, high speed 11ne orinters,
an¢ other urorr_mmlng conveniences, at least two sets of hardware are necessary
at estimeted costs of $350K each.

imilarly, software coste for the AFPD. and LDEL can_oniy ve estimated from

err.zrisnce bzsed upon systers of assured cmplexity. This experience indicates

elorment costs sho-ld equal the hardware costs with an
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vSiitional 50 percent contir.zency and docurentation cost.
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Therefore, at this time, the APDL and LDEL hardware costs are cstimated agh
$700K, and the initial software developmen: and documentation costs are
estimated at (1.35 X 700) $O45K. These two costs total to an estimated of

1$1,6L5K.
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p.2.4,7 - WS _RF/IF

System Requirements: The low cost ground terminals under consideration
must be capable of receiving a 20 Mbps biphase modulated X-band carrier
with a received signal level at the input to the antenna of approximately
minus 140 dBW/m?/h kHz (the CCIR recommended maximum SPFD level). They
mast also be capable of tracking at & rate greater than 3°/min when at
elevation angles greater than 44°, |

System Design Options: The type of equipmeht of the LCGS includes: -
(1) A 4 to 8 foot X-band reflector, feed and servo system capgule of

3°/min at elevation 44°,
(2) A low noise uncooled paramp, & tunnel diode or an FET preamplifier,
(3) A manual, programmed or automatic tracking mechanism.

5

(4) A receiver (down-converter and demodulator) capable of 10 ° BER

with & 12 =13 4B input SHR.

The configuration currently considered most prominent will yield a
signal margin of approximately 3 4B and will consist of:
(1) A 4,0 to 8.0 foot antenna
(2) A low noise uncooled paramp
(3) A programmed tracking mechanism
(4) A receiver capbale of 10~ BER with a 12 dB SNR input

A functional block diagram is given in Figure D.2.L4-9.

Other system configurations are being studied. Most prominent among
these is the use of a larger ground antenna (approximately 10 ft.) and FET
low noise preamplifier. This configuratidn could lead to a cost saving of
approximetely $30K per system. Following careful consideration of all
feasible system configurations, an LCGS configuration will be selected
with the regquired cost/cspability for msximizing local user access to the
ECS.
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