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LASER DOPPLER VELOCIMETER SYSTEM SIMULATION
FOR SENSING AIRCRAFT WAKE VORTICES
by
J.A.L. Thomson and J.C.S. Meng

SUMMARY

A hydrodynamic model of aircraft vortex wakes moving in a turbulent wind shear field near the ground is developed and used as a basis for modeling the characteristics of a laser doppler detection and vortex location system. The trailing vortex sheet and the wind shear are represented by discrete free vortices distributed over a two-dimensional grid. The time dependent hydrodynamic equations are solved by direct numerical integration. The effects of buoyant exhaust and atmospheric stratifications are incorporated in the Boussinesq approximation. The ground boundary is simulated by images, and fast Fourier Transform techniques are used to evaluate the vorticity stream function. The atmospheric turbulence was simulated by constructing specific realizations at time t=0, assuming Kolmogoroff's law applies, and that the dissipation rate is constant throughout the flow field. Although the primary purpose of the study reported here was to analyze the laser doppler velocimeter system, characteristics of other systems are also discussed in the framework of the present model.

The response of a simulated laser doppler velocimeter is analyzed by simulating the signal return from the
flow field as sensed by a simulation of the optical/electronic system. Patterns of various features of the signature are presented in range-elevation angle plots. The problem of locating the vortex centers is discussed both as a pattern recognition problem and as a "point" target problem.
1.0 INTRODUCTION

The implementation of reliable, efficient and safe control of the air traffic in the airport terminal environment requires detailed knowledge of the wind shear fields in the vicinity of the airport and, in particular, in wakes of the larger aircraft. These wakes following the aircraft bear characteristics of the aircraft's weight, wing span and configuration, approach speed and height, engine configuration, engine exhaust buoyancy and thrust, as well as environmental characteristics: vertical wind shear, turbulence level and atmospheric stability. In this report we describe a model which simulates the interaction of a laser-doppler velocimeter with the wake flow field. This combined model of the wake and the detector system is expected to be useful both in the design of detection systems and in analyzing or correlating test data.

For simple wings the lift force is distributed elliptically (to a good approximation), along the wing so that the maximum circulation shed per length (the spanwise derivative of the lift) is at the wing tip. Hence, the maximum upwash velocity is also at the tip, and roll up occurs there first and extends toward the fuselage. Since the maximum vorticity is at the tip, most of the vorticity shed by the wing is relatively quickly concentrated into a tip vortex. Many previous analyses were based upon the approximation that the trailing vortex sheet can be represented by two well defined counter rotating cylindrical "tip vortices".
All of the detection systems presently considered rely specifically on such a model of the flow field in order to deduce the vortex locations. One of the prime objectives of the LDV* system is to provide spatially-resolved velocity fields. However, even here finite range resolution limits the location accuracy. In order to be able to assess and develop an optimal design, a hydrodynamic model is developed which provides a reasonably realistic description of the wind shear field; in particular, it is capable of treating non-simple wing loadings (i.e., general flap configuration), the early time period before wrap-up, the vertical wind shear, simulated atmospheric turbulence, interaction of multiple wake vortex regions, buoyant and stratification effects of the ambient atmosphere and of the engine exhaust gases.

When the buoyancy of the exhaust gases and of the ambient atmosphere is included, the vertical motion of the wake is modified at late time. Characteristic times for stratification effects are measured by the Brünt-Väisälä time \( \tau = \left[ T_p / (g \beta T_p / \partial z) \right]^{1/2} \), where \( T_p \) is the "potential" temperature, and are typically several minutes in the lower atmosphere.

In the presence of a finite wind, the above-mentioned phenomena will further be complicated by a shearing effect of the atmospheric turbulent boundary layer. In addition to simple convection of the wake by the wind, the wind shear is expected to alter the relative motion of the two vortices.

* Laser Doppler Velocimeter
From observation, it is known that the downwind vortex often rises.

All the physical phenomena mentioned above - the vortex sheet, the buoyant exhaust, the wind profile and turbulence, ground images and vertical stratification - are modeled in the current analysis in two dimensions on a rectangular mesh. The continuous vorticity field is represented by a cloud of closely spaced discrete vortices. The airplane wake appears initially as a line of closely spaced vortices which subsequently wrap up and form the tip vortices. Except for the concentrated tip vortices, the velocity field is calculated at the mesh points from the Poisson equation relating the stream function to the vorticity. The vorticity itself is evaluated by calculating the local concentration of the discrete vortex cloud. Turbulence is simulated by adding a random additional term to the circulation of each vortex element in such a way as to guarantee a Kolmogoroff spectrum as the mean. Fast Fourier Transform techniques are used to solve for the velocity field at each time step. The individual vortices are then moved appropriately in this velocity field.

A primary effect which is not coupled into the model at present, but which may be important at early time, is the axial motion. However, the axial flow does not affect directly the transport of the trailing vortex except when it is drastically reduced. Until a three-dimensional approach is adopted, we shall not include this axial motion.
The laser doppler system is modeled by calculating the system response as the focal point is moved in range and elevation angle in the scan plane. When the system is focused at a given point in space, the Doppler spectrum response is calculated by considering contributions from each range point and superposing these, multiplied by a theoretical range response function. The velocity components are obtained from the hydrodynamical model at various times. A unique feature of the modeling of the hydrodynamics allows the tip vortices to be treated with high spatial resolution by invoking specific models of the core structure while at the same time retaining a lower resolution representation of the larger scale features. In the present analysis, we use Owen's model of the core structure and its decay. More accurate representations of the vortex structure are currently available (Betz, 1933; Donaldson, 1973) and can be included as required. The range response function is constructed from a previous analysis of the optical system for Gaussian beams. Effects of finite truncation and blocking of the primary mirror have been treated by a detailed two-dimensional propagation analysis. In the system model these effects are included by simply degrading the Gaussian beam analysis appropriately.

The spectrum is calculated by multiplying the aerosol density by the response function at each range point and
cumulating this contribution in the appropriate velocity (or frequency) channel. The aerosol density in the neighborhood of the core is affected by centrifuging at late time, and a model for this has been developed (Appendix I). However, in the present simulation calculations, a uniform particle density is assumed.

Once the spectrum has been evaluated, simulations of the data analysis procedure are carried out. After specifying appropriate velocity and intensity thresholds, various moments of the spectrum are calculated (the mean velocity, variance, skewness and kurtosis). In addition, certain other characteristics of the spectrum are calculated: the velocity of the highest channel above threshold \( V_{\text{peak}} \), the velocity of the channel having the peak signal \( V_{\text{max}} \), the signal level in this channel \( I_{\text{peak}} \). All of these data, in addition to the fundamental input (the value of the parallel velocity at the particular range point) are presented on a (3-dimensional) range-elevation angle plot. Also plotted are the actual locations of the vortex cores. The geometry of the simulated laser scan pattern together with the vortex wake motion are separately displayed. This entire procedure is repeated for each time step of interest.

In the following section we give a detailed description of the hydrodynamic model followed by a description of the laser doppler system simulation. Example case histories
are given in Section V for a simulation of a B747, a B720, and a DC-3. The DC-3 example is included to show comparisons with experimental LDV returns for a flight measurement. Detailed analyses of the LDV optics and the aerosol density evolution are relegated to appendices.
II.0 FORMULATION OF THE HYDRODYNAMIC MODEL

II.1 Equations of Motion

The momentum equation for an incompressible fluid may be written in the form

\[
\frac{d\mathbf{u}}{dt} = -\frac{1}{\rho} \nabla p + \eta \nabla^2 \mathbf{u} + \mathbf{g} \tag{1}
\]

where \( \mathbf{u} \) is the velocity, \( p \) the pressure and \( \rho \) the fluid density, \( \eta \) the kinematic viscosity, and \( \mathbf{g} \) is the acceleration due to gravity. The vorticity

\[
\zeta = \nabla \times \mathbf{u} \tag{2}
\]

satisfies the equation obtained by taking the curl of Eq. (1):

\[
\frac{d\zeta}{dt} = -\nabla \left( \frac{1}{\rho} \times \nabla p \right) + \eta \nabla^2 \zeta \tag{3}
\]

Thus vorticity is generated as a result of buoyancy forces associated with density and pressure gradients and diffusively dissipates as a result of viscosity. Eq. (3) provides a means for evaluating the vorticity of given fluid elements. The velocity at any point \( \mathbf{r} \) in the fluid may be evaluated from the integral of Eq. (2) which, in two dimensions, has the form
\[ \dot{u}(\vec{r}) = \frac{1}{2\pi} \int \int z(\vec{r}'_1) \times \frac{(\vec{r} - \vec{r}_1)}{|r - r'|^2} \, dx'dy' \]  

where the integral extends over the entire rotational region of the fluid. The continuity equation for an incompressible fluid:

\[ \frac{d \rho}{dt} = \frac{\partial \rho}{\partial t} + \dot{u} \cdot \nabla \rho = 0 \]  

(5)

can be used to follow the evolution of the density distribution in time.

Instead of the Green's function form for the velocity field (Eq. 4), the velocity may be expressed in terms of a stream function \( \Psi \):

\[ \dot{u} = \nabla \times \Psi \]  

(6)

defined such that \( \nabla \cdot \Psi = 0 \) (the vanishing of \( \nabla \cdot \Psi \) is automatically fulfilled in two-dimensional motion). The stream function satisfies a Poisson equation with the vorticity as the source function:

\[ \nabla^2 \Psi = \zeta \]  

(7)

for which the formal solution can be written
\[ \Psi (\vec{r}) = -\frac{1}{2\pi} \int \zeta (\vec{r}') \ln |\vec{r} - \vec{r}'| \, dx'dy'. \quad (8) \]

The curl of this expression yields the identity in Eq. (4).

In the present analysis we will be concerned primarily with fluids where the fractional variation of the density and viscosities are small \( \frac{\Delta \rho}{\rho}, \frac{\Delta \eta}{\eta}, \ll 1 \) and we carry out calculations only to first order in these variations.
II.2 Numerical Procedure for the Inviscid Fluids

When the viscosity is negligible the vorticity equation (3) takes the form

\[ \frac{d\zeta}{dt} = - \nabla \frac{1}{\rho} \times \nabla p \]  \hspace{1cm} (9)

and to first order in the density difference [since \( p = \rho_0 g + o\left(\frac{\nabla p}{\rho}\right)\)],

\[ \frac{d\zeta}{dt} = - \frac{\nabla p}{\rho_0} \times \hat{z} \]  \hspace{1cm} (10)

For the two-dimensional motion in the x, y plane the vorticity is effectively a scalar (i.e., has only a z component). Thus, for a vertical (y direction) downward gravitational acceleration \( g \), Eq. (10) becomes

\[ \frac{d\zeta}{dt} = \frac{g}{\rho_0} \frac{\partial p}{\partial x} \]  \hspace{1cm} (11)

Of particular interest is the case of a stratified fluid. Here we divide the entire fluid into layers of slightly differing density. In this case, vorticity is generated only at the interface between the layers, the remainder of the flow remaining to be irrotational. It is convenient here to integrate Eq. (11) across the interface to yield an expression for the growth rate of the surface circulation
density $\sigma$ (circulation per unit length along the interface):

$$\frac{d\sigma}{dt} = \frac{g(\rho_+ - \rho_-)}{\rho_o} \sin\theta$$  \hspace{1cm} (12)

where $\rho_+$ is the density to the right of the interface and $\rho_-$ that to the left, and $\theta$ is the angle of inclination of the interface (to the horizontal).

The total circulation of a given (ith) fluid element $\Gamma_i = \int \dot{\tau}_i \, dx'dy'$ is determined by

$$\frac{d\Gamma_i}{dt} = \frac{g(\rho_+ - \rho_-)}{\rho_o} \Delta y_i \hat{n}_z$$  \hspace{1cm} (13)

where $\Delta y_i$ is the vertical separation between adjacent fluid elements on the interface and $\hat{n}_z$ is the unit vector perpendicular to the plane of motion.

A convenient numerical analysis of the evolution of the fluid motion can be obtained by dividing up the interface into a number of discrete fluid elements and approximating the circulation of each element as being concentrated into a line vortex having circulation $\Gamma_i$. The quantity $\Delta y_i$ is then to be interpreted as the vertical separation between adjacent vortices. The evaluation of the fluid motion then reduces to the problem of following the motion of the individual discrete vortices. The velocity of the
The velocity field can be obtained most accurately by simple multiplication in Fourier space, rather than direct finite

For the purposes of this cumulation, the vorticity due to each vortex is assumed to be smeared out uniformly over one mesh. This is a standard procedure for these types of mixed Lagrangian-Eulerian techniques.
differencing in physical space. Thus,

\[ \mathbf{u}_k = \mathbf{k} \times \mathbf{\Psi}_k \quad (16) \]

Transforming back to physical space we find the velocity of each discrete vortex by a bilinear interpolation from the nearest four space mesh points. The position of the vortices can then be advanced through the next time step.
II.3 Formulation of a Hybrid Vortex-in-Cell Method

The limitation of a purely FFT scheme, as presented in Section II.2, is its small time step. This time is essentially determined by the peak angular velocity of the tip vortex. Since angular velocities exceeding 10 radians per second are expected in some cases, the time step required to follow this motion would be substantially less than 0.1 second. To cover an elapsed time of 100 seconds requires more than 1000 steps. This is excessive and it is desirable to obtain a numerical scheme which can handle the same number of vortices without the limitation of a small integration time step.

For the present study, there is another reason that a purely FFT scheme will not be adequate. In order to resolve a vortex flow field which has a core radius of a few meters, one must have a mesh smaller than the core radius. On the other hand, one must cover an overall dimension determined by the product of the wind speed and the total elapsed time of interest (several hundred meters). The ratio of this dimension to the core radius indicates that at least 100 mesh points in each direction are required to resolve the flow field, and this is large even for the CDC 7600. To achieve an economical and accurate computation we introduce a hybrid method which is capable of resolving the fine structure near the tip vortex while maintaining a relatively coarse mesh.
We utilize the fact that the vortex sheet quickly coagulates into two (or more) well defined localized structures which maintain their identity for many rotations. The total velocity field is taken to be a superposition of two parts: one the contribution of the localized tip vortices and the other due to the more distributed vorticity. The velocity field of the tip vortex we construct from an axisymmetric model. This model in general requires values of two quantities to be specified: the total vortex circulation $\Gamma(t)$, and a characteristic radius $R$ (typically the core radius). Both $\Gamma$ and $R$ can be functions of time. In the present simulation we use the model constructed by Owen (1970) for a turbulent vortex and for which $R = \frac{2}{\Lambda} \sqrt{\nu T}$ and $\sigma = \frac{1}{\Lambda} \left( \frac{\nu}{\Gamma_0} \right)^{\frac{1}{4}}$ where $\Lambda$ is a numerical value of order unity (and is set equal to 1 in the present simulation). A simple laminar diffusion profile is used for the radial distribution of circulation

\[ \Gamma \sim \Gamma_0 \left[ 1 - \exp\left(-r^2/R^2\right) \right]. \]

As the core expands, the distributed vortices may be captured and incorporated into the tip vortices. The tip vortex locations are updated to the centroid of the original vorticity distribution in this capture process. The velocities due to the tip vortices and the wind shear are then superposed.

In practice, one avoids the short time step problem by superposing displacements rather than velocities. The angular displacements directly induced by the tip vortices are
evaluated. This displacement is then added to that due to the slowly varying background velocity field. By repeating this process at each time step one follows accurately the motion near the core even though a given point may rotate several times about the tip vortex during one time step.
II. 4 Calculation of the Circulation of the Vortex Sheet

By Prandtl's lifting line theory, the vorticity shed from the high aspect ratio wings is parallel to the direction of flight and the flow in the neighborhood of any one section of the wing is approximately two dimensional and independent of the neighboring sections. This seems to be valid for most of the present day transport aircraft (excluding SST's). For low aspect ratio wings, the framework laid out in this study is still applicable except that a three-dimensional formulation must be utilized to model the initial distribution of circulation. Until practical application warrants the complication, we shall assume the hypotheses in Prandtl's theory applies.

By wing theory, the lift or wing loading is linearly proportional to the circulation about the wing cross section, and it is well known that for simple high aspect wings the wing loading can be approximated by the elliptic curve

$$S(x) = \sqrt{1 - \left(\frac{x}{R}\right)^2}$$

where $S_o$ is the maximum circulation at $x = 0$ and $R$ is the wing span (Figure 1). The circulation between the point $x$ and $x+dx$ is decreased by the amount $\Delta S = S(x+dx) - S(x)$ and this amount of circulation must be shed from the wing section.
between these two points. The cross section at AA' (Figure 1) indicates this variable strength vortex sheet. (This shed vortex sheet should not be confused with the starting vortex shed from a two-dimensional wing section. Section BB' in Figure 1 shows this starting vortex.) Thus, the circulation of the trailing vortex sheet at Section AA' is equal to the rate of change of $S(x)$, that is, $-\frac{dS(x)}{dx}$ along the wing.

To model this initial velocity field we divide the vortex sheet into a number of strips in the $z$ direction, each segment of which has a circulation $\Gamma_i(x)$ given by

$$\Gamma_i(x) = \left( S(x_i) - S(x_{i+1}) \right) / \Delta x$$ \hfill (18)

where $\Delta x = x_{i+1} - x_i$. 
R is the wing span

Figure 1. Determination of the strength of the aircraft trailing vortex.
II.5 Simulation of the Turbulent Wind Shear Field

The wind profile near the ground in a neutrally-stable atmosphere is known to exhibit a logarithmic dependence upon the height $y$ (Blackadar and Tennekes, 1968)

$$U = \frac{u_t}{\kappa} \ln \left( 1 + \frac{y}{y_o} \right) + \text{constant} \quad (19)$$

where $u_t$ is the friction velocity and is usually related to the wind velocity by the relation $u_t \equiv \frac{1}{30} U$ (at standard height). The parameter $\kappa$ is the Karman constant and is equal to .42 (Hinze, 1959). The parameter $y_o$ is the roughness height.

From Eq. (19) the vertical wind shear can be obtained by taking the derivative with respect to $y$:

$$\zeta(y) = \frac{u_t}{\kappa y} \quad . \quad (20)$$

To describe the mean wind shear field, this circulation is assigned to a uniform distribution of discrete vortices as follows:

$$\Gamma_o = \frac{U_t}{\kappa} \ln \left( 1 + \frac{\Delta y}{2y_o} \right) \Delta x \quad \text{for} \ j = 1$$

and
\[ \Gamma_j = \frac{U_\tau}{\kappa} \ln \left( \frac{Y_j + \Delta y/2}{Y_j - \Delta y/2} \right) \Delta x \quad j = 2, \ldots, 17 \]  

where \( \Delta x, \Delta y \) are the horizontal and vertical mesh sizes.

The present treatment is similar to that of Brashear and Hallock (1973) except for the number of wind shear vortices used to simulate the wind shear field. In the present analysis, the introduction of the mixed Eulerian-Lagrangian coordinates (a particle-in-cell method) allows a highly detailed spatial resolution of the wind field at relatively modest cost.

The mean wind profile is assumed prescribed at time \( t=0 \) and is independent of horizontal location. To simulate the turbulence we seek a realization of the turbulent wind field assuming the Kolmogoroff \(-5/3\) law applies and the dissipation rate is constant throughout the flow field. In essence, the turbulence is assumed to be represented by constructing, at time \( t=0 \), a random field of vortices with the fluctuating velocity field satisfying the Kolmogoroff law (in expectation).

Let the fluctuating velocity component be represented by a Fourier series,

\[ \tilde{u}(\tilde{x}) = \sum_{\kappa=0}^{\infty} \tilde{u}(\kappa) \exp(i\kappa \cdot \tilde{x}), \quad \kappa = (k_x, k_y) \]
where the $\hat{u}(\vec{k})$ is the Fourier component of the $\vec{u}(x)$. A specific realization can be determined from:

$$|\hat{u}(\vec{k})| = -\langle \hat{u}(\vec{k}) \rangle \ln(1-r_1)$$

or

$$= -\left( \iint_{\vec{k}} \frac{2}{3} \frac{8}{3} \frac{c \epsilon}{2\pi} \frac{\hat{u}(\vec{k})}{\Delta \vec{k}} \right)^{1/2} \iint_{\vec{k}} \frac{\hat{u}(\vec{k})}{\Delta \vec{k}} \exp(i2\pi r_2) \ln(1-r_1)$$

where $r_1$ is an equidistributed random number in $(0,1)$ and $k = \sqrt{k_x^2 + k_y^2}$, $c = 1.52$ and $\epsilon$ is the dissipation rate.

Since $\hat{u}(\vec{k})$ is in general complex, a random phase must also be introduced; this yields

$$\hat{u}(\vec{k}) = -\left[ \iint_{\Delta \vec{k}} \frac{2}{3} \frac{8}{3} \frac{c \epsilon}{2\pi} \frac{\hat{u}(\vec{k})}{\Delta \vec{k}} \right]^{1/2} \ln(1-r_1) \exp(i2\pi r_2)$$

where $r_2$ is also an equidistributed random number in $(0,1)$.

Taking curl of this relation in $x$ space, the vorticity is obtained and the circulation strength of each vortex can be calculated by integrating over the mesh $\Delta x \Delta y$

$$\Gamma(\vec{r}) = F^{-1} \left\{ 2i[u(\vec{k})k_x - v(\vec{k})k_y] \sin\left(\frac{k_x \Delta x}{2}\right) \frac{\sin\left(\frac{k_x \Delta x}{2}\right)}{k_x} \sin\left(\frac{k_y \Delta y}{2}\right) \frac{\sin\left(\frac{k_y \Delta y}{2}\right)}{k_y} \right\}$$

(22)

where $\Delta x$, $\Delta y$ are the mesh sizes and $F^{-1}$ represents the inverse Fourier transform.
This circulation is added to the time independent wind shear given by Eq. (21) at initial time, the subsequent motion is then determined by the interactions among the vortices.
III.0 SPECTRAL SIGNAL CHARACTERISTICS FOR COAXIAL LDV SYSTEMS

III.1 Signal-to-Noise Ratio

Coherent heterodyne laser detection systems are commonly operated in a shot noise limited condition; that is, the noise is determined entirely by the number of scattered photons detected, not by the receiver electronics. The performance of a general coherent laser system detecting the radiation scattered from a continuously distributed aerosol has been analyzed previously. In the special case of a coaxial system (that is, the received scattered signal is collected through the transmitting optics), the signal-to-noise ratio is given by

\[
\frac{S}{N} = \frac{n_f P_\nu}{2\Delta\omega} \left( \frac{\lambda}{\pi Y} \right)^2 \int_0^\infty \frac{\sigma n_f(L)}{(L-L^*)^2 + \Delta L^2} \, dL .
\]

(23)

Here \(\sigma n_f\) is the differential backscattering crosssection per unit range per steradian, \(n\) the overall loss factor (atmospheric absorption, optics and electronics), \(P_\nu\) the transmitter power that is scattered into the bandwidth \(\Delta\omega\) (i.e., \(P_\nu \Delta\omega\) is proportional to the number of photons transmitted which would be scattered into the frequency interval \(\Delta\omega\) in an ideal system). We have assumed that both transmitter and receiver have a Gaussian apodization with radii \(R_t\) and \(R_r\), respectively, at the \(e^{-2}\) intensity points.
The transmitted wave fronts are focused at a range $f_t$ and the receiver section is focused at $f_r$. The focal point for the receiver is determined by locating the position of the virtual image of the local oscillator. In terms of these optics parameters, the various parameters in Eq. (23) are given by the relations

\[ \gamma = \sqrt{\theta_{\text{geom}}^2 + \theta_{\text{diff}}^2} \]

\[ \theta_{\text{geom}} = \sqrt{\left( \frac{R_r^2 + R_t^2}{f_r} \right)} / f_2 \]

\[ \theta_{\text{diff}} = \lambda \sqrt{\frac{R_r^2 + R_t^2}{R_r R_t}} \]

\[ f_1 = \left( \frac{R_r^2 + R_t^2}{f_r} \right) / \left( \frac{R_r^2}{f_r} + \frac{R_t^2}{f_t} \right) \]

\[ f_2 = \left[ \begin{array}{c} R_t^2 + R_r^2 \\ R_r^2 R_t^2 \\ R_r^2 f_t + R_t^2 f_r \end{array} \right]^{1/2} \]

\[ L^* = \frac{f_1}{1 + \left( \frac{\lambda f_2}{\pi R_t R_r} \right)^2}, \quad \lambda \text{ is the wavelength} \]

and
\[ \Delta L = \left\{ \left[ \frac{\frac{\lambda f_1}{\pi R_t R_x}}{1 + \left( \frac{\lambda f_2}{\pi R_t R_x} \right)^2} \right]^2 + \left[ \frac{\frac{R_t R_x}{R_t^2 + R_x^2}}{1 + \left( \frac{\lambda f_2}{\pi R_t R_x} \right)^2} \right]^2 \right\}^{1/2} \]

When the atmospheric backscattering properties of the doppler signal vary negligibly across the depth of field \( \pi \Delta L \), the signal-to-noise ratio takes the form

\[ \frac{S}{N} = \pi \frac{\eta R}{\Delta \omega \Delta L} \left( \frac{\lambda}{\pi \gamma} \right)^2 \frac{P}{n_{\sigma}} \left( \frac{1}{2} + \frac{1}{\pi} \tan^{-1} \frac{L^*}{\Delta L} \right) \]  \hspace{1cm} (24)

In order that significant range resolution be achieved, the aperture must be chosen so that \( \Delta L \) is small compared to \( L^* \), i.e., so that the scattering particles are well within the near field \( (\lambda f / \pi R^2 \ll 1) \). In this limit, the signal-to-noise is independent of range

\[ \frac{S}{N} = \frac{P}{\Delta \omega} \frac{\eta R}{n_{\sigma}} \frac{\lambda}{4} \]  \hspace{1cm} (25)

and the range resolution (the region from which comes half the scattered energy) is \( \pi \Delta L = \lambda L^2 / R^2 \).

The signal-to-noise given in Eq. (23) represents a mean value averaged over the band width \( \Delta \omega \). When the receiver channel width exceeds the doppler width of the scattered signal, \( \Delta \omega \) is to be set equal to the receiver
channel bandwidth. When the doppler spread is large enough to cover more than one receiver channel, $\Delta \omega$ is to be set equal to the doppler width of the incoming signal. In this case, the signal-to-noise is independent of the individual receiver channel bandwidths.

When the magnitude of the scattered power changes only slightly in a time equal to the reciprocal of the individual receiver channel bandwidths, further improvement in the signal-to-noise ratio can be achieved by incoherent integration of the power level at the output of the receiver channels. The increase is essentially equal to $\sqrt{\Delta \omega_c \tau_i}$, where $\tau_i$ is the allowed integration time and $\Delta \omega_c$ the receiver channel bandwidth.

For optimum performance, the integration time should be matched to the dwell time. In the current LDV system, the receiver channel width is 100 kHz, and dwell times range from 1 to 10 milliseconds, yielding potential increases in signal-to-noise of factors of 3 to 10.
III.2 Spectral Response

A typical configuration for a single LDV system is shown in Figure 2a. In the scan plane there are 21 beams at 1.5° apart, each covering a range between 60 and 150 meters. Superimposed in the same figure is the location of the trailing vortex sheet. The parallel velocities along each line of sight, versus range, are presented in Figure 2b. These plots would indicate the response of an LDV system which had infinitely high range resolution. At large lateral separations from the vortices, that is, at the top and bottom of the figure, only a very weak velocity perturbation is seen. As the line of sight gets closer to the vortex, the velocity peaks at the vortex location (C). However, if the line of sight passes directly through the vortex only a small component of velocity parallel to the line of sight is obtained (B). Lines of sight which pass between the vortex pair sense both vortices (A). The peak value of the parallel velocity changes sign as the line of sight crosses the vortex center and maximizes at the edges of the core.

The finite range resolution smears out this velocity profile to a greater or lesser extent depending on range. The LDV system senses the doppler spectrum as averaged over the range response function of the instrument. Various moments or mean properties of the velocity spectrum may be calculated from the relation
Figure 2a. LDV fan beam configuration

Figure 2b. $r, \theta$-Plot for the Parallel Velocity ($V_{ll}$)
\[ f(s, \theta) = \int f(V_n) I(s, \theta, V_n) dV_n \int I(s, \theta, V_n) dV_n \] (26)

where \( I(s, \theta, V_n) \) is the doppler spectral intensity. This intensity in turn depends on the atmospheric backscattering properties and the range response function \( g_s(s, s') \). For Gaussian aperture apodization, the range response function has the form

\[ g_s(s, s') = \frac{1}{\left[ 1 + 4 \left( \frac{s-s'}{\Delta s} \right)^2 \right]} \] (27)

where \( \Delta s \) is the range resolution (between 3db points):

\[ (\Delta s)_{\text{gaussian}} = 2 \frac{\lambda}{\pi} \left( \frac{s}{R} \right)^2 \] (28)

Here \( s \) is the range to the focal point and \( R \) is the aperture radius (\( e^{-2} \) intensity). To account for finite truncation of the telescope mirror in the simulation model, we simply degrade the resolution by a fixed factor:

\[ \Delta s = 2f \frac{\lambda}{\pi} (s/R)^2 \] (29)

Detailed propagation calculations have been carried out to examine the effects of finite apertures and blocking of the mirror. For a Gaussian beam truncated at the \( e^{-2} \) radius, \( f \) is computed to be 2.1.

Two modes of operation are possible, in general: one where the sign of the doppler shift is sensed and the other where only the magnitude is used. All of the
calculations presented in this report assume the latter mode although either or both modes can be implemented.

To demonstrate the nature of the output available, three test examples of the simulation have been run, two for large aircraft (B747, B720) and one for a DC-3.

The calculation of the spectrum begins with the parallel velocity profile versus range. When the system is focused at the range $s$ the spectrum level in the velocity channel $V_k$ is obtained from a finite difference representation of

$$I(s, \theta, V_k) = I_0 \int_0^\infty \frac{n\sigma(s')g_v(V_{\parallel}(s') - V_k) ds'/\Delta s}{\pi \left[1 + 4 \left(\frac{s-s'}{\Delta s}\right)^2\right]} \quad (30)$$

Here $g_v(\delta V)$ is the frequency response of the filter and is taken to have the form

$$g_v(\delta V) = \frac{1}{1 + \left(2\frac{\delta V}{\Delta V}\right)^{2p}} \quad (31)$$

where $\Delta V$ is the velocity resolution (0.545 meters/sec in the current simulation) and $p$ is a parameter. The value $p = 1$ gives a reasonable representation of the actual filter function in the NASA/MSFC system whereas $p \to \infty$ gives the square box filter. No great differences are expected between
different values of \( p \). The current demonstration calculations have all assumed \( p = \infty \).

In Figure 3, we show typical distributions of aerosol sizes in continental air. The signal-to-noise for the heterodyne signal is proportional to the mean value of the product \( \overline{n\sigma} \):

\[
\overline{n\sigma} = \int_0^\infty \gamma_{180} \sigma_T(a) \frac{dn}{da} da
\]

(32)

where \( \sigma_T \) is the total scattering cross section and \( \gamma_{180} \) the backscattering efficiency.

The backscattering efficiency for particles is defined as \( 4\pi \) times the ratio of the scattered intensity per unit solid angle at backscatter to the total scattered intensity. Diermendjian has calculated the angular dependence of scattering for haze at a wavelength of 0.7\( \mu \) (see Figure 4). A backscattering efficiency of 0.15 has been evaluated from these data by numerical integration. For rough estimates we will estimate \( \sigma \) by the approximate expression

\[
\sigma_T \approx 2\pi a^2 \quad \text{for } a > \lambda/2\pi
\]

\[
\sigma_T \approx 0 \quad \text{for } a < \lambda/2\pi
\]

(33)
Figure 3. Aerosol size distribution

Figure 4. Angular dependence of aerosol scattering
In continental air the particle size distribution may be roughly represented in the form\(^{12}\)

\[ \frac{dn}{da} \approx n_o a_o^3 / a^4 \text{ cm}^{-4} \quad (34) \]

for \( a > 1000 \) Å. Thus, the mean value of \( n_o \) is roughly given by

\[ \overline{n_o} \approx 4\pi^2 \gamma n_o a_o^3 / \lambda \quad (35) \]

From the Handbook of Geophysics model of continental air \( n_o \approx 2 \) particles/cm\(^3\) when \( a_o \) is chosen equal to 1 micron. Thus,

\[ \overline{n_o} = 7.89 \times 10^{-11} \gamma / \lambda \text{ cm}^{-1} \]

At 6000 Å, \( \overline{n_o} \) is 0.132 \( \gamma \) per km and at 10.6\( \mu \) is 0.00744 \( \gamma \) per km. These values of the total scattering coefficient and the inverse wavelength dependence are in good agreement with the detailed calculations by McClatchey, et al. (1971), for his clear air model (see Figure 5). For other atmospheric conditions, \( \overline{n_o} \) may be deduced from the value of the visual range \( L_v \) (visibility) which is defined as \( 3.9 / \overline{n_o \sigma_T} \). Thus, at backscatter
Figure 5. Attenuation Coefficients (per km) for Aerosol Transmittance (Absorption and Total Extinction)
\[(\bar{n}\sigma)_{vis} \approx 3.9 \frac{\gamma}{L_v} \approx 0.6 L_v \quad \cdots \quad (36)\]

At 10.6\(\mu\), the model clear air backscatter cross section is (using \(\gamma = 0.15\) and into \(4\pi\) steradians)

\[
\bar{n}\sigma_{10.6\mu} = 1.12 \times 10^{-8} \text{ cm}^{-1} \\
= 0.0011 \text{ km}^{-1} 
\]

Per steradian, the model differential backscatter cross section is at sea level for clear air

\[
\frac{d(\bar{n}\sigma)}{d\Omega} = 8.91 \times 10^{-5} \text{ km}^{-1} \text{ ster}^{-1} 
\]

Values of the signal-to-noise per joule of energy transmitted are shown in Figure 6. These values assume no incoherent integration and the relevant energy for a CW system is the energy transmitted in a time equal to the reciprocal of the signal bandwidth. Thus, at short ranges the total signal-to-noise ratio for a 10 watt laser with a 100 KHz bandwidth, an overall efficiency (optics, detector, electronics, atmospheric transmission, scattering losses) of 0.6% is expected to be of the order of \(10^3\) (30db). With 10 milliseconds of incoherent integration this would be increased to 40db. If the signal bandwidth (due to the velocity gradients)
Figure 6. Signal-to-noise per joule vs. range (Continental air)
were spread over 20 channels, the signal-to-noise ratio per channel would be reduced to 17db with no integration and 27db with integration (summing the signal over all 20 channels would yield an additional 6.5db for a total signal strength measurement).

Thus, the expected signal-to-noise ratios at short range are high. Turbulence will degrade the signal quality at long range. For values of $C_n^2$ of order $3 \times 10^{-13} \text{ m}^{-2/3}$, significant degradation is expected (for a 30 cm aperture) at ranges beyond 150 meters.

Centrifugal effects near the vortex core will reduce the aerosol density within the core and enhance it in the region surrounding the core. A simple analysis is carried out in Appendix I to derive the aerosol density profiles expected. Here, at the time $t$, an expression is given for the ratio of the density at a given radius from the vortex center ($r$) to its initial value:

$$\frac{n(a,r,t)}{n_{amb}(a)} = f\left(\frac{r}{R}, \frac{t}{T(a)}\right)$$

(37)

where $a$ is the particle radius, $R$ the vortex radius and $T(a)$ the centrifuging time given by
T(a) = \frac{\rho_{\text{air}}}{\rho_{\text{part}}} \frac{\nu}{a^2} \left( \frac{2\pi R}{\Gamma} \right)^2 .

Here \( \Gamma \) is the vortex circulation. The scattering cross section according to Eq. (32) may be approximated by

\[ \overline{n\sigma}(r,t) = 2\pi \int_{a=\lambda/2\pi}^{\infty} n_{\text{amb}}(a) f \left[ \frac{r}{R}, \frac{t}{T(a)} \right] a^2 \, da \, . \quad (38) \]

Values of the backscattering cross section are plotted as a function of radius from the vortex core for various times in Figure 7. Close to the axis it may be shown that

\[ f \left( \frac{r}{R}, \frac{t}{T} \right) + e^{-t/T} \, . \]

Thus, at \( r = 0 \),

\[ \overline{n\sigma}(0,t) \simeq 2\pi n_o a_o^3 \int_{\lambda/2\pi}^{\infty} e^{-\frac{a^2 t}{a_o^2 T_o}} \, da/a^2 \]

where we have taken \( n_{\text{amb}}(a) = n_o a_o^3 / a^4 \) and \( T_o = T(a_o) \). In other words,

\[ \overline{n\sigma}(0,t) \simeq 2\pi n_o a_o^2 \sqrt{\frac{t}{T_o}} \int_{\lambda/2\pi}^{\infty} e^{-u^2} \, du/u^2 \, . \quad (39) \]
At early time \( \left( \frac{t}{T_o} < 2\pi a_o/\lambda \right) \)

\[
\bar{n\sigma}(0,t) \approx \frac{4\pi^2 n_o a_o^3}{\lambda} \left( 1 - \sqrt{\frac{t}{t_1}} \right)
\]

where

\[
t_1 = \left( \frac{2\pi a_o}{\lambda} \right)^2, \quad T_o = 88.8 \frac{\rho a}{\rho_p} \frac{v}{\lambda^2} \left( \frac{2\pi R^2}{\Gamma} \right)^2
\]

\[= 1.185 \times 10^4 \left( \frac{2\pi R^2}{\Gamma} \right)^2 \text{ seconds} = 1.176 \ T(a=2\mu)
\]

The term \( t_1 \) is the time for centrifugal effects to substantially alter the local backscattering cross section within the vortex core.

For small high-velocity cores, these centrifuging times are relatively short. (For a B707, \( t_1 \) is 10 seconds or less for core diameters less than about 10 feet - see Table A-I.1 in Appendix I.) Thus, small high speed cores may be visible as an enhancement of the scattering around the periphery of the vortex.
\[ T = 2.25 \left( \frac{\rho_a}{\rho_p - \rho_a} \right) \frac{v}{a_p^2} \left( \frac{2\pi R^2}{T} \right)^2 \]

Figure 7. Aerosol density at various times
IV.0 LDV SIMULATION CODE

A model of the hydrodynamic and laser system described in the preceding sections is formulated as a numerical computer program. This program calculates as a function of time the response of a pair of LDV scanning systems which view the region below and near the aircraft track. Each system is described by a prespecified number of equally-spaced lines of sight which uniformly cover elevation angles between a given maximum and minimum value. In the present formulation, the program "tracks" the wake, locates the elevation angle of the midpoint between the two tip vortices and automatically centers the elevation angle scan on this point. At regularly spaced time intervals, the simulated LDV system response is calculated as a function of range (to some maximum range) for each elevation angle.

The output of the program is displayed in a series of plots. The vortex sheet shed from the aircraft wing, as well as the tip vortices are first presented on an x-y plot along with the locations of all the distributed wind shear vortices. This general orientation plot is complimented by a velocity vector plot which shows the overall velocity field. The LDV system configuration is displayed by superposing individual lines of sight of the two beams on a plot of the vortex sheet location.
The LDV system response is calculated from the distribution of the parallel wind velocity component along each line of sight. Before presenting simulations of the system response, a high resolution 'three-dimensional' plot of this parallel velocity component is presented. This is the basic quantity sensed by all doppler radar backscatter systems (laser, acoustic or microwave). Here the velocity is plotted versus range for each elevation angle and an entire scan frame is presented in a single range-elevation angle plot. Curves for different elevation angles are displaced in the vertical direction by an amount proportional to the angle.

The doppler spectral intensity \( I(V) \) is then calculated (according to the prescription in Section III) at each point in space. Because of the large amount of data, only samples of these spectra at selected elevation angles are presented.

After the spectrum is computed, a number of spectral moments are determined. At present there are ten different variables or moments that are calculated at each range-elevation point. These are:

1. The parallel velocity \( U_\parallel \): the actual component along the line of sight as computed directly from the hydrodynamic model.
2. The (unrectified) mean parallel velocity \( \bar{V}_1 \): this is the parallel velocity simply averaged over the theoretical range resolution function

\[
\bar{V}_1(s) = \int_{0}^{\infty} g_s(s-s') \, u_{\parallel}(s') \, ds' / \int_{0}^{\infty} g_s(s-s') \, ds'.
\]  

(41)

3. The (rectified) mean parallel velocity \( \bar{V} \): this is the parallel velocity as sensed by the LDV system with finite range resolution:

\[
\bar{V} = \sum_{|V_k| > V_o} \left[ I(k) - I_o(k) \right] |V_k| / I_{\text{sum}}.
\]  

(42)

Here \( V_k \) is the velocity of the kth channel, \( I(k) \) the computed intensity in this channel, \( I_o(k) \) a threshold intensity level (to be discussed subsequently), and \( V_o \) a velocity threshold. \( I_{\text{sum}} \) is the total intensity in all channels (above threshold):

\[
I_{\text{sum}} = \sum_{|V_k| > V_o} (I(k) - I_o(k)).
\]  

(43)

In all moment calculations, no contribution is included for intensities below a given intensity threshold (i.e., only non-zero contributions for \( I(k) > I_o(k) \) are allowed).
In this computation the system is assumed incapable of distinguishing positive from negative doppler frequencies.

4. The velocity variance $\sigma$:

$$
\sigma = \left[ \sum_{|V_k| > V_o} (|V_k| - \bar{V})^2 \frac{(I(k) - I_o(k))}{I_{sum}} \right]. \quad (44)
$$

5. The skewness $\beta$:

$$
\beta = \sum_{|V_k| > V_o} (|V_k| - \bar{V})^3 \frac{(I(k) - I_o(k))}{I_{sum}}. \quad (45)
$$

6. The kurtosis $\kappa$:

$$
\kappa = \sum_{|V_k| > V_o} (|V_k| - \bar{V})^4 \frac{(I(k) - I_o(k))}{I_{sum}}. \quad (46)
$$

7. The peak velocity ($V_{\text{peak}}$):

The velocity of the highest frequency channel having a spectral intensity exceeding the threshold value (and if $V_{\text{peak}} > V_o$).

8. The velocity of the maximum intensity ($V_{\text{max}}$):

The velocity of the channel having the highest value of $I(k) - I_o(k)$ and for which $V_k > V_o$. 
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9. The maximum intensity ($I_{\text{peak}}$):
The largest value of $I(k) - I_o(k)$ for all velocities
greater than $V_o$.

10. Sum of intensity ($I_{\text{sum}}$):
The total signal strength above the intensity and velocity
thresholds:

$$I_{\text{sum}} = \sum_{|V_k| > V_o} (I(k) - I_o(k)) .$$ (47)

All of these quantities are presented in the range-
elevation angle plots described previously. To illus-
trate the relationship between the variations of each
variable and the tip vortices, we have also superposed
on the plots the location of the vortex sheet and the
tip vortices.
V.0 SIMULATION CASE HISTORIES

V.1 B747 Simulation.

A simulation of the trailing vortex wake of a Boeing 747 aircraft at a height of 61 meters (200 ft.) above the runway using a $32 \times 32$ grid was carried out. The vortex sheet was represented by 25 discrete vortices distributed over half the wing span, each assigned a circulation according to Eq. (18). The wind shear vorticity is distributed over the flow domain on a $17 \times 32$ mesh, and the ground images are obtained by the symmetry condition in the vertical direction. A single cylindrical region under each wing is used to represent the engine exhausts. Circulation may be ascribed to the 25 vortices outlining this region to simulate the effect of buoyancy. However, no buoyancy is actually present in any of the simulations presented in this report.

Figure 8a shows a Boeing 747 trailing vortex sheet and its exhausts at initial time. On each grid point, there is a wind shear vortex with strength determined by Eqs. (21) and (22). The four downward arrows indicate the reference points of the initial geometry; all the dimensions are in KMS units. Figure 8b shows the velocity vector plot, including the trailing vortices, wind shear vortices, and their images; the maximum flow speed is represented by the length indicated on the upper left corner. There is a
vertical downwash induced by the lift on the wing and the
wind profile is significantly altered by the presence
of the vortex sheet - notice the flow is opposite to the
wind direction under the upwind tip vortex. Figures 9
and 10 show the rolling up of the vortex sheet at elapsed
times of 6 and 12 seconds. The computation uses a 32x32
mesh over a physical dimension of 240m×240m and takes .426
seconds per time step (on a CDC 7600 computer); the time
step is Δt = .08 second. A complete run of the total elapsed
time of 60 seconds would require about 5 minutes CPU time.

In these calculations, no attempt was made to treat
the tip vortices as discrete entities. As a consequence,
even when the time step is as small as 0.08 seconds, sub-
stantial numerical noise is apparent by 12 seconds in the region
near the vortex cores. A simple calculation of the vortex sheet by
Westwater (1936), which is confirmed in the present calcu-
lation, shows that most of the vorticity is essentially con-
centrated into two well-defined tip vortices within a few seconds.

For this reason, the hybrid computation method was adopted
for all subsequent calculations. A repeat of this particu-
lar simulation with a 32x32 grid then allowed an integration
time step of one second with satisfactory results (see Figures
11a,b,c). This has greatly improved the computation effi-
ciency. Figure 11 shows the overall picture of the vortex
Figure 8a. Initial aircraft trailing vortex configuration.

Figure 8b. Velocity vectors for the initial trailing vortex configuration.
Figure 9. Trailing vortex configuration at 6 seconds

Figure 10. Trailing vortex configuration at 12 seconds.
Figure 11abc. Trailing vortex configurations at 20, 40 and 50 seconds.
Figures 12a & b. Parallel velocity and gradient of the parallel velocity along a line of sight at 6 seconds.
system at times up to 50 seconds. At late time the wind shear vortices near the ground where the vorticity is maximum are swept up by the vortex wake and effects of the interaction between the wind shear and the tip vortices may be expected to appear. In Figure 11b, a tilting of the two vortices becomes apparent at time $t = 40$ seconds. The trailing vortices are transported nearly 300 meters to the left from the original position, and the position of the wind shear vortices delineate clearly the wind profile. Notice that when vortices are swept out of the boundary of the flow domain, the periodic condition implied by the Fourier transform requires that the total vortices be replenished but at one periodic length displaced from their original position. One can always choose a domain large enough to avoid the influence of the periodic images. The trajectories of the tip vortices are given in Figure 11c.

No LDV system responses were calculated for this B747 simulation. However, the two basic hydrodynamic quantities which are essentially measured by the system are shown in Figures 12 and 13, the local parallel component of the flow velocity and its gradient along the line of sight. The latter quantity is proportional to the doppler spectral width or $(\text{square root of})$ the spectral variance for a backscatter system having good spatial resolution.
Figure 13a. Parallel velocity along line of sight at 12 seconds

Figure 13b. Gradient of the parallel velocity along a line of sight at 12 seconds
V.2 DC-3 Simulation

Data were obtained from a DC-3 fly-by at NASA-MSFC in January 1974. Although precise aircraft properties (particularly height and atmospheric wind properties) are not available for this measurement, data were obtained at relatively close range and clear signatures were observed in the processed data. An approximate simulation for this fly-by was constructed and the results are shown in Figures 14 through 17.

The overall geometry of the simulation is shown in Figure 14. The actual parallel velocities are shown in Figure 15 for different elevation angles and a simulation for selected lines of sight of the LDV response (with zero thresholds) is shown in Figure 16. In Figure 17, we compare the mean velocity from the simulation at a computed time of 28 seconds with data observed at a time of 7 seconds after penetration of the aircraft through the scan plane. No particular significance is placed on the time difference since the aircraft position and the ambient winds were imprecise. In any case, the vortex structure changes little in the first 30 seconds. The simulation of the mean velocity shows a number of interesting features: first, for the three lines of sight that pass between the two vortices, both vortices are discernible as separate peaks in the range profile. However, when a line of sight passes almost through one of the vortices, that vortex is not visible and the other only gives rise to a broad maximum.
Figure 15. Theoretical Parallel Velocity vs. Range at 8 Seconds (DC-3 Simulation)
Figure 16. Mean Velocity Deduced from a Simulation of a DC-3
Figure 17. Comparison of DC-3 Fly-By Data and Simulation Results for $v$. 
The flight data shown in Figure 17 were obtained by NASA-MSFC and Lockheed-Huntsville personnel. No independent knowledge of the vortex location is available and the data shown were four successive elevation angles, the first one selected arbitrarily because of the clear signals shown. The signatures show several qualitative similarities to the simulation, although the average velocity is considerably higher. A more careful evaluation of the ambient wind profile and aircraft parameters will be required to obtain better comparison of the simulation with data.
V.3 B-720 Simulation

Figures 18 to 38 show simulations of the vortex wake of a B720. The altitude at time zero was taken to be 55.3 meters and the total circulation of one wing as 190 m²/sec. A light wind was assumed according to $u_{wind} = 0.5 \ln (1+y/2)$ m/sec. Two LDV systems were assumed located on opposite sides of the aircraft track. Figures 19 and 20 show the overall geometry at an elapsed time of 18 seconds. In Figures 21 to 24, we show range-elevation plots of several variables; the actual local parallel velocity along the line of sight, the mean velocity averaged over the range resolution function, the rectified mean velocity as determined from the simulated spectra and the (square root of the) variance. In all cases to be discussed, the intensity and velocity thresholds were taken to be zero. In Figure 25, the peak velocity along each line of sight is plotted versus elevation angle.

Four particular lines of sight are identified in each plot and exhibit various characteristics of the signature. In general, both vortices can be identified (at least at this range) in all lines of sight which pass between the two vortices. The line of sight C passes near the midpoint and shows two comparable peaks. Lines of sight passing near the edge of a vortex core (but not through the core) show a strong peak (e.g., B); however, when the line of sight passes directly through a vortex core (e.g., D and A), only
Figure 18. Trailing vortex configuration (B720) at 17 seconds.
Figure 19. An LDV fan beam configuration at 18 seconds; downwind site
Figure 20. An LDV fan beam configuration at 18 seconds; upwind site
Figure 21. Parallel velocity along lines of sight (downwind site)
Figure 22. Mean parallel velocity with finite range resolution along lines of sight (downwind site)
Figure 23. Mean parallel velocity from simulated spectra with rectification along lines of sight (downwind site)
Figure 24. Square root of spectrum variance along lines of sight (downwind site)
Figure 25. Peak velocity on each line of sight vs. elevation angle (downwind site)
the broad maxima from the other vortex is discernible. These features are particularly marked in the variance plots (Figure 24), where the core edges are quite visible, whereas the lines of sight passing through the center of the core show no signature.

When plotted versus elevation angle, the peak velocity identifies the core edges. However, the lateral spacing between the lines of sight (1.5°) at this range (~120 m) is considerably too large to define the structure of the core.

Simulated spectra for the four lines of sight (A,B,C,D) are displayed in Figures 26 to 29 as a function of range.

A similar set of data for the second LDV system is shown in Figures 30 to 37. The features here are basically similar except for the plot of $V_{\text{peak}}$ versus elevation angle. Here only three peaks are identifiable rather than the four in Figure 25 which were identified with the core edges.

In Figure 38 we display both $V_{\text{peak}}$ plots together with the lines of sight. It is clear from this view that, for the second system, the top edge of the far vortex appears directly behind the lower edge of the near vortex.

When this simulation was carried out, the skewness and kurtosis calculations had not been incorporated into the computation. The results of a more recent simulation under similar but not identical conditions, are shown in Figures 39.
Figure 26. Simulated spectra for line of sight D (downwind site)
Case simulation for laser system located at
$x = 152.00$ and $z = 0.0$.

The distance along the line of sight is $s$.

$s = 86$ m
$s = 109$ m
$s = 127$ m
$s = 149$ m
$s = 172$ m
$s = 195$ m

Figure 27. Simulated spectra for line of sight C (downwind site)
Figure 28. Simulated spectra for line of sight B (downwind site)
AT THE TIME = 10.00 SECONDS

CASE SIMULATION FOR LASER SYSTEM LOCATED AT
X = -152.00 Z = 0.0 ANGLE = .38
AND DISTANCE ALONG THE LINE OF SIGHT IS = S

- s = 86 m
- s = 109 m
- s = 127 m
- s = 150 m
- s = 172 m
- s = 195 m

Figure 29. Simulated spectra for line of sight A (downwind site).
Figure 30. Parallel velocity along lines of sight (downwind site)
Figure 31. Mean parallel velocity with finite range resolution along lines of sight (upwind site).
FIGURE 32. Mean parallel velocity from simulated spectra with rectification along lines of sight (upwind site)
Figure 33. Square root of spectrum variance along lines of sight (upwind site)
Figure 34. Peak velocity on each line of sight vs. elevation angle (upwind site)
AT THE TIME = 18.00 SECONDS

CASE SIMULATION FOR LASER SYSTEM LOCATED AT
X = 73.45 Z = 0.0 ANGLE = 2.78
AND DISTANCE ALONG THE LINE OF SIGHT IS S

s = 75 m

s = 86 m

s = 109 m

s = 131 m

s = 149 m

s = 172 m

Figure 35. Simulated spectra for line of sight G (upwind site)
CASE SIMULATION FOR LASER SYSTEM LOCATED AT
X = 13.49 Z = 0.0 ANGLE = 2.81
AND DISTANCE ALONG THE LINE OF SIGHT IS = S

s = 75 m

s = 86 m

s = 105 m

s = 124 m

s = 147 m

s = 178 m

Figure 36. Simulated spectra for line of sight F (upwind site)
Figure 37. Simulated spectra for line of sight E (upwind site)
Figure 38. Peak velocities as a function of elevation angle.
to 42. Here it can be seen that both the skewness and kurtosis exhibit a similar range sensitivity as the variance, but are substantially more selective in angle. This presumably reflects their greater relative sensitivity to the higher velocities.

Cursory examination of these simulations indicate that the high moments (variance and, especially, skewness, kurtosis) provide a high selectivity for the edges of the vortex cores (but not the cores themselves). No conclusions concerning the effects of thresholds can be drawn from these results except to note that a high order moment such as kurtosis highly favors large spreads in velocity, and therefore, with the fairly coarse range resolution of the system, favors the high velocities. In this sense we would expect the kurtosis to bear some similarity to the lower order moments taken with a fairly high velocity threshold.
Range from LDV 1 (mean range to wake: 80 meters)  
Range from LDV 2 (mean range to wake: 250 meters)  

Figure 39. Local Parallel Velocity along various lines of sight for two LDV systems located at close and far ranges (B-720 simulations at 8 seconds)
Range from LDV 1 (mean range to wake: 80 meters)

Range from LDV 2 (mean range to wake: 250 meters)

Figure 39. Local Parallel Velocity along various lines of sight for two LDV systems located at close and far ranges (B-720 simulations at 8 seconds)
Figure 40. Various Spectral Moments simulated for the short range sensor LDV 1
(B-720 Simulation at 8 Seconds)
Figure 41. Various Spectral Moments simulated for the long range sensor LDV 2 (B720 Simulation at 8 seconds)
Figure 42. Peak Velocity versus angle (B-720 simulation at t=8 seconds)
VI.0 CONCLUSIONS

Two vortex detection modes may be considered: a local "hard target" mode in which a direct signal is obtained from the vortex centers and a "soft target" mode in which a portion of the flow field pattern is detected and the location of the vortices deduced by some sort of pattern recognition procedure. The former has the advantage of being simple and unambiguous, but may be subject to missed targets and/or false alarms. The latter requires a theoretical model for implementation and may be less able to provide precise position information. However, in general it tends to be less subject to misses or false alarms.

In order to be able to evaluate optimal detection modes we have attempted first to generate a simulation of the vortex-atmosphere hydrodynamics together with a simulation of the response of the laser doppler sensor system.

Several conclusions may be drawn from examination of the simulation data and comparison with the flight data:

1) The vortex wake appears as a spatially-distributed target, particularly for the low order moments. The vortex center itself provides a null signal to the LDV sensor and accurate location depends on locating the core edges or establishing the origin of the spatial pattern.
2) The range resolution varies strongly with range and the individual vortices are seen separately in the simulation at short range (ranges less than 120 to 150 meters) but at long range (greater than 200 meters) both vortices are merged.

3) At the longer ranges, high order moments give the best range and angle location. The kurtosis appears to yield the best localization of the technique considered.

4) The angular spacing used in the present model (1.5°) is inadequate to resolve the vortex at long range and should be reduced.

5) The measured data exhibit an extensive spatial distributions for most moments. The skewness and kurtosis are the most localized. Detailed interpretation of these patterns in terms of the vortex structure has not yet been made and requires careful comparison with the simulation.

6) The measured data exhibit spatial irregularities or noise, whose source has not been identified. Candidates include turbulence, aerosol density variations, and propagation degradations.
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Consider a simple two dimensional vortex formed in an atmosphere uniformly laden with aerosols at time \( t = 0 \). We wish to calculate the aerosol density as a function of time for the case of zero axial flow. Aerosol particles will centrifuge outward radially at a velocity equal to the Stokes velocity based on the local centripetal acceleration

\[
V_r = 2 \left( \frac{\rho_p - \rho_a}{\rho_a} \right) \frac{a_p^2}{v} \frac{v_t^2}{r}
\]  

(A-I.1)

where \( v \) is the kinematic viscosity and \( a_p \) the aerosol particle radius. \( v_t \) is the tangential velocity at the radius \( r \).

The aerosol number density obeys the continuity equation

\[
\frac{\partial n}{\partial t} + \frac{1}{r} \frac{\partial}{\partial r} \left( nr V_r \right) = 0
\]  

(A-I.2)

We prescribe a vortex profile of the form

\[
V_t = (\Gamma/2\pi r) f \left( [r/R]^2 \right)
\]

(A-I.3)

If we define a characteristic time \( T \) according to

\[
T = \frac{9}{4} \left( \frac{\rho_a}{\rho_p - \rho_a} \right) \frac{v}{a_p^2} \left( \frac{2\pi R^2}{\Gamma} \right)^2
\]

(A-I.4)

the continuity equation may be reduced to the form

A-I-1
The vortex profile that results for a uniform value of the effective viscosity (molecular or turbulent) is given by

\[ A-I-2 \]

\( \partial \psi \over \partial \tau + \partial \over \partial u \left( \frac{f^2}{u} \right) + \frac{f^2}{u} \partial \psi \over \partial u = 0 \)  

(A-I.5)

where

\[ \psi = \ln \left( \frac{n}{n_o} \right), \]

and

\[ u = \left( \frac{r}{R} \right)^2 \text{ and } \tau = t/T \quad (A-I.6) \]

This equation is easily solved by the method of characteristics. We define a set of trajectories \( r(\tau, r_o) \) by the relation

\[ \frac{du}{d\tau} = \frac{f^2(u)}{u} \quad \text{or} \quad \frac{dr}{d\tau} = \frac{R^2(4r/R)^2}{2r^3} \quad (A-I.7) \]

for various initial values of \( r = r_o \).

Along each of these trajectories we have

\[ \frac{d\psi}{d\tau} = \frac{\partial \psi}{\partial u} \frac{du}{d\tau} + \frac{\partial \psi}{\partial \tau} = \frac{\partial \psi}{\partial u} \frac{f^2(u)}{u} + \frac{\partial \psi}{\partial \tau} \quad (A-I.8) \]

or, from Equation (A-I.5),

\[ \frac{d\psi}{d\tau} = -\frac{\partial}{\partial u} \left( \frac{f^2}{u} \right) \quad (A-I.9) \]

This equation may be integrated along the trajectory defined by Eq. (A-I.7) giving the result that \( nf^2(u)/u = \text{constant} \) along the characteristics.

The vortex profile that results for a uniform value of
\[ f(u) = 1 - e^{-u} \]

or
\[ V_t = \frac{r}{2\pi} \left( 1 - \exp \left( -\frac{r^2}{R^2} \right) \right). \tag{A-I.10} \]

For this profile, the characteristics \( r = r(r_o, \tau) \) are defined by
\[ \frac{t}{T} = \int_{(r_o/R)^2}^{(r/R)^2} \frac{u \, du}{\left( 1 - e^{-u} \right)^2}. \tag{A-I.11} \]

Along each of these trajectories we have the relation
\[ n(R/r)^2 \left[ 1 - \exp \left(-\frac{(r/R)^2}{2}\right) \right]^2 = \text{constant along } r = r(r_o, \tau). \tag{A-I.12} \]

In Figure A-I.1 we show aerosol density profiles at various dimensionless times.

The characteristic times \( T \) for 2 micron radius water droplets are tabulated in Table I for a vortices characteristic of large jet aircraft. Three models are shown: one corresponding to the Spreiter-Sachs model of the vortex structure and the others to hypothesized high velocity core vortices. Reference to this table shows that 2 \( \mu \) radius particles may be centrifuged out of small high speed vortex cores (when peak tangential velocities exceed 100 feet/second) in a fraction.
ASSUMED VELOCITY PROFILE

\[ \frac{R}{r} \left(1 - \exp\left(-r^2/R^2\right)\right) \]

FIG. A-I.1. AEROSOL DENSITY AT VARIOUS TIMES
### TABLE A-I.1

Centrifuging Times for 2µ Radius Water Droplets

[Scales Inversely as (Particle Radius)²]

<table>
<thead>
<tr>
<th>Spreiter-Sachs Model</th>
<th>AIRCRAFT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B-737</td>
</tr>
<tr>
<td>Vortex Circulation (m²/sec)</td>
<td>218 m²/sec</td>
</tr>
<tr>
<td>Peak Tangential Velocity (.203 T/2R) (meters/second)</td>
<td>10.2 m/sec</td>
</tr>
<tr>
<td>Core Diameter (2R) (meters)</td>
<td>4.35 m</td>
</tr>
<tr>
<td>Centrifuging Time (seconds) (T)</td>
<td>187 sec</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>&quot;1/2&quot; Spreiter-Sachs Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak Tangential Velocity (.203 T/2R) (meters/second)</td>
</tr>
<tr>
<td>Core Diameter (2R) (meters)</td>
</tr>
<tr>
<td>Centrifuging Time (seconds) (T)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Owen's Model (at t=40 sec with A=1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak Tangential Velocity (.203 T/2R) (meters/second)</td>
</tr>
<tr>
<td>Core Diameter (2R) (meters)</td>
</tr>
<tr>
<td>Centrifuging Time (seconds) (T)</td>
</tr>
</tbody>
</table>
of a minute. However, for lower velocity cores, the time required for substantial aerosol density increases [a few times \( T \) (in Eq. A-I.4)] is several minutes.
APPENDIX II

Wake Parameters for Various Aircraft (Take off conditions - maximum load)  
(based on the cylindrical vortex model)

<table>
<thead>
<tr>
<th>Aircraft</th>
<th>737</th>
<th>727</th>
<th>707</th>
<th>747</th>
<th>C-47 (DC-3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (lbs)</td>
<td>104,000</td>
<td>161,000</td>
<td>336,000</td>
<td>710,000</td>
<td>29,300</td>
</tr>
<tr>
<td>Wing Span (ft) (S)</td>
<td>93</td>
<td>108</td>
<td>146</td>
<td>196</td>
<td>95</td>
</tr>
<tr>
<td>Velocity (ft/sec)</td>
<td>260</td>
<td>255</td>
<td>284</td>
<td>294</td>
<td>~ 150</td>
</tr>
<tr>
<td>Vortex Circulation (for L=W: ft²/sec) ( \Gamma = \frac{4W}{\pi S \rho_0} )</td>
<td>2,360</td>
<td>3,220</td>
<td>4,480</td>
<td>6,800</td>
<td>800</td>
</tr>
<tr>
<td>Vortex Separation (ft) ( b = \frac{\pi}{4} \text{ (span)} = \frac{\pi}{4} S )</td>
<td>73.1</td>
<td>84.8</td>
<td>115</td>
<td>154</td>
<td>72</td>
</tr>
<tr>
<td>Initial Core Diameter (ft) ( (= 0.197b) )</td>
<td>14.3</td>
<td>16.6</td>
<td>22.7</td>
<td>30.4</td>
<td>14.4</td>
</tr>
<tr>
<td>Characteristic wake decay time (sec) ( \tau = \frac{2\pi \rho V b^3}{W} ) ( \frac{b^2}{\Gamma} )</td>
<td>14.1</td>
<td>13.7</td>
<td>18.2</td>
<td>21.6</td>
<td>42</td>
</tr>
<tr>
<td>Centerline downwash velocity (ft/sec) ( (= 2\tau/\pi b) )</td>
<td>20.6</td>
<td>24.2</td>
<td>24.8</td>
<td>28.2</td>
<td>7.3</td>
</tr>
<tr>
<td>Peak vortex tangential velocity (ft/sec) ( (= \Gamma/2\pi a) )</td>
<td>52.5</td>
<td>61.1</td>
<td>63.2</td>
<td>72.0</td>
<td>18</td>
</tr>
</tbody>
</table>
APPENDIX III: Flow Chart of the LDV Simulation Program

The simulation program is composed mainly of three parts: the main program INVFD, which integrates the basic equations of motion with respect to time; the subroutine STREAM, which solves for the velocity field at each time; and the subroutine DISPLAY, which generates the LDV system response plots, the subroutine TPVRTX, which generates the linear displacements due to the tip vortices for all vortex elements distributed on the mesh. This is also the central theme of the hybrid VIC method which makes it possible to simulate the LDV system within reasonable limit of computer time. In general, the execution sequence flows from the INVFD to STREAM, KLMGRV, SEEDING, FOUR2, INTERP, VECTOR, TRAIL, DISPLAY, CALCP, TRAIL, 3DPROFL, and back to the main program INVFD. This process is repeated until the time $t$ is greater than the interested elapse.