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Abstract Calspan Corporation
Given an unknowm system with n inputs and m outputs, one possible
modeling approach is to compute estimates of transfer functions using the
mathematical methods of Wiener-Hopf (i.e., the :teady state Kalman estimators),
Unfortunately, all the computstional methods f£-r implementing the Wiener-Hopf
approach require (or assume) an analytical -xpression for the deterainant of
the spectral matrix. These assumptions, in turn, pre-ordsin the final form of
the Wiener estimatss and hence the approach tends to lose the "“Free-Minimiastion”
osethodology which makes it attractive. Clearly, what is needed is an algorithe
which operstes on the finite length input and output signals in s manner which
does not bias the results through the use of possibly unwarranted assumptions.
The procedure set forth in this paper furniskus such an glgorithe for the
special case where n finite-length realizations, for each of the n input signals,

are avsilable. g

i, Introduction ;
The Wiener-Hopf method loads to the formslization of @ spectral matrix 23

which must de factored into the product of two mstrices, one of which is snalytic %

in the vight haif of the complex frequency plane; the other snalytic in the left

half plane. Unfortunately, &1l methods for accowplishing this factorizetion, at

one particulay step or another, require (or assume) an analytical expression for s.

the determinant of the spectral matrix. This assusption, in turn, pre-ordains

the final form of the Wienar estimates. §
§

furnishes optimal estimates without prejudicing *he results through the use

cf possibly unwarranted essumptions. The procedure set forth in this paper 3

furnishes such an algorithm for the special case where cthe unknown system has H

n inputs and n finite length realizations for each of the n input signals are

avaiiable.

2.  Theory

In the intorests of brevity, the resuits will be developed for the
case where the unknown system has the two-input and one-cutput configuration
shown in Figuve 1. After this, the extension to the csse of n inputs and m
outputs will be obvious.

3

For example, if it is assumed that the determinant of the spestral
matrix is s rational polynomial in § , chen the estimstors ave forced to be
rational polynomisls in 3 also. Clearly what i3 needed is a computationsl
algorithm which operstes on the finite-length input and output signals and
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PIGURE 1. TWO INPUT CASE

leads, for the idesl cese of

The Wiener-Hopf miniaizstion to Bqustion {1):

procedure
an infinite musber of infinite length realizations of the signals,
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The & vector is unknown but sust have the property of being analytic in the

L.H.P. The £{ } denctes the ensesble uverags of the various suto sad cross
power spectrs.
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$7-peé
[ o
s veo'gl 0], 0

+319~



329,

- - 3
Y, ! s -
/BN -7-.' - —# - (l X +X & The details of solving this equation snalytically ars discussed, for exesple
2T T 247 * (555 %) in Reference 1 snd 2. )
R T I N/ S L (& Tz, For the cese where only & finite number of fixed 14m3th records are
a7 2T YLayTm 2T o ! /|y svailabje, the various power spectrs in Equation (1) are repisced by their
H= —— estimates. For example, the estimate of ¢ , esll it , s
L y-rn L% T A’J] ar .y
yr L2270 t] I''2 (#) «
L
J, . 1
$,° irn o Y19ty 5)
Carrying out the inner multiplication gives Suppose now that only two realizations of esch signal are availeble.
. - Equation (1) becomes, using X to denote I(_,) , ote, !
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[ 7, ¥, ' o, Becsuse we have chosen to work directly in the frequency domsin with the
b 2—',-% w7 transform of the variocus signals, the factorization of the two input case becomes
or trivial when only two realizstions of the inputs are aveilable. Factor Equation
(6) as
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Cospute the inverses of the & and 6, given in Equstion (7) and substitute
AR A AR into Bquation (4) ¢
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Thus one need only work with the transforxs of the signals whon only
twa realizations are available. Note that no assumptions were necessary - the
Wiener-Hopf theory guarantees that the H's computed according to Equation (9)
are the best mean square fits possible under the stated conditions.

The extention to the n input case is now obvious but will require »
double subscript notation (refer to Figure 2).

il unknown
system

D 4 (an m vector)
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FIGURE 2. DOUBLE SUBSCRIPT..: INPUTS

The factorization is now &, 8 where
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3. Experiments] Results

To develop some feel for the results given in Equstion (9}, the simple
oxperiment shown in Figure 3 was set up as a digital simulation,
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FIGURE 3. BLOCK DIAGRAM OF DIGITAL SIMULATION

In Pigure 3, = and » are whits noise sources fed through two different
filters to produce the input s.gnals X and Y. The estimates of % and 4., were
then computed using Equation (9). The results are shown in Figure 4 for three
different values of the ratio of /4, . As can be ssen, the estimate of %%
is excellent when the n, noise dominates while the estimate of “/2¢/ is excellent
when =, d:.lnun. Somewhere in between, poorer sstimates of both /5 and /4,,
are cbtained,

The experiment also provided an opportunity to check out the effect
of operating on the dats with three different time windows. These are denvted
as the square window ( /1 ), the triangular data window (& ) and the trisngular
window convolved with itself ( A #4 ). The resulting magnitude plots for

/s (%,/4,» 25 ), shown in Figure §, demonstrates the dramstic effect th-
time window has on the variabi}ity of the estimates.

4. Conclusion

Given an n input system snd n expeiimentsl records for esch input, it
has been shown that the optimum Wiener filter is easily computed using only the
experimental data. That is, no ussumptions concerning the analytical structure
of the spectral matrix are necessary.
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FIGURE 4. ESTIMATION OF H. B, WITH Kl/Kz AS A PARAMETER
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