1974 ANNUAL REPORT
Under NASA Grant NGR 39-009-077

ON

INVESTIGATION OF CRITICAL BURNING
OF FUEL DROPLETS

by

G. M. Faeth and S. Chanin

Mechanical Engineering Department
The Pennsylvania State University
University Park, Pennsylvania

prepared for

NATIONAL AERONAUTICS AND SPACE ADMINISTRATION

NASA Lewis Research Center
Contract NGR 39-009-077

Richard J. Priem, Program Manager and Technical Monitor
NOTICE

This work was prepared as an account of Government sponsored work. Neither the United States, nor the National Aeronautics and Space Administration (NASA), nor any person acting on behalf of NASA:

A.) Makes any warranty or representation, expressed or implied, with respect to the accuracy, completeness, or usefulness of the information contained in this report, or that the use of any information, apparatus, method, or process disclosed in this report may not infringe privately owned rights; or

B.) Assumes any liabilities with respect to the use of, or for damages resulting from the use of any information, apparatus, method or process disclosed in this report.

As used above, "person acting on behalf of NASA" includes any employee or contractor of NASA, or employee of such contractor, to the extent that such employee or contractor of NASA, or employee of such contractor prepares, disseminates, or provides access to, any information pursuant to his employment or contract with NASA, or his employment with such contractor.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NASA CR - 134793</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. Title and Subtitle


5. Report Date

February, 1975

6. Performing Organization Code

G. M. Faeth and S. Chanin

7. Author(s)


9. Performing Organization Name and Address

Mechanical Engineering Department
The Pennsylvania State University
University Park, Pennsylvania 16802

10. Work Unit No.

11. Contract or Grant No.

NGR 39-009-077

12. Sponsoring Agency Name and Address

National Aeronautics and Space Administration
Washington, D.C. 20546

13. Type of Report and Period Covered

Annual Report for 1974


15. Supplementary Notes

Project Manager, Richard J. Priem, Chemical Propulsion Division
NASA Lewis Research Center, Cleveland, Ohio

16. Abstract

The steady combustion characteristics of droplets has been considered in combustion chamber environments at various pressures, flow conditions and ambient oxidizer concentrations for a number of hydrocarbon fuels. Using data obtained earlier, predicted gasification rates were within ±30% of measurements when the correction for convection was based upon average properties between the liquid surface and the flame around the droplet. Analysis was also completed for the open loop response of monopropellant droplets, based upon earlier strand combustion results. At the limit of large droplets, where the effect of flame curvature is small, the results suggest sufficient response to provide a viable mechanism for combustion instability in the frequency and droplet size range appropriate to practical combustors. Calculations are still in progress for a broader range of droplet sizes, including conditions where active combustion effects are small.

17. Key Words (Suggested by Author(s))

Liquid Fuel Combustion
High Pressure Combustion
Hydrazine Fuel Combustion
Burning Rate Response

18. Distribution Statement

Unclassified - Unlimited

19. Security Classif. (of this report)

Unclassified

20. Security Classif. (of this page)

Unclassified

21. No. of Pages

41

22. Price*

$3.00

* For sale by the National Technical Information Service, Springfield, Virginia 22151
of Critical Burning of Fuel Droplets

Summary

This report discusses activities under NASA Contract NGR 39-009-077 for the period January 1, 1974 to December 31, 1974. During this period the work was divided into two phases: 1. High pressure droplet burning in flowing combustion gases and 2. Combustion response of monopropellant droplets. The results for each phase of the study for the present report period may be summarized as follows:

1. **High Pressure Droplet Burning in Flowing Combustion Gases.** Theory and experiment were compared over the currently available range of test data for droplet combustion in combustion gas environments. Predictions were within ±30% of measurements for a wide range of conditions when the model employed a multiplicative correction for convection based on average properties between the liquid surface and the flame. The range of comparison for these results is summarized in Table 1. With regard to liquid surface conditions, the low pressure model is adequate at pressures less than one half the pressure required for critical combustion, while the high pressure version provides a superior prediction at higher pressures. The two models do not overlap, however, within their range of validity. Therefore an intermediate pressure model, which is being developed to provide greater accuracy in this region, is presented in this report.

2. **Combustion response of monopropellant droplets.** Earlier response results for burning liquid monopropellant strands were applied directly to the discussion of the response of large droplets. The limits for the "large droplet" conditions are discussed. The results show sufficient response to provide a viable mechanism for combustion instability; in the frequency range associated with combustion instability and for droplet sizes present in sprays. The results also suggest that gas phase transient phenomena might contribute sufficient gain for combustion instability at low pressures. Thus although the gas phase might be considered quasisteady for lifetime calculations, important contributions to the response could be overlooked by this approach. The strand analysis has been converted to consider the combustion response of droplets under the same property assumptions. This model allows evaluation of the limits of the "large droplet" model to be determined as well as combustion response down to the limit of low reactivity (evaporative limit). Zero-order closed form solutions have been obtained for the evaporative limit. Numerical calculations are being conducted for the response and zero-order results for finite reactivity. A quasisteady gas phase model has also been completed.
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of Critical Burning of Fuel Droplets

1. Introduction

The objective of this study was to continue earlier work on the steady and unsteady combustion of liquid fuel droplets under rocket engine conditions. Emphasis has been placed on consideration of combustion at elevated pressures and temperatures representative of typical combustion chamber environments. In addition, the problem of the open-loop response of burning fuel droplets to imposed pressure oscillations is being investigated. The results of this study have technical application to the design of liquid fueled rocket engines and the determination of the combustion instability characteristics of these engines.

This report gives a summary of progress on the investigation for the period January 1, 1974 to December 31, 1974. During this period, the work was divided into two major phases, as follows:

1. High pressure droplet burning in flowing combustion gases. Earlier work provided data on droplet gasification rates in flowing combustion gases over a wide range of temperatures, pressures, ambient oxygen concentrations, fuels, and Reynolds numbers (1,2). This data was analyzed in an attempt to improve the prediction of gasification rates from the results of Ref. 1. Improvements have been made by modifying the correlation for convection effects. A second phase of this portion of the study involved developing an intermediate pressure, phase equilibrium model in order to obtain a continuous transition between the present low and high pressure versions.

2. Combustion response of monopropellant droplets. This portion of the study is concerned with extending the analysis of the "open loop" response of burning monopropellant strands (3), to the case of droplets. The basic method employs a perturbation analysis allowing for both liquid and gas phase transient effects. In addition, several simplified procedures are being considered. At high rates of reactivity (large droplets at high pressures), the combustion zone is located close to the droplet and the results of Ref. 3 can be used directly to discuss droplet response. At the other extreme, the analysis is considerably simplified when reaction rates are small and the droplet is simply evaporating. Finally, when the gas phase is quasisteady, consideration of response can be approached by using generalized transport relations which are also suitable for conducting droplet lifetime predictions.

The activities in each of these phases of the investigation will be discussed in the following sections of the report.

During this report period, several papers, theses and reports have been issued as a result of work done under this contract, as follows:


2.1 Introduction

The objectives of this phase of the investigation involve the determination of droplet vaporization rates and the characteristics (temperature, composition, etc.) of the liquid surface under forced convection conditions, at elevated pressures, in combustion chamber environments.

Work during the present report period involved continued comparison of earlier theoretical results with measurements of droplet gasification in combustion gases at elevated pressures. Work was also begun on the development of an intermediate pressure model to allow more accurate prediction of the phase equilibrium at the surface of a burning droplet than is currently possible.

2.2 Experimental Data Correlation

Work reported in Ref. 1 involved comparison between theoretical and experimental droplet gasification rates and liquid surface temperatures over a range of conditions. The experimental portion of the investigation included measurements of surface temperatures and gasification rates for porous spheres supported in a flowing combustion gas stream leaving a burner. Data was obtained for the pressure range 1-40 atm.

A number of theories were compared with these experimental results. The analysis involved the use of a spherically symmetric model for the gasification rate in the absence of convection, in conjunction with a multiplicative correction for the effect of convection, following a suggestion given in Ref. 4. The gas phase model of the combustion process involved a number of variable property treatments including; variable property-variable specific heat, variable property-constant specific heat and constant property versions. Phase equilibrium at the liquid surface was computed by convectional low pressure models (neglecting gas solubility and high pressure Poynting corrections) as well as a high pressure version for characteristics near the critical point, developed by Prausnitz and Chueh.5

The multiplicative correction has the form

\[ \frac{\dot{n}}{\dot{n}_o} = 1 + 0.278 \left( \frac{Re}{Pr} \right)^{1/3} \left( 1 + 1.237 \left( \frac{Re}{Pr} \right)^{-4/3} \right)^{-1/2} \]

where

- \(\dot{n}\) = convective burning rate
- \(\dot{n}_o\) = burning rate with no convection
- \(Re\) = Reynolds number
- \(Pr\) = Prandtl number

Following the suggestion of Ref. 4, the work in Ref. 1 employed approach conditions to evaluate properties in this expression.
Comparison between the various gas phase models indicated little difference in results as long as any assumed constant property was evaluated at an arithmetic average condition. The gasification rate predictions of the low and high pressure models were also essentially the same, with the exception that the high pressure model predicts a higher pressure for critical combustion. The overall results were not uniformly good, however, with errors ranging up to 50% between predicted and measured gasification rates. Agreement was generally poorest for high molecular weight hydrocarbons at low ambient oxidizer concentrations.

During the present report period, this comparison was extended to include further measurements of droplet gasification rates in combustion gas environments (2). Table 1 summarizes the range of test conditions for these two studies.

In addition to the use of approach conditions in the convection correlation, a second method was considered based on average conditions in the flow field around a droplet. Eisenklam, et al. have suggested a complex procedure for selecting average properties in a convection correlation. The method of Ref. 6, however, does not have correct asymptotic properties at low ambient oxidizer concentrations and it was not considered. For most fuels, the stoichiometry is such that the flame zone is located toward the outside of the flow field around the droplet. This is particularly the case at low ambient oxidizer concentrations. Therefore, based on this observation, properties in the convection correction were selected at average conditions between the flame and the drop surfaces since this region comprises the bulk of the flow field. The average taken is based upon the average temperature and composition in the region. The average mixture properties are computed as described in Ref. 1.

Some comparisons between predicted and measured gasification rates are shown in Figs. 1 and 2. Other examples may be found in Ref. 7. The rate of gasification has been normalized by the convection correction so that a range of test conditions can be shown on a single plot. Two sets of data are shown, one set normalized by the convection correction for approach conditions (darkened symbols), the other set using average conditions (open symbols). The theoretical curve is based upon a variable property-variable specific heat model of the combustion process in conjunction with both low and high pressure phase equilibrium models (1). Notably, the gasification rate prediction of these two models is essentially the same in the region in which they overlap (Fig. 2).

In general, the use of average conditions in the convection correction results in a better prediction of the gasification rate. The improvement is greatest for high molecular weight hydrocarbons at low ambient oxygen concentrations (lowest curve on Fig. 2). At higher ambient oxygen concentrations there is less difference between the two methods. This occurs since the approach temperature is a better approximation of the average of the droplet and flame temperature under these conditions.

Measured and predicted burning rates are compared over the entire data range in Fig. 3. The data points shown involve the use of approach conditions in the convection correction. In order to avoid cluttering the
Table I
Summary of Droplet Combustion Test Conditions

<table>
<thead>
<tr>
<th></th>
<th>Present</th>
<th>Faeth and Lazar$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Method</td>
<td>porous sphere</td>
<td>suspended droplet</td>
</tr>
<tr>
<td>Ambient gas temperature ($^\circ$K)</td>
<td>600-1500</td>
<td>1660-2530</td>
</tr>
<tr>
<td>Ambient oxygen conc. (mole %)</td>
<td>0-13.5</td>
<td>0-41.8</td>
</tr>
<tr>
<td>Pressure (atm)</td>
<td>1-40</td>
<td>1</td>
</tr>
<tr>
<td>Diameter (cm)</td>
<td>0.95</td>
<td>0.11</td>
</tr>
<tr>
<td>Approach Reynolds number</td>
<td>40-680</td>
<td>1.3-2.2</td>
</tr>
</tbody>
</table>
Figure 1  Evaporation rate of methanol as a function of ambient temperature at atmospheric pressure. Approach Reynolds number range 46-174. Approach convection correction—darkened symbols; averaged convection correction—open symbols.
Figure 2  Gasification rates of n-heptane as a function of pressure for various ambient oxygen concentrations. Approach Reynolds number range 66-672. Approach convection correction-darkened symbols; averaged convection correction-open symbols.
Figure 3  Overall comparison of theoretical and experimental gasification rates in combustion gas environments. Lines A-A are data bounds when average properties are used in the convection correction.
Use of the averaged convection correction gave average differences between theory and experiment of ±30%, with maximum discrepancies ranging up to 70%. The use of approach conditions gives poorer results, particularly for the high Reynolds number conditions of the present tests. Finally, the present procedure for averaging is superior to that suggested in Ref. 6, since the method is continuous as the ambient oxidizer concentration approaches zero.

2.3 Intermediate Pressure Model

The low and high pressure phase equilibrium models have been found to represent surface conditions adequately when the ambient pressure is less than or greater than half the pressure required for critical combustion respectively. This is illustrated in Figs. 4 and 5, taken from Refs. 8 and 9.

A characteristic of the two models, illustrated in Figs. 4 and 5, is that they do not merge at low pressures. This occurs since the Prausnitz and Chueh model is adjusted to give a good representation of conditions near the critical mixing point and fails to present liquid properties adequately at lower pressures, where the conventional models are accurate.

These results indicate the desirability of considering an intermediate pressure model that would provide a continuous transition between the two currently available versions. Since models in this region can be founded on a larger data base than the high pressure versions, they can provide more accurate predictions of high pressure phenomena. Since they formally merge with the low pressure versions, the intermediate pressure models give information on the limit of usefulness for the simpler low pressure models. Under combustion chamber conditions, the loss of surface tension near the critical point results in shattering of the droplet, therefore, the intermediate pressure versions are likely to provide information over the bulk of the range where droplet combustion, via an envelope flame model, actually exists. Finally, the intermediate pressure models provide a good estimation of phase equilibria for complex hydrocarbon mixtures and thus have potentially greater usefulness for practical fuel types (as opposed to pure hydrocarbons).

The introduction of a new phase equilibrium model does not require a change in the theoretical treatment of the gas phase. In fact, the results to date indicate that the present gas phase model is adequate within the regimes pertinent to the low and high pressure phase equilibrium models (Fig. 2 for example).

Of the various intermediate pressure models that could be used, the method outlined by Prausnitz, et al. has been selected for investigation. This procedure is well documented, and can be conveniently related to the current high pressure version. The detailed description of this model may be found in Ref. 10, in the following only a brief description will be given to indicate the main features of the method.
Figure 4  Liquid Surface Temperatures as a Function of Pressure for the Droplet Combustion Experiments of Ref. 8.
Figure 5  Liquid Surface Temperatures as a Function of Pressure for the Strand Combustion Experiments of Ref. 9.
For two phases to be in equilibrium, the total temperature and pressure must be equal in both phases, and the fugacity of each species in the system must be the same in both phases.

In the gas phase the fugacity, $f^V_i = Y_i \phi_i p$

where $p$ is the total pressure, $Y_i$ is the gas phase mole fraction of $i$ and $\phi_i$ is the fugacity coefficient of $i$. The model computes the fugacity coefficient by the use of virial equation of state, taken to second order. The second virial coefficient is correlated in terms of individual and binary coefficients, which can be corrected for the presence of polar compounds in the system.

In the liquid phase, the fugacity is given by $f^L_i = x_i \gamma_i f_{i}^{ol}$

where $x_i$ is the liquid phase mole fraction, $\gamma_i$ is the activity coefficient and $f_{i}^{ol}$ is the fugacity in a reference state. The reference state for a condensible component (one that is ordinarily a liquid at the temperature of the mixture) is the fugacity of the pure liquid. If the mixture temperature is higher than the critical temperature of the component, Henry's constant is used as the reference fugacity. Wilson's equation is used to evaluate of activity coefficient in both cases. This equation provides proper temperature dependence, and can be used for multicomponent mixtures while only requiring parameters obtainable from binary mixture data. The equation is also suitable for polar compounds.

With correlations available for the gas and liquid phase fugacities, calorimetric quantities such as heats of vaporization can be determined as described in Ref. 1. With these results in hand, the phase equilibrium model and the gas phase model can be solved simultaneously to yield liquid surface temperature predictions for comparison with the experimental results. This requires physical constants for the pure species (which are available), Wilson parameters, and Henry's constants. The latter quantities are available in some cases, must be fitted from binary data (if this exists), or must be estimated. Reference 10 discusses various procedures for determining these quantities.

At the present time, the computer program for the intermediate pressure model is being checked on the computer. The necessary property values for the correlation are being determined from the literature. When this work is completed, liquid surface temperatures will be predicted for the body of data available from earlier measurements (1, 2, 7, 8, 9, 11). The intermediate pressure model should overlap the range of validity of the high pressure model, allowing a check of the predictions of the two methods.

2.4 Summary

Work in the area of high pressure fuel droplet combustion has involved overall comparison of experimental and theoretical liquid surface temperatures and gasification rates in combustion gas environments. Predicted results are relatively independent of the gas phase model (when appropriate average properties are chosen). Using a convection correction with average properties between the droplet surface and the flame provides predictions within ±30% of measured values for typical combustion chamber conditions.
The low pressure phase equilibrium model is adequate for predicting liquid surface properties at total pressures less than half the pressure required for critical combustion. The high pressure model is more adequate at pressures approaching the critical combustion condition.

Work has been initiated on the development of an intermediate pressure phase equilibrium model, to provide a continuous transition between the present low and high pressure versions. This work should be concluded in the next report period.

3. Combustion Response of Monopropellant Droplets

3.1 Introduction

The objective of this phase of the investigation involves the determination of the open-loop combustion response of monopropellant droplets to imposed pressure oscillations. Knowledge of the frequency ranges where the combustion response is maximum, allows the designer either to adjust combustion geometry to avoid having characteristic chamber frequencies in this region or provide damping tuned to this frequency range.

The present work is a continuation of earlier efforts on obtaining a theoretical and experimental comparison for the response of a burning monopropellant strand to imposed pressure oscillations. Using these findings as a basis, current activities involve examination of the more practical case of droplet combustion. By utilizing a model generally substantiated by strand combustion results, this step to the droplet combustion case can be approached with some confidence.

Earlier work on the response of droplets has been confined to consideration of evaporation or bipropellant combustion. Therefore, the present investigation should provide new information on the response characteristics of liquid fuels.

In the case of liquid strand combustion, for a given fuel, the frequency response curve changes only as the mean pressure is varied. For monopropellant droplets, however, droplet size also influences the process introducing a new parameter to the problem. Going from large droplets to small ones, the reaction zone becomes more influenced by curvature, and lies at proportionately greater distances from the surface for the small droplets. This implies that large droplets (where the reaction zone is close to the surface) behave somewhat like strands, while small droplets behave somewhat like evaporating droplets without reaction. Therefore, the present work provides information in the branch region limited on both sides by earlier results.

Initial work on this portion of the investigation involved, first of all, direct consideration of the large droplet limit in the context of the earlier strand combustion model. Then, using parameters determined in Ref. 3, the transient analysis is recast into a form appropriate for droplet combustion.

The above approach is limited to a frequency regime where the characteristic time of oscillation is small in comparison to the droplet lifetime. At low frequencies, a different procedure must be used, more analogous to the
vaporization response calculations based upon droplet lifetime (12, 14, 15). At this limit, the gas phase is essentially quasisteady providing a substantial simplification of the analysis. This approach can also be linked to the more complete perturbation analysis at the limit of a quasisteady gas phase. Therefore, the analysis treats these cases in a unified manner.

3.2 Large Droplet Limit

A burning liquid strand, itself, is analogous to a segment of an infinitely large liquid droplet. This analogy persists for a range of droplet sizes, allowing direct use of the results of Ref. 3 in this "large droplet" regime.

The actual size range of the "large droplet" regime will be considered later. In general terms, this is a condition where the reaction zone is close to the surface. For droplets of this type, ignition occurs before the bulk liquid is heated to any degree, and there are temperature gradients in the liquid phase. Since the reaction zone is close to the surface, the gas phase combustion process is largely uninfluenced by forced convection (unless very massive convection is present). In this situation, the combustion process is completely analogous to liquid strand combustion.

As an example of typical response characteristics, Fig. 6 shows the response for a hydrazine strand. The response is given as the real part of the acoustic admittance as a function of the dimensionless frequency of the imposed pressure oscillations. This parameter is equivalent to the response parameters defined in Ref. 12 for liquid fuel combustion, at the large droplet limit.

With increasing frequency, two positive peaks are observed in the acoustic admittance plot. The first peak occurs near the characteristic frequency of the thermal wave in the liquid phase, and is a result of the interaction between the combustion process and liquid phase transient effects. The second peak occurs at frequencies near the characteristic frequency of the gas phase thermal wave, and is a result of interaction between the combustion process and gas phase transient effects.

Combustion instability is usually associated with values of the real part of the acoustic admittance greater than a value on the order of unity. Table 2 summarizes the frequency ranges where this criteria is satisfied for the results of Fig. 6. The results have been converted to dimensional form with the two frequency ranges corresponding to the liquid and gas phase transient regimes. At atmospheric pressure, only the gas phase transient range has sufficient amplification to drive instability, while at pressures greater than 10 atm., both regimes are of significance.

Typical frequency ranges for combustion instability and typical sizes for large droplets must be considered in order to relate the findings of Table 2 to practical combustion chambers. Combustion instability is usually associated with the frequency range 500-30,000 Hz. At low pressures, Table 2, indicates that this range would involve gas phase transient effects; while for pressures greater than 10 atm. interaction of the combustion process with the liquid phase thermal wave is the more significant phenomena. These findings suggest that while the use of a quasisteady gas phase assumption at low pressures might be adequate for mean burning characteristics of monopropellants, potentially important contributions to the combustion response can be overlooked with this approach.
Figure 6  Computed Real Part of the Acoustic Admittance as a Function of Frequency and Pressure for Hydrazine.
Table 2
Critical Frequency Ranges for Hydrazine
Strand Combustion

<table>
<thead>
<tr>
<th>Mean Pressure (atm)</th>
<th>Liquid Transient Range (HZ)</th>
<th>Gas Transient Range (HZ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>300-1500</td>
</tr>
<tr>
<td>10</td>
<td>approx. 15</td>
<td>4500-21500</td>
</tr>
<tr>
<td>100</td>
<td>450-1650</td>
<td>&gt;225,000</td>
</tr>
</tbody>
</table>
The droplet size appropriate to the "large droplet" limit can be examined by estimating of the position of the reaction zone. Spalding's theory of mono-propellant droplet combustion (as presented in Ref. 19) provides a convenient approach to this problem when strand combustion rates are available. From this theory, it can be shown that the dimensionless flame position is given by (see Ref. 19 for notation)

\[ \sigma_c^2 = \left( \frac{r_c}{r_e} \right)^2 = \left[ 2 + \Gamma + \left( \Gamma^2 + 4 \Gamma \right)^{1/2} \right] / 2 \Gamma \]

where

\[ \rho_e \frac{v_d c_e}{\Gamma} = (1 + \theta_e) \lambda_c \ln \left[ 1 + \frac{(1 - \theta_e)}{\delta} \right] \]

\[ \theta_e = \frac{T_e}{T_c} \]

\[ \delta = \frac{L}{c_p} \frac{T_e}{T_c} \]

For hydrazine, at pressures greater than atmospheric pressure, the liquid regression rate is given by

\[ v_e = 0.01254 \rho \]

where \( v_e \) is in cm/sec and \( \rho \) is in atmospheres.

Using property values for hydrazine given in Ref. 3, the droplet size can be computed for various flame positions and pressures. These results are given in Table 3 for dimensionless flame positions of 1.1 and 2.0.

In Table 3, for \( \sigma_c = 1.1 \) the decomposition flame is only 10% of the droplet radius away from the liquid surface. Droplets larger than the values listed in Table 3 for this \( \sigma_c \) should behave as "large droplets" (this estimation is preliminary, however, pending the results of the next phase of the investigation). Significantly, at the higher pressures, the "large droplet" regime covers the range of droplet sizes usually encountered in rocket engine applications. This indicates that the magnitude of the response (Fig. 6), the frequency range (Table 2) and the droplet size (Table 3) are all commensurate with the requirements for combustion instability under rocket engine conditions.

In Table 3, for \( \sigma_c = 2 \), the flame is located relatively far from the droplet and there is only weak interaction between the gasification of the liquid and the decomposition flame. Judging from earlier analyses of droplet evaporation and combustion response under these conditions, \( \sigma_c \) is likely to be much reduced at these conditions. The transient gas phase response, however, could still contribute at these conditions. Therefore, at low pressures, the unsteady gas phase may still be an important factor.

The drop size range between the two limits shown in Table 3 is a branch region where the liquid phase response should be increasing toward the large droplet limit. This clearly comprises a significant technological range of droplet sizes, indicating the importance of considering actual droplet response as opposed to just the large droplet limit. This, coupled with the possible importance of gas phase transient effects for small droplets at low pressures,
Table 3

Hydrazine Droplet Sizes as a Function of Flame Position and Pressure

<table>
<thead>
<tr>
<th>Pressure</th>
<th>$\sigma_c = 1.1$</th>
<th>$\sigma_c = 2.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5250</td>
<td>290</td>
</tr>
<tr>
<td>10</td>
<td>525</td>
<td>29.0</td>
</tr>
<tr>
<td>100</td>
<td>52.5</td>
<td>2.9</td>
</tr>
</tbody>
</table>
provides motivation for the more detailed analysis of droplet response considered in the next section.

3.3 Droplet Response Analysis

3.3.1 Description and Assumptions of the Model

The previous work has suggested the need for specific examination of the response of burning droplets. Since response is sought, as opposed to droplet lifetime calculations, the possible importance of gas phase transient effects must be considered. The previous work on strand combustion response has been substantiated by experiment, therefore, the present theoretical effort to extend the results to droplets can be approached with some confidence.

The configuration under consideration involves a droplet that is burning in the absence of convection, yielding a spherically symmetric flow field. While convection is important under actual combustion chamber conditions, there is evidence to indicate that the region where the droplet has a low (or zero) relative velocity with respect to the ambient gas is a very critical zone in determining combustion instability characteristics. For simple evaporation without decomposition, the response due to velocity effects has been found to be quite low. In addition, the decomposition process near the droplet surface reduces the influence of convection over a fairly wide range of conditions. This occurs since convection only influences the process when the outer edge of the flow field interacts with the reaction zone, a situation that is limited to very weak reactivity or very high Reynolds numbers. Therefore, neglecting convection for monopropellant droplets puts fewer limitations on the practicality of the calculations, than would be the case for bipropellants.

Similar to earlier response studies, the ambient pressure is assumed to be oscillating with a wavelength that is long in comparison to the dimensions of the combustion field of the droplet. The period of oscillation, however, is assumed to be short in comparison to the total droplet lifetime so that consideration does not have to be given to large changes in the position of the surface during a pressure oscillation. This assumption allows the analysis to proceed while only examining oscillatory solutions. The low frequency regime where this breaks down will be discussed later (this low frequency regime is largely associated with the range of frequencies where both liquid and gas phases are quasisteady).

Since the combustion rate of monopropellant droplets is much higher than bipropellants, the usual assumption of a constant liquid phase temperature (in the zero order) is less valid than for bipropellants. Therefore, the presence of mean liquid phase temperature gradients must be considered in the analysis. Examination of constant mean temperatures can be made, in order to include the conventional steady combustion model, by equating the bulk liquid temperature to the wet bulb temperature at a given pressure.

A sketch of the theoretical model is shown in Fig. 7. Notation may be found in Table 4. The process is examined at an instant of time when the droplet radius is $r_s$. Formally, this radius is taken to be fixed so that the mass flux of fuel is time varying. This actually corresponds to porous
Figure 7 Sketch of the Droplet Combustion Response Model.
### TABLE 4

Notation for Open-Loop Response Analysis

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>vapor pressure parameter, Eq. (21)</td>
</tr>
<tr>
<td>$A$</td>
<td>parameter, Eq. (11)</td>
</tr>
<tr>
<td>$B$</td>
<td>preexponential factor</td>
</tr>
<tr>
<td>$C_p$</td>
<td>specific heat</td>
</tr>
<tr>
<td>$D$</td>
<td>binary diffusivity</td>
</tr>
<tr>
<td>$E$</td>
<td>activation energy</td>
</tr>
<tr>
<td>$h^o_i$</td>
<td>heat of formation</td>
</tr>
<tr>
<td>$i$</td>
<td>$\sqrt{-1}$</td>
</tr>
<tr>
<td>$L$</td>
<td>heat of vaporization, Eq. (21)</td>
</tr>
<tr>
<td>$L_f$</td>
<td>vapor pressure parameter, Eq. (21)</td>
</tr>
<tr>
<td>$\dot{m}$</td>
<td>mass flow per unit solid angle</td>
</tr>
<tr>
<td>$M$</td>
<td>molecular weight</td>
</tr>
<tr>
<td>$n$</td>
<td>reaction order, Eq. (10)</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure</td>
</tr>
<tr>
<td>$q$</td>
<td>energy of reaction</td>
</tr>
<tr>
<td>$q_s$</td>
<td>liquid phase heat flux, Eq. (58)</td>
</tr>
<tr>
<td>$r$</td>
<td>radial distance</td>
</tr>
<tr>
<td>$R$</td>
<td>gas constant</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
</tr>
<tr>
<td>$v_r$</td>
<td>radial velocity</td>
</tr>
<tr>
<td>$w$</td>
<td>reaction rate</td>
</tr>
<tr>
<td>$Y_i$</td>
<td>mass fraction of species $i$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>thermal diffusivity</td>
</tr>
<tr>
<td>$\beta$</td>
<td>parameter, Eq. (21)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>specific heat ratio</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>parameter, Eq. (55)</td>
</tr>
<tr>
<td>$\delta$</td>
<td>reaction parameter, Eq. (10)</td>
</tr>
<tr>
<td>$\delta_f$</td>
<td>parameter, Eq. (4)</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>amplitude of oscillatory pressure, Eq. (29)</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>combined variable, Eq. (23)</td>
</tr>
</tbody>
</table>
\( \lambda \) thermal conductivity

\( \psi_i, \psi'_i \) stoichiometric parameters, Eq. (5)

\( \psi_i \) parameter, Eq. (9)

\( \rho \) density

\( \sigma \) parameter, Eq. (69)

\( \phi \) parameter, Eq. (66)

\( \psi \) parameter, Eq. (52)

\( \omega \) frequency

\( \omega_s \) frequency for strand case, Eq. (53)

**Subscripts**

\( f \) liquid

\( \text{F} \) fuel

\( i \) center of droplet

\( s \) liquid surface

\( o \) steady state quantities

\( l \) first order quantities

\( a \) ambient conditions

**Superscripts**

* dimensional quantities
sphere combustion, however, the two cases are equivalent as long as the
density in the liquid phase is large compared to that of the gas phase and
the period of oscillation is small in comparison to the lifetime of the droplet.
When this is true, the motion of the surface with respect to the mean surface
position is negligible and can be ignored. Exceptions to this assumption
arise near the critical point and the present analysis is not valid in this
regime. (Several other aspects of the model would also have to be modified
in order to consider near critical conditions). The response portion of the
analysis is invalid at frequencies having an oscillation period comparable to
the lifetime of the droplet.

For generality, gas phase transient effects are included in the model,
since results discussed earlier indicate that could be important at low pressures.
The effect of variable properties are also included, so that the model is
equivalent to the earlier strand combustion analysis (3).

The remaining assumptions of the analysis are similar to those of Ref. 3.
They are as follows:

1. The process is spherically symmetric with a Mach number much less
   than unity and negligible body forces. Inertial and viscous terms in the
   momentum equation are neglected.

2. The reaction process is premixed and laminar. A one-step,
   irreversible chemical reaction takes place in the gas phase and any time
   lags associated with the chemical reaction itself are negligible, i.e. the
   chemical reaction is locally quasisteady and obeys an Arrhenius equation valid
   under steady state conditions. Chemical reaction is neglected in the liquid phase.

3. Radiation heat transfer is neglected.

4. The gas phase is taken to be an ideal gas and the Lewis number is assumed
to be unity.

5. All gas diffusion coefficients are equal, all molecular weights are
   equal, all gas phase specific heats are equal and constant, the gas phase thermal
   conductivity is independent of composition and varies linearly with
   temperature, and the liquid is composed of a single chemical species having
   constant properties.

6. The combustion products are assumed to be insoluble in the liquid phase
   and the gas phase fuel mass fraction at the liquid surface is given by the
   Clausius-Clapeyron equation. As in the case of the gas phase reaction, the
   equilibrium at the surface is assumed to occur rapidly in comparison to other
   transient effects in the system.

7. The wavelength of any periodic pressure disturbance is assumed to be
   long compared with the diameter of the zone involving active combustion. Con-
   sideration of the momentum equation, along with Assumption 1, then implies
   that pressure is only a function of time.

A discussion of the applicability of these assumptions is provided in
Ref. 3.
3.3.2 Governing Equations

The notation for the following analysis is provided in Table 4. In order to simplify notation, define the following dimensionless variables:

\[ r = r_s^*/r_s \quad t = t_s^* \lambda_{\infty}^*/\rho_{\infty}^* C_{p_s}^* r_s^* \]

\[ v_r = v_r^* \rho_{\infty}^* C_{p_s}^* r_s^*/\lambda_{\infty}^* \quad \dot{m} = \dot{m}_s^* C_{p_s}^* r_s^* \lambda_{\infty}^* \]

\[ T = T_{\infty}^*/T_{\infty}^0 \quad p = p^*/\rho_{\infty}^* \quad \rho = \rho^*/\rho_{\infty}^* \]

\[ \lambda = \lambda^*/\lambda_{\infty}^* \quad D = D^*/D_{\infty}^* \]

where the subscript \( \infty \) refers to a zero order (steady state) quantity, evaluated at infinity. The conservation equations are now considered in the liquid and gas phase, followed by the boundary conditions.

**Liquid Phase** \( r < 1 \)

The equation of conservation of mass is

\[ \rho_f^r r^2 v_{fr} = \dot{m}_f \]

where \( \dot{m}_f \) is the mass flow rate per unit solid angle and is only a function of time. Conservation of energy is

\[ \frac{\partial T}{\partial t} + v_{fr} \frac{\partial T}{\partial r} = \frac{\delta_f}{r^2} \frac{\partial}{\partial r} (r^2 \frac{\partial T}{\partial r}) \]

where \( \delta_f \) is the ratio of thermal diffusivities

\[ \delta_f = \alpha_f/\alpha_{\infty} \]

**Gas Phase** \( r > 1 \)

The stoichiometry of the one-step gas phase reaction is assumed to have the following form:

\[ \sum_{i=1}^{N} q_1' [i] \rightarrow \sum_{i=1}^{N} q_1'' [i] \]

\[ (5) \]
Overall conservation of mass in the gas phase is

$$\frac{\partial \rho}{\partial t} + \frac{1}{r^2} \frac{\partial}{\partial r} (\rho r^2 v_r) = 0$$  \hspace{1cm} (6)

It is also convenient to define a gas phase mass flow rate per unit solid angle, analogous to Eq. 2, as follows:

$$\dot{m} = \rho r^2 v_r$$  \hspace{1cm} (7)

In this case, \(\dot{m}\) is a function of both radial distance and time.

Conservation of species becomes

$$\rho \left( \frac{\partial Y_i}{\partial t} + v_r \frac{\partial Y_i}{\partial r} \right) = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \rho \frac{\partial Y_i}{\partial r} \right) + \mathcal{N}_i w, \ i = 1, N$$  \hspace{1cm} (8)

where

$$\mathcal{N}_i = (\mathcal{N}_i'' - \mathcal{N}_i')/\mathcal{N}_F'$$  \hspace{1cm} (9)

$$w = A p^{n_i} \delta - n_F \exp (-E/T)$$  \hspace{1cm} (10)

$$A = \frac{C_p B \delta T_{\infty}^*}{\lambda_{\infty}^*} \left[ \frac{P_0}{M*R*T_{\infty}^*} \right]^n$$  \hspace{1cm} (11)

and

$$E = E*/R*T_{\infty}^*$$  \hspace{1cm} (12)

Finally, conservation of energy is

$$\rho \left( \frac{\partial T}{\partial t} + v_r \frac{\partial T}{\partial r} \right) = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \lambda \frac{\partial T}{\partial r} \right) + \left( \frac{\gamma - 1}{\gamma} \right) \frac{dp}{dt} + q w$$  \hspace{1cm} (13)

where

$$q = - \sum_{i=1}^{N} \frac{h_i^*}{h_i} \frac{\partial}{\partial t} \left( \mathcal{N}_i'' - \mathcal{N}_i' \right) + \frac{C_p T_{\infty}^*}{\mathcal{N}_F'} \mathcal{N}_i w$$  \hspace{1cm} (14)

is the dimensionless heat of reaction, and \(p\) is only a function of time.
The assumption of an ideal gas having a unity Lewis number and with thermal conductivity proportional to temperature, provides the following relationship between properties:

\[ T = \lambda = \rho D = \frac{p}{\rho} \]  

(15)

**Boundary Conditions**

Since the liquid is incompressible, it has a constant temperature at the origin:

\[ r = 0 \quad T = T_i \]  

(16)

In the case of steady combustion at the wet bulb temperature of the droplet, \( T_i \) would be equal to the wet bulb temperature. However, since monopropellants have higher gasification rates than most bipropellants, cases exist where temperature gradients are present in the liquid phase throughout the lifetime of the droplet. Therefore, \( T_i \) is taken as a parameter for the analysis in order to investigate the effect of these gradients on the response.

Aside from continuity of temperature and pressure at the surface of the droplet, four other conditions must be satisfied. These may be summarized as follows:

\[ r = 1 \]

\[ \rho_f v_f = \rho v_r \]  

(17)

\[ \lambda_f \left( \frac{\partial T}{\partial r} \right)_{s-} = \lambda \left( \frac{\partial T}{\partial r} \right)_{s+} - \rho v_r [(1-\beta) T + L] \]  

(18)

\[ \rho D \left( \frac{\partial Y_F}{\partial r} \right)_{s+} = \rho v_r (Y_F - 1) \]  

(19)

\[ Y_F = \frac{a}{p} \exp \left(-\frac{L_f}{T} \right) \]  

(20)

where

\[ \beta = \frac{c_F^*/c_p^*}{L = \frac{L^*/R \cdot T_{\infty}^*}{a = \frac{a^*/p_o^*}{L_f^* = \frac{L_f^*}{R \cdot T_{\infty}^*}}} \]  

(21)
Equation (17) represents conservation of mass at the surface. Equation (18) is the conservation of energy relationship, where the heat flux reaching the surface goes into the heat flux in the liquid phase and the heat of vaporization of the gasifying fuel. Equation (19) follows from the insolubility of the product species in the liquid phase which implies that the total mass flux of the non-fuel species must be zero at the surface of the droplet. Equation (20) is the Clausius-Clapeyron equation relating the fuel mass fraction to temperature at the surface. Formally, $L_f$ and $L$ should be equal, however, the vapor pressure curve of the fuel is often better represented by a value of $L_f$ slightly different than that of the heat of vaporization so that provision has been made for this possibility.

Far from the droplet, all the fuel is consumed and the temperature is independent of distance

$$r = \infty \quad Y_F = 0 \quad T = T(t)$$

(22)

where $T(t)$ is a known function depending upon the specified pressure variation.

3.3.3 Schwab-Zeldovich Transformation

The solution can be simplified by introducing a Schwab-Zeldovich variable based on the fuel mass fraction

$$\Theta = qY_F + T$$

(23)

In terms of this variable, Eq. (8) is replaced by

$$\rho \left( \frac{\partial \Theta}{\partial t} + \nu_r \frac{\partial \Theta}{\partial r} \right) = \frac{1}{r^2} \frac{\partial}{\partial r} \left( \lambda \frac{\partial \Theta}{\partial r} \right) + \frac{\gamma-1}{\gamma} \frac{dp}{dt}$$

(24)

Gas phase conservation of energy is unchanged, however, the reaction rate becomes

$$w = A q^{-n} p^n T^{5-n} (\Theta - T)^n \exp \left( -\frac{E}{T} \right)$$

(25)

The boundary conditions at the liquid surface, Eqs. (19) - (20) are as follows:

$$r = 1,$$

$$\lambda \frac{\partial (\Theta - T)}{\partial r} = \rho v_r (\Theta - T - q)$$

(26)

$$\Theta - T = \frac{aq}{p} \exp \left( -\frac{L_f}{T} \right)$$

(27)

The boundary conditions far from the droplet become

$$r = \infty$$

$$\Theta = T = T(t)$$

(28)

The remaining equations are unchanged.
3.3.4 Perturbation Analysis

Following the approach used in Ref. 3, a linear perturbation analysis is conducted. It is assumed that the pressure oscillates with small amplitude, \( \varepsilon \), and the dependent variables are represented as follows:

\[
\begin{align*}
    p(t) &= 1 + \varepsilon e^{i\omega t} \\
    T(r,t) &= T_o(r) + \varepsilon T_1(r)e^{i\omega t} \\
    \theta(r,t) &= \theta_o(r) + \varepsilon \theta_1(r)e^{i\omega t} \\
    \dot{m}(r,t) &= \dot{m}_o(r) + \varepsilon \dot{m}_1(r)e^{i\omega t} \\
    \dot{m}_f(t) &= \dot{m}_{fo} + \varepsilon \dot{m}_{f1}e^{i\omega t}
\end{align*}
\]  

(29)

Substituting Eqs. (29) into Eqs. (1-28), the resulting equations are separated into like powers of \( \varepsilon e^{i\omega t} \). Equation (15) is also employed in order to reduce the equations to forms involving only \( \theta \) and \( T \).

The zero order, steady state, equations are as follows:

\[
\dot{m}_{fo} = \dot{m}_o = \text{const}
\]  

(30)

In the liquid phase, \( r < 1 \)

\[
\frac{d}{dr} \left( r^2 \frac{dT_o}{dr} \right) - \frac{\dot{m}_{fo}}{\rho_f \delta_f} \frac{dT_o}{dr} = 0
\]  

(31)

In the gas phase, \( r > 1 \)

\[
\frac{d}{dr} \left( r^2 \frac{dT_o}{dr} \right) - \dot{m}_o \frac{dT_o}{dr} + r^2 q \left( 1 - n \right) A_T \delta^n \left( \theta_o - T_o \right) n \exp \left( -\frac{E}{T_o} \right) = 0
\]  

(33)

The boundary conditions are:

\[
\begin{align*}
    r &= 0 \quad T_o = T_1 \\
    r &= 1, \quad \lambda_f \frac{dT_o}{dr} = T_o \left( \frac{dT_o}{dr} \right)_{s-} - \dot{m}_o \left[ (1-\beta)T_o + L \right] \\
    T_o \frac{d(\theta_o - T_o)}{dr} \bigg|_{s+} &= \dot{m}_o \left( \theta_o - T_o - q \right) \\
    \theta_o - T_o &= a q \exp \left( -\frac{L_f}{T_o} \right) \\
    r &= \infty, \quad \theta_o = T_o = 1
\end{align*}
\]  

(34-38)
The first order equations are as follows. In the liquid phase, \( r \leq 1 \)

\[
\frac{dm_f}{dr} = \text{const} \quad (39)
\]

\[
\frac{d}{dr} \left( r^2 \frac{dT_1}{dr} \right) - \frac{\dot{m}_{f0}}{\delta_f} \frac{dT_1}{dr} - \frac{i\omega r^2}{\delta_f} T_1 = \frac{\dot{m}_{f1}}{\delta_f} \frac{dT_0}{dr} \quad (40)
\]

In the gas phase, \( r > 1 \)

\[
T_0^2 \frac{d^2 \delta}{dr^2} - i\omega r^2 T_1 = -i\omega r^2 T_0 \quad (41)
\]

\[
T_o \frac{d}{dr} \left( r^2 \frac{dT_0}{dr} \right) - \dot{m}_o \frac{dT_0}{dr} - r^2 \omega \theta_1 = \left( \dot{m}_{o1} + \dot{m}_{o0} \right) \frac{dT_0}{dr}
- T_0 \frac{d}{dr} \left( r^2 \frac{dT_1}{dr} \right) - \dot{m}_o \frac{dT_1}{dr} - r^2 \left( \frac{\gamma - 1}{\gamma} \right) \dot{\theta} T_0 \quad (42)
\]

\[
T_o \frac{d}{dr} \left( r^2 \frac{dT_0}{dr} \right) - \dot{m}_o \frac{dT_0}{dr} - r^2 \omega T_1 = \left( \dot{m}_{o1} + \dot{m}_{o0} \right) \frac{dT_0}{dr}
- T_o \frac{d}{dr} \left( r^2 \frac{dT_1}{dr} \right) - \dot{m}_o \frac{dT_1}{dr} - r^2 \left( \frac{\gamma - 1}{\gamma} \right) \dot{\theta} T_0
- r^2 q^{1-n} A \left( T_0^{l+\delta-n} (\theta_o - T_0)^n \right) \exp \left( -\frac{E}{T_0} \right) \left[ n + (1+\delta-n) \frac{T_1}{T_0} \right]
+ n \left( \frac{\theta_1 - T_0}{\theta_o - T_0} \frac{ET_1}{T_0} \right) \quad (43)
\]

The boundary conditions on these equations are

\[
r = 0 \quad T_1 = 0 \quad (44)
\]

\[
r = 1 \quad \dot{m}_{f1} = \dot{m}_1 \quad (45)
\]

\[
\lambda_f \frac{dT_1}{dr} = T_0 \frac{dT_0}{dr} + T_1 \frac{dT_0}{dr} - \dot{m}_o (1-\beta) T_1 - \dot{m}_1 \quad (46)
\]

\[
\frac{d(\theta_1 - T_1)}{T_0 \frac{dr}{dr} + T_1 \frac{dT_0}{dr}} = \frac{\dot{m}_o (\theta_1 - T_1) + \dot{m}_1 (\theta_o - T_o - q) - \dot{m}_o (\theta_1 - T_1) + \dot{m}_1 (\theta_o - T_o - q)}{T_0 \frac{dr}{dr} + T_1 \frac{dT_0}{dr}} \quad (47)
\]

\[
\theta_1 - T_1 = a q \exp \left( -\frac{L_f}{T_o} \right) \left[ \frac{L_f T_1}{T_0^2} - 1 \right] \quad (48)
\]
From Eq. (28), \( \theta \), and \( T \) must approach a constant value from the surface of the droplet. Solving Eq. (43) for large \( r \) it can be shown that

\[
\theta_1 = T_1 = \frac{Y - 1}{Y} \quad (49)
\]

which is the form for isentropic flow.

The solution of Eq. (31) can be obtained immediately for the boundary conditions \( T_o = T_i \) at \( r = 0 \) and \( T_o = T_{os} \) at \( r = 1 \), as follows:

\[
\frac{T_o - T_i}{T_{os} - T_i} = \exp \left[ \frac{\dot{m}_o}{\rho_f \delta_f} \left( 1 - \frac{1}{r^2} \right) \right] \quad (50)
\]

Equation (50) provides an expression for the steady state temperature distribution in the liquid phase.

In the gas phase, Eq. (32) can also be integrated once without difficulty. Applying the boundary conditions at the droplet surface, Eq. (35) and (36), and determining the liquid phase temperature gradient from Eq. (50), yields

\[
r^2 T_o \frac{d \psi}{dr} - \dot{m}_o \psi_o = 0 \quad (51)
\]

where

\[
\psi_o = \theta_o + \left( \frac{\lambda}{\rho \delta_f} \right) (T_{os} - T_i) + L - \beta T_{os} - q \quad (52)
\]

In general, the solution of the remaining equations must be obtained numerically. For the zero order problem, Eqs. (33) and (51) must be integrated. There remain four boundary conditions that have not yet been used, among Eqs. (35)-(38). Three of these provide boundary conditions on the differential equations, the fourth determines the eigenvalue \( \lambda_0 \).

The first order equations, Eqs. (39)-(43), are linear, requiring a total of seven boundary conditions. Equations (44)-(49), plus the compatibility conditions at the liquid surface, \( T_1 - T_{lg} \), provides eight boundary conditions. The extra boundary condition determines the eigenvalue \( \lambda_{f1} \), which can be related to the response.

The solution of the entire system of equations, Eqs. (29)-(52), represents a formidable task, even on the computer. Numerical calculations along this line are currently in progress and the results will be reported later. Under certain circumstances, however, the computations can be simplified considerably. The formulation under these conditions will be undertaken in the following.

3.4 Quasisteady Gas Phase Analysis

3.4.1 General Analysis

Consideration of the strand combustion case in Ref. 3, indicated that transient
gas phase phenomena contributed to the combustion response when the strand dimensionless frequency, \( \omega \), was of order unity. The present dimensionless frequency is related to the earlier value as follows:

\[
\omega = \left( \frac{\dot{m}^* C_p^* r_s^* 2}{\lambda_{\omega_0}^*} \right) \omega_s
\]  

(53)

At high rates of reaction, the factor in parenthesis in Eq. (53) is a constant. This quantity can be evaluated from the hydrazine droplet combustion data of Ref. 21. The results indicate that at the limit of high reactivities, important gas phase transient effects should not be encountered for dimensionless frequencies less than 1000. In this region, the gas phase may be assumed to be quasisteady with all important transient effects confined to the liquid phase.

The quasisteady regime also encompasses the low frequency region where the time of oscillation is an appreciable fraction of the lifetime of the droplet and the previous perturbation analysis is invalid. Therefore, in developing relations for the quasisteady limit, an objective is to obtain a unified treatment both by perturbation analysis and eventually by droplet lifetime calculations.

In order to achieve these objectives, the gas phase is analyzed, neglecting time derivatives. The boundary conditions of the problem are the droplet surface temperature and the ambient conditions. With this information, the mass fraction of fuel at the surface is also known through the Clausius-Clapeyron equation. The desired results of the analysis are the heat and mass fluxes at the droplet surface. This information can then be used to determine both response and lifetime characteristics of the droplet.

The assumptions of the analysis are the same as in the earlier treatment, except for additionally neglecting gas phase transient effects. Under these assumptions, the conservation equations are as follows:

\[
r^2 \rho \dot{v} = \dot{m}
\]

(54)

\[
r^2 \lambda \frac{dT}{dr} - \dot{m} \Gamma = 0
\]

(55)

\[
\frac{d}{dr} \left( r^2 \lambda \frac{dT}{dr} - \dot{m} T \right) + r^2 q \omega = 0
\]

(56)

where

\[
\Gamma = \delta + q_s + L - \beta T_s - q
\]

(57)

\[
q_s = \frac{\lambda_f}{\dot{m}} \frac{dT_s}{dr}
\]

(58)

The boundary conditions on these equations are

\[
r = 1
\]

\[
T = T_s
\]

(59)
\[ \theta = \theta_s = \frac{qa}{p} \exp \left( -\frac{L_f}{T_s} \right) + T_s \] (60)

\[ \lambda \frac{dT}{dr} \bigg|_{r=\infty} = \dot{m} \left[ q_s + (1-\beta)T_s + L \right] \] (61)

The definitions of \( \theta, w, \) etc. are the same as before and Eq. (15) provides a representation of the physical properties. The mass flux per unit solid angle, \( \dot{m} \), is a constant throughout the gas phase. The quantity \( q_s \), defined in Eq. (58) is the heat flux to the liquid phase after the heat of vaporization requirements at the surface have been met.

Equations (55) and (56) must be integrated numerically in general. Given \( T_s \) and \( p \), Eqs. (60) yields \( \theta_s \). The equations only require one additional boundary condition, Eqs. (61) and (62) provide three. Therefore, the additional boundary conditions determine the eigenvalues \( \dot{m} \) and \( q_s \). In this manner, the solution of the equations determines the functions

\[ \dot{m} = \dot{m} \left(p, T_s, A \right) \] (63)

\[ q_s = q_s \left(p, T_s, A \right) \] (64)

where \( A \) carries the influence of droplet size.

3.4.2 Gas Phase Analysis for Small \( A \)

For very small droplets, the parameter \( A \) is small, and the effect of reaction can be neglected. At this limit, the droplet simply evaporates. The solution of the gas phase equations can be completed analytically under this conditions, as described in the following.

With \( A \) equal to zero, Eq. (56) may be integrated once, yielding the following after applying the boundary condition of Eq. (61).

\[ r^2 \lambda \frac{d\phi}{dr} - \dot{m} \phi = 0 \] (65)

where

\[ \phi = T + q_s + L - \beta T_s \] (66)

Eliminating spatial derivatives between Eqs. (55) and (65) and then integrating yields an expression for \( \theta_s \), as follows:

\[ \frac{\theta + q_s + L-\beta T_s - q}{\theta_s + q_s + L-\beta T_s - q} = \frac{T + q_s + L - \beta T_s}{T_s + q_s + L - \beta T_s} \] (67)

after applying the boundary condition at the droplet surface.
Equation (65) is also readily integrated. After applying the surface boundary conditions the following is obtained:

$$\dot{m} \left(1 - \frac{1}{\hat{r}}\right) = T - T_s - \sigma \ln \left(\frac{T + \sigma}{T_s + \sigma}\right)$$

(68)

where

$$\sigma = q_s + L - \beta T_s$$

(69)

The eigenvalues, \(\dot{m}\) and \(q_s\), are determined by applying the outer boundary conditions, Eqs. (62), to Eqs. (67) and (68). This yields

$$\dot{m} = (1 - T_s) - \sigma \ln \left(\frac{1 + \sigma}{T_s + \sigma}\right)$$

(70)

$$q_s = q \left(\frac{1 - T_s}{\theta_s - T_s}\right) - (1 - \beta T_s + L)$$

(71)

where it is recalled that

$$\theta_s = \frac{qa}{p} \exp \left(-\frac{L_f}{T_s}\right) + T_s$$

(60)

Equations (70), (71) and (60) provide the necessary transport parameters at the droplet surface. They represent analytical forms of Eqs. (63) and (64) at the limit of \(A\) equal to zero.

3.4.3 Perturbation Analysis

If the liquid phase equations are perturbed, Eq. (50) still represents the zero order solution. The steady state surface temperature is then related to the bulk liquid temperature, as follows:

$$q_{so} = \frac{\lambda_f}{\hat{m}_o} \frac{dT_o}{dr} = \left(\frac{\lambda}{\hat{p}_s}\right) \left(T_{os} - T_{l}\right)$$

(72)

Therefore, given \(T_l\) and \(p\), Eqs. (64) and (72) can be solved to yield \(T_{os}\). The zero order gasification rate, \(\dot{m}_o\), can then be obtained from Eq. (63).

The first order liquid phase equations are also unchanged from Eqs. (39) and (40). The boundary conditions, for a given value of \(A\), are

$$r = 0 \quad T_l = 0$$

(73)

$$r = 1 \quad \dot{m}_{fl} = \dot{m}_{l}$$

(74)
\[
\frac{d T_{s}}{d r} = \dot{m}_{0} q_{sl} + \dot{m}_{1} q_{so} \quad \text{(75)}
\]

where
\[
\dot{m}_{l} = \frac{\partial \dot{m}}{\partial T_{s}} T_{ls} + \frac{\partial \dot{m}}{\partial p} T_{S} \quad \text{(76)}
\]
\[
q_{sl} = \frac{\partial q_{s}}{\partial T_{s}} p T_{ls} + \frac{\partial q_{s}}{\partial p} T_{s} \quad \text{(77)}
\]

The derivatives in Eqs. (76) and (77) are known from the general gas phase solution, evaluated at \( T_{ss}, p_{0} \). Solution of Eq. (40), with the boundary conditions of Eqs. (73)-(77), allows the eigenvalue \( \dot{m}_{1} \) to be determined.

When analytical forms are available, as is the case when \( A = 0 \) (Eqs. 70 and 71), the derivatives in Eqs. (76) and (77) can be determined exactly. For finite values of \( A \), only numerical results are available for the functions represented by Eqs. (63) and (64). In this case, the derivatives can be determined from plotted numerical results using \( p \) and \( T_{s} \) alternately as parameters. This procedure essentially corresponds to the Zeldovich method (22), which has recently received some attention for the calculation of solid propellant combustion response (23-25). Unlike the solid propellant case, however, the present calculations must include droplet size as a parameter, through \( A \).

At the present time, the quasisteady gas phase analysis has been programmed on the computer for the general case of any value of \( A \). Calculations are also proceeding at the limit of small \( A \). These numerical results will be completed in the next report period.

3.5 Summary

During this report period, results for burning liquid monopropellant strand have been applied directly to determine preliminary droplet response characteristics for large droplets. The generalized analysis has also been completed allowing for transient phenomena in both gas and liquid phases.

The system has also been analyzed at the limit of a quasisteady gas phase. In this case, simple analytical forms have been obtained, as well, at the limit of an evaporating droplet.

At the present time, calculations are in progress to determine the open loop response function for monopropellant droplets (12). Initially work is considering response under the limitations of a quasisteady gas phase. The transient gas phase response will follow after the simpler case has been considered. The results of these calculations will be presented in the next report period.
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