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Abstract

- The Bulk Lunar Electrical COndﬁctiﬁity

by

Donald Lucien Leavy

Submitted to the Department of Earth and
Planetary Sciences on January 29, 1975
in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy

We study the electrical conductivity structure
of a spherically layered moon consistent with the very
low frequency magnetic data (0.0002 £ f S 0.04 Hz) col-
lected on the lunar surface and by Explorer 35. In order
to obtain good agreement with the lunar surface magneto-
meter observations, the inclusion of a void cavity behind
the moon reguires a conductivity at shallow depths higher
than that of models having the solar wind impinging on
all sides. By varying only the source parameters, a con-
ductivity model can be found that vields a good fit to both
the tangential response upstream and the radial response
downstream. This model also satisfies the dark side tan-
gential response in the fregquency range above 0.006 Hz
but the few data points presently available below this
range do not seem to agree with the theory.

A common feature of models resulting from the in-
version of the sunlit side data is that the electrical
conductivity profiles hardly increase by one order of
magnitude at depths between about 200 and 700 km. Two
simple interpretations of this constraint appear mutually
exclusive at this point. On one hand, the persistence
of a large temperature gradient to moderate depths, in



models resulting from conventional thermal history cal-
culations, would seem to require a conduction mechanism
characterized by a very low activation energy ({(0.09 -

0.24 ev) and moderate conductivity prefactor (107°-10"%mho/m).
On the other hand, the conductivity-temperature rela- .
tionships usually found in silicate minerals would lead

to models of temperature with very small gradients .at

depths greater than about 200 km.
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Title: Professor of Geophysics
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Chapter I

“Historical Introduction

1.1 Introduction

Two major experiments have been the turning point,
in recent years, in our undefstanding of the moon's
electromagnetic environment. On July 22, 1967, the
Explorer 35 spacecraft wés injected into a stable lunar
orbit carrying magnetometers, energetic particle detec-
tors, and plasma probes on board. The results‘of this
experiment were to unravel the essential feature of the
iﬂteraction of the solar wind with the moon. However,
it turned out that no effectrof the conductive lunar in-
terior could be detected‘ét the satellite orbit. Such
signals were not Conclusive_ly obtained until the deployment
of the Apollo 12 lunar surface magnetometer (LSM) on
November 19, 1969. Since the evolution of.dur concept has
been largely shaped by the data obtained in these two ex-
periments, they provide a ﬁatural division in the short
history of the subject.

1.2 The PreéExplorer 35 Period

In order to develop a quantitativelfheory of the
interaction of theVSQlar wind with.a planet, it is essential
to know the magnitudé Qf the steady, global magnetic field
this plénet might pOésess. At the earth's orbit, this

field needed only to be of the order of 50 gammas in
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order to balance fhe dynamic pressure of the solar wind
and thus form a bow shock on the sunlit side of the
moon (Wiliis, 1971).

The results of the early spacecrafts sent to the
moon were not entirely conclusive on this guestion. The
Luna 2 probe (Dolginov, 1961) did not observe any per-
turbation of the interplanetary field at 50 km above the
sunlit lunar surface, when the moon was in the magneto-
sheath. The accuracy of the:instrument was about 100 v,
so this experiment did put a-fairly accurate upper limit
on the global magnetic fiéid that might be present on the
lunar surface. However, the possibility that a shock
existed was not completely ruled out. A steady dipolar
field 6f about 50 v presumably would be compressed to
within a few plasma skin depths (= 2 km) of the lunar
surface and thus be hardly observable at an altitude of
50 km.

The interaction of the solar wind with an electrically
conductive lunar interior might also build up the required
50 v for a shock. Two modes of interaction are possible.
In the poloidal H mode, eddy currents are generated in-
side the moon by the time-varying interplanetary magnetic

fielad. If we consider an homogeneous lunar model, these
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currenté confine the integgianetary magnetic field
fluctuation to within a skin depth,

c 2 1/2

§.= (mﬁ;E)
of the lunar surface;--ﬁoreovér, since the solar wind
presumably shieldé itselflfroﬁ the magnetic field
generated by £ﬁesé éufrents,‘throughAconfining current
flowing within a few plasma skin dépths‘from the lunar
surface, an interélanetary fluctuation assoCiéted with a
'lunaf skin depth much smaller than the radius of the moon
would be amplified roughly by a factor R,/8 on the lunar
surface. If we assﬁme'that a shock is produced_by the
sector .structure fluctuation of the
interplanetary mégnetié-fiéld;iﬁ‘: ST; period = .10 days{i
(Schatten, 1971), then ﬁe.réquifé a near surface lunér
conductivity higher than a few mhos/m (& < 0.1 RM).

Such high conductivity,-_ typical of sea water on
earth, was considered byf;old (1956) in a qualitative
analysis of the interaction of_thg solar wind with the
moon. Tozer.et'al; (1967) Quicklywéointed out, however,
that- if water is not present inside.the mooh, the bulk -
1una£ conductivity is likely to be determined by the tem-

perature and éomposition at a given depth. Using a
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temperature model proposed by Urey (1862) and the con-
ductivity—temperature relationship for an olivine with
10¢ fayalite, they showed that é conductivity of a few
mhos/ 1is 1likely to be reached only deep inside the
moon (R = 800 km). They thus dismissed the possibility
far the poloidal H mode to produce a detached bow shock
in front of the moon. However, apparently omitting the
possibility for the'magnetic field line to slip around
the core, Tozer et al. concluded that the field lines will accrete
in front of the core and thus produce an attached hydromagnetic
shoék neaf the limb of the optical shadow.

The toroidal H interaction was investigated by
Sanett et al. (1967). In_the rest frame of the moon,

the interplanetary magnetic field, B is seen to be ac-

sw’
conpanied by an electric field given by

E = "%sw % Esw (1.2.1}

An exact determination of the solar wind velocity,
§SW' involves not only the streaming speed of the
solar wind {= 350 km/sec), bhut also the various motions of
“the moon. However, even the most important of ﬁhese motions,
the rotation around the sun together with the earth
(= 29.8 km/sec), has a.magnitude much smailer than the
bulk solar wind velocity. Thus these motions will be neglected

in the following discussion.
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Let usrappraximate the mocn'by a cylinéér‘with
axis parallel to the E field, with radius equal to the
moon radius and with length twice this value. The po-

tential across the cylinder is then given by

¢ = 2RyE = 2RV Boy | (1.2.2)

where we have assumed ﬁhe solar wind magnetic field.to
be perpendicular to the solar wind velocity.

Equation (1.2.2) also assumes that the electric con-
ductivity of the solar wind is very high so that no i
electric fiéid is seen in the rest frame of the wind;

By Ohm's Law, we have

™
_ % _ M ,
.I,. .ﬁé—' = T U¢) 7 (1.2.3)

where I is the current and Re the resistance along the
cylinder axis and o is the cylindef condugtivity.' From
Ampere'é.iaw,Aénd combinihg_Equafions (1.2.2) aﬁd'{l.2.3)
we obtain
ot .
Bioroigal ~ TRy, U o RyV swPaw (1.2.4)
where for a homogeneous cylindét o = (0.5.

We note that, for field fluctuations associated with

‘an interplanetary wavelength and lunar skin depth much
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larger than the radius of the moon, the toroidal H in-
duction field is iﬁdependent of frequency. Moreover, if
the conductivity is about 3 x lo—snhqﬁn, the toroidal H
field at the lunar surface is nearly ten times the solar
wind magnetic field. In that case, a shock might be
formed on.the sunlit side of the moon. However, even if
the interior conductivity of the moon is higher than

1073

mho/m but is covered by an insulating layer, the
toroidal H field may become much smaller than the sclar
wind field. Let us assume our cylinder to be capped by
layers of thicknesses A and neglect the internal re-
sistance compared to the one at the surface (the resistance
to the current flow added in series). Then, the toroidal
H field is still given approximately by Equation (1.2.4)
but with a = 0.5 RM/A and 0 equal to the crustal conduc-
tivity. A 17 km crust with conductivity 3 x 10-7 mho/m
still gives a surface field ten times higher than the
solar wind field. However, if the conductivity-thickness
ratio of the surface layer is a hundred times smaller

than 2 x 10—8 mho/m-km, then the toroidal H field becomes.
only one tenth of the solar wind field, at the surface of

‘“the moon.

In situ, measurement of rock conductivity at the sur-

face of the earth has not revealed conductivity much

. pAGE I8
RIGINAL PAG
%F POOR QUALITY
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5 mwho/m. But this is due mainly to the

lower than 10~
presénce of water in the.earth crust (Madden, 1971, and
Brace, 1971}. Laboratory measurement on dry rdcks have
shown, however, that conductivity lower than 10—8 mho/m
‘can easily be reached at room temperature (see, for ex-
~ample, Fensler, '1962). 1Because of-the relatively large
range of conductivity one might assume for the surface
of a planet, predicting the impofﬁance of the tordidal
H mode will probably remain difficult.

During a month in 1966, the Luna 10 spacecraft
.was placed ih lunar orbit and sent back to earth additional
data on the ﬁagnetic field around the moon. A very regular
field of 23 to 40 Yy was observed (Dolginov et al. 1966).
This field did not vary ﬁuch either along an orbit of the
satellite around the moon (periselene: 1.2 Ryi aposelene:
1.7 ﬁM) or along the orbit of the moon around the earth.
Though the regular behavior of the field rendered the
measurement somewhat suspect, Dolginov et al. (1967) pro-
posed a possible interpretation in terms of the inter-

action of the solar wind with a conductive lunar interior.

1.3 From Explorer 35 to Apollo 12 .

'Explorér 35 has a stable orbit of period 11.5 hours,

M

liminary results sent back to earth by this spacecraft

aposelene = 5.4 Ry s and periselené = 1.4 R,,. The pre-
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(Ness et _al., 1967, and Lyon gt'al., 1967) were to be
confirmed by subsequent instruments sent to the moon.

Contrary to what was observed by Luna 10, no
steady lunar magnetic field, of magnitude several times
the average solar wind field, was found. Behannon (1968)
by examining the Explorer 35 data, obtained when the moon
traversed the neutral sheet of the geomagnetic tail, was
able to distinguish the magnetic field of a possible per-
manent lunar dipole from the one induced by a bulk lunar
permeability. He was thus able to establish an upper limit
of 4 v on the permanent dipole field at the lunar surface
and an upper limit of 1.8 for the bulk relative magnetic
permeability of the moon.

No bow shock wave was cobserved. As we have seén
above, a possible explanation for the absence of a toroid-
al H mode-induced shock is the presence of a surface laver
of conductivity thickness ratio smaller than
2 x thB mho/m ~ km. The fact that the time variation of
the interplanetary magnetic field associated with its
sector structure does not produce a poloidal H type of
shock tends to imply that the conductivity in the top

200 km of the moon is Smaller than a few mhos/m.

ﬁhen the moon is in the solar wind and the satel-

lite passes through a cylinder approximately defined by

the optical shadow, several effects of the interaction of

DRIGINAL PAGE IS
OF POOR QUALITY
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the sclar wind with the moon were observed. The plasﬁa
flukr(50.< Ep < 2850 ev) decreased by several orders of
magnitude consistent with the hypothesis that the pérﬁiclesl
in the éolar wind Qere absofbed on the sunlit surface §f

F
the moon, leaving a void on its downstream side. The

5
‘maghetic field was also perturbed (Figure 1.1). Near the
boundary 6f the optical shadow a small decrease in the field
'magnitude is followed by a gradual increase in the plasma
umbra (Colburn et al., 1967, and Taylor et al., 1968).
Several theoretical attempts were made to explain these
characteristics. Spreiter et al., (1970), using the
equations of magnetohydrodynamics, examined the case where
the interplénetary magnetic field is aligned witﬁ the

flow direction. This particular field coﬁfiguration was
reported by Ness et al. (1968), and their results agree
qualitatively with the observations. They found that the
small decrease can be understood in terms of the approximate
conservation of the ratio of magnetic field to particie
density along a streamline. The solar wind particles
initially tend to fill tﬁé void thus decreasing particle
density, pressure and magnetic field along a streamline.
These gradients are accompanied by current that increases
the field of the plasma.umbra. An equilibrium void/plasma

boundary is reached when the umbral magnetic pressure
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balances the particle and magnetic pressure of the solar
wind. Whang (1870), noting that the scale length as-
sociated with the observed field gradient is generally
larger than the proton gyroradius (= 100 km), used the
guiding center approximation to calculate the field and
particle distribution. His treatment included the effect
of anisotropic propagation of the magnetosonic wave in

addition to the more general field configuration.

10 NESS BEHANNON, TAYLOR, 8 WHANG

S
I

[+)

FIELD INTENSITY
Biy)
™
TT lg 1T

SISCOE L YON ,BINSACK, 8 BRIOGE

x3 sk + o SHADOW ———s  +
X2
T3
o ,E_ 1.0 /\/\\ /\—
e 205k

- Lt \ 1 I | N S

2iog 2130 2200 2230 UT.
EXPLORER 35 5 AUGUST 1967
Figure 1.1

Simultaneous measurements of field and
plasma obtained on Augnst 5, 1967, from lunar orbit
on the Explorer-35 spacecraft. The trajectory of the
spacecraft is shown projected on the eclipt’u:‘plane and
positionally covrrelated with the data through UT annota—
tion. The x axis is parallel to the sun-moon line.
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b

‘A fundamental aspect of £he intéraction is the fact
that the Alfven and sound speed (= 30 km/sec) are much
lower than.the bulk solar wind velocity. Consequently,

a givén position in the solar wind, on the downstream side
of the moon, will be influenced by the- disturbed con-
dition at the plasma-vacuum boundary oni& if it is

wi%hin the Mach forecones originating at‘the terminator
(the limb for solar wind flow). The existence of such
Mach cone received some experimental support by Whang
égmgi. (1970). Also, Ogilvie et al. (1970) showed that
the amplitﬁde of the umbral increase and penumb;al de-
crease ﬁend to grow in proportion to the ratio of par—
ticle to magnetic pressure. Eowever, since, to date, only
a subset of the'pafameter that influences the field charac-
teristics have been cbmpared to the theory, its detail-

ed confirmation must still be considered incomplete.

In addition to the two characteristics just men-
tioned, a small 1ncrease of the magnetic field was often
observed on the 1nterplanetary side of the penumbral
decrease. This feature was shown to correlate with a
small enhancement in particle density (Figure 1.1).

(See Siscoe, 1969). Hollweg (1968) suggested that if

ice is present near the surface of the moon a significant
- B . 3 g s
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toroidal H fiéld,-might be induced. The interaction of the
solar wind with this field would presumably produce the
small external increase. However, chemical analysis of
lunar samples brought back to earth in the Apollo 11 mis-
sion did not show any evidence of hydrous phases in lunar
rocks (see, for example, Charles et al., 1971). Schwartz

et al., (1969), pointed out, though, that a dry moon, with
é hot interior, might also produce a significant toroidal
H field, depending on its near-surface conductivity. But
Ness (19272), in a review of the subject, argued against
this possibility on the basis that the small peak is often
observed when the interplanetary magnetic field is aligned
with the solar wind flow velocity. Aﬁcording to

Equatioﬁ (1.2.1), no motional electric fieLd should exist

- in that case.

In view of the absence of bow shock and in
anticipation of the lunar surface magnetometer experiment,
the response of the moon to time varying magnetic fluc-
tuation was also re-evaluated theoretically by sevefal
workers (Blank et al., 1969, Schubert et al., 1969,
Schwartz et‘al., 1960, §Sill et al., 1970). They showed
that the exéected frequency dependence of the poloidal H
lunar responsé might enable us to distinguish between
several possible lunar conductivity profiles, in particulér
between a hot and cold moon based on the conductivity

modelsrproposed by England et al. (1968).
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Ihe concept that the solar wind interaction witﬁ the
moon does not perturb regions outside the Mach cones on
the downstream side of the moon was found to break down ’
for fréquencies higher than approximately 0.1 Hz (Ness
ét al., 1969). High frequency fluctuations seemed to
originate.at the plasma vacuum interface and to propagate,
outside the plasma umbra, along the time average magnetic
field lines threading the lunar wake. A higher level in
the‘power spectral density above about 0.1 Hz was seen
to be maintained in a region within approximately one
lﬁnar radius of the plasma/void interface. A tentative
-explanation for this phenomenon was given by Krall et al.
(1968} in termé of an electron ballistic effect. They
argue tﬁat the solar wind electrons (thermal-speed
= 2000 km/sec, gyroradius = 2 km), upon reflection at the
solar wind/void interface, will carry a memory of the
perturbed condition at this boundary. This memdry, which
manifests itself as a fluctuating magnetic fiela as~
sociated with current prdduced by a perturbation‘of éhe
electron distribﬁtion_function, will eventually fade away
by phase mixing as the electrons travel away from the

boundary.

1.4 From Apollo 12 to Recent Years

Several magnetometers were flown to the moon during the

Apollo missions. One highlight’of these experiments was
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the discovery of local remanent magnetic fields at most

Apollo sites (see Table 1.1 from Dyal et al., 1972, 1973 a,

b).
Table 1.1
Site Location Steady Magnetic
Field (¥v)
Apbllo 12 Oceanus Procellarum 3843
(3.298 23.4°W)
Apollo 14 Fra Mauro ’ 103z5
(3.79s 17.5°8)
(two sites 1.1 km 43+6
apart)
Apolio 15 Hadly-Apennines 6+4
(26.1°N 3.70E)
Apollo 16 Descartes _ 327
(8.905 15.5CE)
(five sites separated 232
by 0.5 to 7.1 km)
189
113
113

In addition to these instruments, two subsatellites,
with magnetometers on board, were launched during the
Apollo 15 and 16 missions along orbit near the surface
of the moon (= 100 km). Data from these subsatellites
were used to map the lunar remanent field (Coleman et al.,
1972) aﬁd also to place an upper limit of 3.6 x 1018 gauss-

cm3 on the permahent magnetic dipole moment of the moon

{(Russell et al., 1973). Thus, the permanent lunar mag-
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netic moment is at most 4.5 xlo_8 times. as strong as the
one of the earth and can only produce a surface field
smaller than 0.2 y. A review of ﬁhe magnetic pfoper-

" ties of lunar rocks can be found in Fuller (1974).

Néw bounds on the bﬁlk relatiﬁe magnetic ?ermeabi—_
lity of the moon (‘5 = 1.03+0.02) were established by
Parkin et al. (1973? by considering the data from
Explorer 35 and the lunar surface magnetometers When the
moon was in the geomagnetic tail.

.No significaht toroidal H field was found on the
surfaée of the moon. However, the discovery of a large
‘remanent magnetic field leads to the suggestion by Barnes
et al. (1971). that when such a field is present near the
terminétor, it might interact.with the-éolar wind to-
produce the obsérved small limb compression. A prelim~
inary check of this hypothesis was made by Lichtenstein
et al. (1974) with the data from the Apollo 15 subsatel-
lite. They found that the occurrence rates of limb com-'
pression are roughly proportional to the amplitudes of
the remanent fields observed at satellite altitude.

Large aﬁplification of the tangential components 6f
the magnetic field at the lunar‘surface was observed by

comparing the magnetic fluctuations at Explorer 35 to
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+he one at a LSM when both instruments were on the sunlit

side of the moon and outside the gecomagnetic tail (see,

for example, Sonett et al.,1971 a). Detailed power spectral

denSity of each component of the field was evaluated at the
L L .

LSM) and Explorer 35 (PEXP),When the latter instru-

ment was on the upstream side of the moon. If, at an LSM

"LSM (P

site, we defiﬁe a mutually orthogonal set of unit vectors
§, ?} ; (vertical, eastward and ﬁorthward, respectively),
then the data can be expressed in the form of an ampli-
fication factor AL (L = x, v, 2) were

~L L

AL = (Pron/Pexp

y1/2

The coordinate system used to evaluate the power
spectral density from Explorer 35 is made to correspond
to the one used ét the LSM site. The data is presented
in Figures 1.2, 1.3, and 1.4. These power spectra were
evaluated when the moon was either in the free streaming
solar wind or in the earth's magnetosheath. Figure 1.2
represents data obtained at the Apollo 12 site when the
LSM was on the sunlit side of the moon. Tﬁe data in
Figure 1.3 were also obtained at the Apollo 12 site but the
LSM was on the night side of thé mo&n, within 45° from
the antisolar point. Figure 1.4 represents data ob-

tained at the Apoll@ 15 site when the LSM was on the
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sunlit side of the moon, within 45° from the terminator.
The data in Figures 1.2 and 1.3 are from smith et al.
(1973), whereas those in Figure 1.4 are from Schubert
gg;gié (1973). The technique used to evaluate these
:spectré has been discussed by Sonett et al. (1971 b).
Recently, Schubert et al. (1974 b) have published the
amplification factors obtained when the moon was in the
plasma sheet of the geomagnetic tail. These latter data
"will not be used in this thesis.

In the initial inversion of the sunlit side data,
Sonett et al. (1971 c¢) assume the solar wind plasma to
be radially incident on the moon. They obtain a conduc-
tivity profile characterized by a relatively large spike
at a depth of approximately 250 km. But conductivity pro-
files with this péaked behavior were soon recognized to be
only part of a larger set of models, many of which
smoothly varying, that fit equally well the frontside
data. {See, for example, Kuckes, 1971 and Sonett, 1972.)

The night side data were initially interpreted by
Dval et a2l. (1973b }, who investigated the passage'of
largelmagnetic field discontinuities in the solar wind.
They assumed the moon to be surfounded by a wvacuum and

inverted the time domain response of the moon to these

DRIGINAL PAGE IS
108, POOR, QUALITY



discontinuities. They found that, in addition to a

constant conductivity layer of 3 X 10_4

mho/m in the
upper 700 km of the moon (except for a thin -- = 40 km --
non~conducting crust), théy also require a core of gon-

ductivity 10*2

mho/m at depth greater than 700 km in
order to fit the decay time of the vertical magnetic field
component of the discontinuity. Schubert et al.‘{1973 a),
however, showed that, using the vacuum approximation, the
radial amplification factor in Figqure 3 poorly;resolv§s
the conductivity of the bottom layer. Moreover, they
showed that the tangential émplification factors on the
night side cannot be inverted within a model that assumed
the moon to be embedded in a vacuum. This is due to the =«
neglect of confining current on the frontside of thé moon
and at the plasma vacuum boundary. The effect of these
-currents is to amplify the tangential surface magnetic
field to a value higher than can possibly be reached by
any conductivity model within the vacuum approximation.

The radially incident plasma model also suffers frdm
its neglect of the plasma void behiﬁd the moon. ' One
aim of this study is to incorporate in a single model the
dayside-nightside asymmetry in the plasma environment of
the moon. Concurrent with our effort, Schubert et al.

(1373, b, ¢}, Schwartz et al. (1973) and Smith et al.
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(1973) have recently published initial results of a
theory which account for the day-nightside asymmetry.
We shall discuss some of their results as we go along

in ‘the next chapters.

1.5 Thesis Outline

Chaptér II contains the field solution in the
different regions around the moon, together with a dis-
cussion of the boundary conditions used in the analysis.

In Chapter III we discuss the numerical method used
to solve the forward problem together with the properties
of the solution for various lunar conductivity models and
solar wind parameters,

In Chapter IV we solve the inverse problem for
particular sets of parameters of the source field and
discuss the resolvable feature of the conductivity
structure together.with the information distribution
among the observations. Also, we subject the moon to
various temperature models and discuss inferences that can
be made on the parameters of a semi-conductor satisfying

both the thermal and magnetic constraints.
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Chapter II

Analysis of the Field

2.1 Introduction

We will consider only the period of'the lunar month
when the moon is either in the earth's magnetosheath or
in the free streaming solar wind. During this period :
we can distinguish three regions in the moon's electro-
magnetic environmentﬁ the solar Qind, the void
cavity behind the moon, and the interior of the moon.

In the following sections we discuss the field repre-
sentation in each of these regions and their coupling
through the boundary conditions.

The different coordinate systems used to represent
the field are shown in Figure 2.1. Their origins should
all coincide with the center of the moon but fér clarity
they have been translated parallel to the solar wind
velocity. We will follow Morse et al. (1953) for the
definition and notation of the varicus functions used
in the text.

Since we expect the lunar response to be somewhere
between the one expected for a sphérically symmetric-plasma
and a vacuum environment, it ié instructive to compare
some of their characteristics before atﬁempting to in-

corporate the various regions around the moon into a
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rhore comprehensive model. This is especiglly true ih
our case since the solution of the more realistic model
can be reached only throuéh a numerical method which-
lacks, to some extent, the insight prévided by a simple
close-form formula.

To avoid any of the complications arising from the
structure of the source field, we shall assume the inci-
dent field to be spacially homdgeneous and given (seé
Figure 2.1) by:

xinc

S - . -
H = H a,_ = Ho(ar51n651n¢+a

>
ogfsind+a
oy cos ¢

cosd) (2.1.1)

8 ¢

" In the vacuum approximation, we allow the
induced field to expand into a void outside the moon
We can express the total field in the void as the sum of the in-

cident field and the field of a dipole, i.e.:

B3¢ = " + v x v x b

= 'zww

sinesinﬁgr (2.1.2)

where r is the distance to the center of the moon and
b is a constant to be determined by the boundary con-
dition.

In order to gain séme insight into the amplitude
of the response, let us assume thét the moon is formed
of two layers, the top one an insulator and the bottom

one a perfect conductor. The field in the insulating
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shell is given by

3
o ﬁmoqn-z Y x VvV x (¢ s + dr2) sinesin¢§r (2.1.3)

In both models, the magnetic field inside the moon
mﬁét have a vanishing normal component at the surface of
the perfect conductor of radius a. In the vacuum ap-
proximation, the three components of the magnetic field
nust be continuous at the lunar surface. In the sym-—
metric plasma assumption, however, since we assume the
induced field to be confined by a thin current layer
above the surﬁace of t+he moon, it is only necessary to
equate, at the lunar surface, the normal component of the
magnetic field inside the moon to the one of the incident
field, as given in Equation (2.1.1). If we apply these
boundary conditions and extract from the result_therratio
of the tangential component of the magnetic field at the
lunar surface to the one containeé in the incident field,

we obtain

3
aveC = 1+ —§—~ (2.1.4)
3,3
Aplasma -1 + 2 - _ (2.1.5)
3 3
: "R, = a ;

These responses are plotted in Figure 2.2. We note

first that the vacuum response can only reach an upper
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limit of 1.5. Since the data of Figure 1.3 exhibits
measured valﬁe higher than this when the LSM is near the
antisolar point, one can readily infer that the vacuum
apbfoximafion is inadequate to interpret the tangential
amplification factor in the more realistic geometry.
Another point of interest is the detectability of éon~
ductivity deep in the.lunar interior. For example, if
we assume‘the data to have é 10% relative error due to

noise, we note that even a perfect conductor of radius

lying between about 700 km (a = 0.4RM) and 1000 km

{a =~ 0.6 IHM)’ would yield a response only of the order of the
uncertainties in the data.

A similar treatment can be given for the toroidal H
magnetic field but since these results are completely
worked out in Sill (1970) and are similar to our deriva-
tion in a simpler geometry given in Section 1.2, we
omit them here and proceed directly to the task of
representing the'field in the wvarious regions of the

lunar environment.

2.2 Representation of the Field in the Solar Wind

‘In addition to its guasi-stationary sector
structure, the interplanetary magnetic field is usually
permeated by Varigus méqnetohydrodynamic shocks, dis-
continuitiés and waves. (For a rgéiew of the first
two types of disturbance;.see Burlaga, 1972). Belcher

et al. (1971) have found substantial evidence that the
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power spectral density of the interplénetary magnetic
fiéld, in the frequency range where lunar inddction

has 'been measuredr(Figure 1.2}, is dominated.at least
CEifty percént of tﬁe time by large émplitude Alfven
waves, propagating outward from the sun. Sari et al.
(1969) have proposed an alternative model ﬁo explain
‘these micro-scale (< 0.01 au) fluctuations. They suggest
that the intefplanetary magnetic field has a spaghetti-
like filamentary structure, with bundles of lines-of-
force separatea from one another by tangential discon-
tinuities aﬁd essentia}ly static in the rest frame of

the solar wind. Though the éhysics involved in these

two models differs markedly, these differences are of
1ittie-conéequence for our application, A common charac-
teristic that must be retained, however, is that the inter-
planetary magnétic fluctuations, as seen in the rest
frame of the moon,; aré essentially convected at the solar
wind speed. Thisrapproximation seems appropriate for the
free streaming solar wind but the increase in the plasma
pressure in the magnetosheath might produce wave velo—
citie§ which are a substantial fraction of the éolar
wind velocity. Unfortunately, the data presented in -
Chapter I did not differentiate between these two lunar

environments, sc¢ some caution should be used in their

e
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interpretation. We should note here that fof
mn@épmopagating nearly perpendicular to the solar wind
velocity, their phase velocity rlays an important

role in determining their spatial structure. Since
:such waves probably represent only a small fraction of

the power‘density spectrum of the fluctuation, their con-
tribution to the response shall not be considered any further.
We shall assume that we can represent the fluctuation

as a superposition of plane waves convected as a constant

solar wind velocity, v In the first of these hypotheses, we

SW*
assume that the magnetic fluctuations are not generated
near the moon and thus have little sphericity in their
structures. In the second assumption we ignore perturbation
such as large solar-flare-associated
shocks which significantly rodify the solar wind velocity
A chanée of 100 km/sec in the bulk speed within a
minute's interval can occur during such events’(Chao,
1970).

Let us choose the y-axis in Fiqure 2.1 such that
the wave normal to a given fluctuation is iﬁ the y-z
p%grma and subtends an angle y with respect to the solar wind velocity.

If we assume @ to be pésitive if the wave normal has a

component along the +y direction, we can express the

-
iz

Alzry.
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field as f&llows: e

-

H = HO(gycosw—gzsinw)elk(Zcosw+ysin¢)

% g 2 eik(2cosw+ysinw)

ox X
where
w
kcosy = k = = (2.2.1)
: 7/ Vow _
ksing = kJ_— vg— taniy
. SW
‘and
: -
E = ‘uo{;SW x H
, : ‘ C —igt . ..
A time factor, e y is implicitly used here,

as in all similar equations of this chapter, and u

stands for the éngular frequency measured ig_the rest
frame of the moon. In the solar wind rest frame, however,
a flﬁctuation with phase speed Vph and propagating paral-

lel to the solar wind-velocity is seen with an angular

_“Vph
Ve Von

frequency equal to

For example, an Alfven wave, at the highest anéular
frequency fdr which the lunar response has been measured,
0.25 rad./sec. (Figure 1.2), has an angular frequency of
0.02 - 0.05 rad./sec. in the solar wind frame. This is still

about an order of magnitude smaller than the nominal
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proton gyrofrequency in the solar wind (0.5 rad./sec). Also
for the case of an Alfven wave, we have neglected the
electric field in the rest frame of the wind. Equation
(2.2.1) should still give a good first order approximation,
however, since this electric field is smaller than the one associ-

ated with the motion of the solar wind by the factor:
e == = {5 - 10).

2.3 The Field Inside the Moon

We assume the moon to consist of spherical layers
of constant thicknesses and homogeneous conductivities.
Such a structure is in harmony with a lunar model where
the conductivity is mainly determined by the composition
and temperature and where both can be assumed to vary
only along the radius. If thermal conduction is the
main heat transfer process inside the moon, this would
seem to be a reasonable assumption for the temperature
distribution. However, if solid state convection plays
an important role in heat transfer, Turcotte et al.
{1872) have suggested that a significant aéymmetry in
the temperature distribution could be introduced at
depth where convection occurs.

Also, if extensive lateral inhomogeneities in a
global radially-varying moon structure are located near

a given magnetometer, they might significantly influence



~43-

the signal observed at this instrument, especially at the
higher frequencies. Even though power spectrél data have
been published from only the Apollo 12 and 15 site
magnetometers, alrewiy there is substantial evidenée

that a regional signature is deﬁected at the latter

site. Schubert et al. (1974c), by examining the power
density spectrum at different angles_in a plane tangent
ﬁto the surface at the A?ollo 15 site,fcmxithaétbecﬁstrﬂmﬁion
of power is strongly peaked along the northwest~southeés£ line

at fregquencies above approximately 5 mHz. This ﬂ
direction of polarization seems to be obsénmﬁlaxmisﬂiwly‘
and is independent of the directional character Qf
the'solér wind power specﬁrum'and of the position of the
magnetometer in the asgmm?tric plasma environment. A
likely expalantion for the anisotrépic character of the response

is that some regional inhomogeneities influence the data at

the site, Maxima in the power spectrum of the tangential magnetic
field components were also observed at the Apollo 12 site. But since
between approximately 0.001 and 0.02 Hz, the peak tends to

align along a line parallel to the tangential component
of the remanent field at this site (= 64° south of east),
it was tentatively attributed to a modulation of this
field by fluctuations.in the dynamic pressure of the solar
wind (Sonett et al., 1972). We examine briefly

this sﬁggestion in Appendix I, but it should be pointed

e
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out here that anisotropy in the power spectrum of the
tangential magnetic field component is also observed by
the Apollo 12 magnetometer when this instrument is on
the dark hemisphere of the moon. Its detailed pro-

: pertiés have not vet been presented in the literature,
but its existence can be inferred from Figure 1.4. So
arregional influence on the data might also accompany
the noise due to the remanent field at this site.

Thus, even if the bulk of the moon can be model-
led approximately by a radially-varying structure, we never-
theless face the problem.of extracting its global in-
duction signal from data contaminated by noise and
‘regional inhqmogeneities. A first empirical step in
that direction was made by Sonett et al. (1972) who
estimated the values of the tangential amplification
factor at the Apollo 12 site, along a direction such
that this guantity is minimal {e.q., between 0.001
and €.02, along a line parallel to *E25°N, i.e., ortho-
gonal to the direction of the tangential remanent field).

We show these data, Amin'

in Figure 2.3, together with
the data of Figuré 1.4 (and a data point from Figure 1.2).
We note that the Apollo 15 data, though probably in-
fluenced by the cause of the peak along the northwest-

g ;g

B g0 g
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southeast line, agree fairly well with these Amin
values. This set of data thus probably.represents a
good first approximation of the global response of the
moon. But, of courée, in order to qualify this in-
ference, a more detailed data analysis is required, in
conjunction with thesories that account for the possible
regional influences énd other sources of noise.

 We now turn to the solution of the
Maxwell eguation inside a layered sphere. These solutions
are well known SO we shall only summarize
some of the main ;esults here.

The continuity of the tangential components of the
Aﬁ and H fields* can be applied to each of the two electro-
magnetic modes independently at an internal boundary of
the sphere. This permits us to determine, for each har-
monic of each mode, the ratio of electric to magnetic
field at the lunar surface. Instead of dealing with im-
pedances, however, we found it convenient to define, in
Appendix II, some related gquantities, L and T which per-

mit us to write the field as follows:

N ‘
Here we assume the moon to have a constant permeability

equal to the free space value.
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C g o ..
The coefficients & hm and bnm are the coefficients
of the poloidal and toreidal H mode, respectively, and

are to be determined by applying the boundary conditions

at the lunar surface.

2.4 The Field in the Void Region on the Downstream Side

of the Moon

In order to obtain a tractable representation of
the field in the wvoid region on the dark side of the
moon, some assumptions must be made on the parameters
-0f the solar wind. We shall adopt the following three
hypotheses:

1. We can treat the solar wind as a cold plasma.
In octher words, we shall neglect any effect of the ther-
mal pressure compared to the magnetic pressure.

2. We assume that the ratio of the solar wind
bulk speed to hydrbmagnetic wave speed can be consider-~
ed infinite.

3. We assumé the solar wind velocity to be time-
and épace—independent both in magnitude and direction.

We has;en to point cut, however, that the solar
wind B8 is on average equal to about 1, and finite
f effects are readily observabie in terms of penumbral

“decrease and umbral increase of the-maqnetic field (Ogil-

vie et al., 1969). l Moreover, a finite, but high, Mach
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i

number effect has been observed by Whang et al. (1970),
who measured a Mach cone angle pf 8°. But, unfortunately,
it 'is difficult to relak these assumptions or to calculate
~their probable influence on the data, in the frequency
range where lunar induction is important, since (i) simual-
taneous data of all relevant sclar wind parameters are
genefally not available, ahd (iij we lack a proper theory
that accounts for these effects. (To date, even steady
state theory éredicts some parameter dependence of the
magneticlfield that has no counterpart in the observation‘&
(see, for example, Ogilvie et al.,1969).

We shall content oufselves in this thesis to cheék.
that a theory that incorporates ?&ese assumptions does
in fact reproduce some of the major frequency-dependent
characteristics of the field observed around the moon.
This procedure is somewhat unsatisfactory, however, since
the agreement comes largely as the result of a success-
ful search for a conductivity profile that satisfies the
observations within the framework of the approximation
theory. But the fery fact that such a model can be
found that agrees reasonably well with both frogt and
backside data, does give some meaéure of confidence in
the approximation theory used. fhis trust is further
improved by the faci that the theory can reproduce at

this stage, at least qualitatively, some of the major
-’@;’W?‘ki_ . o . . B
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frequency characteristics of the field observed in the
void region, sufficiently far downstream so that it is
uninfluenced by the moon.

In order to discuss this last point, let us ex-
amine some of the consequences of the hypothesis we
nade. -

First, the gecmetry of the wvacuum region can
be modelled by a semi-infinite circular cylinder with its
radius equal to the lunar radius. Moreover, the
boundary conditions on the electromagnetic field can be
most easily obtained since the boundary layer between
the void and the undisturbed solar wind can be considered
infinitesimally thin. This permits us to match, at thé
boundary of the cylinder, the normal component of the
solar wind magnetic field and its wavelength parallel
to the axis of the cylinder to a solution of Maxwell's
eguations inside the void. This solution can be given
in terms of a cylindrical TE mode that also satisfies the
continuity of the tangential electric field components
across the plasma-vacuum boundary layer. The normal com-
ponent of ﬁ of the solar wind field, at the boundary of
the cylinder, can be evaluated from Equation {2.2.1) and
the resulting field inside the void can be expressed as

follows:
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_ imuo
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E=1% vV x wm a,

m,o
where.
ik,, z .

g _ 0 4 Sin, .

Un = In Inlk,, 0le {cos}m¢
(2.4.1)

1 _ .o e

Im = Tm tm Yo lhm

Howuo cos Jm(kl RM)

£ =
m 2 1
k// Im (k//RM)Em
B = Hoxw“o 2m Jm(kL RM) g
:m'— 2 .' T EL1
k I' (k kR
/7 Im %y B K By
where
€y = Neuman factor = 1 when m = § and

= 2 whenm > 0
and where here and in the following development, we use

the-followingfdefiniﬁion :
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¥2 . =1 ifm+n+i+ ... is odd
mni...
=0 ifm+n+1i+ ... is even
and
¥< . =0 . ifm+n+ i+ ... is odd
mni... :
=1 ifm+n+ i+ ... 1is even

The prime stand for the derivative with respect
to the argument and Jm' Im are the Bessel and hyperbolic

Bessel functions in their usual notation.

This field is not sufficient, however, to match
the boundary conditions on the surface of the mcon. To
accomplish this, we must_add an "end effect field" that
will be discussed shortly. But before doing this, let
us digress a little to examine some of the properties
of Eguation (2.4.1).

We note first that for very low frequencies,
k//RM << 1, the field is homogeneogs and has the same
value as the unperturbed solar wind field. Thus, due
to our idealization of the plasma parameters, we do not
reproduce the peﬁumbral decrease nor umbral decrease
observed behind the moon (Figure 1.1). On the other
hand, for frequencies such that %ﬁBM >> 1, Equation (2.4.1)
shows that the power spectral density in the void should

be at a much lower level than what is observed in the
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unperturbed solar wind. The ratio of the powerfspectral
densities in that frequency range and on the axis of the
| 2

cylinder, is approximately given by e . This charac-
teristic of the field inside the void is due to the sur-
face wave nature of the TE mode. The sclution of the
vector Laplace equation, propagating along the axis of

the cylinder, decays approximately exponentially away

from the boundary of the cylinder when >>1. 1In

5/
harmony with this result, a sharp drop in the power spec-
tral density of the magnetic field in the void was observed
by Ness et al. (1969), at frequencies above about 0.1 Hz
(k//RM o 3). But a detailed quantitative comparison is
hindered by our lack of knowledge of the exact position
of the.satellite (in particular its distance.?rom tﬁe
axis of the cylinder} during these observations.

Another type of observation that incorporates both
of these limiting features is the response of the void
cavity to large discontinuities in the interplanetafy

magnetic field. One such event, recorded when Explorer 35

was near the axis of the cylinder, is shown in Figure 2.4*,

* ‘ ' '

The data in Figure 2.4 and the calculation in Figure AP-TIIX
are presented in a right-handed geocentric solar ecliptic
coordinate system with +X toward the sun and +Z toward

the ecliptic north.
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SATELLITES LOCATION
IN GEOCENTRIC SOLAR ECLIPTIC COORDINATE SYSTEM

UNIT: EARTH RADITI 1 R

X Y z o
EXPLORER 33 37.2 -56.3 -23.3
EXPLORER 35 59.5 - 8.4 | - 4.1
With Respect to the Center of the Moon:
UNIT: 1 RM
EXPLORER 35 -1.71 - 0.04 0.26

Figure 2.4
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Also shown is the observatiom of the:same'éventrby ﬁx—
plorer 33 about fifteen minutes later, while this
satellite, orbiting around the earfh, was outside the
bOQ.sthk.. - —

The difference in the jump in the 2 components
probably arises due to the finite B of the solar wind.
An interpretation of the other two characteristic

differences, namely the dilatation in the rise time of

the 7 component and the small peak in the X component, in terms
of a signature of a conductive lunar interior was
ruled out by Sonett et al. (1971d). Instead they sug-
gested that since the two satellites are widely separated
(= 53 Rp), the signal difference might be attributed to
-a natural difference in the-solar wind field at their -
locations. Théugh such solar wind field differences might exist,
we examine the possibility in Appendix III that these
characteristics are caused by the surface wave nature of
the field in the void region. We find good qualitative
agreement with the data using values predicted by BEqua-
tion (2.4.1}).

We now return to gur d;rivation of the field and
proqeed to complete our representation by discussing the

"end effect" field.
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At the vacuum plasma interface, the field must have
a vanishing normal component of its magﬁetic field and
tangential component of its electric field. This comes
about because we assume the solar wind to be unperturbed
outside an infinites:imallyr thin boundary layer at the cylinder
houndary.. The void region is thus similar to a hollow
pipe with perfectly conducting wall. A possible solution
of the Maxwell equations in that geometry can be given
in terms of the cylindrical waveguide modes (see, for

example, Stratton, 1941). That is:

gL xE
lwug
E= 7 v;sclp"32+v}<vx¢°,§
2,m,0 m tm %
where
B2 Ry 53
g _ .0 Lm s1in
wsz Aim lw“oJm(BﬂmD/RM}e {cos}m¢
(2.4.2)
-a W?M .
g _ oC fm 8in,
%im Blme(aimp/RM)e {cos}m¢

where Blm and o £ =1, 2,... are the roots of

em’

J&(z) and Jm[z) respectively and where 2% and BY

Lm m
are the coefficients of the cylindrical TE and TM modes
respectively.

Equation (2.4.2) is valid when the frequency is

well below the cut-off freguency for mode propagation.
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The smallest cut-off frPequency for either the TE or

cB '
™ modes is Al 50 Hz, where ¢ is the speed of

T T
light. Since w:Mare interested in frequencies much lower
than this, the approximation is justified.

The mode representation given by Equation (2.4.2) should
be sufficiently accurate downstream of the antisolar point
but extension of its validity to the lunar surface involves the
so~called Rayleigh hypothesis (Millar, 1973). Indeed, in the
. vacuum region bounded by the lunar- surface and a plane perpendi-
cular to the axis of the cylinder and containing the antisolar
point there is no physical reason to iﬁpose the conditicn that the

modes are decaying downstream. To illustrate this point, let us assume

there is a magnetic dipole on the axis of the cylinder half-way
between the center of the moon and the antisolar point.
Furthermore, lef us assume that the sphere is inside an.
infinite cylinder. Solution of this problem involves

the Green function associated with a magnetic dipole
inside a cylinder (see, for example, Smythe, 1968). This
Green function is expressed in cylindrical TE and T™
modes that are decaying upstream for z < RM/Z and down-
stre.an for z > RM/E. Though, in that case, the field

can be represented by both upstream and downstream
decaying modes it does not necessarily follow that in

. the region z > 0 ahd (zz + 02)1/2 > Ry, we cannot ex-
press the field with only modes decaying downstream. Indeed,
this is usually not the'case. We recall that the poten-

tial field outside a sphere of radius R,,, caused by a

Ml



-58-

distribution of charge and currents inside it can always
'be<represented by a series of electric and magnetic
multipoles situated at its center. For example, for
the probiem above, we can find an equivalent distribution
of magnetic multipoles at the center of the sphere, and
then use the Green function associated with each multi-
pale to represen£ the total field outside the sphere.
Since the equivalent multipoles are situated“at the_
center of the sphere, onlf +z decaying modes are ré—
guired in z > 6; but, on the other hand, the éxpression
2 . p2)1/2 S RM"

Let us formalize this concept for the case of the

is valid in general only in (z

moon. We assume that the field in the downstream cylinder
caused by the currents and charges inside the moon and

on its-sunlit surface can be represented by a seriés of
electric and magnetic multipoles situated at its center.
This partial field is the elementary solution of Max-
well's equations and can be found in most text books
on.electfomagnetic theory. To the field of each ﬁultipole
we can add a series of spherical TE and TM modes, regular
at the origin and such that the total field at the
boundary of the cylinder has a vanishing tangential
electric field component and normal magnetic field
component. This field can be found through the use of

a dual Fouriefikﬁsel series, as shown in Appendix IV.

The result, in a spherical coordinate system, is as
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follows:

> V X E
H =
lwp,
= o}
E= I lmpoRM tnm[v x P a +9vyx9Vx9® r]
n,m
(2.4.3)
2 L0
+ RM_dn V 2 V xA a
where
by [(E“Pm(cose) b3 e (5P PT(cos8) ] {5 0 mg
p=m PRy |
o _ u r p+l_m cos
$7.= 1T tm f { o) P_ (cos®){ ;" Imp
nm p=m - nmpRM RM P 5in
A’ = [(EEJan(cose)+ : g (EPtipm D (cos 9) 15400
nm r n p=m nmp R cos
- - o o
nmp ~ (Yanmp YmnYmp) hnmme(n+p)
r e o o _© _n _
%m@ B (Ynmymp‘+ Yanmp) qnmp[ m(n+p 1) N (ntp-1)]
_ ,.e _e o o
gnmp h (Yanmp + Ymnrmp}hnmpMm(n+p)
N _ niP™ 0 - (B1By, Dfp
nmp (n-m} ! (p+m) ! (n+p+1) (p+1) ot
w* ‘ . . = "'n_l '
q : 4P (n-f-p—-l)1 (n+p—l

amp = (nom) 1 (o) T (6%p) (BFD) ) 5!
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where the constant Nm(2£) and Mm(2£) are defined in
Appendix V.

Following Watson (1930), we can show that the

(o3

_ (o S _
nm and Amn are absolutely convergent pro-—

potentials wgm' 3

vided r < 2Ry. If we are interested . in the field farther

downstream, we can transform our multipole representa- -

tion into a series of cylindrical waveguide modes. The
algebra necessary to accomplish this transformation is

outlined in Appendix IV and the result is as follows:

b V % E
H:
1wl
- g - g - g -
E=V x wnmaz + VXXVx @nmaz + V xV x Anmaz
where ‘
-B z/RM .
o _ . c ~TIAR sin
Upm = 1on, I AT (R ,P/Ryle {oost me
m,%,0
' -a z/RM
o _ _: o} - mi cos
®hm T TROUoRy Lot mBngm(“ma”/Rm’e {sin
m,%,0
-z /R“ .
g _ _ 111 AR sin
Anm = T sz Jm(amgp/3M)e {cos} meé
_m,l,O’ . )
o 2 n

o _ 2ntnmRM(Bmsa)

AT = F

mye

n (n—m)!(BiE -mZ)Ji(Bmz)

} mg
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, o] 2 n-3

'Bo - 3 2tim R ()
mL n (n-m)! Jirl(an&)
2 O n-2

. = 3 2nRM dnm(amz)
m n {n-m)! Ji—l(amﬂ)

where tgm and dgmvare the multipole coefficients given

by Equation (2.4.3) and which must be found by applying

the boundary conditions at the lunar surface.

'Wa should ..point out that in this expression,
a formal interchange of the order of summation between n
and £ was made. However, for a given
n, if the £ summation is made first, the cylindrical wave-
guide mqﬂelexpressipn for the field of a given multipole
is poorly convergent for small wvalues of =z and,‘in fact,

usually diverges for z = 0. Thus it is difficult to

Justify theoretically the

use of Eguation (2.4.2) to express the end effect field
in the void. This difficulty can, however, be countered
by checking how well our bqundary conditions are matched
on the back side of the moon and, if* 2 good match occurs,
appeal to the uniqueness of the solution for Maxwell's
agquations to ascerta;n the wvalidity of the representation.
Both tbe,representation given by Equation (2.4.2) and

Equation (2.4.3) were used to match the boundary condi-
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tions behind the moon and in both cases a good fit was
found. - .

Schwartz et al. (1973) also used the cylindrical
waveguide mode to represent the "end effect" field and
they also found a good match in the boundary conditions

(private communication from Schubert}).

2.5 The Boundary Conditions on_ the Lunar Surface™

On the downstream side of the moon, all the com-
ponents of the magnetic field ana the two tangential
components of the electric field must be continuous at the
void/mooh boundary. In addition, the normal component
of the electric field must be zero just inside the moon
since we assume the conductivity of the void to be
exactly zefo. But it should be noted that inside the
vaid, on the 1unar‘surface, a normal component of the
electric field can exist due to a distribution of electric
charge on the surface of the moon.

On the upstream hemisphere of the moon, the tangential
electric and normal magnetic field components must be, as
usual, continucus. Moreover, in the freéuency range
where lunar‘induction has been measured the hydromagnetic

disturbance cannot propagate upstream in the solar wind. Thus,
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the above camponents of the field must assume essentially
their unpertufbed incident solar wihd values on the sunlit
surface of the moon. A partial check of these latter
bouﬁdary cohditions can .'be inferred from Figures 1.2 and 1.4
where we note that the amplification of the normal mag-
netic field component is indeed nearly equal to one

on the upstream hemisphere of the moon. Another partial
test .of these boundary conditiqns is provided by'comparing
-the data obtained from the Apcllo 15 subsatellite to the
one of Explorer 35 when both instruments were on the up-
stream side of the moon (Schubert, 1974a). Inherent in the
above bouﬁdary conaitidns is the assumption that a surface

current exists within a thin boundary layer above the lunar
surface . which .  shield the solar wind from any up-
stream influence of the moon. The Apollo 15 subsatellite

" maghetometer measurement , at an altitude of 100 km above the lunar
surface did track réther well the unperturbed

magnetic field observed at Explorer 35, but the tracking

was not perfect. The ievel of

the high frequency fluctuations (f 2 0.0l Hz) was often
seen to be somewhat higher atithe subsatellite than ét
Explorer 35. EHowever, differences in the éharacteristics
of each magneto'meter could alsc account for some of the

differences in the magnetic records. We should
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noted that an imperfect confinement of the induced field
can alsc be surmised from the tendency. of the amplification
of the normal component of the magnetic field to fail
slightly below unity in the high frequency range (Figure 1.2).
The tracking of the field measured by the two satellites was
often very poor when the subsatellite was near the ter-
minator. But, confinement ne;r_the'terminator cannot be
expected to be perfeét since the &ynémic pressure of

the solar wind is nearly tangential to the surface in

that region. ﬁb do not know yet to what extent the concept
of perfect confinement = should be relaxed in order

to account for thesé observations. MNevertheless,

this concept provides a good first-order ap-

proximation of the real boundary conditions.
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: Chapter III

Numerical Solution

Methods and Results

.

3.1 introduction

The theory exposed in the last chapter can be ap-
plied whethér or not the toroidal H field is an important
contributor to the total magnetic field. However, when
the toroidal H magnetic field can be neglected compared
to the poloidal H magnetic field, the evaluation of the
maénetic induction is simplified substantially. In
the next section, we examiné the feasibility of ignoring
the toroidal field component in ourrcalculations. We
then proceed to describe in detail the nmumerical method
we used to compute the magnetic field and to discuss .
éome of the numerical error resulting from the truncation g
" of our various series representations of the field.' In
ﬁhe last section, some of the main characteristics of the
computed response, as a function of the parameters of
the source field, conductivity models and LSM pdsition,

are examined in some detail and compared with the data.

3.2 The Boundary Conditions and the Toroidal H Field

, In Section 2.5, we mentioned six boundary con-
ditions £hat the electromagnetic field must satisfy on.
the dark side of the moon and three more on the upstream
side. Howeyer,_classical theorems in electromagnetic

theory (e.g., Miller, 1969) show that it is sufficient
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to impose the continuity of the two tangential com-
ponents of the magnetic and electric field on the down-
gstream side of the moon together with the continuity

of the tﬂmﬁmtial E components on the sunlit side in order to fully

‘determine the electric and magnetic field in each re-

gion of the lunar environment. Instead of embarking into
a program that tries to systematically use these boundary

conditions to compute the field, we examine their pro-

perties in some detail since they turned out not to be

very convenient for the problem at hand. This will lead
us to a more proper set of boundary conditions together
with é‘éomewhat simpler method of solution.

We first note that, due to the asymmetric plasma
environment of the moon, we cahnot extract from the
boundary conditions at the lunar surface a subset pertaining to
each electromacnetic Hbae, as was the case at the boundary of each
internal layer inside the moon. Instead, they provide
a coupling between‘these modes. However, this coupling
might turn out to be poorly represented if the continuity
of the tangential E and H componenﬁs are uéed to find
a numerical solution of the field. To illﬁstrate this
poié%, let ﬁs consider the continuity of the two tangen-
tial components of the magnetic field on'the_downstream
side of the mooﬁ. iﬁ order to éimpiify the algebra, let

us assume that the incident field has its normal parallel

‘GHNALLP
Poog ¢ AGE Iz i
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- to the axis of the'cylinder (¢ = 0 and say H _ = 0, B

oxX
1 in Equation {2.2.1). For 0 £ 8 = /2 and supressing

the common ¢ dependence, these boundary conditions can be written

as follows:

ES

a) Continuity of H

b
| 1 2 1
. _[a; . Pn(?ose) _ §ann apn(cose)]
nl "n sinb l%VRM 286
3, (B Ry sing)  ~PeaRucos?
) 1 Y1'PFe1
"L R g 5in0 e S
) 21Fm ~

\ = 'Io(k//RMsine) - Iz(k//lﬁfine)] eﬂﬁ, cos6

b)Y Continuity of H

5
1 2 1 '
5 ail Ln aPn(cose) ) bannPn(cose)
n 38 EVRMsine

=
1 os8 . . {
+ E.Azl #%r—— [%O(BQIRM51nB) + JZ(BRIRMSIHBH

‘ -8 cosh
+ sin@Jl(BglRMsine)}e Ql#M

cose[lo(%y.RMsine)+12§k//RM$ine)]—Qigint l(k//RMsine)} eik//RMFose
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In these equations we have used the cylindrical waveguide modes -
representation of the end effect field but the multipole
expansion would not alter ﬁhe following érgument.'

We note that if these two conditions were met exactly,
we could operate on both sides of the first equation with

ai;ge- and subtract the second equation to obtain

(n)(n+l)TnPi(cose)
X sing = 0

n i%@/RM

This last equafion is equivalent to imposing

the constraint that the normal component of the electric field
associate with the toroidal H mode is zero on the dark

side of the meoon. Thus we infer that the continuity of the

two tangential magnetic field components inherently

implies this condition. However, in practice, we can

only satisfy these boundary conditions approximately,

so the validity of this inference needs to be investiga-
ted from the numerical point of view. Let us consider
thg%order of magnitude of the various terms in our two

equations. The poloidal H and cylindrical TE field are
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either of the order of the incident field or of the
order of the toroidal H field, depending on the one that
dominates. An estimate of the toroidal field can be based on
the data of Fiqgure 1.2 which shows that the solar wind .. - .
magnetic field is perturbed only slightly on the lunar
surface at low frequencies. Because the amplitude of the
toroidal H response should be maximum at low frequen;ies
(see, for example, Sill , 1970), we infer Ehat‘this field
mist be much smaller than the incident field over the
whole frequency range. This last :i_nfere_gce is g.l"Lven strength
by the fact that the low freqﬁency disturbaﬁZe can also
be attributed to either a small poloidal H signal or to
noise which seems to indicate very

low near-surface conductivity¥*, If the

*In our discussion, we have assumed that the reiaxation

time associated with charge diffusion (= Eo/c) is ﬁuch
smaller than the period of interest. For example, at

‘T=25 sec, we must have d>>4x10“14 mho/m. Strangway (1968)
has suggested, however, that near surface conductivity on
the moon might be aé‘low as 10”13-10—16 mho/m. In that

case displacement current would dominate over the conduction current and

not only the expressioﬁ for the toroidal H field would have

t&"be revised but also its associated boundary conditions.
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toroidal H magnetic field is very small compared to the
_poloidal magnetic field we can not devise easily a numer?
ical algorithm to match our four boundary conditions and at
the same‘time'conserve their independence. However, if
we are interested in calculating only the magnetic field
and are willing to accept an error iﬁ doing so of the order
of thé toroidal H magnetic field, we can simply drop the
toroidal contribution from the continuity condition on the
tangential magnetic field components. Then, using the
tangential componenté in conjunction with the boundary
conditions oh the normal component of the magnetic field
we can determine the magnetic field completely. This

theﬁ seems to be the proper set of boundary conditions to
use since selving simultaneously for the electric and
maghetic field_would only provide a correction of the

order of the neglected toroidal H magnetic field which
-is likely to be small if not negligible.

3.3 Numerical Method and Precision of the Solution

As mentioned in the preceding section, the magnetic
field can be completely described by matching only the
boundary conditions associated with its tangential and
norm§1 components, neglecting terms involving the toiroidal
H field. 1In order to obtain this so;ution numerically,
we note first.that, for each value df 8, each component

of the field can be
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expressed in a fduriersenkﬁ in the ¢ coordinate. The
Equations (2.3.1), (2.4.1), and (2.4.2 or 2.4.3) are
already in that form and we show in Appendix VI how the
normal component of the incident solar wind -magnetic field
can also be expanded in such a series.  Because of the
Ofthogonality of these different harmonics, the partial
field associated with a given pair {(m,0) in one region

of the lunar environment needed only to be matched with
the‘partial field associated with the same pair in another
region. <Consequently, the ¢ dependence can be suppressed
from our boundary condition and we are left with the

task of matching only their polar angle dependence} which
we can do by writing down our boundary conditions at K
different values of 8 both on the sunlit and dark side of
the moon and then use. only a finite number of parameters
to répresent the poloidal H and "end effect” field as-
sociated with the pair (m{o). The resulting system of
equations can then be solved by the method of least
squares. This process can be summarized by the following

matrix equation:

Coofme = Smo _ (3.3.1)

where, for reasons to be discussed shortly, the elements

are distributed as follows:
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1. The top J elements of the column of parameters

xmo are filled with the unknown coefficients of the end

a
Lm

efficients of the poloidal H field (agm) ]

effect field A (or tgm) and are followed by the co-

2. The top 3K lines of C__ -are-used to represent
the difference between the end effect and poloidal H field
of the three magnetic field components on the dark side
of the lunar surface whereas we reserve the last K lines
to represent the normal component of the poloidal H mag-
netic field on the sunlit side.” We note that, though in
theory we need to use only one component of tangential
magnetic field, we found that in practice, a more uni-
form distribution of the truncation errors résult when
both com?onents are used. {The casé m = 0 is somewhat
special since there is no H¢ component associated with
this value of m, so only the continuity of H% and 3r are
used in this case}.

3. Our boundary conditions require that the top 3K
elements of the column Smo be filled by the matching

values of the surface wave field whereas its last K elements

are reserved to express the normal component of the in-

cident solar wind magnetic field at the same K values of

3 used on the left hand side.
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By using a éériesmof.Hou§eholder:transformation‘tp
solve Equation f3.3.1) by the method of least squares
(see, for example, Golub, 1965), we realize a substantial
economy in the computation when weexploit the follqwing
three properties of the elements of the first J column
of Cho (associatedlwith the end effect field).

a) Each of these elements are real as compared to
the generally complex value‘of the elements ésgoéiatéd with
the poloidal H mode.

- b} The last K elements of each of these columns are
filied with zeros since the sunlit side magnetic field
does not involve the eﬂd effect field.

c) These elements are indepeﬁdent of both the fre-
queﬁcy and the conductivity model used [as can be seen from
’Equation (2.4.2) or (2.4.3)}. |

This last property is especially useful when we need
to evaluate the field at different frequencies and for dif-
ferent conductivity models since the Householder trans-
formation associated with the first X columns may be saved
and then used repeatedly in each of these cases.

Before investigating some properties of the field,
we need to. specify the numerical error associated with the
various truncations in our series representation of the

field and by'our choice of a finite number of points to

A,
ﬁf’f‘,g-f':f- e

\I PAGE IS
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match its boundary conditioﬁs. With regard to this last
point,wé found that the field obtained by matching the
boundary ccnditions at five degree intervals in the 6 co-
ordinate d4id not differ by more than 1% from the one
computed if three degree intervals were used. -Thus, the
former choice was judged sufficieﬁt for our purposes. We
thereforerestrict our discussion to the error arising from
the following two main types of truncation:

1. A truncation in the number of Fourier harmonics
(m=20, 1, ..., M). We discuss the criteria used to
effect this truncation in Appendix VI and show that a
relative error of less than a few percent should result.

2. For each Fourier harmonic specified by a pair
(m,c) we need to truncate the series representations_ofiie
poleoidal H and end effect field.

Before proceeding to discuss this last point, we
should mention that various other types of truncation

are generally required to evaluate each element of the

matrices Cmd and SmU

(e.g., truncation in the series
representation éf a given function). Their associated
error, however, can be rendered negligible compared to
the ones above by using sufficiently accurate algorithms,
Let us define the followiﬁg twolmeaéurés of the

" relative mismatch in the boundary conditions arising from

our choice of a finite number of unknowns to represent the
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poloidal H and "end effecs" field. . .
mo ... mo
' Ja. = b_.
S
! :mcl
aj
mo mo
R b,
Rmo(e) l[ 1 1 ’ 1 ‘1
21 % Iamcl
P
whére aTG(e) = the i component of thé poleoidal H field

on the lunar surface (i = r, 8, ¢) as-

sociated with the (m, o) harmonic

mo(@) = 1) On the dark side: the 1 component of

the surface wave plus end effect field on
the lunar surface associated with the (m,0)
harmonic.
2) On thé sunlit side: the i component of
the incident solar wind magnetic field
on the lunar surface associated with the
(m,o) harmonic.

Using the triaﬁgle inequality, we can show easily

mg

mo >
that Rli(B) = R2i

To illustrate the resulting mismatch in the bomxkuy.amtﬁiion

(8).

we shall concentrate on the case when the incident field has its normal

parallel to the axis of the cylinder (and,say, H,, = 0)}. This
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source field involves only the pair (m,0) = (1,1), but
the results are typical of those obtained for other
values of m. We shall show shortly that, for argiven
numbar of field parameters to represent the field, the
mismatch tends to increase with frequency. Thus, we shall
examihe in detail only the high frequency case, £ = 0.04 Hz, thereby
setting an ﬁpper bound to the error we might expect. The mis-
match also depends torsome extent on the conductivity
model used. The results discussed below are typical of
models that give gﬁod fits to the data but other
models used in the text generally will agree with this
error estimate to within a factor of 2.

We illustrate in Figure 3.1 the result obtained when
the poloidal H and end effect field are represented by
19 unknowns each. The H¢ component on the dark side is
shown together with the two measures of the mismatch
defined above (dot for log Rll

2
measure is indicative of a relative error of less than 1%. The

). We note that either

mismatch in the %3 component is examined in Figure 3.2.
This time, however{ both measures of the mismatch are
log Rié but tﬁe dot displays the relative error obtained
when 15 parameters are used to répresentféach field (in-

stead of 10 for the sguare). Though this increase in the

number of paraméteré'reduces the relative error by about



-77-

Au 0
1o DO

1€ sanbrg

60

30

30

90

60

- ® ki
(HOLYWSIN Y907

90



78—

Z°¢ sanbtg

{
60

90

30

30

%
(HOLYNSIN)OOT

Q
_ o ImOOu D
b
|
e —o



~79-

. a factor of 2, the 1% accuracy obtained with the smaller
number of parameters was considered sufficient for our
_purpose:

We have not distinguished abﬁve which of our two "end
- effect" field representation was used. The reason for-
this is made plain in Eigure 3.3 where we illustrate the
results obtained from both expressions. In each case, ten
parameters were used to express the "end effect" and
poloidal H field and the measure of the mismatqh shown

is Réi . The relative error using the multipole ex-

pression [Equation (2.4.3)] is represe;ted'by the dots
whereasrthe triangles exhibit the one obtained when the
cylindrical waveguides mode [Equation (2.4.2)] are used.
Not only is the error .in both cases nearly identical,

but alsc the computed field does not differ by more than

12 (approximately the radius of the dot in the upper
figure). Moreover, similar results were obtained for the
othér components of the field. These results suggest two
conclusions. First, though in our argument in the last
chapter we suggest that the mﬁltipole repre-

sentation is theoretically more adeqguate for the problem at
hand, the numerical results do not support this contention.

Indeed, the closeness of the computed field using either

mode of expression hinted thaf they are merely‘equivalent
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ways of expressing éhe field and'that tﬁéiRayleigh as-
sumption embodied in the cylindrical waveguide mode
expression is justified. Secondly, the closeness of the
relative error to each representation in addition to the
fact that their amplitudes are approximately the same on - -
the sunlit and dark side of the moon suggest that the
truncation in the poloidal H expansion is the more important
contributor to the mismatch. .In other wofds, for a gifén
number of parameters, the error can probably be reduced

by using more parameters in the poloidal H field repre-

sentation than in the "end effect" field representation.

This could have been anticipated on the basis of the im-
portant role the day/night asymmetry ought to play in the
cofiputed response.

Since the 5% relative error in the radial compohent
relative error in the radial component shown in Figure 3.3
has little consequence on ocur future results, all the
calculation in this work ' (except one to be mentioned in
the next section) were done using ten parameters to
reﬁresent the end effect and polecidal H fieia. We should

_ . . . N p
keep in mind that the relative error illustrated in the
preceding three figures are upper bounds on what we can
expect in the frequency range of interest. We show in

Table® 3.1 typical results obtained at lower frequencies for
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the same number of parameters as quoted above.

Table 3.1

- Relative Error

11 11 ' 11
f (hertz) R2¢ % o Rze_;f : Rzr %
0.0002 . 0.005 0.05 0.05
0.002 0.05% 0.5 0.7
0.02 0.1 0.8 3

Though we can deduce from this +able that, at low frequencies,

an acceptable precision can be reached with a substantially
lesser number of parameters to represent the field, we did

not use this option in the work.

3.4 Properties of the Field

The data presented in the first chapter (and in
gection 2.3), depend not only on the internal electrical
conductivity of the moon but also on:

1. The detailed characteristics of the source field,

2. The exact position of the magnetometer measuring
the field on the lunar surface,

3. The presence of noise assoéiated with processes
not accounted for by the theory.

Unfortunately, the data are averages over an
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unknown distribution of these parameters. In_addition,

an empirical correctibﬁ wé% applied on tﬁe'sﬁﬁlit side of

Apollo 12 data to account for what appears to be a noise

associated with the presence of a substantial remanent

at this site afthough a)thearetiéal foundation for this

. correction is still lacking. Therefore we proceed to

illustrate to what extent the measured and computed‘res—

ponse are sensitive to these various parameters and noises

in order to gain insight into the correctness and limitation

of the assumptions we shall use in the inversion process
Figure 3.4: We show here the Amin value discussed

in Section 2.3 and AZ data (from Fiqure 1.2) foth of which

were collected at the Apollc 12 site when the LSM wés on

the sunlit side of the moon. Also shown is the computed

field at‘the subsolar point‘using the symmetric plasmé

éssumption (dot) and our more.accurate calculation in-

volving the asymmetric plasma environment (<>).

In both cases the three-layer model given below was

used.
Radius (km) g {mho/m)
6 - 1206 1.9 x 1073
1206 - 1527 . 5.12 x 104
1527 - surface , 1.0 % 10”ll

This model was obtained by Sonett et al. (1972) as
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Figure 3.4
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a member of a set giving a good fit to- the A iﬁ;value whéh
uSing the symmetric plasma assumptlon to invert the data
The source field used is impinging normal at the sub-
solar point (i.e., ¥ = 0), and the solar wind velocity
useé was.400 km/sec,

We note that the inclusion of the void region behind
the moon éubstantially lessens the,pfedicted lunar response
on the sunlit side, especially at the shorter period. This

effect occurs mainly because the confinement current on the

‘boundary of the cylinder is'lesé'efficient than the one in-

herent in the symmetric plasma modél ih amplifying the
front side response. In order to build up the response to
the A in ‘values, a higher conductivity distribution is re-
quired near the lunar surface. However, we also note that the
extraction of the A ;. values from the sunlit sidé data involve a
relative correction much la:r:gef than the correction

associated with the introduction of the void region behind
the moon. Thus, though our theoretical refinement does
permit unification in a single framework of both the sunlit
and dark side responses, its ultimate superiority over

the sym@etric‘plasma‘theory in obtainingyan-gccuyate lunar

conduétivity model is largely dependent on the accuracy

of the correction made to obtain the Amin values,
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figure 3.5: This is a plot of three models
proposed by Ward (1969) as a guide for the range of con-
Quetivity .-expected inside the moon. He bases his
estimate of the model labelled "B" on a lunar temperature
model préposed by Fricker et al. (1967) and assigns a _
conductivity at a rgj.'_ven depth consistent with the value realized in
the earth's mantle at the temperature characteristic of
this depth. Due to various uncertainties as-
sociated with this correlation, Ward proposed models A and
C as reasonable error bounds. Actually
these bounds are wide enough to embrace not only all the
models giving a good_fit‘to the electromagnetic data but
also practidaily all the'models basea‘on the various lunar
temperature distribution,‘éémposition, and conduétivity~

temperature relationShip proposed in the literature. Thus:
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Ward's models formed a good starting point to investigate the

gsensitivity of the data to the conductivity distribution.

adbozl Q00! Qot oo4
FREQUENCY (HerTZ)

Figure 3.6: We show the subsolar point response of
the preceding three models as a function of frequency, when

the source field parameters are ¥ = 0 and Vo =.300 km/sec.

% : F 3 )
Also plotted are the Amin valueg¥®,

* .

In all the following plots of amplification vs. frequency,
the frequency scale is logarithmic and the response was
computed at the frequencies specified by the ticks on the
bottom scale. These are: 0.0002, 0.0005, £.001, 0.002,
0.005, 0.61, 0.02, 0.04 Hz, 1In some graphs, the lowest
freqqqﬁﬁy is omitted. :
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The low frequency response 1is indicative of a deep
lunar conductivity similar to that of model C,
whereas the high frequeﬁcy response 1is indicative of a conduc-

tivity structure at shallow depths similar to that of

rodel B. Thus, we infer a moon of fairly

homogeneocus conductivity between about '10—4 to 10—-2 mho/m
below approximately 100 km covered by a fairly resistive

layer. A more explicit description of the conductivity

structure will be found in the next chapter.
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Figure 3.7: The same source parameters and three
conductivity models discussed above are used here to compute

the antisolar point tangential response.
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Clearly, the iarge errors associated with these data
and their\limited low_freéuency coverage range.
render them far less useful than the more extensive
;Lnlit side data in disérimiﬁatiﬁg between conduc-
tivity models. To make matters even worse, as we shall see
shortly that the high fregquency data (above
approximately 0.005 Hz) 1is very sensitive to the parameters”
of the source field and LSM position. Nevertheless, the
two data points at the lowest frequency might be symptomatic
of a difficulty associated either with the theory or a
source of noise unaccounted for by it. We-note that, from
this and“the preceding figure, the cbmputed antisﬁlar point
response is distinctly smaller than the one at the sub--
solar p01nt (by a fdctor of about l 6 at this frequency
for model B). Yet the two data points at 0.0017 Hz do
not seem to bear this out. Indeed, the AY value is only
about 1.1 times smaller than the Amin value at this fre-
quency, whereas the AZ value is actually 1.1 times greater.
Howeve;, due to the large uncertainties associated with
thesé measurements, we refrain from drawing definitive con-

clusions as to their consequences.
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Figure 3.8: We illustrate here the great sensitivity
of the éubsolar point response to the shallow depth con-
ductivity strﬁcture. The source field was again speci-
fied by'w = 0 and VSW = 300 km/sec and the three con-
ductivity models used are detailed in the figure. We
note that the model exhibiting a conductivity
region to about niﬁeftenths of the lunar radius (1580 km)
agrees fairiy well with the Amin values. Actually, this
model was proposed by Kuckes (1371) in an attempt to fit
the sunlit side A and Ay data using the symmetric plasma
theory. Although the asymmetric theory lessens the

“mcomputed response obtained through the symmetric theory,

the Amin data are also lesser than.the Az and AY data,
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thus leading in each case to a similar conductivity model.
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Figure 3.9: " This is a plot of the antisolar point |
response for the source parameters and model described in
the preceding figqure. The large uncertéinties associated
with the measurements render them practically useless
to discriminate between these three different conductivity

models.

Before going any further, let me interject a few

general remarks.

Since the LSM at the Apcllo 12 site is situated at

o,
ety

2.95° 5 latitude in selénogra@hic coordinates,
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negligible errors result if we assume it to be in the
equatorial plane. An immediate consequence of this location
is that the north-south, east-west, and verticai data

valﬁes (Az,'Ay, Ax) correépond respectively'to the com-.

puted A and A_ amplification factors. However, it

(p’ Ae! R
should be pointed out that since the computed A¢, Ae, and

R

general, only when the wave normal is in the equatorial

A_ can dépend on the angle ¢, the equality will be met, in

plane. We did not differentiate in the preceding plot
which ang;e ¢ and.which component Ae or Aqb was used.
This is because when the incident field has its normal
parallel to the axis of the cylinder, one can easily show
that the amplification is isotropic at the subsolar and
antisolar point. As a matter of fact, we can also show
that, for this source field, the three amplification fac-
tors are indeéendent of the angle ¢ for a general value of
¢, though the two tangential émplific:ation factors need not be
isotropic in that case. |

In the remaining graphs in this chapter, we shall try
to illustrate some aspects of the dependence of the com-
puted re5ponsé on the parameters of the source and LSM
posi?ion. Though these_results‘also depend on the par-
ticgigk conductivity models used; a very good general idea

can be gained by considering only one structure. In.

AL PACE B
%ﬂ poanrty
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i

order that the results remain relevant for future
work, we have chosen the model detailed in Table 3.2. This

model turns out to give. our best fit to the Am'

value
in .

-

at the subsolar point, when the source field is specified

bylb = (0 and VSW = 300 km/sec.

Table 3.2

Conductivity Model

" Lunar Radius (km) g {(mho/m)

1020 0.11 x 102
1220 0.81 x 1073
1220 0.15 x 10°°
1420 0.92 x 1073
1520 | 0.51 x 1073
1570 o 0.23 x 1073
1620 0.11 x 10”3
1670 _ 0.42 x 1074
1730% ~ 0.1 x 1070

*
1730 km was used instead of 1738 km but this
has little consequence.

We shall also concentrate our attention only on
the response bbtained in the plane formed by the wave
normal and the axis of this cylinder. This distinction
is irrelevant when ¢ = 0 but in'otﬁer cases I shall call
this plane the plane of incidence.  By symmetry, the H¢

field in that plane depends only on the polarization

e
gt
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specified by Ho« in Equation (2.2.1) whereas the Hy

component depends only on theHO polarization. For con-

venience, we shall assume both polarities to have unit

amplitude (i.e., H, = H = 1}.

3 L l i | T
‘ F=002

1 1 i 1 I

o | - S0 /80
| g

Figure 3.10: This is a plot of the absolute value

of the ¢ component of the magnetic field vs. the polar
angle 8 (6 = 0; antisolar point}, for different fre-
guencies. Thé source field is specified by ¢ = 0 and
Vg = 300 km/sec. Because of our previous assumption,
%Fgg power in the ¢ comPOnent'of the source field is unity
in the plane'of'incidence 50 the H¢ component is also

directly the A, amplification factor.

b
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The day~_11:;i.ght asymmetry ‘in the Calculagted response "is clearly
evident in this figure. However, we note that the trans-
ition between the two responses is fairly sharp but bééur-
ring mainly on the dark side of the moon. Thus we are.left with a
‘fairly'extensive region near the subsclar point where the

response 1is practically independent of position.
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VFigure 3.11: This is a plot of the same A¢ as
the preceding figure but this time as a function of
frequency and for selected values of 8. Note that within
45° from the subsolar point the ampl‘ificatri_'on does nbt

differ by more than a few percent. Bowever, at 0.04 hertz and at

45° from
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the antisolar point the response can reach a value of
25% higher than the response at the antisolar point.

highest fregquency.
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Figure 3.12: This is a plot of A¢ at the subsolar
point for ¢ = 0 and various solar wind velocities
A decrease in solar wind velocity tends to depress

the high freguency response.



_98_.

2= .
9
; Vow
O
W ° 500
3 © 400
ELI ]
';;E i > 300
y 200
1 i L 1
0 , ] Zo0r l_ ot 004
FREQUENCY ( HErTZ)

Figure 3.14: The antisolar point A, response is

¢
illustrated here for different solar wind velocities but for an
snals of incidence specified by ¢ = 0. If we compare the
high frequency response to the response presented in Figures 3.7
and 3.8 we note that the solar wind velocity can be a

more important factor than the conductivity in controlling

the high frequency response.
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Figure 3.15: This is a plot of the antisolar point
A¢ response for a solar wind velocity of 300 km/sec
and various anglés of incidence. Again we note that an
increase in the angle of incidence tends to produce a

similar effect to that of a decrease in the solar wind

velocity.
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F=004
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Figure 3.16: This is a plot of the absolute
value of the 8 component of the magnetic field vs.
the polar angle. The incident field is characterized

hy & = 0 and Veu = 300 km/sec.

The peak that = developed near the terminator
(8 = 90°) at high frequencies is due in part to the

distortion of the incident field by the surface wave.

A



-101-

& -
component along the axis of the cylinder is associated
‘with the surface wave even though the incident field has
no component in that dire®tion. This component ‘becomes
.an impﬁrtant contributor to the total field at high
frequencies  especially near the boundérf of the cylinder.
The He component of the field }s not directly the

AG amplification since the power of the incident field
has a sin26 dependence on the polar angle. Consequently
one ﬁust-@ivide Hepysine to obtain the 8 amplificatién
factor. But this involves a division by 0 and a resulting
infinite amplification at the terminator. However, this
.problem is somewhat artificial since it arises solely
because .we assume the”incident field to have no poﬁer along-
a given directioﬁ. In an actual situation the incident
field has power in every direction though its distribution
can be highly anisotropic (see Belcher et alp for a dis-
cussion of this poiht). In order to counter this difficulty
to some extent, weshall henceforth consider only tangential
amplification at least 45° from the assumed direction of
Zero power in.the'incident field. Pk'thhﬂ:thiszxobaﬂuﬂ”“
provides us with a fairly accurate vnicture of the actual amplification
though we have not proven rigorously this assertion

;i Before going to the next figure, we recall

that when the source has its normal parallel to the axis

DRIGINAL PAGE IS
OF POOR QUALITY!
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of the cylinder, the amplification is isotropic at the
subsolar and antisolar point. Consequently, no change
results if, in Figures 3.12 and 3.14 the A¢ amplification

factor is replaced by Ag.
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Figure 3.17: 1In this plot, the source field is

specified by ¥ = 45° and sz = 300 km/sec.

Let us.consider first the curves representing the
sunlit side response. If we compare the above Aeresgﬁﬁe

at the subsolar point with the subsolar point response for ¥ = 0
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(from Figure 3.12), we notice about a 5% increase
in the computed response at high frequencies

Thus, in contrast to the A, response, an increase in the angle

¢

of incidence tends to increase somewhat the subsolar
point Ae response. When § = 45°, the response is aniso-

tropic at the subsolar point with the A, response some-

8

what larger than the A, responsg at high: frequencies.

¢

There is still a small anisotropy at 45° from the sub-

solar point (§ = 135°) but it does not amount to more than

about 5% though it ié still A, that generally dominates

!
the A response. Based on these preliminary results,

¢

we ,would expect anisotropy to be observed on the

ksunlit side with Ae generally larger than A¢.

ever, if we examine the data of Figure 1.2, we seg

How-

that Az {i.e., A,) is generally higher than Ay {(i.e.,

¢
Ae) except at high freguencies.
However, at low freguencies, the remanent field.
seems to play an important role in determining the aniso-_
tropy . Thxu?we cannot conclude at this point that our pre-
liminary calculaticns are contradicted by the observations.

By comparing Figures:3.1l5 and 3.17,we note that at the

antisolar point, A,., like A

Ve! ¢’

increase in the angle of incidence. When y = 45°, the

tends to decrease with &n
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computed response at the anitsolar point and at 45° from
it has a somewhat mixed character, at the antisolar point

A, dominates while at 45° from the antisolar point Ay 1is

¢
the larger of the two components. Due to the order of
magnitude of the differences involved, however, we would
suspect that Ae is generally the larger response for data
taken within the first 45° from the antisolar point. On
the other hand, the data of Figure 1.3 exhibits valueé of
Az larger than Ay, contrary tc our expectations, and we
cannot here involve the remnant field to explain this
divergence. But since the mean sguare errors associated
with the average value of the measurements overlap each

other, these uncertainties preclude any definite conclusion

at this stage.

1o
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3.18: This is a plot of the radial amplification

factor as a function of position on the dark side when



a*

-105-

. : : 7 | ) _
the source field is specified by ¢ = 0 and Vo = 300 km/sec.

The values shown start at 10° from the antisolar point

in order to avoid the difficulty associated with the fact

that the incident field has no power along the radial com-

-ponent at the antisolar point. At the freguency 0.04 Hz,

we have plotted the response computed using 10 (heavy dot)A
and 15 parameters in our ‘representation of the polcidal

H and of the end effect field. Though the latter case

‘smoothes out the response, the relative amplitude of the

oscillatidn still present in the former case does not
reach more than 5% of the total field. Note that the
radial response 1is characterized by a broad minimum with
practically constant value within 45° from the anti-

e ’ w

solar point. Thus variation of the response with position

is not very important in that region.
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Figure 3.19: This is a plot of the radial ampli-
fication using a source field specified by ¥ = 0 but
with different solar wind velocities. The amplification
valunes shown were calculated at 25°% from the antisolar point
and are average at high fregquency to minimize the effect of tie
oscillation shown in the preceding figure. We note that
the response decreases from unity at low freguencies,
reaches a minima, and then starts to increase at high
frequencies. At still higher fregquencies, the response
reaches a maximum and then decreases monotomically

to 0. This behavior is typical only of low angle of
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incidence source fields and is related to the distortion
of the incident field by the surface wave. However,

_ » .
such behavior is probably not typical of what is observed

near the antisolar point, as shown in the next figure.
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Figure 3.20: This is a plot of the AR response for
various angles of incidence but constant solar wind velocity:

VSW = 300 km/sec. The position of the LSM was assumed to
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be at 25° from the antisclar point along the curve
¢ = 270%. The computed rasponse at any polar angle
in the range 6 = 0 - 45° is typically within 5% of the

radial amplification factors exhibit in Figure 3.20.

-(The only noteworthy exception is the case ¢ = 60° at

.04 Hz where the response varies from 0.13 to 0.20 in
the polar range 6 = 0 - 459),

We note that the computed response is very sensitive

on the angle of incidence and thus the data hardly can

be inverted withoﬁt some information about the distri-
bution of this quantity in the incident field. The fact
that the data tend to agree with curves of the computed
responses characterized by large angles of incidence
probably comes about because near the antisolar point the
power in the radial component is heavily biased toward
such angles since they are associated with relatively
large magnetic field components along the axes of the
cylinder.
Before proceeding to the inverse problem let me sum-

ma;ize the result of this section.

o Let us cénsider first the dark side data. For the
radial amplification we. just showed that a reasonable
fit to these data can be obtained by using a model fitting

the Amin value on the front side and choosing relatively

large angles of incidence for the source field. However,

due to the large sensiti%ity of this response to the
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angle of incidehce,‘a proper inversion of the.dark side “,
radial amplificationAdata must await addigional information
on the source field. This need for additional information
on the source field -parameters is alsoc true for the tah—
gential amplification on the back side, especially above
0.005 Hz. A proper interpretation of these data is
further compounded by our ignorance of the exact position
of the LSM when these data were taken, For frequencies
smaller than 0.005 Hz, this latter dependence seems to be
the most %mportant parameter affecting'the response (apart
from the éonductivity model). We noted that though%the
radial data and high freguency tangential dark side data
tend to confirm the soundness of the ésymmetric theory,
.the same cannot be said of the low frequency tangential
dark side data. The measured tangential response on the
dark side is almost egual to the one measured on the |
sunlit side whereas the theory predicts that it should be
substantially less than the sunlit side response. We
might also point out that additional data on the depen-
dence of the response with position were published
recently by Smith et al. {(1973). But there again, the

measurement at 0.0017 Hz did not exhibit clearly a smaller

response on the dark side than on the sunlit side. However,
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the large uncertainties associated with these data
preclude any definite conclusion at this stage. Need-
less to say, complete confidence in the asymmetfic theory
can*only be' gained by its confirmation over the whole fre-
quency range of interest. Therefore we feel that addi-
ticnal measurements of the‘défk side response should be
cafried oh, especially in the low frequency range and
that noise possibly arising from drift current at the
plasma vacuum interface should be accurately assessed
.i“ the future. |

The front side data are indicative of a much smaller
relative dependence on the source parameters and
LSM positions and also a ﬁuch greater sensitivity to the
conductivity model, especially at shallow depths. A
major drawback, however, is the noise associated with the
remanent field at the Apollo 12 site. We correct empirically
for this source of noise by calculating the Amin values
but this process also removes somé of the natural aniso-=
tropy we might expect between the two-tangential responses.
However, the fact that the Apollo 12 2 ., values agree

FEd i

‘with the Apollo 15 data adds to ocur confidence in their

GRIGINAL PAGE 13
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Chapter IV

Inverse Problem and Conclusion

4.1 Introduction
| A substantial effort to remove some of the anthro-
pomorphic character ;ssociated with the inversion of
geophysiéal‘data recently has appeared in the literatﬁre.
In the next section, Qe shall describe the formalism we
used for our problem. Our analysis followed
substantially the treatment given in Wiggins (1973).
Two studies of the resolution of the lunar conduc-
tivfty structure provided by the maghetic data have already
appeared in the literature (Hobbs, 1973 and Phillips,
1972} . However, they both assume a symmetric plasﬁa
theory and an infinite value for the solar wind velocity.
FMoreover} since these studies appeared, the frequencf
range of the available data has been extended and the
effect of the remanent field has at least been empirically
removed. Thus we shall endeavor here.to bring the sub-
ject up to date.
| The third section shall be devoted to a description
of.the results obtained when the lunar conductivity sﬁfuc-
ture is modelléd as a conventional layered sphere. In
the fourth section, we shall constrain our conductivity

model by assuming a given temperature distribution in-

—_ : |
T - TANE Nor piramy
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side the méon. The object then will be to understand
to whét extent the conductivity model constrained the
conductivity—temperature relationship of the material
likeiy'tc form the bulk of the moon. In the last sec-—
ﬁion, we shall summarize our results, pointing out
various directions that can be followed to improve themn,
and examine some of the geophysical constraints the
results seem to imply.

4,2 Specialized Solution of the Forward and Inverse
Problem

As we pointed out in the last chapter we shall try
to match -the data by assuming the magnetometer to be at
the subsolar point and the incident field to have its
normal parallel to the axis of the cylinder. In that
case, only the harmonics specified bf m = 1 are involved
in the computation of the field. Moreover, since the
response is isotropic at the subsolar point for the
assumed source field, we can conveniently specialize its
characteristic to the case Hye = 0 and H, = 1 [see, for
example, Eguation (2.2.2}], which in turn involves only
the harmonics‘specified by ¢ = 1, The theoretical tan-
gential amplification factor is then simply given by
: 172

A = (H.H

oMy ¢ = 0°, & = 180° (4.2.1)

where the bar stands for the complex conjugate and

wherea
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1 1 '
u S oy ananPn(cos 8)
Ply=0°,6=180° n sinB | go1gg?
From Equation (3.3.1), the coefficient ail are
found by solving the matrix equation
€11¥11 T 11 ‘ j (4.2.2)

It is interesting to point out that even for
an arbitrary incident field, the tangential amplifica-
tion factor at the subsclar and antisolar points involves
only the evaluation of the partial field associated with
the harmonics specified by m='1and o = 1,2, This comes
about because, in our chosen coordinate system, the
partial field.associated with each Fourier harmonic in

the ¢ coordinate can be solvgd separately and also be-

P
cause the terms ©f the form ;E_Eﬂﬁifﬂ_ and
sin 8§
m
aPn(cos ay . .
55 in our general expression of the lunar surface mag-

netic fiéld [see Equation (2.3.1)] are equal to zero at
8 = 0° and 180° if m # 1. A similar result holds for
the radial amp;ification factor at the subsolar and
antisolaf point but this time, only the harmonic speci-

fied by m = 0 needs to be considered.
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For most of the following results, a search was
made for a parameterization of the conductivity structure
yielding a good fit to the respdnse at eight frequencies
approximately equidistant on a logarithmic scale. These
were 0.0002, 0.0005, 0.001, £.002, 0.005, G.Gl; 0.02
and 0.04 Hz, corresponding to periods of 25 sec to about
1.4 hour. Also, eigh£ layers with fixed thicknesses gen-
erally were used to model the conductivity structure.

A logaritlhmic correction to an initial parameteriza-

tion can be found through the matrix equation

By = p (4.2.4)

where _
3lnA{(f.)
i
B..= —————————
ij 2ln Oj

y; = Aln 0y
and
A(fi)measured
P; = In [A(fi)computed]

From Eguation (4.2.2), we note that there are two main
steps involved in calculating the partial derivatives
implied in Equation {4.2.4. Pirst, the partial deriva-

tive of the L, factors with respect to each conductivity
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&

parameter must be evaluated. An analytical expression
for these derivétives can be worked out easily from our
~expression for the Ln in Appendix II, and the numerical .
computation can be most conveniently performed togethér
with the evaluation of the Ln factors. We also require
the partial derivative of.each coeffi?ient ail with res-
pect to each conductivity parameter. These derivatives
can be obtained by taking the partial derivative of
Equaﬁion=(4.2.3) and noting that S11 is independent

: of the conductivity, we obtain:

%11 9C11

Cy = - X '
11 305 aoi 11 - (4.2.5)

Once Fquation (4.2.3) is solved and ‘the partial derinnrtivé
of the L, factors are computed, the right-hand side of
Equation (4.2.5) is completely determined. Moreover,
since the left-hand side of Equations (4.2.3) and (4.2.5)
involves the same matrix Cll’ the set of Householder
transformations used to find the least square solution
of Equation (4.2.3) éan be conserved and then used
repeatealy to solve Equation (4.2:5) for the parﬁial
derivative terms.

In order to gradually reduce the effect of small

eigen~values associated with Equation (4.2.4), the
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generalized inverse operator

(BTB + 321)_1BT

was used to find a solution (Maddén, clasé notes). A
practical way of finding the solution through this opera-
éor is to follow the method suggested by Golub (1565)
which consists of applying a serieg of Householder trans-

formations to the modified matrix equation

e : {4.2.6)
G

The choice of ¢ was made by a trial and-error
search for a number giving a stable iteration and
yielding'models giving a good fit to the data. We
found that, if this value was chosen to be between
0.05 and 0.1, which usually corresponds to allowing
from 2 to 3 linear combinations of parameters to par-
ticipate in the solution, both a good fit and a stable
iteration were realized.

Once Equation (4.2.6) is solved, the new model

parameter can be found through

: v
new _ old i :
o4 = 04 e ' (4.2.7)
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The probable pfesence of systematic errors iﬁ the
data-ruled out a rigorous discussion of the trade-off
between the resolution of the parameter correction and
the standard deviations associated with uncertainties
in the data. Hdwever, since a gquantitative Easis for
a discussion of parameter. resolution is most naturally
provided by this trade-off, we shall assume the ob-
servational error at each frequency to be uncorrelated
and to have a relative standard deviation of 5%. This
value- corresponds roughly to the standard deviagion at-
tributed by Sonett (1974) to the AZ and AY values result-~
ing from his data analysis. However, this estimate
seems clearly optimistic in view of the relatively large
corrections that was applied to these data to account for
the presence of the remnant field (see Figure 3.4). To
alleviate some of this uncertainty, we shall use several

versions of the data as given by the A A_ and AY

in’ 'z
values.
It is well known (Lancéﬁé, 1961) that the matrix

B can be decomposed as follows:

B=U Aq v o (4.2.8)
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where the elements of the diagonal matrix of eigenvalueé

can be conveniently ordered such that AiZ A and

i+l
where U and V are the matrix of eigenvectors of BBT
and B B respectively.

The resolution matrix of the parameter correction

associated with the k largest eigenvalues of B is

defined as

- T ‘
Re = VpVp | (4.2.9) .

where the K columns of VK are the first k columns of
V.

The standard deviation of the parameter correction
associated with theluncertainties in the data is then
given by.

k 1/2

= 2 2
= 0.05 (_Z Vji/l

(STD. DEV.) L)
i=1 1

k4 (4.2.10)
Similarly, we can define a resolution matrix of

the observations by

D, = Ukug - (4.2.11)

where the k columng of U, are the first.k columns of U.
Examination of each row of Dy permits us to determine
to what extent the information contained in a given

observation is used to estimate the k linear combina-

tions of the parameter correction implied by Rk‘

ORIGINAL PAGE IS
OF POOR QUALITY
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Before displaying the resultg, let me add a genéral re-

" mark.

In all the models shown in this chapter, the con-
ductivity of the top layer was kept constant in the in-

10 mho/m. This has little effect

version routine at 10~
on the resuiting model when only the poloidal H mode is
used to invert the data, but it effectively renders the .

toroidal H magnetic field negligible, in harmony with

+he data.

4.3 Results from the Inversion of a Lavered Sphere
Without Thermal Constraints

Since we feel that the reader should get
an overview of the results before the significénce of some
of the details can be appreciated, we shall limit ourselves
here to their description, leaving a discussion of their

common characteristics to the last section.

Figure 4.1: We show here a model obtained when a
solar wind velocity of 2b0 km/séc is used to invert the
data. Also shown are the standard deviation and resolution*
of the parameter corrections when 2, 3, and 4 eigen—

vectors are used to form the resolution matrix RK' We

* ' . T o
“The elements. of the resolution matrices were rounded to
= _ T

increments of 0.2 merely to facilitate their plotting. This

‘does not, however, significantly alter their information.
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'récall, however, that only 2 to 3 linear combiﬁations of
parameters were allowed to participate in the iteration
in order to insure its stability. Perhaps we should not
be surprised since 5% uﬁcertainties in the data caﬁ.
result in a standard aeviation of the parameter correction
’of 60% for fbur lineaf combinatiﬁns of parameters.

We note that we have the good rescolution at shallow
(< 250 km), and moderate depths (from about.550 to 750
km) , but a poorly resolved section between these two
regions. Moreover, within the linear regime around our
solution, the data practically are insensitive to the
conductivity value at depths greater than about 750 km.

Figure 4.2f We show here the relatively good fit
to the'Aminrdata that occurs when the preceeding con-
ductivity model is used to compute the response. The
data resolution matrices DK exhibits a more or less uni-
form distribution 6f information among the observations
with somewhat higher resolution at the high and low
frequency ends of the spectrum.

Figures 4.3 and 4.4: The results of a similar cal-
culation using a solar wind velocity of 400 km/sec,

are shown here. Again, a relatively good £it to the data
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can be obtaiﬁed bu£ this higher solar wind velocity results
in a substantial modification to the shallow conductivity
strpcture of the model. The conductivity of the second
layer was of such a low %alue that it was practically
unresolved. A fairly well resolved secﬁion”at a deptﬁ-of
150 té 350 km was fﬁllowed by a poorly resolved dip in the
conductivity structure. Due to the possible importance

of such a conductivity minimum, we examine its relevance

in more detail in the next figure.

Figure 4.5: The middle diagram exhibits two models with
different layer thicknesses than the'preceeding ones, but
computed with the same solar wind velocity. Their res-
pectivé fit to the data is shown in the top diagram. Though
the model with the more pronounced minimum does_givé;é
somewhat smaller least squares residual to the data,
their computed responses differ only at the high frequency
end of thé spectrum. But since the response in the hihg fre-
quency range is quite sensitive to the source parameters
we . can ~not consider one model more ade+
quate than the other. This is emphasized by the |
200 km/sec medel shown in the bottom diagram which has a
monoktonously increasing conductivity with depth and

actually gives an exact fit to the Amin data values,;'

g,
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We recall that in the inversion we assume that the
.wﬁye‘normal is parallel to the solar wind veiocity.
 H6%ever, the averagé value of the data probably is
deterniined from the superposition of a spectrum of fluctu-
‘ations with significant power in waves with normals at
substantial angles from the direction of the soclar wind
velocity. We recall from Figure 3.13 that an increase
in £his ahgie lessens the responée at high..frequencies .
and that a similar reduction occurs when response is com-
puted for decreasing values of the solar wind velocityf
Thus, even though 400 km/sec is near the observed average
solar wind wvelocity of 350 km/sec,.welcannot surmige that
it is a more adequate value than 200 km/sec to use in
an inversion which assumes the wave normal to be parallel
to the solar wind velocity.

Figufes 4.6 and 4.7: We show here three models,
numbered 1, 2, and 3, with which we attempt to fit

:espectively the Ami R Ay,_and Az,data values obtained

n
at the Apollo 12 site. In all three cases, a solar wind
'vélocity of 300 km/sec is used in the inversion. The
resulting data fit the data shown in Figure 4.7.‘ Notice
in this last figure that the A, value, though generally
higher than the Ayrvalue at most frequencies, is smaller

than Ay at 0.04 Hz. :As‘we have fepéatedly stressed, the

rollover in the response at high frequency is‘quite
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dependent on the parameters of the source. Thus, the
relatively bad fit to the A, data at high frequencies
is probably symptomatic of our inadequate knowledge of
the source parameters. Returning to Figure 4.6, we
note that the conductivity model that attempts to fit
these Az values shows a conductivity.level reaching
nearly 1072 mho/m at depths greater than 550 km. How-
ever, we shall show in the nekt gsaction that if we toler-
ate a somewhat worse fit at high freguency, the low
fregquency data can be matched by a model having a sub-
stantially lesser conductivity at these depths. Since
we are probably not justified with the data at hand to
require a close fit to the high freguency response, the
argument for a high conductivity at great depth becomes
rather tenuous. |
Before proceeding to our study of conductivity
structures subject to a given temperature model, let us
discuss the well resolved features of models 1 and 2.
We note from Figure 4.6 that at depths between about 50
~to 250 km the conductivity of model 2 is slightly larger
than that of model 1. This conductivity difference is due
““to the hicher values of the AY data with respect to the
A . data at high frequencies. However, the approximate

min

equality of Alin and Ay at low frequencies requires about

ORIGINAL PAGEH g
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the same average conductivity-~thickness product for

both models., Consequently, at moderate depths

(250 - 450 km) model 2 must exhibit a lower‘éonduCtivity
than model 1 to offset the higher conductivity of model
2 at shallow depths (50 - 250 km). |

4.4 Inversion of a Layered Moon Constrained by a
Temperature Model

We would like to know to what extent a given con-
ductivity profile for the moon will constrain its com-
position and internal temperature distribution. A
customary way to study this gquestion is first to assume
a composition based on independent geophysical and geo-
chemical evidence. Then, from Iaboratéry measurements
of the conductivity-temperature relationship of the
assumed mineral assemblage, deduce the temperature dis-
tribution from the eiectrical conductivity model.

For most types of common reocks and minerals, the
conductivity-temperature relationship is depicted by a
series of connected straight lines on a log o vefsus
the inverse of the absolute temperature. Each of these
straight lines can be described conveniently by a relation
of the type:

e—Eo/kT

o =0 (4.4.1)
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where T4 and Eo are called respectively the con-
ductivity prefactor and activation energy and where k
is the Boltzmann's constant, with the temperature T

in degrees Kelvin.

Measurement of relations of the type 4.4.1 often
are subject to.large uncertainties, which arise for various
reasons, such the fact that minor constituents of the
mineral assemblage and the oxygen content in the atmos-
phere under which the conductivity of a rock sample is
measured can dispfoportionately affect the bulk con-
ductivity of the sample. Recent experimental invesfi—
gators, especially Duba (1972a), have clarified this
range of measurement uncertainties and some of their
probable causes., By measuring the conductivity of
different olivine samples, with essentially the same
fayalite content, but with differing amounts of Fe3+
and under atmosphere with widely different oxygen con-
tent, Duba was able to show that the temperature estimate
from the conductivity of the earth's upper mantle might
be in error by as much as 700°C. Thus, any attempt to
deduce an estimate of the temperature inside the moon
is a hazardous process indeed. Névertheless;wseveral

such attempts have been made recently and we listed some

of them merely to emphasize the range of uncertainties
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involved. These temperatﬁre estimates were aimed especially
at determining the maximum temperature reached in the
lunar interior. Since these estimates were based on an

assumed conductivity level of about 1073

mho/m reached
between 500 and 700 km inside the moon, we would deduce
essentially the same maximum temperature range from the
results of the last section.

Sonett et al. (1972), using essentially the con-
ductivity~temperature relationship of olivine from
England et al. (1968), have estimated that the maximum
temperature reached is between 800 to 1000°C in the
upper 700 km of fhe moon. But, based on measurements
on olivine and pyroxyne in an atmosphere with very low
oxygen content, a condition believed to occur in the
lunar interior, Duba et al. (1972b, 1973) were able to
raise the preceeding estimate to values in the range
1100 to 1500°C. However, Tolland (1974), following a
suggestion by Ringwood et al. (1970) that pyroxenite
might be a correct choice for the lunar mantle composition,
conducted some measurements on a synthetic lunar-pyroxenite
sample and obtained tempefaturés in the range 550 to
680°C. We should point out that Duba et al. (1973) also
measured the conductivity of a synthetic lunar pyroxenite
in an atmosphere of very low oxygen content. The con-

ductivity level of 10" 3mho/m was reached at about 1000°C
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but they considered the uncertainties in their measure-
ments too large to ﬁarrant any inference to be based
on them.

Some of the data usen in these estimates are shown
in Figure 4.8. The Fe3+ free olivine data is from Duba
et al. (1972b) and was measured under a pressure of 8kb.
The synthetic lunar pyroxenite data is from Tolland (1974)
and the olivine from England et al. (1968). Also shown
are the conductivity-temperature relationships of a
lunar crystalline rock from Schwerer et al. (1971)
and two curves labelled H and 1L that will be discussed
shortly.

Due to our present uncertainties in our knowledge
of the conductivity-temperature relationship of the
material likely to form the bulk of the moon it might
be useful to inquire to what extent given temperature

models for the moon constrain this relationship. One



-136-

L0G,, & (mho/n )

=2

1000/7 (=
(°k) Depth(km)
770 400 3t0 220 t40 [ els] 50 Q H
540 380 250 160 100 50 a
| | H | | | ] ] ‘
1500 1000 750 500 300 200 100 o °p

Figure 4.8



-137-

idea behind this question is that the answer would auto-
matically satisfy the impressive set of constraints that
can be used in a calculation of the lunar thermal histo-
ry. (see for example Solomon et al., 1973). Though these
cohstaints'help narrow the range of values that tﬁe
temperature might attain in the lunar interior, there
is still Some.CDntIOVGISY about the role of solid state
convection in the lunar thermal history. This problem

is still being _investigated actively

(Cassen et _al., 1974). But,due to the uncertainties in
the viscosity temperature relationship of the material
inside the moon and the time scale associated with signi-
ficant heat transfer by solid state convection, no defi-
nite conclusions have been reached vet. Never-

thelgss} some.general conclusions can be reached
for a rather wide family of temperature model. To get
a qualitative idea én how this comes about, let us
consider two temperature models proposed by Tokzdz et al.
(1972} which were calculated using different
uranium concentraticons ( U in Ficure 4.9). e note that
in these modéls that the temperature at'depth 200 to

700 km increases by more than 600°C. Now let us assume -

e 1P
2
033%& @m
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that the conductivity at these‘depths is characterized
by a conduction mechanism with activation energy of 1 ev,
an energy which is typical of the range of values for
the materials shown in Figure 4.8. Then, the electrical
conductivity would increase by more than 7 orders of
magnitude between 200 and 700 km and this increase would
flatly contradict cur conductivity estimates of the last
section.

Two simple models can explain this discrepancy.
Either the activation energy is much lower than 1 ev
or the temperature gradient at these depths is much
smaller than the one shown in Figure 4.9. Although more
complex explanations may exist, one of which shall be
studied briefly later on, we shall concentrate mainly on
the simpler alternatives since they might be of a mbre
general interest.

In order to find the two parameters in Eguation
{4.4.1) that satisfy both the magnetic data and a given
tenperature model we can use an iteration similar to the
one of the last section. This time, however, the log-
arithmic parameter correction must be found through the
following matrix equation:

1 : ~T
Eo/kTl
B 1 7 'Eo/sz &lnco
' : AlnEg
o]

P (4.4.2)

*
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. ‘Where B and p are given by Equation (4.2.4) and T, is
the temperaturé?in ﬁhe middle of layer 1i. )

We proceed now to detail thelresulté obtained
reserving discussion for the last section.

We shbw_first, in Table 4.1, the values of the
parameters obtained for different values for the solar
wind velocity when the moon is characterized by .the low
temberatu:e model depicted in Figure 4.9. 'The corresponding

conductivity models and the fits of their responses to

the A ., data are shown in Figure 4.10.
mlll .
Table 4.1
(Data: Amin)

Vaw (km/sgc) w _ - Oy(mho/m) E, (ev)
200 0.15x10 2 0.093
300 | 0.31x10°2 0.14
400 0.47x10"2 0.18

The éet of parameters:shown in Table 4.2 were aob-
tained again by using the low temperature model of
Figure 4.9, but this‘time an attempt was made to match‘
our different setsrof‘data, keeping the solar wind

velocity at a constant value of 300 km/sec.
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Table 4.2
(sz = 300 km/sec)
_ o
Data _ | % Eo
A . 0.31x10”2 0.14
min ,
A, 0.17x10"2 0.092
A, © 0.99x107 % , - 0.16

We show on the bottom diagram of Figure 4.11 the

conductivity models obtained when the Aine A and A,

n’ "y
data values are used in the inversion. The fit to the
Ay and Az datg is shown in the top diagram.

From the last two figures, we note that the computed
responses do not give a'very good fit to the data at the
high fregquency end of the spectrum. But, due to our un-
certainties in the source parameters,lwe can hardly rule
out any of these models on the basis of this.misfit.
Notice also that to fit the Az data at low freguencies

3 mho/m.

we require only a conductivity of the order of 107
We show in Figure 4.12 the standard deviation and

resolution of the parameter corrections associated with the
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three modéls of Figure 4.11. If we compare these reso-
lution matrices with the ones obtained in the preceeding
section, we note a significant redistribution of the
resolving power. The new distribution exhibits gradually
increasing resolution with depth. This redistribution
variés mainly because the temperature model forces a
lower conductivity at shallow depth than that required
for a better fit at the high frequency response. This con-
straint prevents these conductivities from shielding the
lunar interior from induction over a substantial part
of the frequency range of interest.

In order to study the dependence of our two parameters,
% and E0 on different temperature distributions, we con-

sidered first the high temperature model shown in Figure

4,9, The best fit to the Amin data, for sz 300 km/sec,

I

was obtained for o, = 0.18x10"2 mho/m and E, = 0.12 ev.
This pair df parameters pertains to the model labelled H
in Figure 4.8 whereas the curve labelled L refers to the
model obtained above using a lower temperature distribu-
tion but the same Amin data and source parameters. The
bottom scales in Figure 4.8 indicate the depth at which

a given temperature is reached in each model. Each set of
%icfosses indicates the conductivity at depths cbmmon to
both models. Thus, except at fairly shallow depths, where

there is poor resolution, the conductivity of both models

is essentially the same. However, somewhat different para-
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meters are required to adjust for the difference in temperature.

A more comprehensive view of the dependence of our
two parameters on the temperature distribution can be
gained by considering the more complete though less
structured set of models shown in Figure 4.13. 1In the
inversions, we have assumed a solar wind velocity of
300 km/sec and used the Amin data. The wvalues of 9,
and E0 obtained, except for models 1,12, and 3, are
shown in Table 4.3 and they give a fit to the data com-

parable to the ones above.

Table 4.3 )
Model ' Iy (mho/m) EO(ev)
4 S - 0.45x1072 0.24
5 | 0:28xlq;2 07
6 |  0.25x1072 e3¢
7 | 0.31x1072 0.12
8 0.29x10 2 0.14
9 0.36x107 2 0.13
10 | 0.46x107% 0 0.13

Models 1, 2, and 3 are exceptiong since the use of
both Gé and E_ in our inversions would lead to an unstable
iteraticn. Instead we had to use a general inverse opera-
tion with a value‘of,g'that essentially kept Oorfixed
in_the_iteratiqn and forced the activation

fose=
g
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energy to assume the value

00 B - ‘ . '
E = le In o _ . (4.4.3).

° 1
where Tl is the temperature at depths grgater than 200 km,
s the initial wvalue of thé conductivity:prefactor used
in the iteration, and ¢, the average value of the con-
ductivity -that must bhe met at depth greater than 200 km in order
for ocur response to fit the data. Clearly then, %he only parameter that can
be inferred from such results is o, which had a value of
6.2:{].0—4 mho/m for model 2 and was within 5% of this value
for models 1 and 3. The fit to the data for one of these
conductivity models is shown in Figure 4.14 and is seen
to be very good.

Before closing this section, let me add a final re-
mark:

It is interesting to note that the conductivity obtainad
at relatively shallow depths inside the moon is of the
- same order.bf magnitude as the one found in the earth's
crust. However, the conductivity.in‘cmﬁtalzﬁgnxm of the
earth is determined mainly by the water content inﬁthe
rocks.- Though the majority of the present geochemical
and geophysical evidence from the Apollc mission points to

a very anhydrous moon, we shall investigate

‘vestigate how well the data can be fitted if the moon is
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assumed saturated with water (except for a non-conducting
crust of 60 km). To examine this model, we have assumed the
conductivity inside the moon to be related to the tem-

k]

perature through a relation of the form

—Eo/kt

= g e +
g =0 Ty

e0.0GG/kT
o

(4.4.4)

The first piece of that expression represents the
temperature dependence of the material that eventually
dominates the conductivity at the high temperature pre-
sumebly reached deep inside the moon. The second term
accounts for the presence of water. The factor 0.066 ev
in the exponeht of this expression was determined as
follows:

1. The temperature modei inside thelmoon was as-
sumed to be the high temperature model shown in Figqure 4.9.

2. The pore pressure was assumed to be the litho-
static pressure and was calculated by assuming a uniform.
moon of density equal to its mean value.

3. To model the porosity dependence On pressure, we
used the conductivity measurement made in the leberatory
on a Westerly granite subjected to pressure up to 10 kb
at.20°C.

4. The pressure and temperature dependence of the

water solution was assumed to follow the laboratory
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measurement on a 0.01 molar solution of NacCl.

This type of calculation is very similar to the one
made by Brace (1971). who examines the conductivity that
would be found deep in the earth's crust if it were satura-.
ted with water. The data used in our calculation can be
found in this paper and the references quoted therein. The net
result for the moon is a decrease of conductivity with
depth and is modelled quantitatively by the factor 0.066
in Bquation (4.4.4).

The Equation (4.4.2) can be easily extended to in-

clude the inversion of the three parameters Ty E. and O

o}

However, in order to insure the stability of the iteration,

we had to introduce a value of e that would effectively

permit oniy two linear combinations of these paramete?s

to participate in the solution. Though most of the re-

solving power was concentrated in Eo and Ot the o, Para-

meter had also some power and did vary in the iteration.
The model obtained together with its fit to the

data are shown in Figure 4.15. The bottom scale repre-‘

sents the temperature and lithostatic pressure reached at

a given depth for our assumed temperature model. The best

fit to the data was obtained for o, = 0.054‘mho/m,

4

E, = 0.49 ev and o = 0.35 x 10

o mho/m. We note that

the match to the B oin data is rather poor for this set of parameters.
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In fact, a much better fit could be obtained if water were
absent altogether and only 0 and E, were allowed to par-
ticipate in the iteration. Our inability to obtain a
good fit from a water saturated moon is indicative that
the porosity decrease with pressure poorly met the
variation of conductivity with depth required by the

measured response.
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< . . it

4.5 Conclusion with Suggestions for Future Work

The various conductivity models obtained_in the laét
two sectiops_are representative of our present
uncertainties arising from our lack of knowledge of the values of
vérious parameters that influence the data. Yet all these

models seem to possess some common characteristics.

4 mho /m

We note first that a conductivity level of 10
seems to be'cgnsisteﬁtly reached in the upper 150 to 200 km
of the moon.. Moreover, the conduction level does not generally
increase By more than about one order of magnitude between
200 and 700 kilbmeters.' Also, the conductivity below_
about 800 km is genefally unresolvea by the data. Though our studies
of Ithe A, data from the Apollo 12 site does not rule out-

2 mho,/m

models in which a conduction level slightly less than 10
is reached in the top 700 km of the moon, we feel that a lower con-
duction levél is more likely since the A, component

lies near the direction of the tangential component of the
remanent field at this site. Moreover, the low frequency‘
data at the Apollo 15 site tends to agree with the Amiﬁ

and AY values from the Apollo 12 LSM and these data vield

a conduction level consistently lesé than 2 x 10_3 mho,/m
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in the upper 700 km of the moon.

If we attempt to extract the maximum temperature
reacﬁed in the moon from the conduction level, we face
shqh large uncertainties that we cannot rule out a tem-
perature either substantially higher or lower than ldOO°C.
T6 narrow the allowable temperature range, a great deal more work must
be done to obtain and

understand the conductivity-temperature relationship of

mineral assemblages likely to form the bulk lunar composition-

Yet, the fact that the conduction level does not
vary much between 200 and 700 km inside the moon seems to
put a rather stringent constraint on either the conductivity-
temperature relationship or the temperature structure at
these depths. Welhave examined this guestion in fhe last
section and found that if a sharp thermal gradient is
maintained at these depths, a véry low activation energy
conduction mechanism is required. In fact, even if
the sharp thermal gradient is maintained dnly in the top
300 km, an activation enérgf‘of only about 0.24 ev

is required. For models more in accord with the
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b e

one prcposé& by Toksdz et al. (1972) and iﬁ which the sharp
thermal gradient extends to depéhs greater than 500 km,

the activation energy required is generally smaller than
0.2 ev. A low of 0.09 ev can be reached depending |
upon the set of data and source parameters used in the
inversion. Moreover, these results do not seem very sen-
sitive to the maximum temperature reached in the lunar in-
terior.

Low activation energy conduction mechanisms are often
observed in terrestrial and lunar* rocks (see, for example
the low temperature end of the luﬁar sample o versus inverse T
curve showﬁ in Figure 4.8). For most cormon rocks, such conduction

mechanisms are observed only at fairly low temperatures. Moreover, they

have an associated conductivity prefactor generally much

smaller than the level of a few times 10_3

mho/m that

would be required for the rocks inside the moon; Thus,

there are definite problems with our inferred model parameters
We note that low activation energy is often

associated with impurities in the major mineral component

of the rocks. Another possible interprétation is that

*Pfeliminary measurements of the conductivity-temperature
relationship in lunar rocks by Schwerer et al. (1971) were pla-
gqued by thermal hysteresis that was subsequently attributedrto a carbon
contamination of the sample. The implication of these uncertainties

iz that, at the present stage, very few results can be relied on.
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the rocks contain a small amount of a mineral whose con-
ductivity is high with a weak dependence on theltem~
perature. A fairly comm;n terrestrial mineral that pos-
sesses these.characteristics is magnetite. Above 119°K,
its con&ﬂctivity is of the metallic type and has a value
of about 2 x 10-4 mho/m = (Miles et al., 1957). fhe con-
ductivity of hematite doped with a small amount of titanium can also
exhibit a weak dependence on temperature and a fairly high conduction
level (Morin, 1951).

The fact th;t our low values of E_ and moderate value of Sq
have not been observed in the Apollo samples might be the result
of a signifiﬁant differentiation that has occurred during
the moon's history. This differentiation could have
depleted_the lunar surface rocks of a highly conducting
yet minor mineral component. The enrichment of this com-
ponent at moderate depth could account for our inferred
characteristics.

If a minor mineral dominated the conductivity at
moderate depth inside the moon we cannot determine
from the magnetic data the major mineral component
at these depths. We might even have difficulty predicting the con-
centration of the minor mineral since the bulk
conductivity‘probably demends on the connectivity of its
conduction paths, a factor aver which_we have little

control.

ORIGINAT} PAGE I3
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The diffefentiation'migﬁt - partly expiain a dif-
ficulty that could result if the near surface rocks have
the samelconductivity parameters that we inferred from the LSM data
st moderate depth. From Figure 4.8 we note that the conductivity that we
would extrapolate for rocks near fhe surface would be of
| the ordér of 10_5 mho/m. But, if such a high value were realized,
a strong toroidal H magnetic field would be expected,
contradicting our cbservations. However, differentiation
might not be required to explain the absence of this field.
All we  need is that the moon be covered by a layef of
resistivity-thickness product greater than about
5 x 1011 ohm-m~km. On the basis of high frequency'electro—
magne£ic data (136 Mhz to 75 Ghz}, Strangway has inferred
the existence of'é powdered rock layer of conducﬁivity in

the range 10_13 16

tp 10~ mho/m near the lunar surface.
Thergfore{ the thickness of this dust layer need only to be
less than about 1 meter to explain the absence of perturba-
ion; Also the intense scattering of seismic waves that is
observed on the moon has been widely interpreted to imply
the existence of pobrly consolidated material‘néar the_
surface. Evidently, if the moon is dry, the increaséd
porosity will break up the conduction path and might result
in a greatly reduced conductivity, even if the rocks near

the surface had the same composition as those at moderate

depth.
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An alternative explanation for the absence of strong
variation in the electrical bbnductivity at depths below
200 km would be to assume that there is no significant
thermalrgradient at these depths. We have examined this
possibility in the last section and we found that indeed
a reasonably good'fit to the data can be obtained in that
case. Such thermal models do not pose any significant
constraint on the activation energy of the materiallat
these depths. Kuckes (1974) has also recently investigated
this question. He assumed at the onset that the activation
enerqgy is_higher than about 1 ev and searched for
temperature model yvielding a good fit to the-magnetic data.
He also found tﬁat only the top 200 km can maintain a strong
thermal §radient in order to meet his constraint on the acti-
vation energy.

Temperature models with small thermal gradients below
200 km have been proposed by Tozer (1972). From considera-
tion of méterial rheolbgy under physical conditions likely
to be found inside the moon, he concluded that a convecting
core probably exists within 200-300 km of the surface.
B9 ssuming the Nabarro-Herring creep
to be the dominant deforﬁation mechanism and by inferring
a viscosity of 1041 poise in the convection region, he was
able to establiish a ldwef bound of S.% 10_5 mho/m on the

electrical conductivity that would be permissible inside



_16_0-

the moon. Since we deduce - a gonductivity 1evél*of about

6.2x107*

mho/m when such a temperature model is assumed,”
we cannot rejeét his hypothesis on the basis of the mag-
netic‘da#a alone. However, the lower bound on

the conduétivity guoted by Tozer is not

very well established in view of the fact

that the Nabarro-Herring creep is only one member of a set
of creep processes that could have participated in such 2
convection. Also,’a viscosity of about 1021 poise is
often associated with regions of the earth's upper mantle
where creep is presumed to be an important deformation mechanism
(see, for example, Weertmén, 1970). But these regions of
the upper méntle:are characterized by values of the elec-
triqal conductivity several orders of magnitude greater
than that we would infer for the moon. However, the different
physical conditions in the earth from those in the moon
might éerhaps account for some of these discrepancies.
Nevertheless, at this point, a widely recognized objection
to the calculation of Tozer is the implication of a rapid
cooling of the lunar interior after the moon's formation.
This cooling ra£e would seem to contradict the substantial

period of time ( 0.7 to 1.4 by) during which the basalt

that flooded the maria was kept near its melting temperature
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in the early history of the moon (Ringwood et al., 1970).
Until this objection can be countered, the results of
Tozer will remain inconclusive

Thus, 'our results seem
t6 lead to somewhat puzzling conclusions.
A substantial effért should be devoted in the future to
either confirm or deny their validity. We have pointed
ouﬁ in the text various directions that can be followed in
order to assess the accuracy of the theory and the possible
noise contribution to the data.

Let me jﬁst add one more suggesk-
ion. Future analysis should include in the inversion
an accurate valﬁe for the position of the LSM, che solar
wind velébity and the distribution of the wave normal to
the incident fluctuations. The value of the solar wind
velocity probably can be obtained from the various instrunegts aboard
spacecrafts in the solar wind or from the solar wind spec-
trometer at the Apocllo 15 site. The small remanent field
at this site probably does not influence the velocity. ' The
distribution of the wave normal may be more difficult to
reconstruct. However, the situation is not completely hope-
less in view of the preliminary results of Daily {(19723) which

tend to indicate that during a good‘Alfven wave regime, the

ORIGINAL PAGE »
oF POOR QUAL



-162-

“

wave normal ﬁends to align along the ambient maégétic field
direction. If this is the case, then, during such periods
the problem would reduce to that of-finding the average
diréction df the magnetic field over a pefiod appropriate
fbr the frequenhy range of interest. Alternatively, we
might be able to extract some of this information from
the strong dependence of the high freguency response in the
downstream cavity on the wvalue of these parameters. We
visualize, for example, a situation where Explorer 35 and
the LSM are on the upstream side of the moon when a
subéatellite‘is in the downstream cavity. The high fre-
guency reéponse at the subsatellite possibly could be used
to extract some.of the required'information which would

in turn 5eufed to the inversion of the LSM data. However,
it might be impractical to extract useful information

from the subsatellite due to its relatively short orbital
period and consequent short sampling time, coupled with our

inferreq strong dependence of the high frequency signal in

the void on the distance from the plasma-vacuum interface.
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The Noise from the Solar Wind Dynamic Pressure Fluc-

tuation at the Apollo 12 Site

We can not estimate accurately the effect of the
solar wind dynamic pressure fluctuation on the remanent
field around the Apollo 12 site due to our incomplete
knowledge of the structure of the remanent field it-
self. Moreover, the solar wind data necessary to back
up such an estimate are generally not available. How-
ever, we may be able to extract the order of magnitude
of the solar wind pressure effect from some empirical
relations* that have appeared recently in the literature.

We note first that Dyal et al. (1972) induced‘an
empirical relation between the change in the magnetic
field at the site and the solar wind dynamic pressure.

They have expressed this relationship as follows:

*

The cgs and Gaussian system of units is used in this

s, DOTE,
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Rl - - .
AB-AB _ o o3 oV -V o (AP~I.1)

and B is the total field at the site, B, is the field
measured by Explorer 35, gs is the unperturbed remanent
field.and'p is the solar wind density. Hourly averages
of B and EE were used to estimate AB so little con-
famination from the induced field is expected.

At first giance Enuatﬂm{(AP—IJU appears to be an @ﬁxnrmth

of the conservation equations. However, we can make such an inter—
pretationronly if.the

square of difference of I8 - 8_] and [gsl had been

gl
related to the dynamic preésure.(see, for example,
Siécoe et al., 1971).

During a period when the solar wind magnetic field fluctuations
were predominantly Alfven wave, Belcher et al. (1971) found the fol-

lowing relation between the solar wind magnetic fluctuation, 6§SW, and

the fluctuation in the solar wind wvelocity, Sﬁsw- B

B = +4.6 o/ %s% (AP-T.2)

sw SW
In order to relate these two empirical equations, let us
assume that the modulation in the dynamic pressure due to
velocity fluctuations along the average direction of the

solar wind velocity is associated with a perturbation
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6§mod of the remanent field., If we linearize

R . x _ T -
Equation (AP-I.1), that is, we assume AB = ABy + 6B_ . 4

and V = v° 4 6? , and 1f we collect the first order
. 8w swW SW

terms we obtain

=
A§)-§B
8m

mod _ F 1T _
= (.01 QVSW 6VSW {(AP-I.3)

If we define the direction of the unit vectors ;b and
> . > >0 .
a, parallel respectively to ABO and sz and using the

equation cobtained by éollecting zero~order terms, we obtain

-> =S l/2+_+
ablGBmod = 0.5 09 % sw

which, using Eguation (AP-I.2), becomes (AP-I.4)

-
+ 0.09 a -8B
Consequently we expect a ratio of the maximum to minimum
tangential amplification factor smaller than about 1.1.
However, Sonett et al. (1972} have observed a ratio equal
to about 1.5 at 0.00S Hz. It would seem difficult to
interpret such a high value on the basis of our rough

amplitude estimate. There are two observations that also

seem inconsistent with an interpretation in terms of
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:

préssure fluctuation noise. One: Soneﬁi.et al. foundb
that the direction of maxima in the amplification factor
does not align with the direction of the tangential mag-
netic field component for fgequencies below about 0.002 Hz.
Second: they also found two directions of maxima in

the amplification factor at 0.04 Hz. However, more
experimental and theoretical work is needed before we can
properly assess the contribution of pressure fluétuations
in the anisotropic response observed at the Apollo 12

site.
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Appendix IT

The Field Inside the Moon

The solufion of Maxwell's equations inside a layered
phere has been dlscussed frequently in the literature.
We shall use here the results and notation of Stratton
'(1941) and shall content ourselves to describe ‘the quan-
tities Ln'and ‘I‘n that permit us to write the field as in
Equations (2.3.1) .

If we assume the moon to be formed of 8 layers

bounded by the radii s Loy eneyr T where r, = RM’ then
L, and T, can be expressed as follows:
L, = 1 + Dy/D; (Ap. II.1)
where
D.| _ ~1 n{kqry)
Dl = Mn(kSrS)Mn (ksrS l)M (ks lrS—l}"' k . 1 % )
2 179 k7

and where the 2 x 2 matrix Mn(zf is given by

iplzy n (2)
M (z) =

‘n(z) znﬂ(z)

Similarly we have

where
. _ k ry {k,ry)
iR Nn(ker)Nn.(ksrg R L D = {k.r (kyr) 1’
: kyryi°l n 1
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where the 2 x 2 matrix Nn(z)'is given by

z}_(z) zn_(z)
N (z) = n n
n 1 el
—z-[z;-}n(zn E[znn(z)]'
. _ . L 1/2 . .
where ki = (1mu00i) is the propagation constant

of the ith layer
and nn(z) and jn(z) are the spherical Bessel functions and
the prime stands for the derivative with respect tc the”
argument. The inverses of M, and N can be found easily
and simplified by using the Wronskian re-

‘lationship = for spherical Bessel functions.
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APPENDIX II
Response in the Void Cavity to a Magnetic Discontinuity

in the Solar Wind

We would like to calculate the field in the cylindrical
void region when a magnetic discontinuity is convected
in fhe polar wind and compare the result with the
measurements exhibited in Figure 2.4. During these
measurements, Explorer 35 was in the void region behind
the moon and both the moon and Explorer 33 were in the
free streaming solar wind. We shall assume that Ex-
plorer 35 was sufficiently far downstream that its mag-
netic field measurements were uninfluenced by the con-
ductive lunar interior [see Sonett et al. (1970); for
a discussion of this assumption]. We shall also assume
the incident solar wind magnetic field to be homogeneous
in planéé subtending an angle ¢ with the difection of
the solar wind velocity. However, we have only one
relation to determine ¥ and Vew? namely, the delay in ar-
rival time of the discontinuity at both satellites
{= 15 minutes). From the difference in the X and ¥

coordinates of each satellite, {(AX = ZZRE, AY = 48RE),

~we obtain

AX + AY tany o (AP.TI. 1)

\Y
. 8w

If we assure ¢ = 0, wa obtain Véw = 1530 km/sec. This value is

AT = 900 sec =

substantially lower than that of the solar wind velocity (=350 km/sec).
Nevertheless, first we make a calculation assuming this low solar wind
valocity and thun present a brief heuristic arqument to show that even

for very high solar wind velccities, the predicted dilatation in the
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. E o i . ,
rise time of the Z component remains of the same order of magnitude

as the one observed.

If Y= 0, then, in the XZ plane (see note, p. 53 and the table

!

of Figurc 2.4) field predicted by'Equgtion (2.4.1) is

‘ ik, .z
o ' //
oo - Hox(m)Il(k//p)e
7 p - '
Il(k// a)
_ - (AP.II.2)
Hy = H, = 0 . _
and .
- ik
- ) 7/
-H _(w)X. (k, ole 7/,
- - = _ OX 1/
HX - Hz B

L7

where the Fourier transform of Hox(w) is assumed té be the
signal observed at Explorer 33. The Fourier transform of o
these expressions have been e;valuated and are. -

presented graphically in Figure AP-III. The

dilatation in the rise time of the 2 is about the same as

the one obsefved and the peak in the X is also along the

same direction as observed.

Now, let us consider the case of a high solar wind

velocity. - From Eguation (AP.I

AT _ tany

AY sz

If the solar wind is allowed to reach very high values, but

- the above ratio is kept constant, we obtain from

e
47,:," B
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Equation (2.4.1)

ik,,z J_(cw)
Hy = Hy = Hy (we //- L “%G*_-
P m=1,3,...
where
_ ATR,
o AY

We can easily show that the main contribution to the
dilatation in the rise time of the Z component will come from the term

m = 1. This term has a Fourier transform given by

T N for |t| £ a
0 T lt] 2 o

The convolution of this Fourier transform with the source field
adds about 2& = 10 sec to the rise time of the Z component, thus yield-
ing a totél value for the rise time equal to about a third of what is
cbserved.

Since actual values for y and Véw for the discontinuity are
probably between these two limits* described above, we cohclude that
the surface wave solution of the field in the woid does predict, at
Jeast quélitatively at this time, the observed dilatation in the rise

time of the Z component and the small peak in the X component.

*

pide
® L

Néd&tive value of ¢ can render sz smaller than 150 km/sec,

but such a case must be considered improbable.



=172-

Z COMPONENT AMPLITUDE

Lo —
‘ T_ L

1 | L i | ] ) | 1 1 i
-20 O 20 -20 0 20  TIMEGed

SOLAR WIND FIELD CAVITY FIELD

} Vw 1 150 kmrsec

CAVITY X COMPONENT AMPLITUDE
) Loffiﬁﬁﬁfi&$qL.- ! -
-20 O 20 _ - 20 0 20 TIME (sed)
Z:0.25 Ry )  2:0.50R,

. Figure AP-III



~173-

Appendix IV

The Multipole-cylindrical Waveguide Mode Representation

of the End Effect Field

Let us consider the free space magnetic field of
a magnetic multipole (neglecting displacement current).
This field can be written as follows:

n+2
RM

n
r

sin
{

H =V xV [t
- x x nm cos

™
M Pn(cose)

} m¢3r] (Ap. IV.1)

In order to satisfy the condition that the magnetic field

has a wvanishing normal component at the boundary of the

cylinder, we must find a series of spherical TF
modes, regular at the origin such that the sum of the

normal component of the magnetic field of the TE modes and that
of the multipole add up to zero at the boundary. We can ex-

press this field representation as follows:

E'I)- = X VXVX(EIG r—_T

Ry

Pg(cose) {sin} m¢3

nmp coSs r

(Ap. IV.2)

The coefficients in AP, IV. 2 can be

found by using the following dual pair of identities:

oo

) g-m - g
é £*K_(tp)cos(tz)dt = i¥™ T(eem)tox . lPr;(cose) (Ap. IV.3)

if m + 2 is even
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Ed

1° ¥ (tpisin(tziat = 1YL Tooomyt r 74 P coso)
0 “m 2 A
if m+ & is odd
: 2 I (to) = S 4w (tr) b P (cos8)
Ccos 4 m' gl = e W 2 COSs
. =m
. if 2 + m is even
' (Ap. IV.3)

S‘ln Zz m" p = 1 m-rn—)—!— Q COSs

£=m+1

if L + m is odd

where I, and K are:the hyperbolic Bessel functions..
These identities are consistent with the Morse et al.
definition (p. 1325) of the Legendre functions and are
derived bleooke (1956, 1962).

Let us assume n + m is even in Egquation (Ap. IV.1l)

and consider the following cylindrical TE magnetic

field:

. ,

Hl VxVxzy a, (Ap. IV.4)
where

_ 4.0 ® n-1 . :
Y —ubnm‘g t Km(tp) 51n(tz)dt‘
a - n+2
bU e 2 ntnm RM rsin} mé
nm T in--m+2 {n-m}! ‘cos

et
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By using the first pair of identities in
Equation (Ap.'IV.3) and making liberal use of Légendre
function identities ({in addition to applying thé operator
vaﬁ'to cancel some terms not contributing to the field),
we can.show that ﬁl = ﬁM‘
In ofder to cancel the normal component of the

magnetic field at the boundary of the cylinder, we can

add to H,, the following TE magnetic field:

Hy =7 xV x ® a, (Ap.TIV.5)
where
: © K! (tRM)
. 4.0 n-1 "m .
b = bnm é t f;ﬁgﬁﬁT“ Im{tp)31n(tz)dt

By following a process similar to the one described
above but this time using the second pair of identities

in Equation (Ap.IV.3) and integrating term by term, we

can show that ﬁz = 5B provided that we set

Tef
g - e
am - Yan Ymp Pnmp Nm(n+p) _ {(Ap.IV.6)
where
o] . p-m :
h - tnm not (n+p}‘ (n+p)l
nmp (n—m) ! {p+m} ! {n+p+1}) (p+1) ¥ 2 °° 2 0

The notation for Yii'is_explained in Equation (2.4.1)
and the constants Nm(2£) are defined in Appendix V.
The spnerical TE electric field associated with

HytH, does not have a vanishing tangential electric field
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component 6n the boundary of the cylinder. 1In order to
meet this boundary condition, some spherical TM modes
must be added. They are represented by the @im po-
tential in Equation (2.4.3), whereas the electric field
associated with the electric mﬁltipole is represented by
the Agm potentials in that eéuation. Asince the tech-
nigue used to find-these potentials ié very similar to
the one described above, the details of the deriwvation
are omitted.

An alternative represehtatién of the fifld in terms
of cylindrical waveguide modes can also be obﬁained. We
note thaf'the sum of the two cylindrical TE potentials can

be given as follows:

a . I :
¥ =+ o= Eﬂmfm tn-l[Km(tp)fm(tRM) ﬁn(tRM)Im(tp?]
nm 2 e ] Im(tp)
~sintz dt | (Ap.IV.7)

where we have used the definition of hyperbolic Bessel
functions (Watson, 1966) to extend the integration
from'-» to +». The integrand is analytic and one-value

JM(B

and has simple poles at iismg' o Brme

)y = 0. Using
the residue theorem and noting that the integral vanishes

on the semi-circle at infinity, we obtain, for z > 0
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-B_, %R

a ZnéimR; n-2 JHJSH&O/RM)E mt . sin
an = (n-m)! E(Bmﬁ) 2 5 {cos } mp
(1-55) 32 (8_,)
8 m' mf
mL (Ap.IV.8)

The Wronskian relationship for Bessel functions was
used to obtain this last expression. The electric field
can also be treated in a similar way and the total field

is expressed in Equation (2.4.4).
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Appendix V.

The Constants M_(2p) and N_(2p)

sk

Severalrprﬁblems in potential_thedry, involﬁing
spheres inside cylinders, required the same set of
definite integrals that we encountered in Chapter II
(see, for example, Cooke, 1962, and Smythe, 1963, 1964,
1968). Due to the general usefuinéss of these integrals and since
only a partial listing appears in the literature, we
include here a more comprehensive table of their values.

We define

K, (t)

: R, 2p A o
2 t - 2(2p+1) 2p
M _(2p) = 5 dt = ft dt
m ipl I;(t)- mpip! 0 I,(t)
and
=  2p+l 2

: 2 t 1 m

= , - + —)dt
Nm(2p) rplp! é (I,)Z (t t3)

I

. : w 2p '
 —2(2p41) t“PK! (t)dt
T TwRpIp! | IT(E)

The above identities can be derived by integrating
the left hand side and then using the Wronskian re-
lationship. To evaluate these integrals, we have
pfoceeded as follows:

For p £ 30, an analytical éxpression was used.
Fqglowing a technique devised by Watson (19303, we can

derive the following identities:
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thP _ = {nc + 0.50)ZP
f Iy dt =0 L =
0 Im n=0 Im(nc + 0.50)
- 2p-1
: @ Ta_ /0
+ m(-1)P™™ § 2% (2%

2 .
'} Jm+1(am2) cosh (Wamg/c)

-Ta, /0.
_ (2p+l) e mi
COSh(ﬂumE/O)

and
o 2p oo 2p
7 t , dt = o 5 {ng + 0.50) S
0 (Im) n=0 [I_(nc + 0.50)1
2p+3
p-m = (Bpg) B /0

=1 (%ﬂﬁm ) Jm(%nz) cosh2(w6m£/o

o, -3t "B/
Bmi - m COSh(ﬁBn&/U)

where o and Bm2 are the roots of Jm and J& respectively -
and ¢ is an arbitrary positive number.

We used the Royal Society Mathematical Tables (1960)
to find the rocts of the Bessel functions and their as-
sociated values. The above series were evaluated
' numerically for different values of o. The results
agree to more than 8 digits. For 50 Z p 2 25, we used
the asymptotic foarmula for the product of hyperbolic

Bessel functions (see, for example, Olver , 1965). 1In
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i .
the overlapping domain 30 Z p Z 25, the results were also

found to agree to more than 8 digits.

Note: NO(2p) = Ml(2p)u\so the values of

N0(2p) can be found from Ml(2p)

g
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Tabkle AP~V : Values of Mm(2p)

m [ 1 2 3
P

0 0.87069013 - - -

1 1.2354675 4.7809450 - -

2 1.6471421 3.0011759 23.091507 -

3 2.0014447 2.9004477 9.1317676 105.75794
4 2.3046888 3.0068312 &.7887287 30.338664
5 2.5708931 3.1638810 5.9624110 18.231357
6 2,8105215 3.3334854 5.6044%69 13.777881
7 3.0303496 3.5038177 5.4447761 11.587752
8 3.2347572 3.6708310 5.3845295 10.336636
9 3.4266968 3.8331760 5.3798713 9.5556150
10 3.6082622 3.9905271 5.4086175 9.0401532
11 3.7810044 4,1429611 5.4584810 8.6879044
12 3.9461150 4.2907110 5.5221743 8.4423901
13 4,1045347 4.,4340622 5.5951411 8.2700663
14 4.,2570235 4.,5733082 5.6744117 8.1498362
15 4.4042059 4.7087308 5.7579850 8.0678099
16 4.5466033 4,8405929 5.8444761% 8.0144936
17 4.6846564 4.9691357 5.9329054 7.9831931
18 4.8187416 5.0945793 6.0225677 7.9690624
19 4.,9491838 5.2171237 £6.1129481 7.9685147
20 5.0762658 5.3369505 6.2036664 7.9788426
21 5.2002352 5.4542245 6.2944395 7.9979687
22 5.3213107 5.5620959 6.3850554 8.0242747
23 5.4396865. 5.6817015 6.4753548 8.0564838
24 5.5555358 5.7921662 6.5652179 8.0935769
25 5.6650141 5.8006043 6.6545550 8.1347322
26 5.7802615 6.0071206 6.7432992 8.1792806
27 5.,8894049 6.1118117 6.8314013 8.2266732
28 5.8965595 6.2147663 6.9188258 8.2764559
29 6.1018303 6.3160666 7.0055477 8.3282508
30 6.2053134 6.4157884 7.0215504 8.3817414
31 6.3070970 6.5140023 7.1768239 8.43666009
32 6.4072523 6.6107736 7.2613632 8.4927835
33 ©.5058843 6.7061633 7.3451674 8.5499172
34 6.6030321 6.8002282 7.4282388 8.6078979
35 5.6987700 6.8930214 7.5105820 8.6665848
36 6.7931578 6.984592¢ 7.5922037 8.7258569
37 6£.8862510 7.0749883 7.673111¢8 8.7856096
38 £.3781015 7.1642523 7.7533160 8.84537524
39 7.0687578 7.2524256 7.83282¢60 8.9062067
40 7.1582654 7.3395470 7.9116527 8.9669041
43 7.2466669 7.4256530 7.9898074 9.0277850Q
42 7.3340G024 7.5107780 8.0673015 9.0887873
2 7.4203094 7.5948545 8.1441457 9.14986523
44 7.5056235 7.6782133 8.2203549 9,2110392
45 7.58%9783 7.7605837 8.2959379 9.,2721939
46 7.6734054 7.8420934 8.3709073 9.3333286
47 7.7559348 7.9227685 8.4452751 9.3944162
48 7.8375948 B.0026342 8.5190526 9.4554330
49 7.9184124 8.0817141 8.5222513 2.3163520
50 7.9984131 8.1600309 B8.6648824 9,.5771729




-182-

Table AP-V : Values of Mm(2p) {continued)

m .. 4 5 6 7
P
4 470.30450 - : - L -
5 105.56602 2052.,4525 - -
& 53.121319 377.86834 8840.6117 -
7 35.112697 163.37305 1378.4996 37714.041
8 26.603247 95.801312 522.12060 5097.6836
9 21.828804 65.888357 274,.86722 1717.1999
10 18.847131 49.,917485 172.85264 819.69548
11 16.845010 40.311179 121.43253 474.,42728
12 15.429216 34.038063 91.938586 310.38676
13 14.388950 29 .689158 73.4230598 220.,92138
14 13.002071 26.534852 61.001654 167.13928
15 12.993382 24.165146 52.235259 132,38598
16 12.514267 22.334390 45,797192 108.64531
17 12.132019 20.887607 40.915497 91.698935
18 11.823883 19.72278% 37.115907 79.165126
19 11.573577 18.770360 34.093690 69.620176
20 11.369162 17.981421 31.645544 62.171934
21 11.201701 § 17.320699 29.631438 56.238571
22 11.064381 1i6.,762177 27.952234 51.428997
23 10.951919 16.286283 26.536051 47 .469861
24 10.860167 15.878035 25.329660 44.167782
25 10.785818 15.525790 24,292944 41.381717
26 10.726211 15,.220373 23.395111 . 39.006973
27 10.679181 14.9544¢62 22.612229 36.964477
28 10.642850 14,722154 21,925422 35.193561
29 10.616044 14.518634 21.319634 33.647023
30 10.597232 14.339943 20.782721 32.287668
31 10.585482 14.182799 20.304782 31.085845
32 10.579916 14.044455 19 ,877717 30.017667
33 10.5797%91 13.922602 19.494759 29.063704
34 10.5844¢7 13.815280 19.150289 28.208011
35 10.59339¢6 13.720820 18.839577 27.437396
36 10,606103 13.637789 18.558615 26.740860
37 10.622174 13.564954 18.303990 26.109171
38 10.641250 "13.501245 18.072780 25,534527
39 10.663015 13.445731 17.862467 25.010296
40 10.687192 13.397599 17.670873 24.530809
41 10.713337 - 13.356135 17.4%26104 24.091191
- 42 10.741832 13.320711 17.336505 23.687235
43 10.771887 13.290770 17.190627 23.315287
44 10.803531 13.,265820 17.057193 22.9721¢5
45 10.8366009 13.245421 16.935076 22.655083
46 10.870987 13.225183 16.823276 22.3615982
47 10.906541 13.216754 16.720904 22.089534
48 10.943162 13.20781¢% 16.627167 21.837000
49 10.980750 13.202097 16.541356 21.602294
50 .13.199331 16.462834 21 .383906

11.,019216
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Table AP-V : Values of Nm(2p)

m 1 2 3 4

P

1 5.9937671 - ‘ - -

2 4,.0668787 25.388848 C - -

3 3.8036566 10.7323735 111.53052 -

4 3.7744881 8.0327134 33.608518 486.69676
5 3.8282347 6.978039¢ 20.480469 113.35747
6 3.2205355 6.4638932 15.477384 57.879120
7 4,0322344 6.1903803 12.947072 38.411860

8 4.1536961 6.0448087 11.467020 29.074994¢
9 4,2797371 5.9742794 10.522919 23.780132
10 4,4074630Q 5.9508685 9.8862942 20.447047
11 4,5352189 5.9585102 9.44100620 18.19492¢
12 4.6620474 5.9873603 9.1220915 16.5593983
13 4,7873%62 6.0310883 8.8505584 15.412127
14 4.9109539 6.0854647 8.7216496 14.514087
15 5.0325563 6.1475737 8.5989470 13.816190
16 5.1521295 6.2153529 8.5111607 13.264142
17 5.2696562 6.2873114 8.45025800 12.821307
18 5.3851541 6.36235146 8.4105192 12.462138
19 5.4986628 6.4396527 8.3875273 12.168323
20 5.6102348 6.5185930 8.3780431 11.926418
21 5.7199300 6.5986959 8.3755484 11.726345
22 5.8278120 6.6795928 8.3900771 11.560418
23 5.9339457 6.7608963 8.4080735 131.422671
24 6.038395¢6 6.84263808 B.4322930 11.308416
25 6.1412253 6.9244685 8.4617292 11.213%19
29 6.2424962 7.0062182 8.4955511 11.136170
27 6.3422674 7.0878182 8.5331131 11.072720
28 6.4405958 7.1691793 8.5738251 11.021558
29 6.5375355 7.2502310 8.61722%4 10.981017
30 6.6331381 7.3309170 8.6625333 10.849705
31 6.7274528 7.4111930 8.7106049 10.926452
32 6.8205261 7.4910241 8.7599623 10.910266
33 6.9124023 7.5703833 8.81074648 10.900305
34 7.003123¢ 7.64924%94 8.8628062 10.895844
35 7.0927298 T7.7276475 8.9159090 10.896263
36 7.1812587 7.8054455 £.96689197 10.901022
37 7.2687454 7.8827556 9,0247052 10.905%655
38 7.3552271 7.9555327 9.030149% 10.921752
3% 7.4407331 8.0357741 9.1361528 10.936957
40 7.5252955 8.111478% 9.1926256 10.954985
41 7.6089435 8.1866478 9.2494908 10.975468
42 7.6917052 8.261282% 9.3066804 140.998251
3 7.7736073 8.3353874 9.3041343 11.02208¢6
4 7.8546750 8.048%9653 9.4218000 11.049777
45 7.9349327 8.4820213 9.4796304 11.078153
G ©8.0144035 8.5545607 9.5375841 11.3108957
47 8.0931094 8.6265892 9.5856244 11.139351
48 8.1710717 8.698112¢9 89.6537189 11.171908
49 §.2483104 8.7691382 9.7118385 11.20:5516
50 §.3248449 8.83%96720 9.76%9578 11.240372
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Table AP-V : Values of Nmpr) {continued)

m 5 = § 7 8
P

5 2102.3544 - - -

6 398.28563 8999.5604 - -

7 174.53673 1435.5827 38236.779 - ,

8 102.91233 550.32429 . 5264.9805 161461.47

9 70.867697 1 291.43159 1792.5214 19552.206
10 53.636458 183.70287 860.66613 5984.,7415
11 43,221713 129.09479 499 .58665 2626.7294
12 36.397896 97.654760 327.19911 - 1411.8412
13 31.656067 77.869091 "232.87672 865.00224
14 28.210889 64.574614 176 .0548% 580.69030
15 25.619289 55.182920 129.28851 416.88964
16 23.614981 48.281689 114.15301 314.9849%¢
17 22.029565 43.047217 96.203858 247 .69855
18 20.751990 38.972527 82.926624 201,11392
19 19.706414 35.731426 72.816049 167.59491
20 18.839470 33.106073 64.927862 142.6%9602
21 18.112641 30.946312 58.645964 123.69924
22 17.497498 29.145784 53.554692 108.87271
23 16.972648 27.627345 49,365398 97.073311
24 16.,.521712 26.333870 45,.872543 87.523269
25 16.131%61 25.222272 42,926505 79.679145
26 15.793363 24.259519 40,416223 73.1522%6
27 15.497913 23.419916 38.257813 67.658992
28 15.239157 22.683208 36.386929 62.,988249
29 15.011834 122.033240 34,.753512 58.980572
30 14.811617 21.456984 33.318124 55.513588
31 14,634920 20.943833 32.049334 52.492136
32 14.478744 20.485070 30.921827 49.841302
33 14.340564 20.073475 29.915018 47.501453
34 14.218244 19.703018 29.,012018 45.424631
35 14,109959% 19.368630 28.198859 43.571803
36 14.014148 19.066020 27.463899 41.911387
37 13.929463 18.791535 26.797367 40.416764
38 13.854738 18.542048 26.191010 39.066148
39 13.788959 18.314864 25,637816 37.841211
40 13.731238 18.107655 25.131780 36.726506
41 13.68079%¢ 17.918395 24.667782 35.,708935
42 13.636950 17.745316 24.241344 34,777329
43 13.599093 17.58687¢ 23.848620 33.922115
44 13.566688 17.441691 23.486247 33.135045
45 13.539257 17.308577 23.151285 32.408983
46 13.516373 17.1864690 22.841152 31.737722
47 13.497654 17.0743%0 22.553569 31.115847
48 13.482758 16.971523 22.286524 30.538611
49 13.471377 16.87710% 22.038227 30.001839
50 13.463232 16.790445 21.807086

29.501845
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APPENDIX VI

The Normal Component of the Incident Magnetic

Field on the Sunlit Side of the Moon

Our aim is first to express the normal component of
the incident magnetic field on the sunlit side in a
Fourier series of the ¢ coordinate and then to truncate
this series according to a criterion which permits us to
estimate the resulting error.

From Equation (2.2.1), we can express this component
as follows:

ﬁ'gr = [Ho(sinesin¢cosw - cosbsiny)

i(%fRMcosa + asing)
+ HOX51necos¢]e
where
o = kLRM31n6

If we use the following identities (see, for ex-

ample, Morse et al, p. 620)

ela31n¢ = 3 elm¢ Jm(a)

m:—Qﬂ

We can rewrite the above expression as follows:

> s ' 1k//RMCOS8
H-ar =H { % am005m¢+ T bm51nn@)e
© m=0,2,4." m=1,3,5."
: ik, ,R cosi
+ HOX( T c., cosmp + by d sinmd)e /M
m=1,3.5., m=2,4,6..
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where
“m
a, = -1bm = 1cosecosw§—[qn+l(a)—ﬂn_l(a)]
—emcosecosqu(a)
Cp =714, = sino[J _;(a) + J_, ;5 (a)]

and €n is the Neumann factor [see Eguation (2.4.1)].

The following rules were used to truncate this series:
1. The terms characterized by m = 1 are.always |
kept and if H, # 0, the termm = 0 is also kept.
. 2. \At a given frequency, we keep all thé tefms

in the summation specified by a value of m such that
T E . ‘.

-

Xm—l

where
ELRM

X = 3 | .

It should be pointed out that in this work the
parameters of the scurce were restricted to the following
values; "sz 2 200 km/sec and Y 2 60°, Moréover, Since
the frequencies of interest are smaller than 0.04 Hz we ob-

tain X £ 1.9 = y. This value of y insures that the maximum

value of m that can be kept in the summation is m = 8§,
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and also that if an harmonic specified by m (m > 1) is
kept then the harmonic specified by m-1 is also kept.

Our driterion also permits us to establish an upper
bound of a few percent on the relative mean square error
resulting from the truncation. 1In order to show this,
we first establish two useful inequalities:

1. Let M be the smallest value of m (9 2 m 2 2)

for which

XM—l

e < 00
Then
X < _
T 0.235 = ¢
Thig result is established by evaluating
' M-1
(0.01 (M-1) 171/ WMD)

M for M = 2 to 9. We find that the
maximum value of this quantity is reached for M = 9 and
is given by the value of ¢ above.

2. From an inequality satisfied by cylindrical Bes-

sel function {(see Watson, 1966, p. 1l6) we have

-1 2
{(a/2)™ a”/4m
Ip-1 (&) = —=177e

If ¢ = 2Xsin® and m = M + n {(where M and X are defined
above), we obtain

XM-l n g

<& = n
Ty fed = m=yT © °© | 0.016 <

If we assume that H, = 0 and used the above inequalities,
the relative root mean square error can be bounded as fol-

lows:
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4 @ 1/2 o -

L1z (c?+a?)] [T {J . (a) ’()'}]1/2
3 A{c_+ -o= 1 la)+J o
sing ~ _y M oTm mem 1 m+1
< 0.016[ £ . n n+2. 2 /2 ase?)
T hasee e T = 00016 T 7T72
= 0.017

So the truncation involves a relative error generally less
than 2%. The same result can be obtained when Hox # 0.

- The above criteria were also used to truncate the repre-
sentation of the field inside the moon and in the cylindrical void.
The truncation errors in our calculation were of the same order as those
derived aboﬁe. A typical result is illustrated in Figure AP-VI.
This is a plot of tE? absolu§§ value of the partial fiel@
associated with each harmonic (; = 1 - 6) of the norméi
component of the polqidal H magnetic field at the lunar
surféce. The parameters of the source are HO = 0, H = 1,

(034
v = 60°, V = 300 km/sec and the frequency is 0.04 Hz.’

SW
In this case, our criteria require that only the harmonic
m=1 to 6 5e kept in the summation. Actuai calculation of
the term m = 7 reveals that its inclusion would modify
the total field by no more than 0.5%.
For given parameters of the source, the number of

harmonics kept in our representation will depend on the

frequency; An example of this is shown in Table aP-VI,
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where the source used was the same as the one discussed above,

Table AP-VI

Fourier Harmonic

Freguency {Hertz) Number of Harmonics
0.0002 1
0.0005 2
0.005 3
0.02 4
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M=3

Figure AP-VI

180
690

Absolute valie of the partial field associated with each Fourier

NMarmonic of the fadial component. of the magnetic field vs. Polar

Angle, for m=1, 6.
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