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1.0 INTRODUCTION

The baseline communications link for the Space Shuttle involves two way transmission of
digital information via a relay satellite system. These links as presently planned appear
to be marginal. The purpose of this study was to evaluate the feasibility of using data

compression to improve link efficiency as an alternative to increased transmitter power,
reducing receiver noise figures, increasing antenna gain through more stringent Orbiter

attitude constrains, ete.

Delco Electronics has evolved a method of encoding digital data which permits low band-
width encoding as well as a unique system of adaptive run length encoding. The purpose
of this study was to evaluate the effectivity of these techniques for the air-to-ground link
and for the bandwidth-limited ground-to-ground data link used for the Orbiter downlink data,

2.0 SYNOPSIS OF TASKS

2.1 TASK 3.2.1 REDUNDANCY REMOVAL, ORBITER-TO-GROUND LINK

2.1.1 Purpose and Scope

The purpose of this task is to establish the feasibility of improving the overall link perfor-
mance by using data compre-ssion to reduce the transmitted bit rate. Conventional methods
for data compression require that a substantial number of overhead bits be added to the
transmitted data; for time division multiplexed telemetry data, the overhead management
is such that negative throughput gains are frequently produced. The Delco system provides
an overhead management technique which assures that all overhead bits added to the trans-
mitted data result in a net decrease in the quantity of bits transmitted,

The baseband Delco data, however, is not conventional in character; the baseband signal

is a two-voltage, digital waveform composed of transitions between voltage levels in incre-
ments of 1.5 to 4.5 bit times in one-half bit intervals. Within this family of pulses, there
exist several which are not used to encode serial digital source data. These "unique
characters' are then used to signal both the existence of and the quantity of redundancy,

To evaluate the effectivity of the data compression system it is necessary to deterrnme

the performance of the Delco data in noigy channels.

R75-34
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The primary thrust of this task is, therefore:

° Compare the bit error rate versus signal-to-noise ratio of the Delco
system with that of a well known modulation technique to determine
the compression required

. Determine the throughput obtainable after compression as a function
of redundancy content

) Estimate the redundancy content of the downlink telemetry data

. Compare the compression ratio required with the throughput obtain-
able to determine feagibility

] Generate a preliminary mechanization incorporating the compression
system in the air-to-ground link,

2.1,2 Significant Results Obtained

2.1.2,1 Bit Error Rate Comparison

In order to compare the Delco system with (optimum) systems employing conventional
modulation techniques, optimum Delco Level I systems have been identified and an analysis
of their performance carried out. This subtask has been accomplished and is reported .

in Appendix B. The study has been restricted to baseband systems, but comparisons among
baseband systems generally carry over to the corresponding modulation systems, (See Ref-
erence 1 of Appendix‘ B.) Optimum Level I systems have been identified and studied for

both the usual Level I application in which there is a bandwidth constraint and for appli-
cations that have no significant bandwidth restrictions. These systems are not truly
optimum in the sense that their performance can be improved by utilizing sequential de-
coding techniques due to the correlation in the Level 1 bit.streams. However, sequential
detection of Level I has not been attempted in the laboratory, and its analysis was considered
outside the scope of the study. Sequential detection of Level I will improve the error per-

formance at the cost of some increase in hardware complexity.

The basic results of the study are shown in a simplified form in Table 1. For more

detailed results and discussion, see Figure 23 and Section 4,4 of Appendix B.

MODULATION TECHNIQUE SNR TO ACHIEVE A 10~ % BER
Conventional 8.4 dB
Conventional with Coding Gain 3.8 dB
Level I 11.7 dB
Level I (Bandwidth Restricted) 13.5 dB

Table 1. Bit Error Rate Comparison
R75~-34 2
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The signal-to-noise ratio (SNR) is defined to be the ratio of the received signal power to

the noise power in a bandwidth equal to the information rate. The entry labeled ""Conven-
tional with Coding Gain" is extracted from the article by Batson and Moorehead (''A Digital
Communications System for Manned Spaceflight Application," B, H, Batson and R. W, Moore-
head) in which a 4.6 dB reduction in required signal-to-noise ratio is shown with the use

of convolutional encoding and Viterbi decoding.

Table 2 shows the reduction in signal-to-noise ratio requirements that would be realized
through the use of Level II and Level III as a function of the compression ratio obtained.

Compression Ratio 1.1 2.1:1 6.2:1 12.3:1

Required SNR (before 11,7dB | 8.4dB | 3.8 dB 0.8 dB
compression to achieve
11.7 dB SNR after compression)

Table 2. SNR to Achieve 10~ BER Versus Compression Ratio

This table has been constructed from the equation (SNR reduction) = 10 log (compression
ratio) and, of course, is valid regardless of the means used to obtain the compression
and thus reduce the data rate. The entries were chosen to show that a compression of
2.1:1 suffices to bring Level I up to the performance of the conventional system; a com-
pression of 6.2:1 achieves the error rate of the conventional system with convolutional-
Viterbi; and a compression of 12, 3:1 reduces the SNR requirements to 3 dB below those

of coded conventional.

2.1.2.2 Throughput Improvement

The compression system considered is one in which the sampled signal value is sent during
selected master PCM frames or when the signal values differ from a previous sample by

a predetermined amount. When a signal or string of signals are not sufficiently different
from previously transmitted values, uniquely coded waveforms are substituted for these \
signals. These waveforms occupy significantly less space‘ in the communications channel
and permit a throughput improvement. Buffering of the information to be transmitted
provides for the generation of a constant bit rate PCM serial output, which carries all in-
formation contained in the original PCM data, but at a much lower bit rate. The reduc-
tion in bit rate achievable is related to the redundancy contained in the source data and to

the overhead required to identify the data channels which were not sent in original signal form.

R75-34 3
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This system generates no overhead during nonredundant periods and from 4 to 23 bitg for
redundant strings of from 1 to 256 data channels, The compression produced varies from
1:1 for zero redundancy to over 90:1 for string lengths of approximately 250. The system
adaptively selects the preferred method for encoding the output PCM data — for nonredundant
channels, the data are encoded in Level I; for redundant strings of up to eight bits, the data
are encoded by Level II; for strings of nine bits or more, the data are encoded by Level IIT
coding. The mode of operation selected is easily detected by the receiving system due to

the difference in the use of the unique characters used to encode the redundancy.

The differences between the encoding levels can be seen from examination of Figures 1
through 4. The rules for encoding data in Level T are portrayed in Figure 1. In this
mode of operation, the unique character is used to encode three consecutive encoded
zeros; this eliminates the possibility of generating large, low frequency components in
the baseband Level I signal. When the unique character is used for this purpose, it is
injected as near the preceeding transition as is permitted by the encoding rules. It is
never delayed from this position when used to encode data by Level L

Figure 2 illustrates how this character is delayed to produce Levels II and III; the two
following figures are examples of that encoding. The Level III mode of operation is indi-
cated by two sequential, unique characters, each with a one bit injection delay, The run
length counter is a binary count of the run length, transmitted most significant bit first.
The counter value is always followed by a bit controlled to a logic ONE state and a delayed
unique character. This arrangement clearly indicates the presence of Level III encoding,

and the counter length is indicated by the terminator coding,

Figure 5 illustrates the relationship between string length and overhead and the achieve-

able compression.

2.1.2.3 Downlink Redundancy Content

In order to arrive at an achievable throughput improvement for Orbiter data, a sample
PCM format was constructed using selected Titan data signals in expanded quantities,

A 360~-word format was synthesized to establish the serial stringing produced by the re-
dundancy contained in the sampled signal values. This format is contained in Appendix A.

R75-34 4
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Data Encodin
All ONEs 1111111111111
| | | Transitions Each Two Bit Times

on Alternate Bit Cell Edges

Alternate ijollefte 10 10 10

ONE-ZERD U T 1__.  Transitions ach Two Bit Times
an Alternate Bit Cell Centers

Alternate 0i119/1{01 01 61 010

ZERO-ONE .

Random 10701l t0D 00 10 11

t
Data __J L L __] L_ _Narrowest Transition Interval of
1-1/2 Bit Times Produced on 10 11 Data
Minimum 101 i
Width Pulse __J' Encoding 1011 Forms Pulse of 1-1/2 Bit Times,
Always Consisting of Mid-Edge Transistion Sequence

11-1/2 Bit Time Pulse Formed by Edge-Mid Transition, this Pulse is Used

Unique L] (o Code Three Consecutive Zeros ,and When Delayed May be Used for
Character Other Additional Predefined Functions
Maximum Lrfojoi1o
Width Pulse Li Interval Belween Data Transitions
With dc Reduction — Does Not Allow Insertion of Unique Character
1|11030|0|1]0
3 Zeros Unique Character Insertion Requires Three Conseculive Uncaded ZERQs
| i Decoder Recognizes UniguelCharacter by Detection of Edge-Mid Transition
in Adjacent Bit Calls.
Figure 1. Level I Encoding
Reterence
Transition®

l ._sr":__-_J Unigue Character {UC) Inserted at First Possible Point
Encades Three ZERQs

e Unigue Characler Inserted One it Delayed From Reference Transition
Signais One Redundani Data Block. Multipte Data Blocks
{For Example, Six} are Encoded by Cascaded Unique Characters
Appropriately Delayed; 2- Defay Flag + 3- Defay Flag + 1-Delay Flag
= 6 Redundant Dala Blocks.

| __F"L__I“:___ Two Conseculive 1-Delay Flags Signal Auxilary Information,
This Conditian is Not Used for Redundant Word Coding of
Two Data Blocks as That is Signaltled by a Single 2- Detay Flag

Figure 2. Basis for Level II and III Systems
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Reference
Transition

LT LT LT one Redundant Channel; 4 Bits Overhead: 4 Bits Saved

LT 1] I TV _477 Five Redundant Channels; 11 Bits Qverhead: 29 Bits Saved

L_l |._| B --.'L_.:r----“ -.L_." ------ —L-J—__ Eight Redundant Channets; 17 Bits Overhead;
47 Bits Saved .
NOTE 1. Bits Saved are Based on 8-Bit PCM Data
NOTE 2. Reference Transition is First Transilion
in Word Preceeding Redundant Channels;
Remainder Sent Following Redundant Ward Coding
Figure 3. Level II Encoding
Source Encoding of Data That Includes Short and Long Redundant Data Strings
LEVEL 1 '
Reference T : .
o LEVEL 11 MS8 LS8
Trans:tlon ,__: L ) | | »
R N ORI VA Y ey PO B NN A SO R SN Bt
e — \ v 7\ v I\ /
One Redundant Block 1 Delay + 1 Delay = Run Length Run Length
Start of Run-Length ~ Codeof  Terminator,
Code 1101
® Mode of Operation is Adaptively Seiected, For Run Lengths of 7 or
tess Level |1 is Used, For Runs of Over 8 Level 1] is Used.
* Run Length Coded MSB First; Number of Bits |
Used is Variable and Dependent on Redundancy
Present. MSB is Always 2 One and | mmediately
Follows Start Code,
Figure 4. Level III Encoding
6
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These signals were examined during the boost and coast phases, the signal activity during
the coast period was selected as being most representative of Orbiter on-orbit data condi-
tions where the weak link conditions exist. During this period the signals are highly redun-
dant, and fewer than two data channels require transmission out of each frame of data. A
throughput advantage of over 100:1 is suggested; however, periodic signal updates, synch-
ronization codes, and a reasonable safety factor reduce this factor significantly. A more
reasonable design goal is 10 to 20:1, which permits a greater variation to exist due to signal
anomalies without overloading the compression system. The redundancy present in the
boost phase, where maximum signal activity exists, permits compression of approximately
10:1., The string length analysis for those flight phases are also contained in Appendix A.

2.1,2.4 Feasibility

The results of Section 2.1,2,1 above show that if Levels I, T, and III can develop a com-
pression of 10:1 or better, the signal-to-noise requirements will be reduced substantially
compared with a conventional system using convolutional encoding — Viterbi decoding.
Section 2.1.2, 3 conservatively estimates that compression ratios of 10 to 20:1 are achieve-
able with the downlink data. It is therefore concluded that not only is the appiication of '
Delco's source encoding techniques to the Orbiter-to-ground communications links feasible,
but that the use of Levelg I, I, and IIT proﬁde a sufficient reduction in transmitted bit rate

so as to negate the requirement for channel encoding.

2.1.2.5 Mechanization

A generalized data compression system is shown in Figures 6 and 7. This system
accumulates data from the existing PCM Master Unit (PCMMU). Each data channel is
compargd with its previous value, and channels which contain new information are tagged
for transmission, The buffered data are searched for these tags in an order identical to
the original PCM format. All channels tagged are included in the output data stream. It is
apparent that a variable word/frame rate exists for the output data. The variable word/
frame rate is restored by buffering in the ground system for data playback in conventional
data systems, if required.

R75-34 8
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2.1,3 Conclusions

The telemetry portion of the Orbiter air/ground link can be compressed sufficiently to pro-
vide a significant increase in channel performance. The voice portion of the data link must
be similarly compressed in order to achieve the desired performance increase. It is

understood that NASA has separately contracted for a study concerned with voice compression.

2.1.4 Recommended Action

It is recommended that followon studies be initiated to permit an evaluation of the per-
formance of Level I when combined with spread spectrum,. It is anticipated that the longer
transition intervals guaranteed by the Level I data will produce meaningful processing gains

and enhance synchronization techniques.

2.2 TASK 3.2.2 REDUNDANCY REMOVAL FOR ORBITER GROUND-TO-GROUND LINK

2.2.1 Purpose and Scope

The purpose of this primary task is to determine the potential for using data compression
techniques to provide improved ground link data throughput and to consider methods for
improving the integrity of the transmitted data signal through the use of Delco three-phase
encoding. Unlike the air-to-ground data link, these channels are bandwidth limited, and
data compression is desirable to decrease the cost of multiple, wideband data links, which
would be necessary to convey the uncompressed source data. In order to accomplish the
intent of this task, the following items were accomplished:
e Bit error rate studies to compare Delco encoding with conventional methods
¢ Estimate the redundancy content of Orbiter PCM data
e Determine achievable throughput using data compression
e Evaluate the compatibility of Delco encoding techniques with channel
encoding and decoding
¢ Cenerate a preliminary mechanization that illustrates the method of incor-
poration of selected techniques.

2.2.2 Significant Results Obtained

2.2.2.1 Bit Error Rate Studies

R75-34 11
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2.2.2.1,1 Level I in Bandwidth Limited Applications

Section 2 of Appendix B is devoted to the definition and analysis of an optimum Level I
system for bandwidth limited applications. The optimum system identified is very

similar to the Delco laboratory system. The two systems differ, at most, by nonessential
differences in the transmitting and receiving filters. This is an important fact. The
optimum Level I system transmits data at the Nyquist rate; that is, at a rate which is twice
the bandwidth of the channel, The laboratory system also achieves transmission at the
Nyquist rate utilizing simple, low cost hardware. Most systems operating over band-
width-limited channels operate at only one-half to two-thirds the Nyquist rate in order to
reduce complexity and simplify the hardware requirements. Delco's Level I achieves full
Nyquist rate transmission without significant reduction in error performance.

Table 1 illustrated the basic results. Level I in bandwidth-restricted applications has only
1.8 dB less margin over noise than fully expanded Level I. The results of Table 2 may,
therefore, be adapted to bandwidth-restricted Level I by adding 1.8 dB to each of the signal-

to-noige ratio entries there.

2.2.2.1.2 Delco Elecironics 3~-Phase Versus Conventional 4-Phase Differential
Phase Modulation

An analytical expression was developed for phase error probability as a function of signal-
to-noise ratio for L-phase differential phase modulation (DPM) and evaluated numerically
for biphase, 3-phase, and 4-phase modulation at signal-to-noise ratios ranging from 0 to
15 dB. Subsequently, the effectiveness of Delco Electronics 3-phase versus conventional
4-phase DPM was determined, (Refer to Appendix C.)

The results indicate that, for example, at a SNR of 10 dB, the probability of a phase error
in 3-phase modulation is down by a factor of ten from that of 4-phase. As SNR increases,
this factor increases, and the advantages of 3-phase modulation become more prominent,
Translating phase error rate into bit error rate, our results for conventional 4-phase
modulation show that a single phase error produces on the average 1 bit error; for Delco's
3-phase modulatioﬁ, a phase error produces on the average approximately 1-1/2 bit errors.
Comparing the two techniques at 10 dB, the 3-~phase modulation bit-error rate is down by

a factor of about seven from that of 4-phase modulation.

R75=-34 12
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2.2.2,1.8 Compatibility of Convolutional and Level I Encoding

A study was conducted to determine if a convoluted code could be encoded in Level I
without impairing the error correcting effectiveness of Viterbi decoding. Rate one-half

convolutional encoding of random socurce data was used for the investigation,

Two digital computer programs were employed in error-correcting simulations, (Refer
to Appendix D, Section 5.) The first permits rate one-half convolutional encoding, error
injection, and Viterbi decoding. The second incorporates rate one-half convolutional en-
coding followed by Level I encoding, error injection, Level -I decoding (using the Viterbi

decoding algorithm), and Viterbi decoding. '

Simulations were made with a source data sequence of 4,500 random bits. Error rates
were established which were high enough to result in errors in the decoded sequence.
For random source data, Level I encoding leads effectively to a bandwidth expansion by
a factor of two., Taking this into account through the expression for the probability of a
channel error in terms of bandwidth, the results showed that the error correcting ability
of Viterbi decoding is not decreased at high error rates. Below an error rate of about
30%, the error correcting ability of Viterbi decoding is, however, degraded through the
introduction of Level I,
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2.2.2,2 Redundancy Estimate

. 2.2,.2.2.1 Priority Transmission — Uncompreased Air/Ground Link

In the event that compression is not used for the downlink, priority transmission can
provide for the real time transmission of vital data followed by nonreal time transmission

of less critical and/or redundant information.

Critical data consists of out-of-limits signals, changes in the state of discrete signals, and
samples of signals selected for consumables management and other monitoring tasks. The
percentage of signals of real time interest is very small — it has been estimated that a
maximum of 5% of the total monitored signals will display out-of-limits conditions for
Orbiter malfunctions, and these will persist only until redundant Orbiter systems are
placed on-line to éorrect the abnormal condition. This percentage will result in approx-
imately 800 words per second which are candidates for transmission; further processing

to remove the rédundanéy in these signals will reduce the candidates significantly such that
they can easily be accommodated by a conventional 4.8 kb/s telephone transmission link.
Appendix A contains the results of the redundancy reduetion achieved for telemetered data
signals, and it is reasonable to assume that out-of-limits channels will exhibit the same
average change history as in-limits signals. Nonreal time transmigsion of the accumu-
lated flight data is accomplished using a +1, "one" bit change criteria, which according to
the data in Appendix A, permits transmission of the entire data set well before the next

orbital pass,

2.2.2.2.2 Priority Transmission — Compressed Air/Ground Link

When compression is used in the downlink system, the degree of redundancy eliminated will
necessarily be less than that which can safely be used in the ground link. Data eliminated
from the downlink is generally not recoverable for post-test usage, which is not true of

the ground link system. All data received from the downlink can be recorded for later

use, which permits greater latitude in the ground compression system, This permits using
redundancy detection with wider apertures and heavier filtering than would be prudent for
the downlink case. As in the uncompres sed downlink case, limit detectors and discrete
processors provide for real time transmission of critical data and nonreal time, which are

compatible with standard telephone data transmission techniques.

R75-34 14
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2.2.3 Mechanization

The processing subsystem selected is one which has sufficient ‘sl‘aeed to assure evaluation
of the full 16k words/second contained in the uncompressed downlink. data. These pro-
cegsors are of the type produced by Delco for several military programs including the
TDMG and SSTC equipments, and are identical to those proposed for the processor option
for the Space Shuttle PCMMU. (Reference Delco proposzl P74-2-6-1,) The functional

mechanization for the ground-based compressor system is shown in Figure 8.

RECEIVING SYNCHRONIZATION DATA
SYSTEM 7 SUBSYSTEM PROCESSOR
[ B
ID DATA
RECORDER TRANSMISSION
SYSTEMS BUFFER
® BIT SYNC
CONTROL
® FORMAT SYNC
LOGIC
® HIGH SPEED
MICROPROCESSORS
Yy V¥
MODEM

BUFFER MEMORY FOR:
® OUT-OF-LIMITS DATA
@ CHANGED DISCRETES
® SELECTED DATA

Figure 8, Ground Based Data Compressor Basic Mechanization
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2.2.4 CONCLUSIONS

The ability to store real time data at the receiving terminals for delayed transmission
significantly reduces the real time throughput requirement ‘if‘ sufficient signal processing

is provided to extract signals of immediate interest. High speed telemetry data preproc-
essors exist for this purpose; those proposed for the PCMMU preprocessors are examples
of proven techniques., Use of these preprocessors for selection of out-of-limits channels,
changes in discrete signals, and other signals of interest provides for a very low real time
throughput requirement. For this application, the throughput rate necessary to support

the program ca.n’be accomplished without the use of Level I or Delco 3-phase DPSK. These
encoding systems have been shown to possess very desirable characteristics for telephone
data transmission; however, completely adequate transmission rates can be provided for
compressed data using conventional 4-phase DPSK and commercially available data MODEMS.

2.2.5 RECOMMENDATIONS

In view of the vital role played by the telemetry data preprocessdrs in the ground data link,
it is recommended that a study be undertaken to prepare a detailed specification for the

ground-based telemetry preprocessor unit.

R75-34 : 16
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APPENDIX A

SAMPLE PCM FORMAT
USING SELECTED TITAN IIIC DATA SIGNALS

1,0 INTRODUCTION

The results of the analysis performed to determine the expected redundancy content of

the Orbiter link are summarized herein, Actual Titan ITIC flight data was subjected to

the data compression technique of determining the percent of data that exceeded programm-
able apertures. As a result of this analysis, additional methods and mechanization modif-

ications were identified and investigated, the results of which are also included herein.

2.0 APPROACH R

Actual Titan ITIC telemetry data, selected from the 30 May 1974 launch, was used for
the redundancy assessment tests via a Sigma 7 computer simulation, The basis for

selection of the 33 vehicle and guidance analog measurements, provided in Table 1, was

to provide:
. Similarity to envisioned type of orbiter data
® A mixture of sampling rates ‘
. A mixture of quiescent and highly active signals
. Signal signatures that are dependenf upon envirenmental conditions.

The types of data utilized consisted of power supplies, discretes, steering/actuator func-
tions, temperatures, pressures, accelerations, vehicle rate, and IGS bus voltages and
currents. All measurement data types were subjected to the data compression techniques
over 30 to 50 seconds of the following four desired environmental periods: (1) quiescent
prelaunch (Ig), (2) maximum dynamic pressure, (3) maximum thrust (approximately 4. 5g),
and (4) coast.

The Sigma 7 computer program simulated the redundancy reduction technique of only trans-
mitting data values when a programmed allowable aperture was exceeded, Upon exceeding
the allowable aperture, an updated tolerance, with the transmitted data value equal to the

new nominal, was derived and used for subsequent transmission tests. Various reasonable
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SAMPLE RATE
SIGNAL TYPE PER SECCND
Roll, Pitch, Yaw Rate Gyro Cutputs 400
Pitch, Yaw Lateral Accelerometer Outputs 400
IGS Voltage and Current . 20
SA 1, 2, and 3 Thrust Chamber Pressures ' 400
IL 1, 2, and 3 Current Ladder Outputs ' 100
EL 1 and 2 Voltage Ladder Outputs 100
BL 2 Sequence System Discretes 100
BL 6 and 7 ACS Nozzle Discretes . 100
Guidance Truss (MGC) Temperature 100
Guidance Truss (IMU) Temperature 20
Four ACS Nozzle Pressures 200
X, Y, Z Payload Accelerometers 400
IMU Infernal Temperature 20
IMU ~15 Vdc Unregulated 20
IMU +15 Vdec Regulated 20
IMU 28 Vac, 0 Phase 20
MGC -6 Vde | 20
TPS Bus Current - 800

Table 1. Signals Tested for Redundancy

magnitudes were evaluated to aid in determining the minimum bit rate required to support
the transmission of orbiter data.

3.0 DISCUSSION

The results of subjecting the actual Titan ITIC flight data to the data compression techhique
of determining percent of data that exceeded programmable apertures is provided in
Tables 2 through 7. The Sigma 7 computer output was grouped into the categories listed
on each of the tables. The group average percent per flight period is summarized for each
aperture tested.

Note: Tables 2 through 13 and Figures 1 and 2 appear at the end of this appendix,
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The differences in signal signatures is evident in comparing the summarized group
averages of active signals, provided in Tables 2 and 3, with those of very quiescent
signals, provided in Tables 6 and 7. Hardeopy chart recordings of each of the signals
were made to aid in the Sigma 7 program checkout, and an example of some of the active

signals during the maximum dynamic pressure period is provided in Figure 1,

Examination of the results initially tabulated illustrated that several signals exceeded the
* 1 bit aperture for a significant percentage of the time, while the actual signal only ex~
ceeded & 1 bit less than 2% of the time. This was due to the fact that the 1nitially stored
signal value was at a peak value rather than the true nominal value. This problemwas
alleviated by programming additional initialization criteria, where the nominal for the

first aperture was derived from the average of the samples contained in the first record.

The importance of electrically terminating defunct signals when incorporating a data com-
pression scheme such as that tested was clearly illustrated in several of the 33 signals;
these signals are footnoted on the tables by an asterisk. These conditions occurred during
the parking orbit coast phase with detached Stage I signals, including a vehicle roll rate
gyro and a thrust chamber pressure. The variatidns exceeded the allowable + 3 counts

99, 8% of the time for one signal and 75% of the time for the other signal. Obviously,
conditions like these would severely defeat data compression objectives.

The total percentage of all 33 signals exceeding the tested apertures per flight phase was

as follows.

+1 Bit t 2 Bits t 3 Bits t 5 Bits
Prelaunch 8.8 6.6 5.5 4,0
Maximum Q 24,1 18.2 16.3 12.1
Maximum Thrust 14.5 7.3 - 4.5 2.2
Coast* 16.1 10.3 10,2 10,0

Coast 5.7 - 0.3 0.2 0.1

* Includes percentages of noisy defunct signals,

Ag is apparent when revieWing the group average percentages per flight phase for each of
the categorized six groups, primary emphasis should be placed on the most active gsignals,
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which are summarized in Tables 2 and 3. Thus, additional logic was defined and imple-
mented in the Sigma 7 simulation to define exceeding a programmable aperture only when
this occurred for a programmable number of consecutive samples. Tables 8 and 9 contain
the results of the following three tests: (1) greater than 1 bit for two consecutive samples,
(2) greater than 2 bits for two consecutive samples, and (3) greater than 1 bit for three con~
secutive samples. Direct comparison can be made between Tables 2 and 8 and between
Tables 3 and 9. The average percentage of the four groups of active IGS data exceeding
the & 1 bit aperture (Table 2) was 48% compared with 22% of the same data exceeding the

+ 1 bit for two consecutive samples (Table 8). Likewise, the reduction for the + 2 bit

is 27% compared with 9%. The percentage of data exceeding the greater than 1 bit fqr
three consecutive samples is comparable to that of the greater than 2 bit for two consec-
utive samples. Similar reductions are apparent for the active airframe measurements,
where 48% and 38% (Table 3) are reduced to 22% and 18% (Table 9) for the +1 and 12 bit
cases, respectively,

The significant advantages of incorporating the consecutive sample logic is further sup-
ported by the fact that the noise outputs of the defunct signals during coast (footnoted by

an asterisk) are suppressed. Although the * 5 bit aperture without consecutive logic would
provide a similar data compression ratio as the & 2 bit with consecutive logic, important
signal characteristics could be obscured if the signal sensitivities were optimally defined.

Mean and standard deviations of the time between aperture excursions were also computed
for all 33 signals. However, the usefulness of the statistical outputs was very limited.
Significance of the mean tests were only satisfied for the very active IGS and airframe

" measurements. These statistics for the active IGS measurements are provided in Table
10. When no aperture excursgions were recogm'zed,' the mean is equal to the sample size,
and the standard deviation is zero. Also, the mean has been rounded and the standard
deviation truncated.

4,0 ADDITIONAL INVESTIGATIONS

The average string length of zeros, documented herein, was calculated to determine a
compression ratio that would be realized from a data set equal to the 33 signals tested
at the Titan HIC telemetry sampling rates.
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The format of the repeatable block of 353 samples

1 33
=5 L (SPS;)
[20 i=1 i i‘

is provided in Table 11. The percentage of data transmitted was that resulting from ex-
ceeding the recommended greater than 2 bits for two consecutive samples data compression

aperture,

A very large compression ratio would be realized during coast since the only data exceed-
ing aperture was 23% and 6% of two 20 S/s signals, 1% of two 100 S/s signals, and 1% of
one 200 S/s signal. With these very few aperture excursions, one sample of one signal
would be transmitted only 49% of the time. Thus, for the worst case, 51% of the time

the string length of zeros would be the total block of 360 words. With random distribution,
the average string length during coast for the 360-word block would be appi'oximately 340
words, which would yield a compression ratio of 100:1, - '

To determine the achieveable compression for more active periods, the percentage of data
exceeding the subjeci aperture during the period of maximum dynamic pressure (max. Q)
was obtained. An illustration of the transmitted data in the 360-word format is provided

in Table 12. The calculations of the average string length during maximum Q are tabulated
in Table 13, and the result is plott_ed in Figure 2. As illustrated, the average string
length leveled out at 18,85 after a sample size greater than 80. This average string length

would result in an average compression ratio of 10:1.

5.0. CONCLUSION

Dependent upon the degree of data compression desired, either the greater than 1 bit or
greater than 2 bits for two consecutive samples should be implemented in the transmission
of Orbiter data. The greater than 2 bits for two consecutive samples data compression
technique is recommended to provide the most meaningful data at a highly desirable com-
pression ratio. Ratioing these resulting percentages of the data compression technique
selected by the number, type, and sample rate of measurements planned for Orbiter data
will determine the predicted data eompression and required bit rate for transmission of

Orbiter data.
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| NAME NLUVBES +7= 1 51T s/ 2 BITS | 4/% 3 BITS o/e B BITS
FREL #UMTH 233 1180; 603 148 4 245 107 7/ 17.7 48 / %40 14/ Pa3
Lo Maateut Q0 1003 28C /7 2749 181 7/ 1%.0 g5 / R85 23/ Pen
"ﬂgﬁ vaxs TeFUST IGS Volts 484 125 7 258 53 /1140 8 / 1.7 8/ 17
o) CyeeT 440 100 7 22+7 54 / 1243 23 /4 Ba2 13 / 2.9
.‘-%.ﬁa FRE| AUNCH 20 1181; 603 . 447 4 Tued 421 s 6948 372 7/ 61.7 %”1 / 3147
&~ MAYTVMUM Q 1003 A52 / D49 907 / 904 763 /4 The1 2l / 32.2
Sﬁ, vixe Teeusy LGS Current 484 443 7 915 364/ 752 274 / BBk 215 /. 4hath
ﬁ% Cuas” 443 267 4 607 191 / 4344 138 / 3le4 120 7 2740
@ .
£ PREL AUNCH 20;322; 603 230 / 381 1% /2.3 o / ) C /7 «C
MaxIMUM @ 1003 S01 / 500 a2 /- 2 o/ 0 &/ W0
Maxe TRTUST  MGC-6Vdc 434 241 7/ 4248 22 / 445 a / .0 c 7 .
c5.eT 440 24 / 55 n y 0 o/ 4] o/ 0
PRELAUNCH 2C; 228; 603 167 7/ 26+0 115 7/ 19.1 o/ 0 c /v «3
Ma « TMUM 1003 437 / 4346 0/ o0 0/ 'O C/ e
Axl a ‘
Maxe THRUST Temp., IMU 484 173 7 3547 62 / 12.8 0/ 0 S/ af
CEesT Plat. 440 2999 ;s 6BeD 204 7 Hbek 132 / 30.0 0/
Group Avg. %
for: g :
Prelaunch 40,7 27.2 17.4 8, 4
Max. Q 54,1 27,2 21.2 - 8.5
Max, Thrust 50. 7 25.9 14.6 11.5
9.2 7.6

‘Coast . ) 39,2 23.5

9~V

Table 2. Active IGS Meagurements Throughout Flight
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. NAME T eampLes s/- 1 BIT 4/ 2 BITS +/= 3 BITS */= 5 R1TE

PREL AUNCH 40,3 1248; 12060 2a48 y 245 2001 7/ 16.6 1506 / 1245 CEL IR 8
Max MU G Stg. I ool -TO 13126 7 68e4 3764 / 48,7 7459 /  37.2 4332 7 P16
MAke THHUIST P Rate Gyro 2RRL 1263 7 13«0 243 3.5 141 7/ 145 a g 1
CoasT T &800 ¥3219 7 327.7 e/ e} c / .0 G/ a0

PEELAUNCH 400312495 12060 2782 s 2246 1861 s 1544  134g / 11,2 741 7 6t
MaxIMu R Seg. 1T  EC06C 10775 /7 S3¢7 7323 s 36+5 5192 /7 25.9 2814 / 1440
My THRUST y Rate Gyro QE’C 3540 7 36.6 2220 s 2249 1501 / 1545 731/ Ba7
CyssT 8300 0/ 0 N/ .0 o/ 'O s Al

PREL *UNCH 40c;1250; 12060 3381 / 28.0 2487 / 20.6 - 1980 / 164 1274 7 1046
MaxIMUE G gt 11 20060 14830 / 73¢9 12028 / 6040 9765 / 4847 6410 / 324
MAXs TR?UST p Rate Gyro D680 2557 7 Zhed 1112 7 11.5 553 / 5.7 120 / 1.3
CureT IR - 2800 - *2779 ; 9%«8  R77Y ;s 93.8 - 8779 / 99.8 886C 7 9945

PRiLAUNCH 4953 12515 12060 4347 /7 36.0 3570 / 22.6 3256 / 27.0 2777 7 2340
MaxIMUit Q@ " T-ASS 20060 18652 7 93¢0 17694 / B8e2 16734 / 837 12085 / 78.p2
Maxe THRUST piren 9680 6289 7/ £5.0 4612 / 4746 3400 7/ 35.1 1976 / 2044
CgeasT 8800 o/ +0 0/ +0 0/ 0 oI ¢

PPELAUNCH 490;1252; 12060 3632 , 3Ce1 3179 ; 2644 2845 , 2346 2304 s 1941
MAxTHMUM Q LASS 20060 17791 7 BBe7 16377 / 816 1514) / 755" 12754 / 6346
MAXe THRUST —ygw - = - 9680 - = - 4215 / 435 2443 / 25+2 — 1540 / 15.3 - G& /s 5.3
CyesT 4800 0/ 0 0/ 0 0/ 0 G /s el

Group Avg. % for:

- Prelaunch 28,2 21.7 18.1 13.2
Max. Q 74.9 63.0 54.2 41,3
Max. Thrust 36.9 22,1 14,7 7.3
*Coast , 27.5 20.0 20.0 20.1

-*Would be zero, with proper electrical termination of defunct signals.

Table 3. Powered Flight, Active Airframe Measurements
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MAXTHMUM @ €015 165 7/ 3.3 55 /1.1 42 / o8 /0 a3
max. Teeust  IL2 2420 3/ 4 . 07 .0 0/ € N
CoasT : : S 2200 : o/ o0 /-  «0°  0/ o0 eIt
PREL AUNCH 1033 303; 301% 62 / 21 51 / 1.7 45 / 1+5 34 /1.2
MALTMUM o ] o 501% ) 136 / ce7 &7 ./ 13 31 / +b 14 / o3
MAxe THRUST IL 3 2420 4 7 .2 n s .0 0/ oG 0/ e
CHasT : 2290 0/ .0 c 7 .0 0/ oC G/ G
PREL AUNCH 100; 310; 3015 134 7 44 117 7 3.8 103 7 3.4 RS/ eB
MAXTMUY @ EL1 - 5015 14 4 he3 170 /7 3eb 135 /2.7 17 7/ 7
MAXs THRUST-—-= 2420 o/ 0 oI Y T 0 C / D
coacaT 2209 . o / +0 o 7 0 .o/ o0 c / .l
PREL AUNCH 100:311; 3015 - 114 , 3«8 - 30 / 140 - 26 /- &9 19 7 6
MAX THMUM Q EL 2 5015 291 7 S8 191 7/ 3.8 137 /2.7 85 ¢/ 1ei
MAXs THRUST ; 2420 z2 / o1 2/ o1 o 7/ W0 ¢ 7 oD
CHasT . 2200 - o/ 0 o/ R o/ 0 8/ WD
Group Avg. ¢ for:
Prelaunch 3.0 2,0 1.7 1.0
Max. Q 4.1 2.3 1.6 0.5
Max. Thrust 0.1 0.0 0.0 0.0
Coast 0.0 0.0 0.0 0.0
.
]
0

Table 4, Powered Flight, Steering Ladder Outputs
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*Would be zero, with proper electrical termination of defunct signals.

Table 5, High Sample Rate Vehicle Measurements
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o 7/ +O 0/ +0 o/ e} n s 0
Q7 - .0 o 7 sO = 0 A eD T/ e
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19 v/ 1 o/ WO o 7/ e R .
2939 211 hg2 / heb a3 / - .7 ac 7 ?
*unng 4 B2 Ny .0 4 0 O 7 e
0.0 0.0 0.0 0.2

4,2 1.9 1.2 0.6

7.3 1.7 0.3 0.1

17.0 9.6 9.4 9.1
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Max. Thrust : 2.2 0.0 0.0 0.0
Coast 3.3 0.0 0.0 0.0

0T-V

Table 6, Quiescent IGS Signals Throughout Flight
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ALFIVOD HOO04 o
o1 @ovd TYNIDIES

pe-oLd

T1-V

FRELAUNTH
Mae THU R
Mays TwOUST
CuasT

PREL AUNTW
Max MU
Maxe TEUST
CyraT

PREL AUNCH
MAx THUM q
Mawe THPUST
CtAST

PREL ~UNCw
MaxIMuUM @
MAK . THRIUIST
CceacsT

PREL AUNCH
Tax TMUM R
MAxs THPUST
ceasT

PRELAUNCH
May MUy
Made THRUST
cgenT

Group Avg. % for:

Prelaunch
Max. Q
Max, Thrust

Coast

SIGNAL o
RATE; #; NUMIER
NAME SAmPLES
' 20031587; w030
T/C Press 10030
N10 YL 4340
4490
200, 1577, 6030

003
T{C Press 14843
Nl PU. 4400
200;3;1579; 6030
/0 10030 -
54%%383 4840
440C
20c31585; 030
A
4400

- 10¢;385;
ACS Discretes 5015
B/L 6 2420
2200
1090; 391; 3015
ACS Discretes 5015
B/L 7 7420
2200
Table 7.

R 2 LR X R ¥ N

APERTURE / PERCENT AF THTAL SAMPLES

LA ESE R SR N X

+/= 1 7 /- 2 AITS +/= 3 BRITS +/e 5 H1TS
G 7/ «0 N/ 0 o/ e G/ .
- o1 4 /7 .0 3/ ot 2/ NG
e/ oG ooy «0 c / ' 0 Lo/ o0
e s «0 AN «Q 6/ o0 Lo Iy
2 s 0 - 2 7 .0 2/ .0 P/ WG
4 4 0 3/ 0 2/ «C 1S +C
o/ +0 o .0 o/ 0 o/ .
46 /. 1.0 37 / o8 3t / .7 LI 5
0/ 0 o/ W 0 2/ ) 9 /. « 0
3/ o0 - 2/ +0 1/ .0 1/ .G
o v s oo/ o0 o/ o0 g / o
o/ 0 o/ +0 8/ a0 c 7/ oG
o/ .0 2/ +0 o/ o0 oo/ e
h /7 0 R/ o0 3/ o0 1 / e}
0 /- 0 c / « 0 0/ ' 0 C o/ N
D /s ' 0 0/ +0 o/ «0 o/ o
0. g .0______ 0 / . .0-- D / — '0- C‘ / .O
o/ W 0 o/ W 0 0o/ +0 5/ o
0/ +0 0/ ] 0/ o0 oo/ oC
23 / 1.0 P2/ telr— o 2R La( P37/ 14T
C 7 0 n y « 0 o/ 'C’ o/ e
0/ s R 0 o7 0 G/ e
0 7/ «0 0/ o0 n 7/ 0 c o/ oo
18 /7 x:) 18 v .3 18 / o2 18 / o8
0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0

0. 4 0.4 0.3 0.3

Quiescent Signals only Active During Coast
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¥e-cLy

¢I-V

STagnal
NUMBE®

DUASE

1187 PRELAUNCH 2c
L MAYTIMUY 0 '
MAY . TRROST
ceasr

1131 PRELAUNCH -1
MAYTMUR )

o MAYs THRUST
CHAST

Ta2% BRELAUNEA T T2
MAY Tt o
Lo MAYe TwRYST
CeeLsT

<

222 PRE[LALNCH 26
CMAYIMgNY
MAY. TwRgT
CHAST

Group Avg. %

for: :
Prelaunch
Max. Q
Max. Thrust
Coast

Table 8, Active IGS Measurements, Consecutive Logic

FaMPLL
LLRATE

NUMBES
SAMPLES

Yo
1803
484
4hb

603
1003

LA

Lipy

CYak]
1003
4EL
el O

€03
1203

LR

LY

>1 2T FBR TR

>2 AITS FOR TwR

>1 BIT F3R THREE

CSuSEC. SAMPLES  CENSEC. SAMRLES CONSECs SAMPLES
30 /7 160 57 4 9.5 71 /7 11z
162 / 1642 95 / 95 123 / 1243
83 7 17.1 33 7 6.% 49/ 101
54 4 12.7 26/ 5.9 45 / 101
191 7 3147 184 7/ R0+5 106 7 17.4
292 / 231 245 7 Phau 201 7/ £DeD
195 4 42437 155 / 32«9 131 / 271
175 s 272 103 7 232 E8 / 1TeR
3¢ 7 {449 D/ a0 1 /7 a2
E00 4 4949 0/ 7 0/ e
182 4 30,7 0/ W0 9/ ar
C /s 0 0/ a0 0/ e
26 7 u.2 8 7/ 1.3 / D
457 7 1547 0/ e 1; 7/ 1a7
32 7 R o s N A/ 1.7
48 4 1543 O/  en 35 7 7.2
“16.4 10,3 7.4
27.9 8.5 8.5
26,1 9.7 9.7
13.9 7.3 9,4
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=)
-1
(1]
1
e -
* R -
| SIGNAL  DHASS SaMPLE  NUMAE < »{ BIT 8P TuB® >2 BITS FAR TuB >1 31T FIR TAREE
NU:aéw ® br::;:\TE S:MPLFS CI SEC. S&4RLES CANZTCe SAMP{FES CBNSZCs SAMPLES
L1242 _pRELAUNCH 403 12067 150C / 1Pe4 1123 7 9.3 . 668 / 5T
MAY TMUe 7 20067 2907 / 344 B346 / P&T 346 / 177
MAYs TwOYST 9680 ER2 7/ 74D 149 /. 1.5 224 / 243
. COAST S .. BE8L 4 150 s 1.7 0 /7. 92 0/ D
1247 PRELAUNCK 430 12267 1651 / 1240 1640 / Bk 993 / 7.3
. L MAXIMUM G . . . E606T R&19 4 229 3977 / 19.8 3300 / 16.°
Lo T MAY. TRRUST 5687 2269 4 23.4 1538 / 15:% 1663 / 1742
:,Eg CHasST 3880 '/  +0 0/ 0 5/ eC
85,’ 125¢ PRELAUNEH 400 12267 1A15 7 13.4 1345 4 1141 R73 7 7.z
«':U[‘: MAY TMUY 3 20067 7597 7 3749 6363 / 27 W40E / PP
< MA¥e TH2UST 0 2REY 1625 7 1567 717/ Teu 838 / .z
o TcBisT 8287 1 /7 .0 1/ .2 2/ ez
NS ¢ * |
"t:g:) 1251 PRELAUMCH 420 12067 2036 4 1549 1809 7 15-2 1281 / 10e4
~& MAYTAgN A 20067 519G 7 4343 2638 / 4343 5992 / 29+7
& MAY. THRUST 3683 L3222 4 333 2060 / P7.7% 2132 / 22+
L5 S _ 828" C /s a0 0/ .0 n o/ p
- 4
. sle -~ = E Db
252 PRE|AJNEH 0o . 120670 1939 7 152 1618 7 13.4 1136 /
HES MAXTIMUM A 20060 FRIL / baed R34 7 80aB €673 / 2R3
T MAY. TRRLST - 968s 2432 / 251 1661 / 17+2 164G /7 167
CEAST 2880 0/ W0 G/ 0 37 D
Group Avg, % for:
Prelaunch 14.0 11.5 8.0
Max. Q . 38.0 32,4 22,7
Max. Thrust : 21,1 13.9 13.5
*Coast 0.3 3 0.0 0.0
*Would be zero, with proper electrical termination of defunct signalls.
W -
5 Table 9, Active Airframe Measurements, Consecutive Logic
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RATE

20

MAXY . Tw&HET o
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20

NLMAE=
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603
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484
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1003
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1203
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+/e 1 BIT

TR
e

(SR
T R

—
~ oY

== Nl
R

]

WO+ "DOoOOo0o wWwNNw

) =y

MEAN /4 STANDARD DEVIATIAON

/-2 S1TS
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t /0
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4r 4 B8
184 s 258
21 7/ 38
444 / 0]
5 s 11
1063 » _ C
7/ 16
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Table 10. Active IGS Measurements, Statistics
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DELCO ELECTRONICS DIVISION * SANTA BARBARA OPERATIONS ¢ GENERAL

MOTORS CORPORATION

1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 20
0] A Bl B2 B3 B4 B5 BR6 i?-‘? B8 A B B0 Bl C1 €2 €3 C4 DI A B1
20 | B2 B8 A BY - PBll1 D2 D6 A Bl —— B2
40 | B4 B4 B A B — Bll C1 C4 E1 A Bl B5
60| B6 —— B8 A B9 — Bll DT D8 D9 E2 E3 A Bl BT
80| B8 A B9 — B11 Ci c4 DI A Bl B8 A
100 | B8 —— Bl11 D2 D6 A Bl B8 A B9 B10
120 | B11 C1 C4 E4 A Bl B3 A B9 --—— Bl1 ES5
140 | D7 —— D9 E6 A Bl B A B9 —— Bl C1 —— C3
160/ c4a DI A Bl Bs A By —— D6
180 [ A Bi B A B9 —— Bll C(Cl E7T A Bl
200 | B2 BE A BS —— Bl D7 —— DY Bl B3
220 | B4 B3 A B9 Bll cCi1 C4 D1 B5
240 | B6 B8 A BS Bl D2 DE A Bl . B7
260 | B8 A B9 —— B11 1 A Bl Bs A
280 | B9 Bll D7 - D9 B3 A B¢ BELO
300 | Bl1 cC1 c4 D1 B A B —— Bll1 D2
320 | D3 D8 A Bl B8 A B ——— Bll1 (1
340 | C4 Bl Bs A B9 Bil D7 —— D%
360 ‘
Where
A = 1 - 800 gamples per second
B1 -~ Bl1l1 = 11 - 400 samples per second
Cl- c4 = 4 - 200 samples per second

R75-34
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¢ - 100 samples per second

8 - 30 samples per second

Spares

Table 11. Format of Signals Sémpled
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DELCO ELECTRONICS DIVISION ® SANTA BARBARA OPERATIONS ® GENERAL MOTORS CORPORATION

1 2z 3 4 5 6 %Y 8 9 10 1 2 38 4 5 6 1 & 9 20

o [o o 0 3 12 20 27 0 32 4L 43 0
20 |0 o © 3 12 20 27 O 32 41 43 ¢ 0 1 1 ¢ 0 0

40 |0 3 12 20 27 0 32 41 43

60 |12 20 27 o0 32 41 43 2 3 4 0 0 3 12 20
80 |27 o0 32 41 43 0 o 3 12 30 27 0
100 |82 41 43 0 0 1 1 0 ' 0o 3 12 20 27 o0 32 41
120 43 0 ] 3 12 20 27 @ 32 41 43 0
140 | 2 4 0 0 3 12 20 271 0 32 41 43 0 0
160 | 0 0 3 1z 20 27 0 32 4 43 0 — 0 1 1
180 | 0 ——————— 3 12 20 27 0 32 41 43 @ =~e——m——0 10 0 O
200 | 0 ¢ 8 1z 20 27 © 32 41 43 2 3 0
220 |0 3 12 20 27 0 3
240 |12 20 27 0 32 1 0 0 3 1z 20

260 27 0 32 41 43
280 32 41 43 2 3
300 43 0

3 12 20 27 0 32

320 1 0 0 3 12 206 27 0 32 41 43
340 0 3 12 20 27 0 32 41 43 2 3
360
Where
A = 0

BlL - Bl1l1 = o, 0, 0, 0, 3, 12, 20, 27, 32, 41, 43

Cl- C4 = 0

DI- D9 = 0,0,0,0,1,1,2, 3, 4

- 0,0,0,0,0,0, 10, 24

Spare

Table 12, Percent of Transmitted Data
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SAMPLE PERCENT SAMPLE | PROBABILITY OF | AVERAGE STRING

SIZE (n) NOT TRANSMITTED STRING = n OF ZEROS
5 100 100.0 5.00
6 97 97.0 5,97
7 88 85.0 6.85
8 80 68.0 7.63
10 73 50.0 8.82
11 68 34.0 9,56
12 | 59 . 20,0 10. 05
23 57 11.0 11,47
24 , 97 11.0 12.85
25 88 10.0 14.06
26 80 7.8 15,00
28 73 5.7 15.74
29 68 3.9 16,25
30 59 2.3 16.57
34 57 1.3 16. 80
35 99 1.3 17.03
41 99 . 1.3 17.34
42 97 1.2 17.64
43 88 1.1 17.92
44 80 0.9 18.15
46 73 0.6 18,32
47 68 0.4 . 18.44
48 59 0.3 18,53
59 57 0.1 18,57
60 97 0.1 18,61
61 - 88 0.1 18,65
62 80 0.1 18,69
64 73 0.1 18.74
65 68 0.05 18,77
66 59 0.03 18.78
617 57 0.02 18.79
68 | 98 0.02 18. 80
69 97 . 0,02 18.81
77 96 0. 02 18,82
78 97 0.01 18.83
79 88 0. 01 18,83
80 80’ 0.01 18.84
82 73 0.01 . ‘ 18.84
83 68 0. 005 18.85

Table 13, String Length Calcuiati'ons
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APPENDIX B
LEVEL I THEORY

1.0 DESCRIPTION OF LEVEL I

1.1 Levell Algorithm

Level I encoding of binary digital data is applicable to amplitude-, frequency-, and phase-
modulation systems as well as baseband systems. This appendix discusses the analysis
of baseband systems employing Level I encoding, The methods utilized and the con-
clusions drawn may be expected to be applicable with some modifications to modutation

systems. 1

In the baseband cése, the information is'encoded by causing transitions between two
voltage levels at times determined by the encoding algorithm. To facilitate the discussion,
consider the Level I encoder to put out an analog voltage v(t) that ig either +V or ~V,

(See Figure 1.)

v(t)
$
+V — -
— t
BINARY LEVEL | v
SOURCE | ™1 encoper -

Figure 1, - Level I Encoding

The binary source produces a logic 1 or 0 every T seconds. '(The information rate is 1/T
bits per second.) Now consider the time domain to be divided into cells (called bit cells)

- of length T seconds, The binary source associates a 1 or a 0 with each bit cell., The Level I
encoder causes a transition between voltage levels +V to occur at the beginning or at the

middle of each bit cell, or no transition to occur, according to the following algorithm.

]'Bennett, W.R. & Davey, J.R., Data Transmission, MeGraw-Hill, N,¥Y, 1965, Chpt. 7-10
and particularly Chpt. 11. ' |

R75—34 B-1
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1. To encode the first bit cell (starting in either level with x representing either a
0 or a 1)t ‘
(i) If the first three source bits are 11x or 000, encode a transition at the beginning
of the bit cell. '
{(il) If the first three source bits are 10x, encode a transition at the middle of the
bit cell.

(iii) If the first three source bits are 01x or 001, encode no transition.

2. To encode the kth bit cell (k =2):

a, If the (k—l)St bit cell had no transition, apply the rules 1(i) through 1(iii) to source bits
k, k+1, k+2, ‘

b. If the (k-l)St bit cell had a transition at the middle of the cell, encode no transition.

c. If the (k-l)t bit cell had a transition at the beginning of the cell,
(i) If source bits k, k+1, k+2 are 1xx, encode no transition.
(ii) If source bits k, k+1, k+2 are 00x, encode a transition at the middle of the

bit cell.

With one exception, these rules accomplish the encodihg of transitions according to the
information contained in pairs of source bits (with the appropriate constraints so that the
information is encoded one-to-one). The exception is that three successive 0's are made
to cause a transition at the beginning of the bit cell and another transition at the middle of
the next bit cell. This exceptional encoding is provided to assure transitions in the encoded
bit stream when a long string of 0's is present. With this one exception, the rules cause a
transition af the beginning of the bit cell if the source pair is 11, a transition at the middle
of the bit cell is the source pair is 10, and no transition if the source pair is 01 or 00.
Except for the three 0's case, the constraint prevents transitions from occurring in
successive bit cells, An example of a Level I encoded bit stream is given in Figure 2,

v(t)
')

SOURCE __] 0o 1 0|1 0|0} 0| O 1 11110 0 1
DATA +V I'-
LEVEL | BIT - 1 L
STREAM vy _ ]
LOGICAL n- [ m i n+ | mt| on- e- !m+jn | e |nt|m+|n | n | m
CHARACTER-__7] :
IZATION

— T -

375_34 Figure 2. Level I Encoding, Example
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1.2 Level I Probahilities

The Level I encoded bit stream will be analyzed as a stochastic process. The joint pro-
babilities characterizing the process will be computed from the statistics of the binary
source data and the Level I encoding algorithm, For this purpose, each encoded bit cell
may be logically characterized as having an edge transition (e), a mid transition (m), or

no transition (n) (as described in the algorithm), and, as having been in the upper level (+)
or the lower level () at the beginning of the bit cell. (See Figure 2). (The analog signal v{t})
making square transitions between voltage levels £V, as in Figure 2, was introduced as a
convenience in visualizing Level I and is not required to identify its statistical properties.)

The notation p{oB, k) with @ = e, m, or n, and 8 = +, will be used for the probability that the
kth encoded bit cell is in the state ®8. For example, p(e+, 17) is the probability that the
1'7th bit cell has had encoded an edge transition beginning from the upper level, Similarily,
the notation p( &8, k: o 'ﬁ', Ktlieeeees ) a(s)ﬁ(s), k + g) is used for the joint probabilities,
and p(a*n+1)3(n+l)',k+-n-+ 1; ......;és) 3(5), k+s ! af, k; o'B'y K+ 1lieennss

o @) B(n), k+n) t"or the conditional probabilities.. The latter is the probability that the

k+n + ISt vee 3 K+ sth bit cells are in the states a(nﬁl) ﬁ(rHl) , a(n+s) B(n+s)
a(n)ﬁ(n)'

given that the kth, vesy KN th bit cells are known to be in the states «8, ...,

geeere

respectively.

Throughout this analysis, it is assumed that the 0's and 1's of the binary source occur with
equal probability and that the information bits are statistically independent. In the case of
statistically independent source data, the Level I algorithm makes it clear that the Level I

kth

bit stream is a Markov process because the content of the encoded bit cell depends only

on the content of the (k—l)St. The conditional probability introduced above then satisfies the

equation. :
p(a(n+1)ﬁ(n‘+1); k+mn+1;...5 O!(S.)B(B)’ k+s IO{leﬂ Q'B': k+liiiaaaas Cén)ﬁ(n)’ k + n)

- p(a(n.rfl)ﬁ(nrrl), KHL 150 0nnes; a(s)ﬁ(s)', K+ g |0i(n)ﬁ(n), K+ 1) O

R75-34
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Finally, it is assumed that the starting time has receded to minus infinity so that the
Level I bit stream may be analyzed as a stationary process. In that case p(a ) may be
written for P(@ 8 K. p (08, & B, +.., &> 8 ) for

P(OCBKseernas? a(s) 3(5), k + s), and p( a(n+1)ﬂ(n+l),..., a(s)ﬁ(s) ] o!n) Bn) y
for P(a(nH') ﬁ(n+1), k+n+1 ;......;C!(S) B(s), k+s | o ﬁ(n), k + n).

Stationary Markov processes are completely characterized by p(eB) and the conditional
probability p(e'8' |8), which is the probability that the bit cell in question is in the state
o'S' given that the previous bit cell was known to be in the state &8, This fundamental
conditional probability p{o'8’ |a3) may be thought of as the transition probability from one
bit cell to the next. To emphasize this interpretation, it is given the special notation

pia 8 | efy=aep, o' g') 2)

All the joint and conditional probabilities for the stationary Markov process may be written

in terms of p(a8) and q (B8, o B'). As an example, it may easily be shown that the

sth order joint probability may be written '

s-1),(s-1) (s8),(8

(s-1)g(E-1) fS)q(6) )
(3)

The values of the transition probability matrix elements may be determined by inspection

p@p,a' B'r.rd8®) =008 a @B B a(e'B, & B0 @

using the Level I algorithm and the statistical independence and equi-probability of the

gource 1"s and 0"s. They are

e+ mt+ nt

o
]
=]
[
=
i

1
R

™

1

e+ {0 0 o 10 1/3 2/3]

m+lo o o 1o 0 1

nt | 3/81/4 3/81 0 0 0O

Q(a ﬁ., a‘B‘} = ] m=rmmomommssTTT J:'--""__'__--""-V"'-__-' ‘ (4)

e- |0 1/3 2731 0 0 0

m-lo o 1 1o o o0

n- o o o | 3/8 1/4 3/8

L

R75-34
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To find the values of p{¢x 8), it may be observed that p and q satisfy the equation

1
Z p@h)q (¢8, o B)=p(e'B) | (5)
af ‘
This equation may be obtained as a limiting form'of the Smoluchowski equation.

The values of the elements of p obtained on solving Eq. (5) are

e+ [ 3/28 7
m+ | 3/28
n+ | 2/7 ,
p(af)= e- | 8/28 (6)
m- | 3/28
n- | 2/7 ]

1.3 The Probability of Sampling Next to a Transition

In the system studied in Section 2 of this Appendix, the received Level I encoded wave train
is first passed through 2 filter and then sampled in the middle of each half bit cell ﬁo de-
termine which level the signal is in. The filter of Section 2 causes considerable rounding
of the trangitions (see Figure 2 where square transitions are shown) so.that the sample
values (in the absencé of noise) are = 1/2 V rather than =V if the sample isA taken adjacent
to a transition. It is, therefore, of interest to compute the probability that a given sample

is taken next to a transition.

Each half of the bit cell must be cohsidered 'separately. For samples made in the middle of
the first half of a bit cell, the information is contained in p{8). The sample is adjacent

2'M.C. Wang and G.E. Uhlenbeck, Rev. Mod. Phys. 17, 323 (1945). Reprinted in
Wax, ""Selected Papers on Noise and Stochastic Processes," Dover, 1954, -~ Take the
limit s - ob in Eq. (13) and use the discrete form of Eq, (4). {(Note that Wang and
Uhlenbeck use a sinistral convention in writing conditional probabilities, whereas I
use a dextral convention except for q.)

R75-34 B-5
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to a transition if there was an edge or a mid transition; otherwise it is not, Therefore

Pr (adjacent) = p(e+) + p(m+) + p(e-) + p(m-) = 3/7 (7
15thatt
For samples made in the middle of the second half of a bit cell, p(afB, a'B‘) is required.

The sample is adjacent a transition if a mid transition occurred in the first bit cell
(assuming the sample was taken in the first bit cell) or if an edge transition occurred in
the second bit cell, The probability is, therefore

Pr(adjacent) = p(m+, n-) + p(m-, n+) + p(n+, e+) + p(n-, e-) S (8)
2nd palf
Using Eqs. {3), (4), and (6), the values of p(a8, arﬁl) are found to be

et m+ n+ e~ m- n-
e+ T 0 0 0 i 0 1/28 1/14 |
m+] 0 0 0 io 0 3/28
nt | 3/28 1/14 3/285 0 0 0
1
pefa By= pommmmmmmmmee- —i—----—-—-————e--—— (9)
' e~ | 0 1/28 1140 0 0
m-| © 0 3/22% 0 0 0
n-f 0 0 0 13/28 1/14 3/28
|
! -

Thus
Pr(adjacent) = 3/7 _ (10)
2nd half

Therefore; the result that will be used in Section 2 is that the sampler will measure
+1/2V (in the absence of noise) 3/7 of the time and £V 4/7 of the time.

2,0 ANALYSIS OF A LEVEL I SYSTEM
2.1 Description of the Delco Laboratory System

The system analyzed in this section corresponds closely to the system operating in the

Delco laboratory. The system is shown in block diagram form in Figure 3.

R 7 5 "‘34 B_6
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BINARY LEVEL | ' SIGNAL TRANSMITTING
—~ L
SOURCE ENCODER *GENERATOR FILTER
LINE
LEVELI THRESHOLD ‘ RECEIVING
pecober [* | comparer [* SAMPLER = FILTER NOISE

Figure 3. Delco Laboratory Syétem — Idealized

The main idealization in the block diagram is that the actual system contains additional
elements for clock alignment and baseline stabilization between the receiving filter and
the sampler. Their effect on performance is neglected in this analysis, and perfect clock

alignment and baseline stabilization are assumed.

The first three blocks of Figure 3 correspond to the two blocks of Figure 1. In Figure 3,
the Level I encoder puts out a logical characterization, while the signal generator puts out
the actual analog wave train such as is shown in Figure 2. The transmitting filter, line,
and receiving filter cause a rounding of the square transitions shown in Figure 2, and it

is the function of the sampler and threshold comparer to square the wave ﬁp g0 that it

may be Level I decoded. The samples are taken in the center of each half-bit cell and

compared against a zero threshold.

When the line imposes a bandwidth restriction and it is desired to transmit information at
the highest rate consistent with that restriction (which is the usual application of Level I),
the information rate, 1/T, is chosen to be the Nyguist rate; namely, twice the bandwidth

of the line. The receiving filter is then chosen to have the same bandwidth (1/2T) so as to

maximize the output signal-to-noise ratio. The transmission filter is usually omitted.

R75-34 ' B-7
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2,2 The System to be Analyzed — Notation

To define the system to be analyzed, the signals generated togethef with the transfer func-
tions of the various filters of Figure 3 are specified, The signals and transfer functions

are not (necessarily) chosen to correspond to those actually used in the laboratory, but
rather are chosen to optimize the output signal-to-noise ratio at fixed transmitted power

and to minimize intersymbol interference. This approach allows more general conclusions
to be drawn from the results than would otherwise be the case. The method followed is

that of Sunde (which generalizes earlier work of Nyquist) as described in Bennett and Davey
(Footnote 1, Chapter 7). '

For this analysis, the simplified block diagram of Figure 4 provides an adequate repre-
sentation of the system. '

NOISE
LEVEL | ECEIVING ><
source "] TRANSWITTER R CILTER - >0
SAMPLE COMPARE

Figure 4. Simplified Block Diagram

The block marked ""Level I Source” combines the binary source and the Level I encoder of
Figure 3. Its output is a sequence of logical symbols characterizing the Level I coded in~
formation stream, For the present purposes, it is more convenient to use a different
logical characterization than that shown in Figure 2 (that is, the characterization by

o =e, m, or n; 8=+ or -). Each half-bit cell (of length T/2)is, therefore, assigned a +1
or a -1 depending on whether the voltage of Figure 2 is in the upper or the lower level
during that hali-bit cell. The +1 or -1 of the kth half-bit cell is given the notation s, .
Then the complete Level I encoded bit stream may be logically characterized by the
seguence {sk , k=.00ue.,-1,0,1,2,...... The joint probabilities of a sequence {Sk}
may be determined easily from the joint probabilities of Section 1.

The block marked transmitter represents the signal generator, transmitting filter, and
line of Figure 3. These functions may be lumped together without loss of generality.

The transmitter is considered to put out a signal pulse or its negative in each half-bit cell
depending on whether 81 is +1 or -1 in that half-bit cell.. (The individual signal pulses

R75-34 B-8
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extend beyond the boundaries of the half-bit cells, of course, because the system is band-
width limited). In setting up a notation for the signal pulses, it is convenient to relocate
the time origin so that t = 0 occurs at the middle of j:he first half of a bit cell. (See Figure
2 where t = 0 is at a bit cell boundary.) Among other (notational) advantages, this reloca-
tion allows the sample points to occur at t = k-’zg , with k taking on integral values. The
notation s(t) will be used for a (positive) pulse occurring in the zeroth half-bit céll. The
pulse occurring in the kth half-bit cell then becomes s, s(t - k -g ), and an expression for

the whole transmitted wave, S{t), is

x
Sty= T ssit-k

T
k=-00 2

y ' | (11)

To illustrate this notation, the data of Figure 2 are redrawn in Figure 5 for a typical s(t),
logically characterized by Bl and with s(t - k g ) shown in the zeroth and the eleventh
bit cells.

sit) s(t) +a(t-11?g- )

i !
| t
t T
|

1 ! 1 |
| | | |

T A HTHTHT AT T ST AT 41 -1 T STHTFTHT 4T 41 11 -1 -1 1 A1+

1 |
] |
| [
T t
| |
[ |

1
|
|
1

— e —

Sk

Figure 5. Typical Transmitted Wave (Figure 2 Data)

Note that symmetrical pulses have been drawn., Following the treatment in Bennett and
Davey (Reference 1), the analysis assumes symmetrical pulges s{t) = a(-t) and works with
nonrealizable filters. This does not entail any loss of generality since the equivalent sys-
tem function could be approached arbitrarily closely using realizable filters with
sufficient delay |

The noise injected between the transmitter and the receiving filter is taken to be white
with unilateral spectral density N, That is, if the noise voltage injected.is N(t), its mean

and autocorrelation functions are
E [N(t) 1=0

N
R (t-t') = E [N() N¢"] = 5— 6¢-t") (12)

R75-34 B-9
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The impulse response function of the receiving filter is called h(t), and the filter output'
for a given input is designated by affixing a subscript 1 to the input function. Thus, cor-
responding to the single pulse input s(t), the wave train S(t) and the noise voltage N(t) are

the outputs

8,(0) = fdt' hit - t') s(t"
-
©
8, () Efdt' h(t - t') S¢t") . (13)
-0

Q0
N, @ =fa s ¢ - v N

=0

It follows from Eq. (11) that

g T

Sl(t) = 53_ Sy 81 t-k -2—) . | | (14)
and from Eq. (12) that
E [N,{t)} =0
1 . fm (15)

n o= ' - _9 ' — T _ gt .

Rl(t -tH SE [Nl(t) Nl(t )] 5 dt' h(t - t") h (t" - ™)
-0

To summarize all this notation, the block diagram of Figure 4 is redrawn and the functions

defined listed on the appropriate part of Figure 6.

N(t), WHITE, N,

T
LEVEL | |k S1(t) + N, (1) = t=k T

SOURCE ‘-—’ TRANSMITTER

S 8 sq{tk T
k >1 2)+N.I (1)

k=-00

Figure 6, Notation Summary

R75~-34 : B-10
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It is convenient in some stages of the analysis to work in the frequency domain, Let x(t)
represent any of the functions of time defined above, The Fourier transform of x(t) is

called x (w) and é’s defined by the relations

Xw) = f dt e 9% xqt)
=00

o (16)

x(t) = f g—‘;— e % (W)
-0
The Fourier transforms of Eg. (11) — (15) aré
S B
Sw = 8@ Z se (11"
- N, '
Rw) = 5— (12"
8; (@) = h(w s (w)
(13")
8 (@ =hw§ W)
_ _ e 4] —-ik EZI
S (w) = s {w) Z 8, e : (14"
1 1 e K :

N _

R (@ = —= | i) | (15")

R (w) and ﬁl(w) are, of course, the power spectral densities of N(t) and N, (t), respectively.

i {w) is referred to as the receiving filter transfer function,

2.3 Optimum Signal Pulses and Filter

As mentioned before, the transmitted signal pulse s(t) and the receiving filter transfer
function of the systemto be analyzed are chosen to maximize the output gignal-to-noise
ratio at fixed transmitted power and to minimize intersymbol interference. Following

Nyquist, the output single pulse spectrum §1(w) is chosen to be a raised cosine of band-

width 1/2T. That is,

Ql(w) = -_;—VT cos’ w4T ; |w|<g%7_
o (17"
0 s ol >
B-11
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or equivalently,

sy (t) = %V sin 27t/ T : an

27t/ T [L~2t/T) 2]

This choice does not completely eliminate intersymbol interference with respect to samples
taken inthe middie of each half-bit cell (at t = k T/2); however, since '
1 T 1
8.(0)= 5V; 8, (5)=7V3
1 2 172 4 (18)
T —_ -
sy (k5 )=10; k+o0, £1

it prevents intersymbol interference except between neighboring samples, For a Level I
gystem such as the laboratory system in which (1) the received wave train is squared up

by sampling inthe middle of each half-bit cell and comparing this value against a threshold,
and (2) information is sent along a bandlimited channel at the Nyquist rate, the intersymbol

interference cannot be reduced further.

Eq. (18) shows the meaning of the normalization constant V. If the nearest neighbors of

a given half-bit cell both have pulses of the same 8ign, the nearest neighbor contributions
add, and the sampled value is +V, If the nearest neighbors of the given hali-bit cell have
pulses of the opposite sign, their contributions subtract leaving the bit cell's sampled value
of £ 1/2V. (See the comments at the beginning of Section 1,3.) This normalization is
different from that suggested by the labeling of Figure 2, which implies that £V are the
actual levels in the transmitted signal train. In the present convention, £V are the levels
(steady state after a long string of +1° or —18) after filtering by the receiving filter. This
normalization is more convenient and, in any case, Section 2.5 shows how to express V

in terms of both the average and the peak transmitted power,

With regard to the optimum receiving filter transfer function, Sunde has shown (Reference 1,
Chapter 7) that, with respect to samples taken at the middle of the half-bit cells, the maxi-
mum signal-to-noise ratio (with a white noise input) is obtained by choosing

| hiew) | ~ | 5 (@) | - (19)

The normalization constant can be chosen so that the filter has unity gain at zero frequency,

and the phase characteristic can be chosen for convenience. Note that if the normalization

R75-34 B-12
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and phase were chosen so that h (u} = 5. ((.u))k the statement in the time domain would be
h(t) = s(-t}), Thus it is seen that Sunde's result is just a generalization of the matched
filter to the case where the signal pulses have nonvanishing values outside their own half-
bit cells, The optimum receiving filter (to within a nonessential normalization and phase

characteristie) is, therefore, just a filter matched to the transmitted signal pulse function s{t).

From Eq. (18") and (19) it may be inferred that

2
s, (w) ~ | hiw) | (20)
We therefore choose (see Eq. (17" )
B (w) = cos wf ;le < 2—,—7{,
om (21)
0 ; | | > T
Eq. (18", (17"), and (19) then give
s (W)= LyT cos Q—’I-‘;I(‘ul<2‘lE
2 4 T '
o 7 (22"

0 slwl>F

or equivalently

1., 4 cos 2m/T
sgt)y=0V = ——— (22)
277 1@/ '

This completes the gpecification of the system. To summarize, raised cosine spectra
pulses were selected for the output pulses out of the receiving filter to minimize intersymhbol
interference, and the receiving filter was matched to the transmitted pulse shape to maxi-
mize the sampled output signal-to-noise ratio. To list these results in a form for convenient
reference, Figure 6 is redrawn and labeled accordingly in Figure 7.

2,4 Sampling Theorems

As indicated in Figure 7, the wave trains before and after filtering can be expressed in

the forms
27 T
V%) s gin T (t‘kz' )
- k

= ey

R75-34 B-13
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Sit) =

27 T
COSF_ (t k 2)

cos —-—— el <2’T

0; 27
|w|>T

T
St + N, (t) = ?< t=k3
.

2" T
sin (t-k'f)

2

k=-00

[1(T(tk2” ]

Figure 7. Section 2

2m

and R-AUNr.
sin = t

03]
z

K X
2

1. = + N4 (1)
V Isr T 1
2 k=.mk-|-(tk2)[1 (T(tkz)) ]

‘Level I System

y

=1y
Sl(t) = 2 s

k=-m T

o,
T ¢k 3

[

2
-(’I_'(t

(24)

D) ‘]

In this subsection, a number of sampling theorems are derived to enable these series to

be summed, vielding simple analytic expressions for S(t) and Sltt) whenever the series

rk 4T

can be summed,

The _development of these sampling theorems proceeds as follows.

First, the sequence {sk} is represented by a discrete Fourier transform of minimum

period T, o1 /T

dw
217

-ik
e

R

w0 ik-@—T—
z 8, €

k=-m0

I

Mi.q

R75-34
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Then the function f(t) is defined according to

2n/T ) :
£it) Ef é‘%’— e £ ) (26)
-27/T

f(t) is simply a (convenient) analog function that goes through the points. 8 att = kg and
contains no frequencies higher than 1/T, That is

fk 5) = 8 | (@

It may be constructed by associating the values 8y with the middle of each half-bit cell and
then drawing the smoothest curve through the points, (See Figure 8.) '

f(1)'}

..

T
sk=fu<§)‘

Figure 8, The Function f(t) (Figure 2 Data)

The usual sampling theorem may now be obtained by substituting Eq. (25) for E (w) into
Eq. (26) and doing the w integration, The result is ' ‘

(i cg sin‘?-fq-(twk%')
® = (28)
ket K -k 3)

Eq. (28)is usually thought of as an analytical represgentation of a function f(t) that contains
no frequency components higher than 1/T in terms of its sample values, where the samples
are spaced T/2 seconds apart. Here, it is regarded as the formula for an analog function
containing no frequencies higher than 1/T that has been constructed to have the property

T, _
f(k—z-) = Sk

The next step is to express S(t) and Sl(t) of Eq. (23) and (24) in terms of the function f(t)
go constructed. To obtain a formula for S(t) in terms of f(t), note that (from Eq. (28))

R75-34 | B-15
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DELCO ELECTRONICS DIVISION
(29)

T m cosz—,‘,;.(t-k'-g-
ft )= L Sy

Y ke 2 -ks sl
T 2 4

After algebraic manipulation
T
3 ) |
(30)

fe+d + -2 = %) 8
4 R [1-(% (t-k—'g)) 2]

Comparing with Eq. (23) yields
1 T . T
sty=gVit+z)+it-7)1 (31)
Similarly, to obtain a formula for S1 (t) in terms of f(t), note that
' . 2n T
e ly- -3 8 — A (32)
k= - 2 b I T
® © Z(t-kytg)

After somewhat more algebra, the result is

sin‘—?TE— (t - kg )
(33)

I
2

1 T 1 @

=ft+)+fty+E(t-5)= T 8) . 9

: : * k= T 20 e Ty o (2 e
T (53) T (K3

Then comparing with Eq. (24)

1 T 1 T
[Ef(t+-2')+f(t)+“2"f(t-§)] (34)

-1
s, =73V

The sampling theorems just derived, namely Eq. (28), (30), and (33), are not directly
To obtain sampling theorems that are,

applicable to the analysis of Manchester biphase.
Eq. (25) is used to define a function f'(t) according to

. an/T
1) = % ‘;—‘; o 10 £ ) (35)
-47/T
which satisfies
' (k % )y = 8
' B-16
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Thus f'(t) is an analytic function that goes through the points Sk att=k -2"[ , but it containg
frequency components as high as 2/T according to the prescription of Eq. (35) used in
conjunction with Eq. (25). The three sampling theorems that may be derived in terms of

f'(t) are

@ :a:in%’r {t —k%)
fiity= - S (37)
k=-~-00 47 T
T t-k3 )
41 T
T T w 4 COS (t —kﬁ}
k=-0 ~ 7 [1-{S (t-k=5)
T 2
® sin‘%l_l(t-Fkg)
(39)

11 I 1 l 1 _I:
5t (t+4)+f(t)+2f(t4l kE_mSk a7, 3 /4 T\ 2
T (k) 11 —{gE-k5)

2.5 Levél IWéve Trains; Transmitted Power

Valuable insights into the nature of the Level I link may be obtained by using the sampling
theorems of Section 2,4 to get anslytic expressions for S(t) and Sl (t) in various special
cases. The simplest case to analyze is that in which the original binary source produces
all 0's resulting in transitions in the Level I bit stream every 1-1/2 bits, For this case,
3T
1 2
£(t)s S zp dt S(t)”, and 8, (t)
0

may then be computed.

CASE 1 - Transitions every 1-1/2 bits.

| | | !
| 19| @ | o' 9|0
I | P L
i I !
I o0 i

Figure 9, Case 1 Bit Stream
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For this case,

- - el g = - '
S3£—S3£+1—53R+2—(1) 9.ﬂ a0y 1"0.1,1300---- (40)
erefore T 204 jeend  emz) @l
- ] ik 5= @ £ 2 2 2
_T _T -1y | e +e +e
f(w)= 5 > Sk e =3 p>
k=~ . k=—(I) (41)
Ny ' . 3wT
i= T44] if
=—§(1+ 2+e1wT)E(1)ﬂe 2
f=-00
w 2 it M—S‘;T
The series Q—Eoo(-l) e may be summed according to the following method:
N-1
) jo 3w lim, .. 2 i (32T 4 7
3T L 2 _ > 3r 2
Y Z (-1y e = N-w iy N-1. €
= -0 N odd ﬁ:—(T
lim, T - (N?'l-) (3—‘%1+ 7) i (3(";? + i(N-l)(%w—-r+ )
=N -5 e 1+e ot .. te
N odd '
. 3wT
. . N-1. 3wT iN (=== +7)
=11q"_?'m sr TTERHTT 1o 2 .
2 f(29L +1)
N odd 1-¢ 2
lim. gin N ( 8wl 7/2)
_ . 3T 4
= N -0 ..2—
N odd sin ( ?’ﬁT + 7/2)

The diffraction grating amplitude function 3T/2 sin N (3w T/4 + 7/2) (%) [8in(3wT/4 + 1r/2)]_1
has ﬁrincipal maxima at 3¢ T/4 + 7/2 = n7, where n is an integer. In terms of ¢, the
maxima occur at w= (2n-1) 27/3T. In the limit as N goes to infinity, the function bécomes

a series of delta functions at these points. The normalization is determined by the normaliza-

tion integral

R75-34 B-18
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27
(211-1) —'371,, + €

. 3wT
3T sin N( + w/z)

lim. 4 =
N~ o f dw 5 —BwT 7 27 (43)
S {74 2)
on
(2n~-1) 8T -
Therefore, the result for the series is
ar X £ i 32ﬂ © 27
5 =E_m(--l) e = 27 'n=2—oo ] [w— (2n—1}-—3—,?] (44)

which, with Eq. (41), gives the result for the discrete Fourier transform of 85 namely

- in a
f (w) =% (1+e 2 +ele)2'IT z 6[(.0— (2n-1) -‘?3%]

n=-o (45)
. 27
@ R i(2n-1) — - _1y 2T
com T %(1+el(2n1)fﬂ3+e 3\ 5 [w n 1)3'r]
n = -
Using the relation
L+ ol@n-LA/3  iea-B2n/3_ 1 - -7 9 i
e + € - 1 - ei(zn_l) /3 1 - ei(zn_]_)n/3 (46)
Eq. {45) can be written in the form
(1.0}
F ' 2/3 297
fwy=2m = r— ] [w-(Zn-l)——] 47
n=-® 1-e i@n-1) 7/3 3T _
The next step is the computation of f(t) using Eq. (26). The result is
. f2mt m . famt
\ 31‘1(—3,—1,—-— + -6) ) sm(—,f-+ 17/2)
fit) =5 - + = (48)
3 sin 7/6 sin 7/2
B-19
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The factor multiplying the second term is 1/3 rather than 2/3 because the delta function
has only been integrated halfway into, That this is the right thing fo do may be checked

using summability procedures similar to those used in deriving Eq. (44).

Finally, Eg. (31) and (33) may be used to determine S(t) and Sl(t). The results are

_2 . f2mt | om
S(t) =3 V cot /6 sm( T % ) (49)
_2 in (27t .7
8,(t) =5 V cot /6 cos /6 sin ( =T * G ) - (50)
The average power in the wave train of Eq. (49) is
3T
1 2_ 2.2 .
e 6/dt: st =3V (51)

In cases 2-6 below, similar results are summarized for transitions every two bit cells

through transitions every four bit cells (Figures 10 - 14),

CASE 2 - Transitions every 2 bits,

Sk
I{o o’o| | I | -Ioi.‘oio‘ ; ‘ I |
+ } : ' ! ! . -t
! | I ! i
||| | i I.:.|.l.l | | | |'|°l‘=°|
Figure 10. Case 2 Bit Stream
8, =8, =s8.,.=1) ;2= -1,0,1,2 (52
40 T4H1l T4p2 ’ soreres Thatrtalaens )
sl feas) (e
ft) = 5 3 (53)
2 sin 7/8 2 sin 31/8
21 in (T am . f(3me 37
Sty =5V [cot m/8 sm(z,l_+ 17/8) + cot g s1n(2T+ 8)] (54)
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4T :
1 2_3 '
3T [dt S{t)y = 1 V2 (55)
)
_1 hid mt T _3_1r 37 3wt 37
8ty =5V [COtS cos Sm(ZT 8) + cot cos 3-8 n(2T ST B )] (56)

For Cases 3-6, only the average transmitted power and 8,(t) are listed, since S(t) and
f(t) are rather simply related to Sl(t) as in Cases 1 and 2.

CASE 3 - Transitions every 2-1/2 bits.

-——t -
L]

-

[

—_—

Figure 11. Case 3 Bit Stream

JR— — —_ = = — E- = -
S5ﬂ_85ﬂ+1 - S5_E+2_ S5E‘|"3 SS,@+4 ( 1) [ £ -h g 1,0,1,2,-.- (5?)
5T :
1 2_4._2
5T f dt 8(t)” = 5V | : (68)
0 .
_ 2 m. 1_ 27t am 3r 67t _ 3w
Sl(t) =3 Vv [c:ovl:l0 cos sm( 5T 10)+ cot — 1o ©°8 7o Il‘( =1t 10)] (59)

CASE 4 - Transitions every 3 bits,

ot

Figure 12, Case 4 Bit Stream
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L

8ay=ses TBgps= (1 5 27 .00y -1,0,1,2,... (60)
6T
1 2 _ 5.2
ﬁ./:it St)° = £V (61)
4]

_1 T m (Tt Tt
si=3 V [COtﬁ cosﬁ- sin (3,1, + 17/12) + cot 7 7 CoS g T sin h— + 11/4)

(62)
o 5m . [bmt bW
+cot12 cos— 1o sin (3T +1 )]
CASE 5 - Transition every 3-1/2 bits
SkI
! 1 1 | f 1 | e
oo, Rk | | v
;‘:’u';‘:'i'H:' -
H. ! : l :‘I'l'l'l'l‘l-" I ‘
Figure 13, Case 5 Bit Stream
7T
1 _ E
?-[ s(ty? 7V (63)
O
_2 m  femt w\, 3w 37 . femt
Sl(t)—7V[cot cosi4sm(7T 14)+cot14cosl4sm(7,r +14)
(64)
5T 5T 107t 517
+cot cosﬁsm( T +14):|
CASE 6 - Transition every four bits
Sk
lo|eiafe! fel| | | ' '
111 [oiefole]oie] | EEER RN
T T I N
||l | I I : | : |0{o|olo|o:¢loi0|
Figure 14. Case 6 Bit Stream
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8T

1
8T
o

_L wm o oom . fm 7 8w 37m 3Tt . 37
Sl(t) —4V I:cof:l6 cos 7 sin (4’.[‘ +-—175—) + cot 5= 16 % T6 sm(4T + 16)

+ cot 57 cos 5T Sm(srrt 51rrr)+ oot T cos 77 sin (71rt . 711)]

at s¢)? = %Vz ' ' {65)

(66)

16 16 4T 16 i6 ©°%16 4T 16

On the basis of the above results for the transmitted power, it is clear that the average
transmitted power averaged over all possible Level 1 wave trains is between 2/3 V2 and

7/8 Vz. A straight average of these two values gives 0.771 Vz. The computer simu-

lation described in Section C computes the average power to be 0.775 Vz. To eliminate
lengthy decimal fractions from the results, the formula relating V2 to the average trans-

mitted power P, ig taken to be

p_=3vy (67)

This value differs from 0.775 V‘2 by only 0.14 dB, which is negligible in the numerical

calculai:ions of Section D.

The peak transmitted signal voltage required is that in Case 1 above. From Eq. (49),
it is 2/3 V cot #/16 = 2//F V. The peak transmitted power required is therefore

4216 |
pKk -3V ~ 79 Pay (68)

—

2.6 Levell Bit Error Rate

%

(The characteristics of the system being considered are listed in Figure 7.) Because of
the structure of the raised cosine spectrum pulses, the sampler measures the sample
values +V when the sampled half-bit cell is not adjacent to a transition and & 1/2v

when it is. As was shown in Section 1.3, the samples are £V 4/7 of the time and £1/2V
3/7 of the time. The probability of making an error in comparing against a zero threshold
to square up the filtered wave train is, therefore, 4/7 of the probability that the sampled
noise voltage will exceed +V volts when the received signal voltagie was +V, etc., plus

3/7 of the probability that the noise voltage will exceed 1/2V, etc. The probability that

a Gaussian distributed noise voltage of zero mean and variance 0'2 will exceed a voltage

level +V is given by the standard formula
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Pr (N, >V) = —é— erfe [ — _ (69)
, o/ ‘

where o 2

erfc x = Yeoal f dée 3

X
In the present case
1) N, on/T
2 _ dw 2WwT_
o o7 Ry ) = 4" f dw cos” 7= = N,/2T (70)
-0 -2/ T

The formula for the probability of making an error in determining the level of a given
half-bit chosen at random ig therefore

zv

+ % L erfe (71)

- Vv et -

Eq. (67) and (68) may be used to express this result in terms of either the average or

thé peak transmitted power. Thus

P P
4,1 ‘/i Av) , 3.1 ‘/1 AV
Pr (¢) =% 5 erfe 3 N——/-—o T + = 5 erfc /3 -Wo T {72) 7

P P
4,1 3 _PK 3.1 3 "PK
Pr (9~ 7 eﬁcq4 /T )t T 7 olYie N /T (73)

The bit error rate (BER) is the probabilityof an informatim bit being in error after Level I

or

decoding. It may be obtained from Pr(¢) by multiplying by 2 to convert from half bitg to
bits, and by multiplying by the number of decoded bits in error that result from one half—
bit being in error (which will be called o). Thus

BER=2Q Pr(¢) (74)
Arguments are presented below which suggest that
a2 - | (75)
(The actual value of a is correctly taken into account in the simulation, )
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The complementary error functions in Eq. (72) or (73) are very rapidly decreasing func-
tions of the arguments under the square roots. In all situations of interest, the first terms
of Eq. (72) and (73) are completely negligible in comparison with the second terms. This
implies that nearly all of the half-bit errors result from sampling the voltages +1/2V; that
is, in sampling half-bit cells that are adjacent to transitions. Thus, the half-bit errors
almost always result in the shifting of a transition just one half-bit cell away from its
correct position. Except in the cases where transitions are so close together that a shift
in one results in a faulty interpretation of the other, a half-bit error that results in shifting
a transition within the same bit cell (edge to mid, or mid to edge) results in one bit being
in error in the decoded bit stream. A half-bit error that results in shifting the transition
into a neighboring bit cell results in three bits in the decoded stream being in error, Thus
on the average, neglecting the complicated cases, a single half-bit in error results in two

bit errors in the Level I decoded bit stream.

3.0 DIGITAL SIMULATION
3.1 Overall Simulation

An overall block diagram of the digital simulation used to support this study is given in
Figure 15. As illustrated in the figure, the simulation has been divided into three dis-
tinet program steps. They are:

1. Encoding Program.
2. Transmission, Réceiving and Detection Program
3. Decoding and Comparison Program.

3.2 Encoding Program

The purpose of the encoding program is fo generate a magnetic tape containing the Level |
coding of a random sequence of binary data., In addition, the output fape contains thé
original binary data. This data will be used to determine the number of errors made in
the transmission, receiving, detection, and decoding process.

A simplified flow diagram of the Encoding Program is given in Figure 16A, and a FORTRAN
listing of the program is given in Figure 16B.,
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DATA GENERATOR

RANDOM BINARY

ENCODING
PROGRAM

1011010011. ..

LEVEL 1 ENCODER

— A e S TS Ly S —— it —— — — — —

TRANSMISSION,

RECEIVING AND
DETECTION
PROGRAM

BAND LIMITED
WHITE NOISE
GENERATOR

LEVEL | DECODER

DECODING AND
COMPARISON
PROGRAM

101101001. ..

COMPARISON BETWEEN
DECODED DATA
AND ORIGINAL INPUT

Figure 15. Overall Simulation Blockl Diagram
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PROGRAM
INITIALIZATION

GENERATE 32
RANDOMLY DISTRIBUTED

BINARY BITS

APPLY THE LEVEL |
ENCODING ALGORITHMS
AND GENERATE A 32-
ELEMENT SEQUENCE OF
TRANSITION INDICATIONS

GENERATE AN OUTPUT
TAPE CONTAINING
BOTH THE ORIGINAL
BINARY DATA AND
TRANSITION SEQUENCE

Repeat Until
Sufficient Data
Generated

Figure 16A. Program fo Generate a Sequence of Random Binary Bits
and Perform Level I Encoding Function
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1: REAL#4 MSG(15)

21 DATA MSG/' MID BIT TRANSITIBN ', NB TRALSTTIAN 1yt ERGE TR
3; 1ANSITIAN v/ - '

4t INTEGER DATAs BITCBUNT, SHIFTCNT, DATATEMP, BITS5s DATABITS,SEVEN
53 INTEGER BITRUT

6; INTEBER SITBUTP -

73 _DATA BITS/82E0000000/

B: DATA SEVEN/?/

9: DIMENSIAGN LEVELL(64), LEVELBUT(é#)

10: RECNT = 325
113 IXw B4637 .

123 CALL RANDSM( Ix, YFL )

13; IDATA = Ix

14 BITCRUNT o 1§

18 Jo=t

163 DATA = [DATA _

17; DATABITS = IAND( ISA( IAND{ DATA, 41TS )» «29)s SEVEN )

18: CATA = ISA( DATA» +1 ) ;i SHIFTCNT e _

19 2 IF{ DATABITS+GE«& +ORe DATABTITS.EQ." ) LFVELI(BITCOUNT) = +1 3
ok 1 6f To 3

21 IFU DATARITS<GEs4 ) LEVELL(BITCRUNT) = -1 3 6B T8 3

223 LEVEL1(RITCBUNT) = O

23 7 DATARITS = TAND( ISA( IANT{ DATA, R'TS Y, =2%)s SEVEN )

by CATA = TSAC DATA, #1 )} ;3 SHIFTAAT = SHIFTCRT + |

251 IFt SHIFTCNTSGEC29 ) GO TR 11C

61 4 BITCEUST = BITCAUNT + 1

27 IF¢ LEVELI(RITOSUNT=1)ERe } GF T 2

2%; IFC CEVELI(BITCOUNT=1)eERe=1 } LFVELI(BITCRUNT) = § 5 26 T8 3
293 & TF( NATABITS GE«4 ) LEVELL(BITCAUNT) = 0 § 58 TB 3

an: [Ft DATABITS.LES1) LEVEL1(SITCHUNTY = &Y & G2 T% 3

3y WRITE( £+200 ) ; STEP

32: © P00 FBRMATITLO,'AN UNACCRUNTED FBR BIT PATTERN KAS ACCLRED!)
33: 110 IF({ SHIFTCNT «GTe 32 )} GR TR 171

34, IF( SHIFTCNT «ER. 32 ) 59 TB 120

354 1F{ BHIFTCNT«GT«29 )} GB T8 4

36! 100 CALL RANDAM{ IXs YFL )

7y ICATATMP = IX

383 DATATEMP = [AND( IDATATMP, BITC ) -

39: 111 DATATEMP a TAND( 18A( DATATEMP, «3 ), RBZICO0N0QC
Loy DATA = 19R{ DATAs DATATEHNP )

41 G TR & )

42: 120 WRITE( €:202 ) IDATA 3 WRITE( 7 ) [DATA

43 IDAT: = IDATATMP ) DATA = IDATA

bl GE T &

45 121 WRITT( 7 ) « LEVELL(I).sIe1s32)

b ¥ WRITE( 62201 ) (IMSGICLEVELLI(I ) +1)#5+4K) ,K=1,%)s151,32)
47 RECARC = RECOBRD « 1 5 SHIFTCNT = 1 5 RITCOUNT = 1
4“8 " 1F{ RECORDEQeRECNT ) EKD FILE 7 ; PEWIND 7 ; SYOP
49 CALL ANYPSEN{ 3008,1 )

50; 301 CONTINUE

51 CALL ANYPSEBN( 3028,3 ) :

523 IF¢ LEVELL(32) +EQs 0 ) 38 T8 7

53; © IF( LEVEL1(321sEQe=1 ) LEVELI(I) = 0 4 GO TH 3

B4 GB T° &

55 300 BUTPUTI102) RECERD

563 Ge 7= 301

5?; 302 BUTPUT(102) RECHRD

581 ENOFILE 7 3 REWIND 7

93 T STAP

601 201 FBRMAT( T5,6(5a4))
61; 20 FBRMAT(T10, 'RANDBM DATA [MPUT STREAM!,S5X.28/)
sP EWD

Figure 168, FORTRAN Listing of the Encoding Program
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3.3 Transmission, Receiving and Detection Program

This program represents the main thrust of the simulation effort. As indicated by the
title, this program simulates the transmission process, receiving process, and detection
procedure. The resultant output is a magnetic tape containing the detected Level I coded
pulse train and the original binary data which it represents.

While the transmission filter is explicitly defined in terms of its impulse response, the
receiving filter is implicitly defined by the impulse of the "overall' system {transmission

filter - receiving filter),

The first step in simulating the various system outputs is to convert the input transition
sequence to a discrete pulse train of four pulses per bit cell, i.e., leading edge, one-
quarter, half, and three-quarter points of the bit cell. This discrete pulse train is then
convolved with the impulse response representing the transmission filter, This output
is used to define the average transmitted power.

The output of the overall system (receiving filter output) is defined by convolving the dis- .
crete pulse train with the impulse response of the overall system. As part of the simula-
tion of the overall system output, it is necessary to account for the effect of noise, This

is accomplished by generating band-limited white noise with zero mean and variance

0'2 (as prescribed in Sections 2.2 and 2.6) and adding it to the already generated system

output. This forms the overall system output to be used by the various detection schemes.

The output representing the one-quarter and three-quarter points of each bit cell are now
used as input to the detection procedures. Two procedures are suggested in Sections 2,1

and 4.3 and a simplified description follows:

1. Single Point. This procedure issued a £1 for each point depending on
whether the amplitude is greater than or less than zero., The polarity
of these two samples are now compared with the last previously gener-
ated data and a decision made as to whether an edge, mid bit, or no

transition has occurred.
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‘2.  Four Point. The second procedure forms two weighted values utilizing
the present samples and the three immediately previous samples. The
absolute value of these weighted values are then compared to a threshold.
For those values which exceed the threshold, the local maximum is de-
termined, defining the point at which a transition has occurred.

An output tape containing both the decoded transition sequence and the original binary-

data is now generated. This output tape will be processed by another program to determine
how many errors were made. A simplified block diagram of this program is given in Figure
17A and its corresportding FORTRAN listing is shown in Figure 17B.

3.4 Decoding and Comparison Program

This program takes the transition sequence generated by the transmission, receiving,
and detection program and regenerates a binary data stream. This resulting data stream
is then compared with the original binafy data in order to determine how many errors
werse made as a result of the simulated system.,

Figure 18A is a simplified block diagram of this program,and Figure 18B contains the
FORTRAN listing,
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Figure 17A. Simulation of the Transmission, Receiving and Detection Process

R75-34

PROGRAM
INITIALIZATION

v

GENERATE THE TIME IMPULSE RESPONSE
OF BOTH THE TRANSMISSION FILTER
AND THE OVERALL SYSTEM

+

READ IN ORIGINAL BINARY DATA AND
THE CORRESPONDING TRANSITION SEQUENCE

I

TRANSFORM THE TRANSITION SEQUENCE
INTO DISCRETE PULSE TRAIN WITH 4 POINTS
PER BINARY BIT

Y

COMPUTE lOUTPUT OF TRANSMISSION FILTER
TO CALCULATE AVERAGE TRANSMITTED
POWER

'

COMPUTE THE OUTPUT OF THE
OVERALL SYSTEM

T

GENERATE BAND LIMITED WHITE NOISE
AND ADD TO SYSTEM OUTPUT

B!

SAMPLE THE MIDDLE OF EACH HALF BIT
AND RECONSTRUCT THE LEVEL |
DATA STREAM

!

GENERATE AN OUTPUT TAPE CONTAINING BOTH
THE ORIGINAL BINARY DATA AND
LEVEL | CODED DATA
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13 INTEGER DATA, BITONE, DATABITS, R
21 DIMENSTAN x{41); DATABUT(L12}, HIBL1}, P(2)s DAL6)s SIG(E)s
3 1 DaTaBUTL(12), SCRIPTS{4L), CAPS(a411, Q(2)
b 2 5 LEVELIN[32), QK(2)
5: DIMENSIBN LEVEL1(128), LEVELR(128), LEVEL3(128), LEVEL4(64) »
6t % LEVELS(64), LEVEL6(EY)
7% DATA BITBNE/BZBDOCCO0D/
L MAMELIST SI1GMA, THRESHZ, THRESHDF
9 INATSE = 49323
103 IX » 844637 3 R 5 9 } BITENT 5 0O
11: CIFFP o 00 i LEVEL3IP 3 10
12; LEVFLZP = 140 3 DIFFPL = DeQ |
131 THRESHZ ® 245 ; THRESHDF 8 1.25
14; 1SIGN2 = 1§
153 DB 60 1 = 1,41
le; 66 SCRIPTS(I) = 0.0
173 SCRIPTS(21) = 4/341415927
18: SCRTIPTS(20) & SCRIPTSIE2) w 1.0
19; DB AL 1 % 2,20.2
201 SCRIBTS{AL=1) = 4u{mllen(l/2)/t(1~Tus2)/3-141R327
213 61 SCRIFTS(21+]) = SCRIPTS(21-])
g2 DE &2 1 * 1,41
23; 62 H{I) = 00
2“5 H{zZ11 _-.1-0
253 H(Z0) = H{22} = B/(3+1415927+3)
261 H{13) = H{23) = Qe5
27! Do 63 1 = 3,192
28 RIZ1~1) = (=1)aa(I/2¢ = 1/24)#8/(4=Twu2)/3,1815927/3
293 67 H(E1+]) = H(Z1=1)
303 Jlawejt
311 RUTEUT S1GMAs» THRESHZ, THRESHDF
323 XMEAN s 0aD
33; ¥ tALL STRIPULSE(2Q)
341 X cALL STRIPSPEED(10)
35; D8 30 I * 1,6
36 30 DALY & 140
37 x CALL STRIPLBT(DA)
3s: DB 31 1 = 1.6
393 31 DAL = =1.0
403 ¥ CALL STRIPLBT(DA)
W13 DB 32 1 = 146
42% 32 DALIY a Dad
43; ¥ CALL STRIPULSE(150)
443 % raLL STRIPLAT(LUA)
453 ¥ CALL STRIPULSE(LIO)
463 PLAST & 140 3 SIGNLAST = 140
47 pe 10 N = 1,325 _ .
483 READ( 7, END=130 ) IDATA  READ(7)(LEVELIN(JY2U=1,32)
493 DB 9 J = 1,32
50; 1F{ LEVELINIJISLTL ) 2(1)s PLAST ; P2} ==P(1)
51 IF( LEVELINGUI#EQeG ) W(1}. % PLB) & PLAST
52; IF{ LEVELINCJI«GTW0) PL1) & P(2) = -PLAsT
533 FPLAST » P(2) o
S41 DAty » LEVELIN(JI/240
553 1 DB 2 M & =20.2001
563 2 OX(M+21) ® X(M+21) + Pl1)eMiM+21)
573 DATARUTIRY =& X41) 3 DATASUT(R#T) = X(?)
583 DB 4% MM = «20s20,1
§9T 4% CAPS(MM421) = CAPS(MM+21) & P(1)#SCRIPTS(MM4P1)

Figure 17B (Sheet 1 of 4). FORTRAN Listing of the Transmissjon, Receiving
and Detection Process
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601
61
62%

993
100;
1C1:
102
103;
1043
1053
1063
107;
108:

109;

110;
tit;
112
113;
1ia:
115}
1163
1173
118;
119:

43

'™

45

123

PBFES = CAPS{1)e%2 + CAPS{2)##2 + PBWER

NP = NP + 2 ' '

DB 3 K » =20s18,1

X{k+21) = X{(K+23}

X4y o X{41) & 00

DB 43 KK 2 =20s18.1 .

CAPSIKK+21) ® CAPS(KK+23)

CAFS(40) = CAPS(41) = J40

DB 4 M = =2002021 - : :

X{M421) = X(M+21) + P(2)#H(M+21)

DATAGUTIR+2) = X(1) 3 DATASUTI(R+3) & XI(2)

DB 44 MM = =20,20,1

CAFSIMM+P1) & CAPS(MM+21) + P(2)#SCRIPTS(MM4+21)

PBLER = CAPS(11»82 &+ CAPS(Z2)w#2 + PRWER

NP = NF + 2

DB 5 K = =20s18s1

X{k+21) = ¥{(K+23)

DB 4% K = =20s18:1 ]

CAPSIKK+21) = CAPS(KK+23)

CAPS(4C) = CAPS(41) a G0

X{a0) = X{(41) = 00

DAL2) = P{1}/2.0

DAL3) = DATABUT(R)}/2.0

CALL GAUSSEM( INBISE. SIGMAs XMEAN, SNRISE 1
DATARUTI(R)Y = DATABUTIR) + SNOISE .

CaLl GansSsom{ INBISE, SIGMAs; XMEAN, SNBISE )
DATARYUTI(R+1) = DATARUT(R+1) + SNBISE

CALL GaUSSAMU INBISE., SIGMA, XMEAN, SNRISE
DATARUTL(R+2) = DATABRUT{R+2) + SNOISE

CALL GAUSSAM({ [NOISE, SinsMa, XMEAN, SNTISE )
DATA%UT1{R+3) = DATABUT(R+3) + SNOISE

DAta) = DATABUTL(R)/2+D

IF( SITCNTWLT«S } 3B Ta 51 ‘
IF(ARS(CATARUTI(R) 1eGT+ 0 1)AK{1)aSIGN{1+0sDLTABUTI(R))
IF{ ABS(CATABUTI(R#2})»GTe0s1)INK(2)8SIGN{L.0sDATARUTI(R+?))
LEVELEBUT = O

TFISTGHLASTCEQeDK{1) «ANDCSIGNLASTEQQK(2) ) LEVELRJT = 3
IF(SIGNLASTNEQK{1) «ANDSIGNLAST#Fa0K(2)}) LEVELBUT = 1
IF(STIGHLAST+EQe QK1) s AMDSIGNLAST#NE«AK{2) )Y LEVELBUT =2 =1
SIGNLAST = RK{2)

LEVEL4(BITONT=4) = LEVELAUT

DALY ¢ LEVELBUT/2:0

IF{2ESESIG(2)=-DALS) ) +GTe 001 ) Da(A) = 0.5 J ERRARCNT =
# ERRARCNT « 1 ‘
IF(ARS(DATABUTLI(R) )« 0T 40« 1ILEVELI{{BITCNT=5)*2+1}) =
» SIGM(102DATAIUTI(R))

IF{ARSIDATABUTI(R+2))1eGTe0e1) LEVELI({BITCNT=5)4242) =
# SIGN{1s0sDATABUTLI(R+2))

DIFFY = DD 5 DIFF2 = Qa0

DIFF1 = ARS{ DATABUTI(R} = DATABUT1(R=2))

DIFF?2 a ABS( DATABUTI(R+2) = DATARUTLI(R)Y )

IF( DIFFY oL Ee THRESWDF ) DIFF1 s 040

IF{ DIFF2 «LEs THRESHDF ) DIFF2 = N0

IFt DIFFPL +GT« THRESHDF ) GB TR 120

I[F{ DIFF] «GTe THRESHDF ) 365 T9 121

> LEVEL2{{BITCNT-5)1%241) = LEVEL?P

TFU DIFF2 «GTe THRESHDF } GR TH 124
LEVELP({BITCNY=5)e2+2) = LEVELRP
DIFFRL = 0.0

GB T8 1p6 '

' p
Figure 17B (Sheet 2 of 4). FORTRAN Listing of the Transmission, Receiving
and Detection Process
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178
179}

1Eﬂ IF{ IFFPL «GT« DIFF1 ) (B TH 125
LEVELZ((DITCNT=B)#2) = |EVELRP :
127 IF(-NIFEL «GTe ARSt DIFEPL) «ANDs DIFFP1.LT.Gs0 } GR TS 129
IFt DIFFL1 «LTe DIFF2 )} GE TEB 122
LEVELZ((BITCNT«B)#2+1) = < EVELZP
LEVEL2P = «LEVELZP :
LEVEL2((BITCNT-5)#242) = LEVEL?2P
DIFFP1 = «DIFF2
GB T/ 126
129 LEVEL2((BITCNT=5)#2=1) = w EVEL2((BITCNT=S)a2=1)
Ge T8 122
1258 IF{ DNIFF2 46T DIFFYL sANDe DIFF2 5T« THRESHDF )} GB THB 128
LEVELP((BITCNT=5)#2) =a EVELZP
LEVEL2P = =LEVELREP
LEVEL2(tRITENT- 51*&+1> = LEVEL2P
58 T2 123
122 LEVELZ((BITCNT=5)#2) = LEVELEP
LEVEL2((AITCNT=S)#2+1) = <LEVEL2P
LEVEL2P = «LEVEL2P
LEVEL2{{BITONT-51#2+2) « LEVELPP
DIFFP1 = {0
GE TR 126
124 DIFFP1 = DIFFR2
126 CONTINUE , N
[Ft LEVFL2((BITCAT-5)#241)«NE«ISIGNE) LEVELZPT = 1 5 G0 YO 177
IFt {EVEL2(IBITONT =S) #2411 ) «EQLEVELZ(IBITCT=5) 42+ ) ILEVFL29T=0
» GR TR 127
LEVEL2RT 3 =1
127 1StrNg = LEVELZ2(IBITCNT=5}+2+42)
IF{ ABS{ S1G(2) = LEVELEBT/E 01aGTe0e1) EROCHNTL 8 ERRCNTY + )
NIFF? = DIFF4 = Dep
DIFF3 o ABS! DATABUTLI{RY + Q«S#0ATAPUTLI(R=2) = CsSxDATARITI(R=4)
» = DATABUTL(R=6) )
CIFF4 2 ABS( DATAQUTI(R+2) + D«5#DATABUTLIIR) = 5+5+DATABITI(P=D)
. = DATABUTI(R~4} )

IFt DIFFP «GTe THRESH2 ) GB T8 110
IF{ DIFFY .GT. THRESHZ } GB TO 111 ’
112 LEVELI((BITCNT=5)#2+1) & LEVELIP
TF( DIFF% «GT« THRESHZ )} GO T9 114
113 LEVELI((BRITCNT=5)#2+2) « LEVEL3F
DIFF® e 2.0
G& T° 116
110 IF( DIFFP .GT. DIFE3 ) GO TR 115
LEVFLB((RITCNT ~5)%2) = LEVEL3IP
111 TF( DIFE3 LLTe DIFF% ) GB TR 117
LEVELB((QITCNT «Gl#2+1) = < EVEL3P

LEVEL3P = «LEVEL3P
6 Te 113
115 LEVELI((BITCNT~5}22) = « EVELIP
LEVEL3P = «_EVEL3P .
LEVEL3{{RITCNT~ 51*:+11 = LEVEL3P
G& TA 113
114 DIFFE = DIFF4
116 CONTINUE
T OIF{ BITCMT.L Te6 } G2 Ta 51
TF{ LEVELI(IBITCNT«51%2 ) + NEGLEVELI((BITCNT»5)#2=1)ILEVELIBT = 1 3
1 GP TR 117
"IF({ LEVEL3((BITENT=5)42)2EGuLEVEL3((RITENTS1#241) JLEVELIBT = O ;
1 GB T& 117
LEVEL3RT & =1

Figure 17B (Sheet 3 of 4)« FORTRAN Listing of the Transmission, Receiving
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1805 117 IF{ ABS( SIG(1) = LEVEL3RT/2+}eGTe0s1) ERRCNT2 & ERRCNT2 + 1

181; ~ LEVELG(BITCNT~S} = LLEVEL3BT
1823 51 SIG{1) = SIGL2)
‘183 SIG{2) = S1GI3)
184; SIG(3) w S51Gi4)
185; SiGt4} = SIGLS)
1863 SIG(S) = SIGLE)
187 SIG(e) = NDall)
183; ¥ CALL STRTIRLATI(DA)
189; DAt3) = DATABUTI{R+11/240
1904 DALE) & DATABUTL(R+11/2.0
191; X CALL STRIPLAT(DA)
192 DAI2) = P(2)/2.0
" 193 DA(3) = DATABUT(R+2)/2+0
1943 DA(H) » NATABUT1(R+2)/2.0
195; X CALL STRIPLBT{DA)
1963 DA{3) = DATABUT{R+3)/2+0
497 DAt4) = DATABUTL{R+3)/2.0
198 ¥ CALL STRIPLBT(CA)
199; BITCMT = BITENT + 1
200; D8 11 [ = 1,8
201} DATASUT (L)Y » DATABUT(I+4)
202; 11 DATARUTI(I) = DATAQUTL(I+4)
2033 DA(E) = 040
204} 9 CBNTINUF
2053 IF¢ M «LTe 2 ) GB TR 131
206} PRITECR) ( LEVEL4{L)sL® 1,32 )
2973 WRITE(9) { LEVELB(L)sLw 1,32 )
208y Db 130 K = Lg32
209 LEVEL4 (KK) = LEVEL4(KK#32)
2103 LEVEL4 (KK+32) = 0D
211 LEVELE(KF) = LEVEL6(KK+32)
212 130 LEVELE (KK+32) = 0.0
B13; DB 132 KK = 1,64
2144 ‘ LEVEL2tKK) e LEVEL2(KK+64)
21%; LEVEL2(«K+64) = Q0
216} LEVEL3tKK) & LEVELI(KK+E4)
217; 137 LEVEL3(KK+4) u D0
2183 BITCNT = SITONT » 32
219:; WBRDENT = WBRDUNTY + 1
220 131 WRITE(Z)Y IDATA
221; _ WRITE(9) IDATA

222; 16 CBMTINUE
223 100 DB 33 1 = 1.6
224} 32 DALl = Ced

228} o CALL STRIPULBE(200)

226: X CALL STEIPLBT(DA)

227: PBWERAVE = POBWER/NP

228 BITCNT = BITCNT + WORDCNT#3Z
229; BUTPYT PBWERAVG, ERRBRCNT, ERRCNTY, BITCNT
230; BUTPUT ERRCMT2

231; REWIND 7 '
2323 WRITE(#)  LEVEL&(L)s | = 1,32 )
293; WRITE(D) ( LEVELA(L), L = 1432 )
P34y ENDFILE & J REAIND B

235 ENDFILF @ 3 REWIND @

236} 5THP

237t END

Figure 17B (Sheet 4 of 4), FORTRAN Listing of the Transmiggion, Receiving
and Detection Process
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READ IN THE ORIGINAL BINARY
DATA AND THE LEVEL |
‘CODED DATA STREAM

:

DECODE THE LEVEL | DATA STREAM

B

COMPARE THE DECODED BINARY
DATASTREAM WITH THE ORIGINAL
BINARY DATA STREAM

I

TABULATE THE TYPES OF ERRORS
THAT OCCUR AND THE TOTAL
NUMBER OF BITS WHICH
MISCOMPARED

Repeat Until All Data
Has Been Processed

Figure 18A. Programto Decode Level I Data and Compare with
Original Data
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DS AL WU~ ODRR A F WY -

e bk 1 s 4k R pa e e

m ssian we ag ime len valeelen ies iva neiee spianive faivn ten

APV
Lale |

INTESER BITCNT
DIMENSTEN {EVELIIN(&SG), LEVELBUT A4
READC 7,ENDsIOD ) IDATAL ;5 RFADt 7 ) | LEVELLIN(J)Y2Ju1:32)
READ( 7,ENDw100 ) IDAT22 : READ( 7 } ( LEVELLIIN(JYS,Je33,64)
LU
[DATARLIT = O
34 DB 1] © = N,3P
IFt weF™e¢l )} G& TH 32
33 IF{ LEVELLIN(K=1YeGTe~1 ) a6 T8 3D
IF{ LEVELLINIKYoGT=0 ) WRITEL #,300 )
LEVELEUTIK) = 5 ; GG TE 40 .
300 FORMLT(TIO, 0 A MID BIT TRANSITIAN NPT FALLALEDR BY 5 NE TRANSITIAN? )
3N IFC LEVELLIN(K=11EQe0 ¥ GO TR 21 ‘
IFt LEVEFLLIINGWK)LEQD ) LEVELRUTIK) « 1 ;3 GA T 40
TEU LEVELLTINIK) oEQe=1 } LEVELRUT(K) & 0 § Rt TH 4¢
WRITEL #2301 ) 5 LEVELEUTIX) = n ; 18 T8 4
301 FGEMATL T10,'Twb CONSECUTIVE ENGE TRANZITIAMS BETE(TEN')
31 TFC LFVELIIM{K=1)aNE=D ) WRITEL 443902 ) ; LFVEL®UT(<) = n o
» Gr T8 40
32 IF0 LEVELLITHIKIEQeQ ) LEVELAUT(K) = 0 ; G¢ Th 40
IFC LEVFLIINIK)}oEQs=1 ) LEVELBUTI(K) = 1-; 30 T3 4C
TFT LEVELTIN(K# 1) sEGC ) LEVELAUT(RY = 1 ; BF T5 4¢
IF O LEVELLINIK#LYeEQe=1 ) LEVELPUT(®) = O ; 0GR TH 40
WRITE( ¢+301 ) ¢ LEVELAUTI&) = 0 ; 1B TR &40
302 FOPMRT(TID,'AN ILLEGAL BIT TRANSITION CADE “FTE’TEC'J
4rr [F( IFLAGaFQel ) GB& TH 5P
DATATEME s TSC{ LEVELBUT(K),32=¥ )
11 IDATABUT = [BR( IDATABLT, DATATEMP )
DATATEME e JEBR! IDATALLIDATAAUT )
IF( DATATEMPWESWQ ) GB T9 50
ng 81 M = 1,32
ERRARCHNT =2 TANI{ DATATEMP,I ) + FERISRCNT
51 DATATEYP = 1SCI{ DATATEMP,=1 )
S50 EITCNT a BRITONT + 32
K = 33 3 lFLAG= 1

GH TR 32
52 IFLAG = 0 ; N = 2
DATATE~F a [S5C({ LEVELBUT(33)s 31 )
1DATABUT = O
ICATARIT = JBR{ IDATABUT., CATATEMP 3

. DB 53 J = 1,32

B3 LEVEL1IM{J) = LEVELIIN(J+32)
IDATAL = IDATAZ
READ(74END=101) IDATAZ 5 READ(7,ENC=101)¢ LEVELIIN(J) »uaT3,64)
66 T 34

100 WRITE( €s103 ) j STHP

103 FORMAT(TLD, 'END BF FILE ENGBUNTERED AT BEGINNING BF TAPE ' )

101 WRITF({ 6s104 ) BITCNT , ERRBRCNT ; STOP

104 FBRMAT( T10,18+% BITS “ERE PRBCESSED',13,' ERRIRS SERE DFTECTED!)
END _

Figure 18B. FORTRAN Listing of the Decoding and Comparison Program
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4,0 COMPARISONS AND DISCUSSION

4.1 Results for Manchester Bi-Phage

A Manchester bi-phase system may be defined and then optimized using the Nyquist-Sunde
approach just as was done for Level I. In Section 4,1 tﬁe results (without any derivations)
are given for a Manchester system with error detection capability. Such a system sacri-
fices some margin over noise in order to detect (without correcting) the majority of errors
that occur. For this purpose, the signal train is sampled in the middle of each half-bit
cell and compared against a zero threshold to determine the signal level in each half-bit

independently. The intent is to have single half-bit errors show up as nonvalid Manchester

pulses.

The optimum Nyquist-Sunde system is shown in Figure 19. The notation used is virtually
identical with that of Figure 7. The Manchester encoding algorithm is simply that 81.= +1,

= -1 (k even) if the corresponding binary source bit was a logic 1, and 8) = -1,

Skl
Sps1 - +1 if the binary source bit was a logic 0,
= N
/—R{w)='§g ‘ ﬁ1|w)=%c032%1-:|w|<41§'_
N(t 4
. wl | 4n . T
MANCHESTER | % St = s g ST s wengin= XK t=kz
—{ TRANSMITTER |— ) - >0
SOURCE 0wl > : <
T Y 4T
w4 cos T {tky) o sinTy {tkz ) N )
k=ea  [1{Fitkz )] k=es  F (tk) [WF (kP )4}

Figure 19. Manchester Bi-Phase System
The series for S(t) and Sl(t) were summed in the following two special cases.

CASE 1 - All Manchester 0-Phases

Figure 20, Case 1 Bit Stream
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k
Sk=(-1) H kzonn, “1,0,1,2’lol (76)
S(t) = /2 V cos 2—,1,“3- | (77)
Tt
S, (t) = V cos 20 (78)

CASE 2 - Alternate Manchester 0- and 7-Phases

Figure 21. Case 2 Bit Stream

822—1282£=(-1)£ H -Q:-..’ -1’0,1’2’l.l . (79)
S(t) =/2 V|cos 7/8 cos (%+ 1T/4) + cos %Tcos (37'“- - 1!/4)] (80)

5,(t) = V (%ﬂ—) cos (—?I.L-l- 17/4) +(£2:1—) cos(3—gt- - 77/4)J ' (81)

’

The average transmitted power in both Case 1 and Case 2 is

2 .
Ppy = V : (82)

and the simulation confirms that this is the correct identification. The peak power re-

quired is that which occurs in Case 1 and is

P =2V¥=2P

PK AV (83)

Finally, the bit error rate is

P P
_,. 1 ‘/_1_ Av )., L[ ]1 “PK
BER 2.2erfc > TNOT 2.3 4N7}T (84)
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4,2 Manchester Without Error Detection

If the error detection capability is relinquished, a more than 3 dB improvement in margin
over noise may be effected for Manchester bi-phase. The simplest method of obtaining

this improvement is to compare the difference between the first half-bit sample and the
second half-bit sample against a zerc threshold to determine whether the full bit was a
zero phase or a pi-phase The effective signal power is thereby quadrupled while the
noise power in the difference is only doubled. The effective signal-to-noise ratio is thus
increased by a factor of two, The probability of error does not have to be doubled to

convert from half bits to bits, and so the bit error rate is
1

P
Av . 1 1 Ppk
E erfc -IT;];-I, 5 erfc > ﬁ(?’f (85)

Eq. (85) may be recoghized as the bit error rate of an optimum performance communica-

BER =

tions system operating at bit rate 1/T in the presence of white Gaussian noise of spectral

density NO' The Manchester system of Section 4.2 is, therefore, an optimum system,

4,3 Other Level I Systems

The improvement obtained on using the difference of Manchester half-bit samples as a

test statistic suggests that Level I systems employing sample differences might obtain

an improvement over the system of Section 2, The simulation has been used to carry out
a (nonexhaustive) study of such differencing schemes, The most successful of the schemes
studied employed a linear combination of four neighboring half-bit samples to determine
when the transitions between the levels take place. If the voltage output of the receiving
filter, S (t) + N (t), iz called V (t), then the sampled values are V (k ). (See Figure 7.)
The statlstlc computed to determme whether a transition occurred between the k-1° st and

the k half bit cell is

- T 1 T 1 T T
Gy = IV1 ((k+1) 5) t gV k3)- 5((1{-1) g) -V ((k-z) E) I (86)

As the Level I wave train undefgoes a transition, Gk successively takes on the values 0,
%—V, 7/4 V, 5/2V, 7/4V,],/2 v, 0 (in the absence of noise), The 5/2 value is identified as the
transition point. Identifying the transition point in the presence of noige is treated as a

combined detection and estimation problem. Gk ig compared against a threshold of 3/2 V

in order to detect that a transition has taken place, To estimate the location of the
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transition points, the values of Gk above the threshold are examined fo identify the local
maxima., The results of the simulation are discussed below in Section 4.4.

Another Level I system that was studied for the sake of comparison was the system of
Figure 19,with the Manchester source replaced by a Level I source. Since in this case,
all the sample values are * V (and P AV
(74}, and {84) ).

P &
_ 1 (‘/_]; AV '
BER=2¢ - 3 erfc 5 -N—o—/'r,—r 87y

This system will be referred to as the "no intersymbol interference' (No I-I) Level

= Vz}, the bit error rate is (compare Eq. (72),

system in the discussion below.

Alpha is again the number of bits in error in the decoded Level I bit stream per half-bit
error developed in the threshold comparison. The computation of & is now, however,
more complex than in the arguments following Eq. (75). When a half-bit error oceurs
adjacent a transition, we may again expect approximately two bit errors to develop for
each half-bit in error on the average, Now, however, since all the sample values are
+V, a significant number of half-bit errors also occur not adjacent to 2 transition, These
errors generally result in nonvalid Level I wave trains and must be eliminated before (or
during) Level I decoding. The Level I decoding algorithm may therefore be considered to
correct many of the half-bit errors that occur not adjacent to a transition (the number
corrected will be a function of the algorithm), and o will be significantly less than 2.
Some crude estimates of & were made using the joint probabilities of Section 1 and a
simple assumption about which errors are corrected, The results suggest that

%5&51 (88)

The simulation results for No I-I Level I presented below include a simple algorithm
for obtaining a valid Level I wave train before decoding, and therefore_include effects such

as possible dependence of & on signal-to-noise ratio,

Still another Level I sysiem was identified as worthy of study, but its analysis could not
be completed within the scope of the current contract. It is shown in Figure 22.
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Riw} =N29 \

N(t)

frors S 2n} T T
cos 3 leoi < - LI
LEVEL1 S Flw) = 4 TIS {0+ Ny 1) -><" k3 .

ol

TRANSMITTER
SOURCE 0 lul> 2 1
Ivivees Gl <3 Sl PIPRECS S L.
IVEg s~ M
0wl >3 (07 kg 1121

Figure 22, Level I, Transition Detection

The output pulse function

s,(®) z%cos amt/T [1 - En;/-.j?-‘ -1
J
has the property that

S, (#T/4)=1,8 (kT/2-T/4=0 for k#0, 1.

Since the samples here are taken at the edges rather than at the centers of the half-hit
cells, this system has the property that the sample values (in the absence of noise)
5, 0 3 -
are +tV if there is no transition between the k-lth and the kth half-bit cell and 0 if there
| ig a transition., One way of detecting transitions, then, would be to compute the test

. statistic

(3]

where Vl(t) is again Sl(t) + Nl(t) and compare against a threshold of 1/2V,
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Finally, it may be noted that block and sequential decoding schemes have not been studied
even though they might be expected to provide significant improvement in Level I per-
formance because of the correlation present in the Level I bit stream. Such studies would,
of course, be well outside the scope of the current contract. If or when they could be
carried out, they would probably identify systems with better error performance at the
cost of increased hardware complexity. Such systems would vitiate some of Level I's
principal advantages; namely, simplicity and low cost.

4.4 Comparisons

The bit error rate of the Level I system studied in Section 2is plotted in Figure 23, to-
gether with the BER's of the Section 4 systems (Manchester and Level T)s The range 10"2 A
to 10™° bit errors per bit is shown. The argument is taken to be 10 log P AV/ N 0/T , which
ig the ratio in dB of the average signal power to the noise power in a bandwidth equal to
the information rate. The curves based on the analytic expressions derived are drawn
solid while the curves drawn through points computed with the simulation are dashed. The
simulation results were computed using, at most, 10,368 information bits, so that the

lower points on the simulation curves have a greater variance.

The curve labeled "Manchester Without Error Detection" is a plot of Eq, (85), As men-
tioned in Section 4.2, it is an optimum performance curve., No system can obtain better

performance (in white noise} without going to block or convolutional coding techniques.

‘The solid curve labeled '"Manchester Bi-phase' is a plot of Eq. (84). The dashed curve
was obtained with a Delco simﬁlation. Although the development of this Manchester simu-
lation was not part of the contract, the techniques employed were very similar to those
of the Level I simulations. The curve is.therefore shown to demonstrate the close agree-
ment (better than 0,1 dB) between the simulation and the theory.

The solid curve labeled '"Level I (Section 2)" is a plot of Eq. {74) using Eq. (72) with

o = 2. Recall that « is the average number of bit errors that result in the Level I decoded
bit stream due to a half-bit error. (See the arguments _following Eq. (75) in the text.) The
simulation curve could be fit pretty closely by Eq. (74) with ¢= 1.4. In fact, an exact

fit could be obtained by an « that varied continuously from 1.2 at the upper end of the

curve to 1.5 at the lower.
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Figure 23. BER Comparisons
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In comparing the curves, it is seen that a Level I, Section 2 syst'em has between 1 and
1-1/2 dB less margin over noise that the Manchester bi-phase system of Section 4,1,
To comment in detail and summarize the specific effects that lead to this result, refer

to Eq. (84) for Manchester, namely

. H"r
_ o, 1 1 "AV . o
BERy . = 2 yerfc[y3 N/T (84)

and to Eq. {74) with the first term of Eq. (72) neglected.

et . § " -]; .}- AV | t
BERLeVI = 2 = (43 2erfc V‘S —IVT {(74")

The first term in Eq. (72) has been neglected because the +V samples don't contribute
significantly to the error rate over the range considered, The 3/7 factor is present be-
cause the +V samples only occur 8/7 of the time. The factor @ is discussed above and in
the text following Eq. (75). Referring to the arguments of the square roots, there ﬁre
three effects which result in Manchester having a 3/2 (or a 10 log 3/2 = 1. 8 dB) advantage

over Level I in signal-to-noise ratio.

e  The Level I filter has half the Manchester filter bandwidth, so the

Level I detection process is only contaminated by half the noise.

o The Level I samples are +1,/2V compared with +V for Manchester;
therefore, on a relative basis, Level I has 1/4 the gignal power.

. Signal-to-noise ratio comparisons are made on the basis of average
transmitted power. Tor Level I, P AV 3/4V2 while for Manchester
P AV Vz. Therefore, in converting to an average power basis for comparing

signal-to-noise ratio, Manchester loses a factor 3/4 with respect to Level I

Putting these three effects together, Manchester is seen tohave 2 1/2 x4 % 3/4 = 3/2
advantage over Level I in signal-to-noise ratio.

The points on the curve labeled '"Level I (four-point difference)" were computed with

the simulation of the system deseribed in Section 4.3. The four-point difference scheme is
seen to have equal or poorer performance than the single-point Level I system of Section 2.
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This result can be understood qualitatively as follows, The statistic of Eq. (86) has three
times the noise variance of the single sample. In estimating the effective signal power,

the detection and estimation part of the problem must be treated separately. In detecting

a 5/2V value by comparing against a threshold of 3/2V, the effective signal power is Vz,

an improvement over single-point Level I by a factor of 4. In estimating the location of

the maxima, however, we are normally comparing 5/2V with 7/4V. One way to do this is

to compute the difference and compare against a zero threshold. In computing the difference

the noise variance is again doubled, while the effective signal power is now
(5/2V - 7/4V¥ = 9/16 V2.

A crude estimate of the effective signal-to-noise ratio compared to single-point Level I

is therefore

1/3 x4 x1/2 x9/16 =3/8, or 101log 3/8 - 4.3 dB.

The arguments are admittedly crude and, in fact, give a considerably poorer estimate of
four-point differencing than is actually achieved on the simulation. On the basis of the simu-
lation results, and to a lesser extent on these arguments, it is concluded that simple

differencing schemes do not allow a significant improvement in Level I error performance.

- The curve labeled "Level I (No I-[)"" is drawn through the points generated by the simu-
ulation for the 'no intersymbol interference' Level I system discussed in Section 4. 3.
Eq. (87) gives an analytical result of the bit error rate for this system, This equation
was not plotted in Figure 23 becmse for a =1, it is identical with the Manchestér bi-phase
curve., Ed. (88), and the arguments preceding it suggest that 1/2 < o <1, and the curves for
other values of o can easily be inferred fromthe curve for ¢ = 1. Figure 23 shows two
of the 'simulation points lying near the Manchester curve and the others lying above it, This
suggests a rather strong dependence of tcon signal-to-noise ratio, (Although the behavior
bf o, and therefore the Level I error correcting capability, depends on the particular de-
coding algorithm chos‘en, a study of decoding algorithms and aftempts to optimize ¢ were
considered beyond the scope of the contract.) In any case, the Level I (No I-I) per-
formance was, at most, 0, 8 dB poorer than Manchester Bi-phase. It is felt that with proper
algorithm design, this type of Level I system could be made to perform at least as well as

Manchester over a specified range of BER. This is an improtant conclusion. Although
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I - .

the Level I sysfem of Section 2 is optimum for its usual application in which it is desired
to send information at the highest rate consistent with the bandwidth restriction, the No
I-1 Level I system of Section 4.3 obtains a 1 to 1-1/2 dB improvement in margin over
noise by expa,ndin'g the bandwidth by a factor of two. In applications in which this band-
width expansion is allowed,. the following statement may be made, The bit error rate
performance of Level I is comparable to Manchester Bi-phase (with error detection) and

only 3 dB poorer than Manchester without error detection.
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APPENDIX C

EVALUATION OF DELCO ELECTRONICS
3-PHASE DPM AND CONVENTIONAL 4-PHASE DPM

1.0 INTRODUCTION

This appendix develops an expression for the phase error probability as a function of
signal-to~noise ratio for L-phase differential phase modulation and presents an evalua-
tion of Delco Electronics 3-phase DPM (differential phase modulation) technique versus

-conventional 4-phase DPM.

The results of the phase error probability analysis are shown in Figure C-1. As canbe
seen, at a signal—tb-noise ratio of 10 dB, the probability of a phase error in 3-phase
modulation is down by a factor of 10 from that of 4-phase. This factor increases with |
increasing SNR, and the adva.ritages_ of 3-phase become more prominent. Translating
phase error rate into bit error rate shows: (1) for conventional 4-phase, a single phase
error produces, on the average, one bit error, while (2) for Delco's 3-phase, a phase
error produces, on the average, approximately one and one-half bit errors. Comparing
the two schemes at 10 dB, -then, the 3-phase bit error rate is down by a factor of about

seven from that of 4-phase.

2.0 ‘DESCRIPTION OF THE MODULATION SCHEMES

A binary stream is used to modulate the phase of a carrier in a differential manner.

: 'Figure C-2 shows éonventional 4-phase DPM, where 00 causes a phase increment of 450,
01 a phase increment of 1350, ete, TFigure C-3 shows Delco's 3-phase DPM, where two
consecutive 1's cause a phase increment of 1800, two consecutive 0's, a phase increment
of 3000, and 10 a phase increment of 60°. The 01 combination is encoded by holding the
previous phase for one bit time, thus coding the initial 0 bit, with the 1 being coded with
the next bit in the data stream. An example of coding with conventional 4~-phase and with

Delco's 3-phase is shown in Figure C-4.

R75-34 ‘ C~1



DELCO ELECTRONICS DIVISION 8 SANTA BARBARA OPERATIONS ¢ GENERAL MOTORS CORPORATION

10°- 1 T T T T

1071

102

4 PHASE

104

3 PHASE

PROBABILITY OF PHASE DIFFERENCE ERROR

105

10
2 PHASE

107 L _ 1 | |
0 a 8 12 16 20
SNR {dB)

Figure C-1. Probability of Phase Difference Error
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1" 10
00
Figure-C-z. Conventional 4-Phase DPM Figure 3. Delco's 3-Phase DPM
oo : o .. = CONVENTIONAL
|225 45 135°|135°| 45° 315‘"135°|315‘Jp15°|315 |45° |225°L315°| % 4 PHASE

1T10001017001001171010100011 10 1 < BINARY STREAM

’13001 300° |60°| 60° i 60° | 180° |60°|so°|soo°l1ao°| ao°‘—---— DELCO’S 3-PHASE

Figure C-4. An Example of Enceding in Conventional 4-Phase and
in Deleo's 3-Fhase
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3.0 PHASE ERROR PROBABILITY

This evaluation is madé by first presenting a derivation of the probability of a phase dif-
ference error when the phase change between two signaling intervals is preserved as a
reference (differential phase modulation). The traditional assumptions are made; namely,
of an ideal digital phase detector observing a sine wave with one of L~phases in additive

gaussian noise.

The probability density of the error in phase, 6, is given by:

2 ..
pE) = 2],,;,. e P [1 + /75 cos 8 &P °°F 8 (1+erf (/p cose))]—wsﬁ =T (1)

where p is the signal-to-noise ratio and erf denotes the error function. A derivation of
Equation 1 is given in Section 5 of this appendix for completeness and because, even
though it is reportedly a well known result, it is incorrect in the reference,

-Errors are committed when the detector measures za phase outside of the region from
# - WL to @+ 7/L, where § is the received phase in the absence of noise.

The single error probability, P(e), in DPM is thus given by the probability that the
absolute value of a phase difference exceeds 7/L; that is,

- P{e) = Prob (1T/L< [91 - 90 I)
In order to derive an expression for P(e), it is assumed that the probability of 8 lying

between 81 and 91 + dﬁl, and of 60 lying outside the interval from Bl-ﬂ/L to
8, + /L, is the product:

- fy+7/L
p@,) a0 [1- [ p@,)dg
~ 6,-m/L
J
Letting 68 vary from -T to +7 %.nd re}:f‘gnizing the symmetry of p(9) about 6=0, yields
+ 7
T (]
P(e) = 2 f POy |- f p®,) dg, | d8
0 2 0—1'!)’ L

R75-34 - ' C—4
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Since phase differential is used to compute the transmitted phase in DPM, successive
errors are not independent, that is

P, l e;) F 0

for finite S/N. From the above, it follows that the joint probability of successive errors

is given by . 61+ WL 6+1/L
P(el,ez) =2 /;(91) 1- f p(BO) dGO 1 -f p(92) d92 del
o 91—1T/L el—n/L

or in more compact notation

T d+mw/L 2
Plej,e,) = 2 f p(#H |1~ f p(o) do ag 2)
o g~m/L '

Recognizing that the conditional probability P(e2 el) is given by the ratio of the joint to
the single error probability, we have |

Ple, | &) = Ple)

and, thus, expressions for all pertinent probabilities.

We now show that the conditional error probability of Equation 2 reduces to the results
of Salz and Sali:zbo&:rg2 for L = 2, namely,

7
9
P(e,,e,) =% /[1 ~ erf (/p cos 9)] p() 46 | (3

o

Letting: a + ﬂ/z
a) = [ p@ do
g-a/2

and differentiating with respect to #

(%} =p@+7/2) -plff -1/2)

R75-34 C-5
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Since '

cos fxn/2)=Fsin g
we can wrife

—3—— —J_sm gePCOS °

By making a change of variable

X= \’Ecosﬂ

and recognizing that q(7/2) = 1/2, we have

/p cos ﬂ
q(ﬂ) = = f

Since the integrand is an even function and

(01
2
1 e-X dx=1
Vi
-

Therefore,

o
e dx= L1 -
1 - q) = 1 f X dx= % (1 erf (/p cos #) ]

/P cos #

which proves the equality of Equation 2 and Equation 3 for L = 2,

Figure C-1 is a plot of the single error probability for 1. = 2, 3, and 4. The evaluation

of the integral
m 91 + TT/L

Pe) = 2 -/;(91) 1- [ P@,) do | 98,
0 8, - /L

requires numerical integration for the signal-to-noise ratios of interest. The double
| integration was carried out using Simpson's rule and an error function approximation

accurate to nine digits.
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4,0 BIT ERROR PROBABILITY

To evaluate the effectiveness of Delco Electronics 3-phase DPM versus conventional
4-phase DPM, the process by which phase errors are converted to bit errors must be
examined. In conventional 4-phase (Figure C-2), considering nonadjacent phase
vector errors as highly improbable, phase errors translate to bit errors one-to-_-oné.
Three~phase modulation as shown in Figure C-3 results in a higher bit-to-phase error

\rate. Considering first the no-hold combinations, a "11" could be interpreted as either
a’'"l0" or "00" with equal probability, which results in an average of one and one-half
bit errors per phase error. The same is true for a 00 interpreted as a. 11 or 10, A 10
interpreted as a 11 or 00 results in one bit error per phase error, When a 01 follows a
11 or 10, the phase angle is held for one additional bit time. To investigate the bit-
to~-phase error rate for this case, the six combinations of five binary digits beginning
1101, 0001, or 1001 must be analyzed. There are 18 ways that these holding operations
can result in bit errors. Considering these, it can be determined that the 18 possible
phase errors produce 33 bit errors. Holding operations for random data occur with a
relative frequency of one-fourth. The bit-to-phase error ratio for Delco's 3-phase is
thus

1 (33}, 3(8)_
3 (88)+ 4(6) 1,46

Thus the probability of bit error for Delco's 3-phase is a factor of about one and one~
half higher than the probability of phase error shown in Figure C-1. For biphase and
4-phase, the probabilities of phase and bit error are equal, Comparing 3-phase and 4~
phase at 10 dB then, the 3-phase bit error rate is down by a factor of about seven from
that of 4-phase.

5.0 DERIVATION OF PROBABILITY DENSITY OF PHASE IN PHASE MODULATION

The received wave is assumed to have the form
V(t) = (A + x) cos (wt + #) +y sin (wt + #)

where # is the phase that would be measured by the ideal phase detector at the end of
a t-second signalling interval in the absence of noise, and x = x(t), and y=y(t) are the
inphase and quadrature Gaussian noise components, respectively, each with average

noise power of 0-2. The phase of the received wave is then

- -1y
Phasepr(t}—ﬁHan I
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The next step is to find the probability density function (pdf) on the error in phase, p(@),

where

§ = tan ix
Letting
u=A+x
v=y _ _
the pdf on u and on v are given by
| ) u-A)2/20°2
fu) = —— e
VT o
and
gy - —— V2

vaT o

Recognizing that 6 = tan_l v/u, one can transform to polar coordinates, (u =r cos 7]
and v = r sin 6) to find the joint density function in r and 8, q(r,6 }, with p(8) then being

given by the integral
o0

p@) = f a(r, dr

o

Following this procedure, we obtain an expression for q(r,8)

q(r,8) = 2

2 4, 2 2 2
1 o /2d I:re-—(r -2rA cos 8)/2¢ :‘
2To

Letting the signal-to-noise ratio be

o = A%/20°
and

s? = -1--5 (rz_- 2rA cos 6 + A2 cos2 8)

20
the pdf on phase error is given by .
1 -p (L-cos2g) g%
p@) = —- ¢ (/Pos+ AcosB)e  ds
/2o -/p cos B
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which becomes an integration

2
p@) = 2117 e P [1+ﬁ'§cosﬁpcose(1+erf(¢’§cose) )]

where erf denotes the error function
o
2 -x‘?' dx.
erf (@) = — f €
VA
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4

S

APPENDIX D
CONVOLUTIONAL ENCODING AND VITERBI DECODING

1.0 INTRODUCTION

This appendix presents: (1) the essential features of convolutional encoding and Viterbi
decoding, (2) a listing of a digital computer program used to evaluate the compatibility
of Level 1 encoding and decoding with the above mentioned techniques, and (3) the results

of simulations with random data sequences.

2.0 CONVOLUTIONAL ENCODER

A general binary convolutional encoder consists of a bK stage binary shift register and
v mod-2 adders. Each of the mod-2 adders is connected to certain of the shift register
stages, The pattern of connections specifies the code. Information bits are shifted
into the encoder shift register b bits at a time. After each b bit shift, the outputs of
the mod-2 adders are sampled sequentially yielding the code symbols,

An example of a simple convolutional encoder with K =3, b=1, and v = 2 is shown
below. The binary input data bits 0, 1, 1, 0, 1, 0... generate the code outputs 00, 11,
01, 00, 10, ...

010001 . ...
+
- 001101010010 011010....
CODE SEQUENCE - DATA SEQUENCE
+
011100. ...
R75-34 : D-1
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The state of the convolutional encoder is the contents of the first b(k-1) shift register
stages. The encoder state together with the next b input bits uniquely specify the v
output symbols.

In the above example, the encoder state is specified by the contents of the first two shift
register stages. Denoting the four possible states asa=00, b=01, ¢c=10, and d = 11,
the input bits 0, 1, 1, 0, 1, 0... then correspond to the successive encoder states a, b,

d, ¢, b, c...

The allowable transitions between states at k - 1 and k are shown in the diagram below
together with the transition code sequence, In this example, two paths lead to each of

the four states, In general, there are 2b paths entering each of the 2b(K-1) states.

k-1 k
a= 00 a 00 a

11 '
b= 01 b Ly b

00

10

c= 10 c 01 c
' M
10

Assuming a binary symmetric channel {(i.e., symbol errors are independent and occur

with probability (p) and that all input data sequences are equally likely, a maximum
likelihood decoder is one which examines the error-corrupted received sequence and
chooses the data sequence corresponding to the transmitted code sequence that is closest

to the received sequence in the sense of Hamming distance; that is, the transmitted sequence

which differs from the received sequence in the minimum number of symbols.

A brute-force maximum likelihood decoder would calculate the Hamming distance on all

paths and select the minimum. The information bits corresponding to that path would

R75-34 D-2
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form the decoder output. For an L bit information sequence there are ZL paths in the above

example. This method obviously quickly becomes impractical as L increases.

3.0 VITERBI DECODING

The Viterbi decoding algorithm greatly reduces the effort required for maximum likeli-
hood decoding by taking advantage of the fact that the minimum distance path to, for
example, state a at time k in the above encoder example can be only one of two candidates:
(1) the minimum distance path to state a at time k-1, and (2) the minimum distance path

to state ¢ at time k-1, A comparison is performed by adding the new distance accumulated

in the kth

transition by each of these paths to this minimum distances at time k-1,

In general, a Viterbi decoder calculates the likelihood of each of the 2b paths entering
a given state and eliminates from further consideratidn all but the most likely path that
leads to that state, This is done for each of the 2b(K_1)
tion, only one path remains leading to each state. In cases where distances are identical,
an arbitrary selection is made, It is important to recognize that in eliminating the less

states; after each decoding opera-

likely paths entering each state, the Viterbi decoder will not reject any path that would

have 'been selected by the brute-force maximum likelihood decoder.

The great advantage of the Viterbi decoder is that the number of decoder operations per-
formed in decoding L bits in only Lzb (K—]'), which is linear in L. The Viterbi decoding
technique is limited to relatively short constraint length codes (K= 6) due to the exponen-

tial dependence of decoder operations per bit decoded on K.

It has been shown that, with high probability, the zb(k_l) decoder-selected paths have a

common stem, which eventually branches off to the various states, This further suggests
that, if the decoder stores enough of the past information bit history of each of the
zb(K—l) paths, the oldest bits on all paths will be identical. It has been demonstrated
theoretically and through simulation that a value of the length of the information bit path
history per state of four or five times the code constraint length, K, is sufficient for

negligible degradation from optimum decoder performance.

R75-34 ' D-3
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4.0 SIMULATION PROGRAM

A digital simulation program was developed incorporating rate 1/2 convolutional and
Level 1 encoding of random source data, error injection capability, Level 1 and Viterbi
decoding, A listing of this program follows at the end of this appendix.

5.0 COMPATABILITY OF CONVOLUTIONAL AND LEVEL I ENCODING

A number of computer simulations have been made in an attempt to determine the com-~
patibility of convolutional and Level I encoding. Two programs were employed. The first
permits rate one-half convolutional encoding of random source data, error injection, and
Viterbi decoding, The second, discussed above, incorporates rate one-half convolutional
encoding of random source data followed by Level I encoding, error injection, LevelI
decoding, and Viterbi decoding. The Level I decode uses the essential features of the
Viterbi algorithm. Bit memory paths of length 16 and 32 bits were used in the Level I and
Viterbi decoding, respectively.

Each run was made with a source data SEquence of 4,500 random bits, Error rates were
established which were high enough to result in errors in the decoded sequence, Based on
the models of communication links discussed in Section 4 of Appendix B, it was concluded
that the probability of a channel error in the case of rate onehalf convolutional transmission

is given by

: b
_1 ‘/ AV
Pr (e) = ) erfe m

0

whereas in the case of rate one-half convolutional plus Level I transmission, the prob-~
ability is determined by

Pav

4 NO/T

Pr(e) = erf

1
2

From these equations, a signal-to-noise ratio which results in 700 errors in 4, 500 bits
of source data for rate one-half convolutional transmission while results in 1,420 errors

in rate one~half convolutional plus Level I transmission.

The results of simulations to test the compatibility of the two encoding schemes is shown
in Table 1. For the lower error rates used, it can be concluded that the convolutional en-
coding and Viterbi decoding is more effective in error removal. At the higher error rates,

R756-34 D-4
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the results tend to indicate that the inclusion of Level I encode-decode does not affect

the error correcting capability of Viterbi decoding.

Table 1,

6.0 REFERENCES

RATE 1/2 CONVOLUTIONAL AND

RATE 1/2 CONVOLUTIONAL ENCODER LEVEL I ENCODER

VITERBI DECODER LEVEL I AND VITERBI DECODER

'CHANNEL ERRORS CHANNEL ERRORS

ERRORS AFTER DECODE ERRORS AFTER DECODE
700 73 1,420 308
800 129 1,540 400
900 194 1,640 439
1,000 204 1,760 459
1,100 382 1,840 512
1,200 421 1,940 532
1, 300 516 ' 2,040 564
1,400 585 2,120 560

Results of Simulations for Compatibility Test

1. J.A. Heller and I, M., Jacobs, '"Viterbi Decoding for Satellite and Space Communica-
tion,'" IEEE Trans, Commun. Tech., Vol, COM~19, Oct 1971, pp. 835-848

2. A.J. Viterbi, '"Convolutional Codes and Their Performance in Communication

Systems," IEEE Trans. Commun, Tech,, Vol. COM-19, Oct 1971, pp. 751-772.
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s e NE!

100

™y

C

W~ AMNRL WDV OO DN REF WA D0 AL LY

CAS NS S8 8B 84 SEIAS S8 A AR IAS IS A8 A% &8 48 5808 48 S8 MA S8 TR S5 SE A% S8 S8 .

TS IO MMM DT - 5 s s b s s b b s

29: 1003

32: 1002

172

SIMULATION PROGRAM

TH1S PRBGRAM S FOR THE CENVBLUTIBNAL ENCEDING OF
BINARY DIGITS LISTED IN THE MATRIX R» WHERE K=3»
Rals ys2 ARE THE CBNVBLUTIANAL PARAMETERS

IMPLIC!IT INTEGER(A=Z)

COMMBN AL (640),A2t640),PS(640),DR(£40),RB(640)

DIMENSIPN RAW(400)
DIMENSIAN R(160)

INTEGER R

READ(5,100) (R{1)s]=1,160)
FBRMAT(2011)

CALL CENCBD(R)

C PACK A1,A2 [NTB RAW _
DA S 1=1,320.2

RAWI(I)= AL(I/2+)

5 RAW(I+1)= A2(1/2+1)

CALL ENCODE (3204RAW)

£ ERRBR INTRADUCTIAN

_ _ ERRBR INTRODUCTIAN
INTEGER ERRSBR
1Xs67
WRITE(6,172)
FORMAT (1H1)

DB 1002 =113

CALL RANDBM{IX,YFL)

ERRBR aMBD(TABRS{IX)s»250)
WRITE(6,1003} ERRER,IX

FORMAT (' AL A2 ERROR AT' ,214)

IF(MBD(IXaR)eEQQ) Al (ERRAR
IF(MRD(IX,2)«EQe}) A2 {ERRBR
CONT INUE

CALL DECBDE {320sRAW)

243 C SPREAD RAW BACK T8 A1,A2

26
37
38
39

R75-34

D8 & [1%1,320.2
Al(l/2+1 ) = RO (1)

& AZ(]1/2+1 ) ® Re (I+1)

CALL VvDECBDI(R)
END

Y=MID(AL(ERRBR) +1,2)
YeMBD (AZ(ERRBR) +1,2)
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SUBRBYTINE CENCARD(R)
IMPLICIT INTEGER(A=Z)
COMMBN AL (640),A2(640),P5(6401,DR(640),RB(640)
DIMENSION R(160)
INTEGER Al
INTEGER A2
€ THE SEQUENCE AL1(I)A2(1) REPRESENTS THE CBDE FBR R({1)

Al(1)
A2(1Y = R(1)
Al(2} R(1) + R(2)
A2(2) a R(2)
IF(AL(2)*EQe2) AL(2) = O
DO 200 I=%1,158
AL{142) = RUI) + RUI+1) + Rtl+2)
A2{1+2) ® R(I) .+ R{]+2)
IF(A1(I)*EQe2) AL(1) = O
IF{AL(IY1*EQe3) ALLI) =
IF(A2(])¢EQe2) A2II) = O

200 CBNTINUE
D8 300 1=1,160 _
PRINT 400, 1,R(IV,AL(TI)A2(1)

400 FORMAT(110,15,15,11)

300 CONTINUE
RETURN
END

R(1)

a8 sE'seimE AR ivE S8 ¢80 8 48700 'ss an B e 20 ' ws snTes 848 R [ws AW ws!
' # H

PAPTWVROOXN A E W= WO E WD -

N FOMI N D) P et e s 38 > 5 5 P e s
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VITERBI DECODING

SUBRRUTINE VDECBD(R)

IMPLLICIT INTEGER({A=Z)

COMMBN A1 (6401 ,A2(6401,PS(6401,DR(A40),RB(A40)

DIMENSIAN R(L1)
TH!1S PRBGRAM 1S FBR THE VITERB! DECBDING 8F A
CONVALUTIBANAL CBDE OF BINARY DIGITS, WHERE K=3»
Be1s va2 ARE THE COADE PARAMETERS

DIMENSION BMU4,160),HD(4,160)2RD(160),0BM(4,160)
INTEGER BM

INTEGER DBM
INTEGER HD

INTEGER R8
INTEGER RD
N IS THE DESIRED LENGTH OF THE BIT MEMRRY PATH PER PATH

READ (5,600) N

19:  &600 FORMAT(I3)

23

MIAMMMAF&F & 5 8 FFF FGwWwiwidwar Y
WA DOUXX N & W0 IAF WV WD

a8 selesiss ss Aslan aned BE L% SE 4% & _ S8 HE 48 AR AN WE SRIeS S8 49 8e ]

R75-34

s NeXe KNS ]

INITIALIZATION BF DECBDING

HOt(1,1) = HO(2,1) = HD(3,1) = HPl4,1) =
HD(1,2) = WD(242) & HD(3,2) & KOt4,2) =
SUM1 = Al(1) + 1
IF(SUM1+EQe2) SUMI
SUMP = AZ(1) + 1
IF(SUMZ.EG.2) SUM2
SUM3 = Al(2Yy ¢ 1t
IF(SUM3«ENR.2) SUM3
SUMG = A2(2) + 1
IF (SUM&.EQ.2) SUMY4
SUMS = 831(3) + 1
IF(SUM5+EQe2) SUMB
SUME = AZ2(3) + 1
IF(SUM6«EQ.2) SUMA
HD1 = A1(1) + A2(1) + A1(2) + A2(2) + A1(3) + A2(3)

0
o

0

]

0

0
o
- 0
0

HDZ = SUM1 + SUM2 + SUM3 + A2(2) + SUMB + SUIMéE
HD3 = A1{1) + A2(1) + A1(2) + A2(2) + SUME 4+ SyMé
HD& = SUM1 + SUM2 + SUM3 + AZ2(2) + Al(3) + AZ2(3)
HDE a A1{(1) 4 AR2(1) + SUM3 + SUM4 + SUMB + A2(3)
HDg = SUM1 + SUM2 + AL(2) + SUMAE + AL1(3) + SUMé
HD7 = A1(1) + A2(1) + SUM3 + SuUM& & AL(3) + SUMA

HDB = SUMi + SUM2 + A1(2) + SUM4L + SUMS + A2(3)
PRINT 650, HD1sHDZ2sHD3SsHD4 2 HDSsHDES D72 HDE

650 FORMAT(8I1%)

HD(1,3) = HWD2

BM(1,1) THRU BM(4,1) REPRESENT THE BIT MEMARY PATHS
AND HD(1s1) THRU HD(4,1) REPRESENT THE CORRESPONDING
HAMMING DISTANCE PATHS

BM(1,1) = 1
ORICINAL PAGE IS D-8
OF POOR QUALITY
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BM{l,2) = O
BM(1,3) = ) .
IF (HD1+LEenD2) HD(123)=HD1IRM(1,1) = 0;BM(1,2) = 0iBM(1,3) = O
HD({2+3) 3 HD4
BM(Zs1) = 1
BM(2,2) = 0
BM({2,3) * 1 ‘
IF(HD3+LEeHD#) HD(223)2HDI; BM{2,1) 203 BM(2,2) = 0sBM(2,3) = 1
HD(3,3) = HD6E
RM{3,1y =
BM{3,2) = |
BM(3,3) = C : o
IF(HDSeLEeD6) HD(3,3)=lD5;RMI3,1) = 03RM(3,2) = 1:BM(3,3) = O
MWD (4s3) = WDB
BM(4s1) = |
BMi4s2} = 1
BM(4,3) = 1|
IF(HD7¢LEaHDB) HD(4s3)cHD7iBM(4,1) = 0 BM(4,2) = 1:BM{4,32) s |}
C PRINT 660,HD(123)2HD(2,3)2mD 3,3V 2HD(453)
£60 FORMAT(415)

& 88 8 A2 28 a8 SEWe S5 8 &S

»* * * 0" * » » * * » » »

[aBg X!

DB 10 l=4,160

Losl «1

sSUM1 = Al(I) + 1
IF(euM1.EQ,2) SUMLI = O
SUM2 = A2(1) + 1
IF(SUM2+ER.2) SUM2 = O

WO MWO MO XV I~d~ddd YNNI JAGR NN
P AT DN AV NP IFEF DV QDB DPAF WO OB

A BN lee Bs es se o8 SN ek ¢ 48 S4 IS8 06 RUISS 48 .50 08 A8 SRS SRS FE B8 08 00 sa'aa‘en ewiam lawEd wed Bl

HD1 = WDE1,L) + ALCD) + A2(I)
HDz = WDI(3,L) + SUML + SUMg
MD3 = HD(1,0) + SUM! + SUM2
o HDg = HDU3,L) + ALCI) + A2(1)
g9 HDE s WD(Z,0) + SUML + AR2(])
88 HDE = wWD{ld,L ) +« AL(I)} + SUMZ2
89 HD7 = HD{2,L) + A1(]) + SUM2
Cle) ‘ HD8 = HD{4,L) + SUML + A2(I])
21: € PRINT 6702 1,HD L HD2IHD 3, HD4 ,HDS , HD4, HD7, HDR
923 670 FORMAT(21S)
S3:' -
94 ¢ DRM{1,J) 1S A DUMMY BIT MEMBRY PATH MATRIX
98; € | |
9¢ BM(1,1) = O
a7 BM{2,1) = 1
98 BM{3,1) = Q
g BM{4sT) = 1
1C0 ML = §
101 M2 s 1
1C2+ IF(IGToN} Ml = 1 = N + 1
1C3: DB 20 MaMi,M2
104 DBM(1,M) s BRM({1,M)}
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10R: 20

1147 671

677
673

-
O TR T e e s

674

-

675

AEF WY~ OOl

W 48 A0 88 08 28 e FF R W BRI &F

676
677

P R e
g MM Y
Do~

[ 3 1]

1317 &78
133; 679
13¢; 681
1377 682
139: 683

141: 684

144y 685

[
F
~

. .

YNy

1527 760

18557 765%

DBM{Z2sMY & BM({Z2M)
DBM({3sM) = BM(3,M)
DEMI4,M) 8 BMU4,M)
CBNTINUE

M2 = Jwi

IF (MD1.LEsHD2) GB TO 672
MD(121) = HDE

D& 671 J=Mi,M2
BM(1sJ) = DBMI(3,.))
CONTINUE

G8 TR 673

HD(1,1) = KDI .
IF(HD3. . EeHD4) GB T8 675
HD{Z221) % WD&

DB 674 JsMyi,M2
BM(22J) & DBM(3,))
CONTINUE

GB T8 &77

HD(2:1) * HD3

D8 676 J=Mi,M2
BM(2,J) ® DBM(1,J)
CONTINUE

1F (HDSeLEeHDE) GO T8 679
MD(3,1) = HPE

DB 678 J=M1,M2
BM(3,J) = DBM(4,))
CBNTINUE

GB TR &82"
HD(3,1) * HDS

DB 681 J*MisM2
BM(3,J) = DBMI{Z2,4)
CONTINUE
IF(HD7+LE+HDE) GB T8 684
HD(4s1) = HD8
CBNTINUE '

GG TH &85

HD(4s1) = HWD7

DB 685 JsMi,M2
BM(4aJ) = DBM(2,J)
CONTINUE

IF(T«LTsN) GB T8 10

DETERMINES BLDEST BIT 6N THE MBST LIKELY PATH

Jal
K e ] =N+ 1

TF(HO(1sJ) «LEsHD(2,J)) GB TH 740
TF(HD(2,J) o LEsHD(4,0)) GB TB 765
1IF(HD(2,J) JLEeHD(4,4)) GB TH 710

G Te 730

IF(HD(2sJ) «LEeHD(3,J)) GB TH 710

ORI
OFﬂPéggléfﬁuﬂgls
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156 Ge T8 720

157: 740 IF(HD(3sJ) | EeHD{4,U))Y GB THB 770
182, IF(HDE1sJ) oLEHDI G4, J)) G TE 700
189 G& TR 730

1601 770 IF(HN{1,J)«LE«HD(3,J)) GB T8 700
1613 Ge To 720

162; r

163: € rRe(T)y 1S DECHDE

1643 € '

1657 700 RB(K) = BM(1,K)

166 G8 s &n0

167: 710 RA{(K) = BM(2s,K)

168 G8 Ty &00

169 720 RO(K) = BM{3sK)

170 g8 Ta 800

1713 730 RB(K) = BM(asX)
172: 800 CBNTINUF
173: 10 CBNTINUE

174~ D8 496 1%1,160
179; € PRINT £9%, 1,8M(121)2BM(25 11,B (3211 BM14, 1)
176: € PRINT £9%, 1,HD(1,1)2HD{2s1),HD (3213 eHD (4, 1)

177: 495 FORMAT(S15)
178: 696 CBNTINUE

179: D& 950 1=1,160
120 RD(IY = Re(1) « R(I}
181; PRINT 900, 1,RB(I},RIIVIRO(T)

1827 900 FBRMAT(110,315)
1237 980 CONTINUF

184 RETUSN

195, END

ORIGINAL, PAGR
OF POOR QUALIT?
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0P FE N =
SRTEFTE TINT T LN L

3 300
2t
1oy
11: 400
12:
13;
143
i5:
16}
17
183
19;
20
213
ea:
23
24
25
2é:
27:
2R
293
30:
31
32
33
34
353 2
363
37; 3
33
39 4
401
41 5
42
43 [
i
R75-34

LEVEL I ENCODE

SUBRBUTINE ENCADE(NBITS,R )

IMPLICIT INTEGER {A=Z)
DIMENSIAN R(1)

COMMAN A1(640),A2(640),PS(640),DR(640),RB(640)

DR(1)=z0R{2)=DR(3)20
D8 300 1=4,NBITS+3
PR(I)=R({1=3}
CONTINUE

DB 400 I=1,NBITS+3
R{I)aDR(I}
CONTINUE

PS(li=1

D8 1 I«1sNBITS
Jel+l

Ksl+2

IF(R(I)lEQOO'ANDOR(J?'EGQGQANDinKi-EG-DOANDGPS(I)nEgoﬁT Ga
IF(R(1Y+EQeOeANDsR{JI+EQeCeAND R(K) +EQe0+ANDPS(1)+EQe3) GE
IF{R{I)sEQeDsANDIR(JIsEQe Qe ANDsR(K)+ENsDeANDPS(I)+EQel) GA
IF(R({I)eEQeDesANDIR({J)sEGe Qs ANDR(K) «EQsDeANL+PS(])«EQe7) GO
IF(R(I)ENeOeANDsR(JI+EQsQsANDeR(K)eEQeDeANDePS(I)+EQ2) GA
IF(R(])sEQaNeANDIR{J) ¢EQeCeAND«R(K)eEQs1+ANDPS(I)+EQeé) GB
IF(R{I)+EQeOeANDSR(J)EQeDsAND+R(K)eEQei e ANDePSII)2EQel) GB
IF(R(T)+EQsOrANDeR(JI+EQe O+ ANDR(K) «EQe1sANCaPS(I)+EQeZ) GP
1F(RIT)+EQuOeANDsR{JISEQeQeANDsR(K)sEQe1 s ANTePS (T} +EQe3) GO
IF(R(I)eFQe0eANDsR(JIsEQ+sOnANDR(K)sEQe1 s ANDePS(I)eEQe7) GO

IF(RITIYeEQeQeANDeR(J)sEQel e ANDsPS{IYoEQe4)
IF(R{IY2EQaO¢ANDsR(J)oFEQe1+ANDsPS(]I}sEQe6)
IF(RIIYEQeQeANDOR(JIvEQe L s ANDsPS (1Y 9EQe7)
IFt?(I)-EmclpANDoR{J!-EG-O-AND-PS(I)-EO-S)
IF(R(T)eEQa1¢ANDeR{J)eEResQeAND+PSI])«EN.I)

i :F(R{I)'Eg'l.AND'R(J).EG'OQANDOPS(I’.Ealaj

IF(R{I)+EQe1vANDeR(J)eEQel e ANDePS(IYeENS)
IF(QII),Em-i-ANDothi-ED-I-AND.PS(I)-EO-Q)

CIF(R{T1)+ERs1eANDeR{J)2EQe1+ANDWPS(]1)+EQe8)

Al(l)Y=0} AE(I);O: PS(J)=}

‘GB TH 1

Al(ly=1; A2(1)=0; PS({J)=2
G& T8 1 .
Al(1y=s0s A2(1)al; PS{J)=3
G& T8 -1

AL(T1Ys0; A2(]Y=0; PS(J)w4
GO T8 4

Altl)=C; A2(I1)=1l; PS(J)=4
Ge T8 1

Go
Gé
ne
Go
GO
GO
Gée
G8
elij

A
T8
Te
T8
T8
Ta
Te
Te
e
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7 Al(1)=0; A2(1)=0) PS(J}=5

GO Th 4

8 AL(!)=0s A2(I)=1; PS(J)s=é
GB TR 1

9 Al(l)=Q3 A2{I)=04 PS{J)=7
GO T8 1§

10 Al(l)s3) A2(I)=0) PS({J)=8
G8 TH 1§

11 Al¢1)=sCy A2(1)a03 PS{J)=9

1 CONTINUE
WRITE(6p172)

172 ~ FaRMAT(1HL1)
D8 B0 1=1,NBITS/100+1
Ils(I=1)*100+1
12911499
I2aMIN{11+39,NR1ITS) _
WRITE(&,85) ( R{JYrJelts12)
WRITE(6,85) (AL(J)sd=11,12)
WRITE(6s85) (A2(J)sd=11,12)
Ry FORMAT(' ',10011)
&0 CONTINUE
12 CONTINUF
RETURN
END

o8 as S8’eg em BE . 2R lsw4d 58 S8 enTes s 'an as anlieienienien ive el e

oA RARAOAMMNNE & & & F
WM PFPHAPF WV OWPVO IR EWNT OO0 I
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11: 200

LEVEL I DECODE

SURRBUT INE DECABDE(NBITS,R )

IMPLICIT INTEGER (A~2) . 4
COMMBN A1(640)2A2(640),PS(640),DR(640),RO(64D)
DIMENSIEN BM{9,400)sHD{9,400), RD400)»DBM(9,400)
DIMENSIAN R1{400).B2(400)

DIMENSIBN R{1)

NE16

EDIT=0 ‘ .

DIMENSISN P{200)sPP(20C),PM(9,200)

P(1)=P(2)=]

FERMAT(13) _
’Hgfl;1)=HD{2;1)=HD(3:1)-HD(#:1FIHD(EJI)iHD(GJ1)=HD(711)-HD{8:1)=HD
(9,120
HD(llE"HD(EJE}IHD(3!2)'HD(“JE’SHDfSIE’SHD(6‘2)¢H0(7!E)IH0(8’E,'HD
1(9,2)=( .
HD(2,3)2HD(323)aMD(723)sHD (523150

SUMisAL(1)+1

IF(SUHlQEQDE) SUM1sC

SUM2zA2(1)+1

IF(SUM2+EQ.2) SUMZ2aD

SUM3sA1(2)+1

IF(SUM3EQ.?) SUM3I=O

SUMEs AR {2) +1

IF (SUM4EQ.2) SUM4=0

SUMS=zA11{3)+1

JF(SUMS«EQe2) SUMB=D

SUMEaAR (3) +1

IF(SUMEERe2) SUME=D

HD(1,3)2SUML +A2(1)+A1(2)+SUMs +AL1(3)+AR(3)
HD(1,3)a5UMY +A2(1)+A1{2)+5UME +A1(3)+A2(3)

HD (4, 3)2SUML +A2(1)+A1(2)+SUME +AL1(3)+a2(3)

HD (S5s3)=SUML +A2(1)+A1(2)+5UMs +A1(3)+A2(3)

MO (623)mAL(1)+A2{1)+AL(2)+A2(214A1(3)+5UME
HD(Rs3)uAl (1) +A2(1)+A1(2)+A2(2)+SUMB +A2(3)
P(3)=MINO(HD{1;3):HD(4;3}pHD(S:S):HD(&:ﬁ’OHD(S:E’)
BM{1,1)BM(1,2)2BM(1,3)30
BM(4,1)=BM{4,2)2BM(423)0

BM(5,1)sBM(52)%03 BM(5,3)=]

BM(6s1)18BM(6421=0; BM(As3)s}

BM{8,1)=0; BM(8,2)sBM(8,3)21
BM(Ps1)sBM(Ps2)eBM(223)=0

BM(3, 1)aBM{3s2) 2BM(323) %G ORI

BM(71)aBM(7,2)5BM(753)=0 Oﬁpgﬁp‘i

BM(9, 1) eBM(9s2)=BM(93) =0 ‘QQUAEELS'
' _ Iy
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DB 14 I=s4,NRITS

L=1=1

SUM1=A1 ()41
IF(SUM1+EQe2) SUM1sO
SUMRaA2 (1) 41
IF(SUMR.EQe2) SUMZ=0

HD1 = Ho(é,L)+A1tI)+AE(I)
HOZ = HD‘3;L3+A1(I)+A2(I)
HD3 = HD{1.L)+SUML +AZ2( 1}

- pn RS _Bh uE

HD4 = WMD{7,L)+8UM1 +A2(I)
HDE = RKD(2,L)+A1(]1)+8UMZ
MDE = HD(6,)+A1(1)+A2(])
HD7 & HDU1,L)+AL(])+AC(])
HDR = WD(2,LY+A1{]}+SUM2
HD9 » HD(3,L)+AL(1)+A2(])

HD10= RD(TZ,L)+A1{1)+A2(])
HD11= KHD{4, L)+A1(I)+A2(I!
HD12= HD(6,L)+ALI1)+A2(])
HD13s KDIT7,L1+A1(TY+A2(1)
HD14= HD(S, 1+A1(])+SUMZ
HD15x HDU9,L)+AL(])+SUMZ
HDi6e WNI8,1+ALIT1)+A2(])
HD17= HD (5,1 1+SUML +A2(D)
HD18s HPR{Z, }+SUML +A2(1)
HD19x HD(8,L)+Al{1)+A2(])
IF {(EDITeEQ.1)
+PRINT 1%:HDI:HDEJHDBJHD#;HDSJHF6’HD7JHDSJH39:HD101H0113H0121H013J
1014,HD1S2HD162HDI74HD12SHD19
15 FB8rMAT(2014)
Q=sMINO(HDL,HD2)
Mls1
M2ai
IF(I+GTeN) Mla]eN+y
DB 16 M=Mi,M2
DBM(1,MYZBML1,M)
DBM(2sM)sBM(2sM)
DBM(3,M)=BM(3sM)
DEBM(4,M)Y=BM(4,M) N B
DBM(B,MIRBMIBM) ORIGINAL PAGE I8
DEM{&sMYTBM(B62M) OF PCOR Q,UALITY
DBM{7aM)BBM({7sM) ‘
DBM(RaMI=BMIBaM)
DRM (9, M} eBM(9,M)
1& CBNTINUE )
IF (EDIT oNEe 1} GB T8 17%
DB 17 NDX1=21,9
PRINT 1821, (BM(NDX12NDX2) NDX2=M1,ME}
18 FBRMATII“O;lOX:lSIB)
17 CBNTINUYE
171 CONTINUE
M2sl»]

PALF WOV NN AFWAV O OB AFT WV ODOOIA

D WD AD \o\o\ommmmmm'mm W ~NNNN AN NN PPN N ARARNANANE & FE

‘am Am GG e® Eb B EY. B8 S8 48 A8 6% e Nw s 48 48 B s S8 las A 4783788 S8 S8 A TS 2% wd &5 20 e 48 8B e emieamSs B8 S8 EE L4 TER 8w
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363 Leg "

37 IF(REGsHDLY &8 T 19
281 IF(Q+EQeHD2) GO TB 20
99t 19 HD(1,L)=HD1; BM(1,L)%0
100: De 38 vsMi,mM2 |

1C1: BM(1,V)sDBM(6,V)

102; 38 CONTINUE

103; GO TB 57 |
1043 20 HD(1,L)=sHD2; BM(1,L)s0
105 D8 39 veM1,M2

iCs: BM(1,v)=DBM{32vV)

1C7: 39 CONTINUE
1C8: 57 QeMINO(KD3,HD4)

1C9; IF(Q+EQ.HD3) GB& T8 21
110: IF(Q.EN-HD4) GB. Te 22
111: 21 HD(2,L3sHD3; BM(2,L)=0
112: D8 40 vsMi,M2

113; BM(2,V)sDBM(1sV)

1145 40 CONTINUE

1153 G8 TP SR

116: 22 HD(2.L)=HD4; BM(2,0L)=20
117 D8 41 vaMi,M2

118: BM{2sV)=DBM(74V)

119: 41 CBNTINUF

1207 S8 QsMINQ(MD&,HD7,HD8,HDTI,HD1C)
121 HD¢3,L)sHDS) BM(3,L)=0
122 DB 42 v=Mi,M2

123; BM(3,V)=0BM(CsV)

1243 42 CBNTINUE

125 IF(Q+EGeHDE) GB TB 24
126: - 1F(QEQ.HD7) GB T8 25
127 IF(D«EG.HDR) GB TeB 26
1283 IF(Q«EQ.HDT) GO TB 27
129 IF(Q.EQ.HD10) GB To 28
130; 24 HD(4sL)2HD&; BM{4,L)=0
131 DO 43 vaM{ M2

132 BM(4,V)eDBM(6,V)

1331 43 CONTINUE

134 GB T8 59

135 25 HDt4asL)eHD7) BM(4,sL) 20
136, DO 44 veMi,M2

137 BM(4,V)=DBM(1,V)

138 44  CONTINUE

139; G8 TR 5%

140 26 HD(4,L)=HD8) BM(4,L )30
1613 DB 45 v=Mi,M2 ,
142 BM(4,V)sDBM{2sY)

143;: 45 CONTINUE

1447 G& Te 59 _
145 27 HO(4,L)=HD9} BM{4sL )80
14e: DB 46 VaMi,M2

R75-34 D-16
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147; BM(4,V}=DBM(3,V)

1#8- 46  CONTINUE

149' GB T8 59

150' 28 HD(#:L!-HDloi BM{4,L)s0
151; DO 47 vaM1,M2

152; BM(4sV)sDBM(72V)

153 47 CBNTINUE
15#: 59 QnMINo(H011,H012:H013)

155, IF(Q+EQ.HD11} GB TO 29
1563 IF(G«EQ.HD12) Gf T8 30
157 ‘ IF(GEG.HDL3) GB T 31
158: 29 HD(S,L)=HD114 BM(S,L)a}
159 DB 48 vMi,m2

160 BM{5,V)aDBML4,y)

161t 48 CONTINUE

162; GO T8 60

1633 30 HD(S,L)=HD12i BM(5,L)s]
1643 DB 49 veMi,M2

165 BM(S,V)aDBM(6,V)

1667 49 CONTINUE

1673 GO TH 60

168 31 HD(S,L)=sHD13} BM(5,L)s}
169 P8 S6 vaMi,M2

170: " BM(5aV)=DBM(72V)

171 86 -CONTINUE
172; (1] maMINO(HDiuaHblsl

1733 IF({0.EQ+HD14) GB.TE 32

1743 IF(Q+EQsHDY5) GO TH 33

178; 32 HD(6sL)sHD14) BM(G,L)=0

176 DB 50 vaMi,M2

177 "~ BM(6,V)sDBM(5sV)

178: 50 CENTINUE

179 G8 T8 61

180: 33 HD(AsL)=HD1B: BM(6,L)90

181 DB 51 vaMi,M2 0

1821 BM(6sV)sDBM(3sV) ()AHGGV
183; 81 CONTINUE FPOOALP
1841 61 Q=MINO(KD17,HD18) R o len
1853 HD(72L)8HD161 BM(7,0L)=2Q A‘ﬂhég
186} DB 52 veM1,M2

1871 . BM(7,V)=sDBM(8,V)

188: 52 CONTINUE

129 IF(Q.EQ.HDL7} GB Te 3B

190 IF(REQ.HD1B) GB TB 36

191 35 HD(8,L)=HD17i BM(8,L1ey

1923 D8 53 vaMi,M2

1933 BM(8,V)»DBM(5,V}

1243 53 CONTINUE

195 GO T8 37

1961 36  HD(B,L)sHD18) BM(&,L)s1

197; DB B4 vaMi,M2
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1983
199:
200!
2C1:
aCas
2C3:
2041
208
2C6:
207
208
2Cs;
2103
211:
212
213;
214,
215;
2l6;
21i7:
218
219:
220%
2211
222;
2233
2243
¥4 H
226

84
37

55

62
63
Y

65

66

227:

68
&9
70

71
14

73
72

721
172

R75-34

BM(BaV)=DBM(ZaV)

CONTINUE |

HO (9L )=HD12) BM{9,L)=1

DB 55 veMi,M2

BM{9,V)=DBM(8,V)

CONTINUE

IF(T«LTeN) GB TO 14

W]

KsTwh+1 , . -
QUMINO(HD(1:J’:HD(2JJ’:HD(3:J!:HD{k:J)JHD(SJJ)JHD(6JJ)#HDf7:J)lHD(
18, )),HD(924))
IF(QsEQeHD(12)
IF(G-EGOHDQE;’J
IF(QEQHD (32 J Ge T& 64
IF(REQHD (40 J Ge T8 65

)) Gg T 62
M)
B
))
IF(Q.EQHD(S2 )Y GB TO 66
3}
})
M
))

Gp TB 63

IF(Q+EQeHD (62l G& T8 67

IF (QeEQ.HD(72J)) G& T8 68

IF(QeEQHD(R2Y Gg T8 &9

IF(ReEQHD (s J Go T8 70

RO (KY=BM{]1,K)

Ge Y8 71

RO(K)sBMI2,K])

G8 T8 71
"RB(K)=BM{3,K)

Go TR 71

RB‘K)'BN(“;K)

GO T8 74 . .OF
RO(K)=BMIB,K) | UGINAL PAGR
G8 T8 71 : OF POOR 15

RA (K) xBM(6,K) QUALITY
Gg T8 71

RO (K)=BM(7,K)

GB TR 71

RB(K)=BM(8,K)

GO T8 71

RO (K} =BM(9,K)

CONTINUE

CONTINUE . .

1F (EDIT «NEe» 1) GB T8 721

D8 72 1elsNBITS |

PRINT 73!!:5”(111}:BM(E:I,:BM(3JI]JBH(4:I3;BM(5:I’JBH(611113M17JI)
£2BM(8s1)2BM(9s 1) sHD (15 1) sHD (22 11 sHD (32 1) sHDO(4s 1) 2HDIE2T)sHD (62 1)sH
2D(721)2HD(8)1)2HD(92 1)

FBRMAT(1915)

CONTINYE

CBNTINUE

WRITE(6,172)

FERMAT({1H1)

DB 76 1s1aNBITS

R(IIsR{I+3)
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249 RO(1)1=RB(1+2)

2503 76 CONTINUE

2513 D@ 74 1wi,NBITS

252 ~ RD(I1}sRE(1)eR(])

2533 74 CBNTINUE

254 D8 741 131,NBITS/100+1

2553 Ils(le1)%100+1

256 [2e11+499

2571 I12sMIN(11+499,NBITS)

258 WRITE(6485) (REB(J)2JeI1s12)
259: WRITE(6,85) (R (J)ad=11s12)
260 WRITE(6+85) (RDIJI2JY=11,12)

261 85 FORMAT(' ',10011)
2621 741  CONTINUE

263: RETURN

2642 END
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