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Do I. INTRODUCTION

e The primary objective of the Space Vehicle Viterbi Decoder project was to %
design and fabricate an extremely low-power, constraint-length 7, rate 1/3 Viterbi ‘
decoder brassboard capable of operating at information rates of up to 100 kb/s.

) The brassboard was to be partitioned to facilitate a later transition to an LSI f
-] version requiring even less power., Additional objectives included an evaluation i
% : of the effect of soft-decision thresholds, path memory lengths and output selection

algorithms on the bit error rate and the comparison of a new branch synchronization
algorithin with a more conventional appreach. The following pages describe in de-

tail the implementation of the decoder and its test set (including novel all-digital

z noise source) and present the results of the various system tests and evaluations.

;f _ The report concludes with a summary of the results obtained and with recommendations

? L for the implementation of the LSI version of this decoder,
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II. VITERBI DECODER DUSIGN AND IMPLEMENTATION

The decoder configuration chosen for the baseline design is a serics -
parallel implementation of the Viterbi decoding algorithm, tailored to the rate
1/3, constraint length 7, Odenwalder convolutional code. This configuration
represents a compromise between a fully parallel decoder with lowest speed/power

requirements, and a series decoder with lower hardware requirements.

One of the key elements used to implement the decoder baseline design is a
random access memory (RAM). The organization of the RAM units was a determining

factor in selection of an 8 x 8 series/purallel configuration.

CMOS integrated circults were chesen for implementing the decoder design to
minimize power requirements. The same logic functions can be used in a later
LST version of the decoder and implemented with either hybrid or monolithic tech-
nology.

2.1 General Description*

The basic algorithm implemented by the decoder can be explained with the aid
of the decoding algorithm f£low chart, FPigure 2-1, and the simplified decoder block

diagram in Figure 2-2.

The branch metrie calculator receives the quantized received code bits and

generates from the 64 metric increments, AS.

The input data representation is assumed to be such that the natural binary
progression corresponds to the progression from a "strong zero" to a "strong one"
(i.e., 000 = gtrong zero, 001 = moderately strong zero, 010 = moderately weak
zero, 01l = weak zereo, 100 = weak one, l01 = moderately weak one, 110 = moderately
strong one, 11l = strong one). This representation was found to result in the
simplest overall implementation (if the actual demodulator output assumes some

other form, a simple format translator could easily be provided).

Once the branch-metric fngrer. its are generated, the add-compare-select (ACS)

A
]
oA
bt

circuit updates the metrics asswu.ated with esach surviving path, compares each of

*»The algorithm described in this section is particularized to those codes which,
like the one of interest here, have generators both beyinning and ending with

the all-ones V-tuple, with 1/V the code rate.
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these metries with that of its competitor, and selects the one with the smallest

. mektriv. As indicated in Pigure 2-1, the branch-metric incecments stl, and Zﬁ.gif

P N A

for axample, are added to tho sums Sl and 533 which are stored in accumulation

memories Ax~low and Ax-high (¢f. Flgure 2-2). (Accumulation memories Ax-low and

: Ax~high ana Ay-low and Ay-high are four separate memories with individual address
o Y selection. Dotted lines indicate that memorxy utilization alternates with each

:
:
;
:
&
E

cycle of decoder operation, a cycle ending with the generation of an information

P L ales,

o bit (i = 32). Memories Ax-low and Ay-low contain locations one through 32, while

S wo memories Ax-high and Ay-high contain locations 32 through 64.,) A comparison is
o pexformed on the outputs of the two adders and the lesser sum is stored in memory

S Ay-low, location L.

S Y S S L W PR

TS

At the same time, the contents of the path memory are modified as follows:

o gl g

Lo If Sl‘+ ﬁ&sl is the lesser of the competitive metrics, path memory location B,

is read and the output from bits 1 through 31 are loaded into bits 2 through 32
it of duplicate path memory location Rl, and a logic "0" is written into bit pesition

B e Vo o AT Ty

33
from bits 1 through 31 are loaded into bits 2 through 32, and a logic "1" is

1, If 8., + lel is the lesser, path memory location 333 ig read and the cutput

g e

written into bit 1 of the duplicate path memory location Rl. (cf. Pigure 2-2,
As with the accumulation memories, the dotted llnes here indicate that memory

utilization alternates with each cycle of decoder operation.)

, J The next step in the ACS unit is to interchange the roles of.ﬁksl and

A 5'; That is, 5, is added to A's: and S,, is added to Asl with the two

' sums compared as before. If 5, + A_Eq is less than or equal to §a9 * Asl,

¥
i

#e then it is stored into Ay-low, location 2. Also, the contents of path memory
- location Bl (bits 1-31) are stored in location R2Z (bits 2-32) and bit 1 is
. Lol loaded with a logic "0O". If 533 + Zﬁ.sl is the lesser, then that sum is stored

e gL e s e ol g

in Ay-low, location 2, and the contents of path memory location B33 are stored
i in location R2, bits 2 through 32, with a logic "1" loaded into bit 1.

i *The terms £§Si and ZS.EA here represent the metric increments corresponding to 1R
complemented branch pattersn: i.e., if Z& S is the metrie increment when the i Y
received data are compared to the pattern xy = , the A §; is that obtained where iif

2 these same data are compared with x y z. K
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The identicel sequence takes place for the romaining values of i, using the
branch-metric incrementy A 8¢ and A Ezlwith the locationg in the metric and
path memorics altercd accordingly. Finally, the output information bit is deter-
mined by comparing the number of "1s" and "0s" in the most significant bit (positien
32) of each wemory location just written into, with the majorivy state selected for

the output bit.

Although the flow chart in Figure 2-1 indicates a serial operation with the
index processing sequentially from 1 to 32, the decoder actually performs the 64
operations thus represented (two operations for each value of i) in eight steps of
eight operations each., This is done to achieve the desired decoding rate (up to
100,000 information bits per second) while still using low-power CMOS logic., Fur-
thermore, in order to simplify the metric calculator, these operations are so
arranged that only one pair of metric increments, A §; and Zl.Ei , need be
determined for any one of these steps. A related modification is alsc made in the
ACS and path memory, units where the storage locations are shuffled (relative to
those indicated in Figure 2-1) to simplify the address generators needed to ident~

ify all those locations corresponding to a given metric-increment pair.

The branch (or node) synchronizer implemented in the Viterbi Decoder brass-
board was motivated by an examination of the null-space of the Odenwalder K=7,
rate 1/3 convolutional code. It can be verified that any 3£ ~symbol error-free
code sequence v of this code is orihogonal to the (2.4 -8) x 149 matrix
i 011 010 110
110 100 0220 110 101

011 olo 110

110 100 000 110 101

011 010 1ll0
110 100 000 110 101
0ll 010 110 000
011 010 110
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That is, Hv = 0 for all sequences generated by the convelutional encoder. This
gtatement is true, however, only if the sequence v beging at a node in the code
tree. If v beging with either of the two other symboly in a code tree branch,

in contrast, and if the encoder input sequence is random, Hy is a random sequence

of ones and zeros. 4

Note thabt rows twe and three are orthogonal on two bits., This property is ;
exploited as follows: The sign bit from each decoder input is read into a 15-bit

auxiliary shift register and the modulo-two sum formed of the contents of the

register's lst, 3rd, 12th, l4th and 15th stages, a second modulo~two swn formed

s 73 T

of the contents of its 8th, 10th and 1llth stages, and a third module-twe sum

formed of its 5th and 6th stages. If the shift-register's contents are properily
framed and if the polarity of its inputs 1g correet, all three parity checks will
agree, at least in the absence of errors. (I.e., the first and third of these

parity checks correspond to the second row of H and the second and third to the

;
3
¥

third row of H.) If the framing is correct but the polarity reversed, the first

and gerond parity check will agree, again, at least in the absence of errcsz, and

,
R U TR

will equ.l the complement of the third parity check (since the latter is the only
i - one based v an even number of bits), If thae framing is incorrect, hewever, it ;
is easily demonstrated that the three parity bits will be randomly related,
;i (Note that all vectors in H are cyclic shifts of the two vectors actually used. ‘
Congequently, all code information available to the Viterbi decoder is used in é

the gynchronizer, although, of course, much less thorovshly.) j

The results of these parity-check comparisons can, therefore, be used as an :
j; indicatoer of correct or incorrect node syhchronization. If, in particular, all ?
thiee parity checks agree, an up-down counter is incremented; if the first two |

:L agree but disagree with the third, the same up-down counter is decremented; in

any other situation, the counter is neither incremented nor decremented. The

¥ process is repeated when the next bit is read in to the shift-register but with
? : a second up~down counter, and again with the third input kit and a third up-down
counter. The whole sequence begins again with the fourth input so that, in

e general, the ith input causes the jth up-down counter to be incremented or de-

cremented with j = i (mod 3). It is readily verified that the up-déwn counter

R R T T

£
°

asgsociated with the properly framed code sequence is more likely to be augmented
(decremented) and less likely to be decremented (augmented) when the polarity is
i correct (reversed) than are either of the other two counters, even in the pre-

sence of errors, Correct node synchronization is pphys estimated by observing




o

which of the counters first rceaches a predetermined positive or negative thresh-
old T, Further, a negative threshe!s crossing indicates an inverted decoder input
80 that all node synchronization and sign ambiguities are resclved simultancously.

2,2 General Implementation

A complete block diagram of the decoder igs shown in Figure 2-3. The 3-bit

guantized demodulator output is received by the Metrie Calculator logic where

the branch metric calculations are performed. The resulting S5-bit metric increment

nunbers ( Zl 8} are used twe abt a time in the add, compare, select (ACE) arithmetic

gection. This arithmetic section is divided inte eight identical units, each of

which performg eight ACS operations in one bit-time period.

1. The results of the 64 decisions made in the ACS unlt are sent to the path

memory in :he output selector sect.on. The path memory is divided functionally

g into eignht indentical groups of 8 words by 32 bits in a one-to-one correspondence

with the ACS metric memory. During one information-bit period, data are read from

i one memory and stored in a second duplicate memory.
- during the following bit period; the second memory is read and a write performed

i into the first. The output bit is determined by comparing the number af "lg" with
< the number of "0s" in the oldest bit position for each path and selecting the ene

The memory roles are reversed

occvrring more E£requently.

Synchronization logic receives the most gignificant bit of each input symbol

I and resolves from these the node and phase ambiguities.

In the self-test mode a fixed data pattern is presented to the metris calecu-

lator section and the resulting decoder output compared with an appropriately

delayed version of the same pattern,

Finally. a timing and control section provides the sequence, sub-sequence,

control functions and output clocks for the decoder.
v EBach of these decoder subunits is described in detaill in the follewing

sections.
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2.2.1 Matric Caleculator, Node Synchronizer and Centrol Logic

A block diagram of the metric calculation logic is shown in Figures 2-4
and 2-5. Detailed loglc for this section is shown on drawing VDBDHL, Sheets 1
and 4.

Input symbols are received at the decoder with three DM8BLL2, low power TTL,
level translator gates which receive the 5 volt interface signals and output them
at the 10 volt CMOS logic levels. The translator outputs are fed into an and-or-
gelect (A0S) unit which provides selection of either the normal input symbols or
the internally generated gelf-test symbols, Each output of the ACS unit is
exclusive-ored with the complement signal which ig generated by the node synchron-
ization logic, In the soft-input mode all three inputs are passed on to the
storage registers; in the hard-input mode, the most significant symbol bit only
ig used for all three inputs., The first two symbols are loaded into buffer regi-
sters 1A and 2A, while the third symbol is loaded directly into holding register
3B, At the time symbol #3 is loaded into 3B, the contents of registerg 1A and 2A
are transferred into holding registers 1B and 2B, respectively, This data trans-
fer initiates the decode operation which is completed before the third symbol of
the following group is received.

Data represented by the three 3-bit numbers in the registers are added in
either the true or complemented form depending on the specific branch metric
increment being determined. The output of the two adder circuits then represent

the metric increments A\ &4 and 2\ §l

A\ 8 control Logie

“he logic shown on the left-center section of Figure 2-4 generates the
true/complement control signals TCl, T¢2 and 7TC3 for the registers 1B, 2B

and 3B, respectively. The binary counter is incremented at eight timeés the
output bit rate to generate the following control pattern:
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A logic "Q" provides a "true" output, and a logic "1" provides a "comple-
went" output., With respect the the flow chart of Figure 2-1, the control function
000 yields the metric increments ASl and Agl' The next control 111 yields the

same quantities, AEI anaASl, but in reversed order, etc.

Logic in the lower-left of Figure 2-4 is for symbol clock select. 1In the
decode mode, the external symbol clock is level-translated and selected for use
as the symbol load clock. An internally generated symbol clock is selected in

the self-test mode.

Threc-Number Addexr

Logiec for the three~number adder is shown in Figure 2-6. Inputs from the
three holding registers are added to generate the five-bit branch-metric incre-
ment,ZSE%: An identical circuit receives the inverted branch-metric inérement,
A E;Z The small scale integrations(S8SI) logiec used for the adders is of gilicon-

on-sapphire (508) technology made by Inselek Co,.

symbol Load Control Signal Generation

Signals for loading the two-buffer registers 1A and 2A, and the three
holding registers 1B, 2B and 3B are generated by the logic of Figure 2-7. From
these signals are derived the signals for clocking the three up-down counters

in the node synchronization logic.

=13

P Do

-
A
B
P

L T LT ..y v

T TR Y

E
;
3

R T A,

TR I e T

E
;
4
:
:
3
k

A s e TTREE T S T Leee

e 30 e o




;
|
f

———

[

NI~

o

THREE NUMEER ADDER

Figure 2-6

B
—i

ASe -3

L pm

P R T

e b el

e i T

T b e L

L

iy

A

L T R o e T g A g ik



Rl L1

;
i
=
T
i
b
I
[
]

S o

b

W s et 2o

41
.
4
U
|
Y
[}

.

v 3 AGAD 1A

> LOAD LA

sYM UL

LOAD >

ek

-5 LOAD B

A

KESET

T

L

LOAD 1A 4

Joan A |___t

b et

LOAL B

STR L Ceo°A

STR U c:wmg:_r—l

LTR 3 CLogk

11

Clodk
SCL b[i._ "y

L eTR Z
— cLeck

-

C i
CTR 3

[4L“ddjj_*caock

SYMBOL LOAD SIGNAL GENERATION

FPigure 2-7

-15~

F
i
]
,‘
[
E 3
o




ST TRANEATT e

sl

3
p
4
£
]
E,

Vit

oy

Decoder Qutput Clocks

output clocks at 0° and 180° are provided at the information bit rate., The
Load 2A signal is buffered into the 9614 driver gates connected to provide the two

clock phases (VDBD #1, Sheet 1l). The clock duty cycle is one~third,

Node Synchreonization Logic

Node synchronization logic is corprised of the following sections:

Node-sync shift register, node-syns up/down counters, enable sync-change logic
and node sync control logic. Detailed logic is shown on Drawing VDED #], Sheets 2
and 3.

Node=Syne Shift Regilster (Figurs 2-8)

The 15-bit node-sync shift register receives each symbol MSB at the symbol
clock rate. Selected register outputs are exclusive~ored to produce three signals
A, B and C. From these signals are then generated the up/down count, and inhibit-

count control signals.

Node-Sync Up/Down Counter (Figure 2-9)

Three 8-bit binary up/down counters are required for the node synchronization
implementation. Each 8-bit ecounter consists of twe CD4029 4-bit up/down counter
units. The counters generate overflow signals at the count of 64 when counting
up, and generate underflow signals at count of 0 when counting down, When any one

counter overflows or underflows, all three are then reset to a count of 3z,

Node-Syne Control Logic

The synchronization action to be taken is determined according to the overflow

or underflow indication from a counter, as follows:

Countar # Overflow Undexflow
1 Sync OK Complement Symbol
2 Slip 1 Symbol Slip 1 Symbol and Complement
3 Slip 2 Symbols Slip 2 Symbols and Complement

Logic for implementing these functions is shown in Figure 2-10. A symbol is
slipped by inhibiting the symbol load clock for one or two periods, as reguired.
an overflow or underflow from any counter following start-up will set the in-sync

flip-flop shown at the bottom of Figure 2-10 and drive an In-Sync indicator in the
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test set,

JJ The elocks for the three up/down counters are inhibited for sixteen symbol
i eloek times following a change in sync. This allows the syne shift register to
,l refill with symbols in the correct sequence before any counters are incremented

or decremented. Loglie for this function is shown in Drawing vDBL #1, Sheet 2.

s Enable Sync-Change Logic

- Figure 2-11 is a block diagram of the logic required to generate the cnable
i sync-change signal. Detailed logic is located on Drawing VoBD #1i, Sheet 3,

At decoder start-up, the Enable Syne P/F forces ENSYNC CHANGE signal to the

i St B b MR TR e

e true state until either a complement signal or an inhibit symbol lead clock sig- ;

nal is received.

A four stage up/down counter, EE9 controls resynchronization following
start-up. The counter is initialized to the count of one and counted up or down
e according to the node sync up/down counter oukputs. If counter #l1 sverfleows,
indicating correct sync, EE9 is ineremented twice. A counter #1 underflow, or
» a counter #2 or #3 underflow or overflow decrements EE9, When the count of sixteen
is reached any additional up~counts are inhibited. If the counter is decremented

o to zero, the signal RESYNC is generated which in turn activates the ENSYNC CHANGE

signal allowing decoder resynchronization.

; L A resynchronization test point which can drive a test set indicator is
? ‘ generated by flip/flops DB43 and DF44., The first ENSYNC CHANGE signal transition
] b at start-up is trapped in DB43 which enables flip/flop DF44. The next ENSYNC i

; ‘ CHANGE signal transition will be trapped in DB43 and the RESYNC test point
energized.

Decoder Input Timing

Timing for input symbol leocad signals and node synchronization counter increment

and control signals is shown in Figure 2-12. All time intervals in this section are

derived from the symbol clock which is variable according to the input symbol rate.

_Self-Test Symbol Generator
: i

" The decoder self-test concept requires the generation of a pseudo-random bit

e e
4 T
S

e it

f : pattern which is encoded and presented to the decoder in 3~-bit symbols. The de-
: iL coded output is then compared with the output of the pattern generator shift

i ; register, A block diagram for the pattern generator and encoder is shown on

k
-20- i
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Figure 2-13, Detailed logle is leocated on Drawing vbBD #1, Sheet 3.

The pattern gencrator is a 7-stage convelutional encedor shift regloter
with the modulo-two swn of the contents of the third und fifth stoges fed back to

?
;,

i generate a pséudo-random sequence of length 3L, The diagram ghows two additienal
stages added to the shift-register serial output to previde the 33-bit delay cox-
regponding to that through the decoder with a path memory length of 32 bits.

[FE

Solf-~Task Control Logie (Pigurc 2-14)

The transition from decode mode to self-test mode initiates a Reset L pulse
which resets the entire decoder. An internal symbol clock is then genérated at
approximately 250 KHz to clock the self-test symbol generavor and the uymbol load
control logic. The 250 KHz basic clock frequency is provided by an R/C oscillator

circuit.

A bit delay interval at least equal to the path wemory length plus sync
acquisition delay is regquired before a valid euiput comparison ¢an be made. Two
Cp4024 7-bit counters were chosen to provide a 128 bit delay.

Sequence Logic (Figure 2-15) ;

Sequencer timing for the decode operation is derived from a 6.5 MHz legal

crystal oscillator which is divided by 8 to produce the 154 nsec. time pulues, T1
through T8, fThege pulses are in turn divided by 8 to generate sequence pulsey 1 5

through 8, each of 1.23 psec duration. ILogic selected for the soquencer is

Inselek SOS LHOS which operates at the required freguencies without execessive
propagation delays. Detailed logic is shown on Drawing VDBD #1, Sheet 3.

i The sequencer is started upon receipt of the third symbol which cenables FF

YT VS S R Frrr I Sy

571 to be set on the next positive transition of the local oscillator. The output
L of ST1 sets ST2, enabling the time pulse generator and allowing the counter te be

advanced from Tl to T2 on the next rising clock edge. Time pulse generation con-

tinues through T8, then repeats. On the trailing edge of the T8 pulse, a carryout

signal is generated which clocks the sequence generator from sequence 1 to sequence 2. 3

The end of sequence 8 indicates completion of #hsz decodé operatien for one

output bit., Flip-flop 813 is set, ST2 is reset, und the sequencer operation is

- i halted until the third symbol is received for the next information bit. The time
. s required to synchronize the symbol-load clock the CSC signal before start of a

o new cycle is greater than was anticipated. The maximum bit rate for the decoder

=23

i
4
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f . is therefore limited to approximately 99 KBPS with the existing 6.5 MHz oseillator,
The use of a slightly higher frequency oscillation would allow the gequence to be
operated at the 100 KBPS rate. Sequencer timing is shown on Fiqure 2-16,

o A sequence flip- flop provides the odd-even sequence indication for control
signal generation. The flip-flop is reset to odd sequence and clocked to even

.. sequence when the sequence generator advances to sequence 2,

An output-bit cycle indication is required for ACS and path memory read-write
control signals. The cycle flip-flop shown on Figure 2-15 provides the odd-aven
5 Do cycle indicabtion which changes evexry #8 sequence time.

ACS Control Signals

! Detailed logic for controlling the ACS memory address increment, and for
generating the read, write and normalization signals is shown on Drawing VDBD #1,
Sheet 3.

Path Memory Control Signals

Logie for the path memory address and read-write control signal generation
: P is located on Drawing VDBD #1, Sheet 4.

B T T LT T VI R I T

2.2.2 ACS Logic

i n g

The logic for ACS Group #1 is shown in Figure 2-17, and is typical for each S
of the eight ACS groups. Detailed logic for each ACS group is shown on Drawings ;
VDBD #1, sheets 1 through 8. ?_§

y The 5-bit number A\ Sl is presented to the upper 8-bit adder, along with the

Bod 8-bit accumulation sum, Sy read from MSl memory. At the same time the 5-bit
Co number A 5, is added to the 8-bit sum, S,, (M9-1 through M9-8), read from the s
! %i MX9 memory. The outputs of both adders are compared and the smaller sum is gated o

through the and/or select gates to MYl memory location Ayl. The comparator result

is also sent to path memory control for the first of eight path memory sections.

LTl b e e

This and analogous operations in each of the other seven sections complete the ACS

g

R action for the first of eight sequence intervalg. Duxing the subsequent seguence

e

intervals, the above operations are repeated with, for example, A gi added to the
E ' £ same Sl sum in the upper adder of the first section during the second interwval,
b while ../_\sl is added to S,; in the lower adder.

- JE -28-
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The lesser of these new sums is selected and stored in Ay2. The ACS operatieon

for one information bit is completed during the eighth sequence interval where A 54

plus §, is compared with ZB,E} plus 536 and the smaller sum stored in memory My2,

4
location AyS8.

" - B
e gy o TR g o Lo

Normalization of Accumulation Sums

the need for normalization of the accumulated sums is determined by counting

the number of "1s" in the most significant bit (MSB) position of all €4 accumulation

TR PR S 3 R

s, stored during one output bit intexval., If all 64 positions are a "1" at the
end of the interval, then during the next interval cach MSB is complemented tc a

logic "0" as it is read from memory. Examining the MsB from all eight ACE units,

each sequence interval reduces the actual count required to 8. Logic gates Cl on

i; ; Figure 2-17 generate the two signals NORM 1 and NORM 2, when all MSB's are a logic

10, phis ocourrence increments a counter in decoder board #l1. At the end of the

bit interval (eight sequencae intervals) if all 64 MSB's are "ls", the the count

i L HL -

will equal 8. In this case a NORMALIZE signal is sent to X-OR gates Z30 and 240,

complementing each MSB logic "1" as it is read from memory during the following bit

interval.

Memory Organization

Figure 2-18 shows in part, the orxganization of the 32 ACS memory units. The

I e P YT P T e SPUI Ay

T

;i : interconnections are shown for the function of reading Ax and writing Ay. A single

- example of the interconnection for the opposite function is shown with the dashed

L e T

lines.

The particular memory address organization is shown in Table 2-1. This organ-

3
T
3

; ization was dictated by the /\ s metric sequence which in turn was selected so that
§
ue only two A $ adder cirecuits are requried. The savings in logic here was achieved

with no additional logic in the ACS area.

= As shown in the upper section of Figure 2-18, Ax locations Ax 1-4 are read

from one memory, while locations Ax 33-36 are read from another memoxry. These two

sums are added with the proper As numbers, and the smaller sums stored in Ay

locations 1-8. Bach memory location on the Ax side is read twice during this inter-

Ry e

val, producing two new sums which are written into the Ay side.

When the memory functions are reversed in the following bit interval, then

e Tt o ¥ s b

Ay locations 4-8 and 33-36 are read at the same time, as shown by the dashed lines,

and the smaller ACS result stored in Ax locations 1-8. The "OR" functions between

R e il

-30-
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g l Table {-1
3 R X
] ACS MEMORY MAP ;
- Memory Phygical Memory Read Write ’:
P Unit Location Contents Sequence Sequence Lnput Seleeted From
‘ 5
be 1 51 1,2 1 §1+ A51,843+ 451 !
2 S9 3,4 2 G1+ 687,839+ 45)
1 3 CE| 5,6 3 Sa+ &89, 8494+ H5y
wd 4 54, 7,8 4 Sz’i’AS:-)_,S34+&S2
5 87 1,2 7 S4+ £84,836+ A8
. 5 6 Sg 3,4 8 84+ 087,536+ 84
7 S5 5,6 5 S3+483,535+ A%H
8 SG 7,8 6 S3+&§§,835+&83
- 9 811 1,2 7 Sg+ A54, 849+ BT
3 10 519 3,4 8 Sg+ &84, Spot H54
. 11 Sq 5,6 5 S5+ £83,847+ A8
; 12 S10 7,8 6 S5+ AS3, 597+ LS5
13 513 1,2 1 Sy+ 62;1’3,39'* A81
14 S14 3,4 2 57+ 481,839+ ASy ;
4 15 815 5,6 3 Sg+ 8382, 840+ ASH
16 516 7,8 4 Sg+ O 83,840+ 882 ;
¢ 17 $18 1,2 5 Sg+ AS3,841+ A5, ¥
5 18 517 3,4 6 So+ AF3,841+ 883
19 820 5,6 7 S10+ AS4,S40+ A54 ;
N 20 819 7,8 8 S10t A5, 549+ A5, :
21 S94, 1,2 3 S19+ A8, 544+ OBy fir
S 6 22 Sa3 3,4 4 812+ A89, 544+ A8y |
; 23 So9 5,6 1 511+ A81,543+ A% ,;
24 S21 7,8 2 811+ A87,543+4A8) ‘
Lo 25 S35 1,2 2 513+ 051,845+ A8y |
P 7 26 526 3,4 1 813+ O51,545+ 081
RO 29 527 5,6 4 514+ 852,846+ A8y .
M v 28 Sog 7,8 3 S14+A89,544+ A5 *
e 29 831 1,2 8 S16+ 854,548+ 0S54
| 31 529 5,6 6 §15+ A53,547+As3 ;
32 530 7,8 5 Sls'{' A53,547+A53

~33-~




Table 2-1
(Continucd)
Memory Pliysical Mcmory Read Write
Unit Location Contents Sequence Sequence
33 543 1,2 4
35 S35 5,6 2
36 Sa6 7,8 1
37 538 1,2 )
38 S40 3,4 5
10 349 537 5,6 8
40 838 7,8 7
41 543 1,2 &
11 42 S44 3,4 5
43 841 5,6 8
45 845 1,2 &
12 46 546 3,4 3
47 S46 5,6 2
48 S48 7,8 1
49 S50 1,2 1
, 50 S49 3,4 2
13 51 S5 5,6 3
52 551 9,8 4
53 Ss6 1,2 7
4 54 Ss55 3,4 8
1 55 S5z, 5,6 5
56 553 7,8 6
57 8§57 1,2 6
15 58 Ss8 3,4 5
59 Ss59 5,6 8
60 S60 7,8 7
61 Sg3 1,2 4
16 62 Se4 3,4 3
63 861 5,6 2
64 Sg2 7,8 1
~34-

Iuput Selected From

17+ 483, 549+ ASy
517 ‘{'Agz SA(J%'AS&
818+ 481,550+48)
S1gt+A 8y, 859t A%

S0+ 453,550+ 45
Sog+ A8y, b52+t§'§é
S19+ 85,551+ A8,
519+ASA,351+&54

S22+ 483, 854+083
Syot+ 884, 854+0Tq
Sy1+£4-84, 853+ ASy
891+ 484,553+ A5y

824+ AZ2, 855+ ASo
S99+ ASg, 5554'&3?2
Sa4t ASE,SSG"'AS,;
So4+ AS1, 855+ A

525+A51,357+[3.§]
S5+ A%, S57+4 8y
Syetns S 8+£352
526+AS§_,553+A82

528+A_§§»560+A-5?+
S28+ATS4, 5601584
S97+AS3,559+A8%
S97+ &83,559+A 83

829+ AB3,861+ L83

Sp9+ 083,561+A5

s30+0% 5421 0%
S30+ A8g, S50t A

332+A.-.-'5-2,56[‘+AS
S32+ FAY 8644'[,}-52
531t A 1863+A5
531+A51,863+ﬁ.51
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Ax and Ay memories is sccomplished through "wire-oring" of the memoxry sutputs.

Memory Addressing

On the lower left gide of Figure 2-18 is the MY memory address and cnable
logic for the entire ACS boarxd., The corresponding logic for the MX memories is
on the upper right side of Figure 2-)g,

All memory addresses (cf., Table 2-1) are read sequentially during the read
operation. In order to allow this sequential addressing while reading, certain
unite, M2, M4, M8, M9 and Mll, must be addressed, when writing, in a 3, 4, 1, 2
sequence; M13 and M6 are addraessed in a 2, 1, 4, 3 sequence: M5 and M14 in a 4, 3,

2, 1 sequence; and the remainder are addressed in the normal seguential manner,

The memory enable signals shown in Figure 2-18 are used as part of the
address control during write operation. When the address count is below 4, the
memory locations 1-4 are enabled, while locations 5-8 are enabled when the count is

4 or greater.

ACS Timing
The timing diagram for the ACS section is shown in Pigure 2-19, All time

periods are based on a maximum information bit rate of 100 K bits per second., For
lower bit rates, the decoder operates at the same rate, then halts in an idle state

until the next three input signals are received,

The 10 usec bit period is divided into eight 1,25 usec sequence intervals.
Each sequence interval is then further divided into eight time pulses, T1-78, of
156 nsec duratioen.

The memory address is changed at the start of the T1 time and the read output
allowed to ripple through the adder/comparator combination. No data set-up time is
required for the memory units; a maximum hold time of 40 nsec is sufficient. The
CMOS memory unit is the 4 word by 8 bit, RCA 4036.

2.4.3 Path Memory Logic

This section consists of the path memory and the associated output bit selec-
tion logic. The path memory {reference Figure 2-20) is5 implemented with 128 CD4036
memory units. These units are connected to provide dual 64 word by 32 bit memory
sections, Bl-B46, and R1-R46. The 64 words are then subdivided into eight B-word
functional groups. The ACS comparison result from group number one is used to

determine whether to read from Bl~B4 in MBl, or from B33~B3i6 in MBYO, Data from
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the selected memory, bits 1-31 are then written into lovation Rl of MK1, bits
4.32, A 1 or O is written into bit 1 = BPM1 AUG., depending on the result of the
comparison., Detailed logic diagrams for the path memory are on Drawings VDRD
#3, #4 and #5.

path Memory Addressing

The path memory addressing organization is the same as that for the ACS memory
deseribed in section 2.2.2. Address and enable logic is ghown in Pigure 2-21.

Memory Read Controul

Logic for contrelling the read signals to cach mencry is shown on Flgure 2-22,
The eight score signals from the ACS sections are level converted from +10 VBC
logic to +8 YDC logic with buffers El4 and E15, then trapped in flip-flops BY through

riv2,

When the Read MB signal is received during the odd cyele, it iz directed to
one mamory in each group, according to the trapped scores. Identical selection
gates are provided for MR memory read contrel during even cycles.

Typical Path Memory Functienal Group

The interconnections for one-half of a typical path memory greup, in this
example MBlL and MB2, are shown on Figure 2-23, The remaining half of tlie group
consists of MRl and MR2. This sheet serves as a master for all sgixteen similar
sections. Contrel signals and PM input and output numbers are uassigned to comply

with each location.

Output Bit Selection

Logic for output bit selection is shown in Figure 2-24, fThe output bit is
selected by counting the number of logic "1s" in the oldest bit position (bit 32) of
all 64 memory locations. If the count is less than or equal to 32, then the sutput
is a logic 0; if the count is greater than 32, the output is a logiec "1".

One S-stage counter is multiplexed between two path memory groups, regquiring
a total of four counters. A memory in each group is loaded once per sequence inter-
val. The write input for bit position 32 is brought out for each group {labeled
MSB on the drawing) and connected to the and-or-seléct gates. Data being written
into memory is held long enough to be strobed into the counter by enable signals
ENl and EN2.
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Following the eighth sequence interval which is the end of the bit interval,
the contents of the countsrs are added and compared with binary 32 for the output
indication. This indiration is clocked into a flip-flop and =ant to VDBD #1,
Sheet 1, where it is ' evel converted to a 9614 TTL output driver. The counter
inputs are level converted from 8 to 10 volts and the output counters, adders
and comparators are operated at 10 VDC.

Path Memory Timing

Basic timing for the path memory is shown in Figure 2-25, The output bit is
available at the end of sequence 2 of the following bit interval.

Path Memory Packaging

Path memory logic is packaged on three Augat 54-row universal packaging
panels. Each of two panels holds 48 memories, while the remaining 32 memories are

mounted on the third panel, along with the addressing and output control logic.

fgl-
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TII. TEST SET DESIGN AND IMPLEMENTATION

The wajor Function of the test get is to provide neise modulated data to the
viterbi Decoder, It poerfoms this function by encoding random data (changing at a
variable rate of up to 100 KBPS) with a rate 1/3 convolutional encoder. It modifics
this data with the output of a random noise genevator and transfers the resultant
data as three parallel bits at three times the original data frequency. This data
is sent to the viterbi Decoder along with a clock, Data returned from the viterbi
Decoder is compared with the original data and the number of errors generated can
be recorded by an external counter. FPigure 3-1 is a general block dlagram of the
test get with each block containing the figure number of threc more detailed block
diagrams. Each bloek in Plgures 3-1, 3-2, and 3-3 contains the sheet number of the

lagiec diagram wherein it originates.

mhe Random Data Generator (Figure 3-2) consists of a 24-stage SR (uhift regi-
ster) wirh appropriate exclusive OR circuits feeding back various outputs into the
first stage. A data SR of up to 48 stages is provided to accommodate the delay of
the data in moving through the path memory in the viterbi Deceder to insure that
the returned data will be in phage with the original data at the data error compar-
ator., The decoder clock from the Viterbi Decoder will assure that the twe data
signals are compared at the proper time. The convolutional encoder input consists
of seven lines from the random data generator. The resultant data is sequentially

presented on the encoder output at three times the data generatcr rate.

The Noise EBncoder (Figure 3-3) combines &he output of the noisge comparators
with the convolutional encoder output and the resultant three outputs are stored in
D flip~flopd. The outputs of these flip-flops are Data BITS 1, 2, and 3 for the

Viterbi Decoder.

The Symbol Error Comparator (Flgure 3-2) compares the enccder output with the
three data bits. The symbol errors generated by the noise can be counted with an

external counter.
The Nelse Generator (Figure 3-3) consists of 6 ROM memories (286 x 8);

5 twenty-one bit D-registers; a random noise generator; 7 twenty-one bit compara-

tors; a noise generator encoder; a two-stage counter and a prieority encoder,

The original noise source used one 63-stage shift-register rather than the
19-, 20~-, and 23-stage shift-registers now being used. The 63-stage shift-register
had several deficiencies that were substantially eliminated by changind to the

shorter registers. The periods of the overall seguences generated by the two
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methods are of the same order of magnitude (roughly 10‘1 years and 3 % 104 YOArs,
respeetively), The 63-stage register, however, takes the full 10,000 years te go
through all of its states whercas cach of the shorter registers goes through all of
its states in roughly 1/2 second. The long register thus eycles through enly an
infinitesimal Ffraction of its possible states during any ono run while each of the
short rogisters completes a numbex of cycles. Ag a consequence, the long register
can spend an entire run in a relatively atypical porticn of it seguence. This
defect was compounded by the Fact that trinominal feedbuck was used to gencrate

the sequence. If the register cells were rich in zeros at the beginning of a run
(which they tended to be even without the "initiulize" switch in the ON position)
they would stay rich in zeres for some time. This resulted in an atypically bursty
noise environment and biased the results accoxrdingly. The effect was negligible

at low signal-to-noise ratios but introduced a degradation of roughly 1/2 dB at

bit error rates of 10-16. Althaugh the two generators results in identical first-
arder statistics, the second approach was felt to be more representative of the
anticipated noise in that it is able to cycle through a full range of "typical"

states during any one ruh.

The desired noige and threshold levels are obtained by setting the threshold
switch (53) and the §/N dB switch 52, Sixty-four lines from 82 are inputs to a
priority encoder whose output generates the six least significant bits of the ROM
addrecs. 'The two-stage counter determines the two most significant bits of the
ROM address. Whenever the start button is depressed a sequence of pulses IAL, IAZ,
and IA3 increment the two-stage counter. The contents of the ROM's are stored in
registers A, B, ¢, E and F as indicated in Figure 3-6., A burst of twenty-one 10 MHz
pulses shift the data in the 63~bit noise shift register. The twenty-one cutput

lines from this noise register are compared with the noise data from registers A, B,

¢, D, B, F, and G. The 7 comparator outputs (NA, NB,....,NG) are inputs to the noisge

generator encoder.

The Timing Generator (Figure 3-5) consists of a 10 MHZ oscillator; 8-stage
Johnson Counter; 6-stage binary counter; a 7-counter burst generator timing logic
and control logic, The HALT button resets all counters and presets the nolse gen-
erator shift register and data generator shift register to anone in the first stage
and zeros in the remaining stages if the corresponding initialize switch 85 (Figure
2) and 59 (Figure 1) are in the up position. If S5 and $9 are down, the HALT

switch has no effect; thus the register contents remain random, Depressing the
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gtart switch will £irst load the A, B, €, B and P registers with the noise data
from the ROM's, next the noise generater shift reglsters are shifted 7 times,

The resultant data £rom the Nolse Generator Encoder (Figure 3-3) ls stared en

the 3 bit lines, the 300 KHz clock will sample the data at the viterbi Becoder.
The 7-burst counter is preset and a second burst of 7 pulses is applied to the
noise generator SR. Upon completion of this second burst the second group of daka
occurs as levels on the 3 bit lines. 7The multiplex counter has been incremented
ecach time to select sequentially cach of the three lines to the multiplexer. The
sequence is repeated a third time after which the third set of data levels appears
on the three bit lines. After the third 300 KHz square wave pulse a Data Shift
pulse is generated moving the data in the Random Data SR one place, Hew all the
aforementioned sequences repoat except the memory registers eontents are not

changed,
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Iv. 'TEST AND TRADEOFF RESULTS

output Selection Algorithm Tradeoffs

The error rates cbserved using various path lengths and éutput selection
algorithms are plotted in Figure 4-1 as a function of the signal-to-noise ratio
(i.e., ratio of signal enerty to noise spectral density). The results summarized
in Figure 4-1 were obtained using a soft-decision threshold spacing of 0.6 ¢ ne
The effect of varying this threshold spacing is indicated in Figure 4-2, The major
conclusions to be gleaned from these results are: (1) The majority vote output
selaction algorithm results in a performance degradation of about 0.05 dB relative
to the minimum metric algorithm., (Spot checks indicate that the arbitrary oldest-
bit algorithm, in contrast, results in degradation of the order of 0.3 dB). (2)
The improvement obtained by increasing the path length from 32 to 39 bits in negli-
gible using either the minimum-metric or the majority-vote algorithm. (3} The
optimum soft-decision threshold spacing is between 0.5 dn and 0.6 o for most
signal~to-noise ratios of interest. The optimum spacing does increase slowly with
signal-to-noise ration, however, On the basis of the results observed at high

signal-to-noise ratios, we éonjectire that a spacing of 0.7 v, or greater is

optimum for ratios exceeding 5 dB. In any case, the minimum-metric and the majority-

vote algorithms are both relatively insensitive to the threshold spacing for any

spacing in the range of 0.4 Un to 0.7 Vn.

Since the majority-vote output selection algorithm is only slightly inferior
to the minimum~metric rule and since the advantage of increasing the path length
from 32 to 39 bits is negligible, the majority-vote method was implemented in the
brassboard and the path memory limited to 32 bits., The increase in hardware com-
plexity associated with either the minimum-metric¢ rule or with the increased path

length does not appear to be justified by these slight improvements in performance.

Branch Synchronizexr Tradecffs

The performance of the baseline branch synchronizer is depicted in Figure 4-3,
The two curves represent the synchronization delay in information bits as a function
of the signal-to-noise ratio for two up-down counter thresholds, T = 32, and T = 64
(cf. Section 2). The dashed lines indicate the synchronization delay to the first
acceptance; the solid lines indicate the delay to the first correct acceptance. 1In
both cases, the synchronizer was able to retain synchronization at all test set

signal-to-noise ratio settings greater than -3 dB.
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A more conventional branch synchronizeéer was breadboarded and tested in order
to establish performance data against which to compare the bhaseline synchronizer,
This gynchronizer is conceptually straightforward and not difficult to implement.
It functions by allowing the Viterbi Decoder to begin decoding at an arbitrary
position (i.e., at any one of the three possible branch sync positions with any
one of the two possible polarities) and, after a KL-bit delay (with £ the path
memory length), it monitors the oldest bits in each of the 64 paths, If all of
these bits are the same when an output bit is selected, it augments a "unanimity
counter"; if not, it augments a "non-unanimity counter." Tf the unanimity counter
reacheg the count of U before the non-unanimity counter reaches 61 it accepts the
current position (and polarity) as correct., If the non-unanimity counter first
reaches U, either the sync position is slipped or the polarity changed and the
procedure begins anew. The position and polarity are alternately changed until

an acceptable (i.e,, presumably the correct) position and polarity are found.

Various values of U and U were tested in order to find the most efficacious
settings. fTable 4-1 lists the lowest signal-to-noise ratio at which the resulting
synchronizer could retain branch synchronization as a function of U and U. The
propensity for false-sync is also indicated in Table 4-1, This refers to the tend-
ency for the synchronizer temporarily to accept an erroneous sync pesition during
acguisition. 1In every case, however, the false position is quickly rejected and
correct sync eventually found. This, of course, increases the amount of time
needed for correct synchronization. Nevertheless, a small U, E'setting might
result in a faster sync acquisition than a larger setting, even though the former
involves a number of false attempts before it finally succeeds, since each indivi-

dual decision regquires less time,

Acguisition delay measurements were made with U = 32 and U = 64 and with U =
256 and U = 128 in order to estimate the efficacy of this approach. Since false
syncs made direct measurement of the acquisition time difficult, the following
indirect method was used: Acquisition delay measurements were taken under two
conditions, one in which the synchronizer was set to begin testing the correct
position immediately and one in which it was set so that it had to test all six
possibilities before reaching the correct position. In the latter case, the number
m of positions tested and reéjected before the first acceptance (either correct or

false sync) was also recorded.
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TABLE 4-1

Counter Settings for Alternate Branch Synchronizer

Frequency of
False

Lowast S/N Ratio
Without

u U Syncs Loosing Sync

32 64 High 2.3 dB
128 128 Meoderate 1.46 4B
128 256 High 1.46 dB
256 128 Zero 1.46 dB
256 256 Low l.46 dB
512 256 Zero 1.46 dB
512 512 Low 0.41 4B

¥
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with B the probability of false acceptance and a the probability of false rejection,

and since a ® 0 for all U and U settings of concera here, the average'ﬁ of the numbers

A
m thus provides an estimate 8 of £ . Further, since the expected number of false
syncs baefore correct sync when _{ false positions are tested before the correct

position is tested is

- 4
Feé o~ 1
Z ja’ 8¢ (1-33'2'“ L8
(=1 1B

the expected search time is

5

DI ‘
A g
n, + _ A e A
1 '=g= 2=0 oy Ny + . Z /fn:;
A=0

A 5 B ﬁ
N 2 T~ M

N
+ 5/2 ny

where ny is the expected test ‘time (in information bits) needed to accept the cor-

rect gync posltion, n, the expected time to accept an incorrect sync position and

27 and

n, were directly estimated by, respectively, the average number of bits needed for

n, the expected time to reject an incorrect position. The quantities Ny B

a decision when the correct position was the first tegted, the average number needed
when the first incorrect position tested was accepted, and the average of the number
of bits needed to make the first acceptance minus the expected number needed for

that final test (nl or n2) divided by the number of rejections prior to the first
acceptance,

The results of these measurements and caleculations showed an expected sync
acquisition time remarkably independent of the signal-to-noise ratio., When U = 32,
U = 64, the average acquisition delay varied from 430 bits at S/N = 2.3 @B to 400
bits at an infinite signal-to-noise ratio. Similarly, when U = 256, U = 128, the
average delay remained almost constant at 800 bits as the signal~to-noise ratic

ranged from 1.46 dB to infinity. These results are also indicated on Figure 4-2.
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Thiu alternate branch synchronization technique thus appears to be reascn-
ably effective. 8ince it is slower than the baseline approach, hewever, and
since it is unable to retain gynchreonization at low signal-to-noise ratios, the
baseline approach was implemented in the brassboard. The up-down counter threshsld
T was get at 32 since the :agulting synchronizer is faster, at most signal-to-noise
ratios of interest, than whe. T = A4, This getting is easily changed, however,
should more rapid acquisition be desired at signal-to-noise ratics of less than
1 ds.

Power Consumption

Power consumption caleculated from measured current for the decoder totaled
approximately 2.6 watts, with the power breakdown per voltage as follows:

10 VvDC @ 180 ma = 1.8 watts
8vDC @ 65 ma = 0,52 watts
5 VvDC @ 60 ma = 0.30 watts

TOTAL = 0,62 watts

In the preliminary design it was planned to operate the synchronizer and
self~test logilc at 5 VDC to save power. In the final design, however, the number
of level conversion gates required for the interface between the 5 and 10 vnC
turned out to be fifteen. It was decided, therefore, that little if any power
savings would be realized, considering the additional logic requirements.

The preliminary power estimation of 0.5 watts for the path memory was based
on operation of the memory devices (CD4036) at 5 VDC. Interconnection capacity
in the brassboard, however, requires a mirnimum path memory voltage of approximately
7.2 VDC for proper operation. Below this voltage the rise and fall times of the
memory cutput signals become excessive. An 8 VDC source was, therefore, provided

for the path memory from a regulator circuit driven by the 10 VDC power supply.

LSI Implementation

The Viterbi Decoder brasshoard was partitioned to facilitate eventual 1LSI
implementation. The ASC and path memories, in particular, have highly regular
organizations readily translatable to either monolithic or hybrid LSI., For the
relatively low production volume anticipated for the Space Vehicle Viterbi Decoder,
the hybrid approach merits serious considération. It can result in paékaging den-

sities comparable to those attainable with specially developed monolithic chips
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at considerably reduced development cogt., For this reason, the major emphauio
coneerning possible LST implementations for the viterbi Decoder invelved the
hybrid approach.

The packaging technigue resulting from this study is shown in Flgurc 4-4.
The path memory entails the use of thick-£ilm hybrids. The 128 chips comprising
the two path memories are partitioned into elght identical cireuit groups, cach
packaged as a hybrid circuit containing 16 CMOS chips. The high density of
parallel connections requived in each hybrid is satisfied using three, thick-
Film, etehed-back conductive layers, The chips are attached te the substrate
through epoxy die bonding., The chip-to-substrate interconnections are ultra-
sonically bonded aluminuwm wire; the substrate-to-package interconnections are
T¢-bonded gold ribbon. The encleosure for this circuit is a custom-tooled
flatpack with a total of 116 input-output pins. The sealed package size is
approximately 1.5" x 2.0" x ¢.1l6".

Both the ACS section and the remainder of the decoder logic (the metric
calculator, node synchronizer, and control logic) could also be implemented as
hybrid LSI cireuits. ‘he resulting reduction in volume is considerably less
dramatic in either of these sections, however, than it is in the path wemory.

Tha ACS section and the metric-caleculator-synchronizer-control section could,

in fact, each be packaged on one 4.2" x 5.8" x 0.39" module using flatpack inte-
grated circuilts (cf. Figure 4-4) without recourse to any additional hybrid or
monolithic LSI development. The entire hybrid path memory could then be packaged
on a third module having the dimensions 4.2" x 5.8" x 0.49", resulting in an

overall 38 in.3 dacoder packaga.

The total circuit capacitance in the 38 cubic inch package just described
is estimated to be less than one-half the capacitance in the brassbhoard decoder.
Since the dynamic power dissipation is directly proportional to the load capaci-
tance, the total power would be roughly one-half the predicted attainable brass-

board value of 2.6 watts, or approximately 1.3 watts.

Maximum Decoder Bit Rate

The maximum data bit rate in the brassboard deccder is approximately 99 KBPS.

Logic delays in the sequencer start/stop logilc prevent operation at a 100 KEES bit

rate with the included 6.5 MHz crystal oscillator, The decoder was operated at
approximately 105 KBPS, however, using an external pulse generator in place of

the internal oscillator. This indicates that the substitution of an oscillator
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V. CONCLUSIONS

The Space Vehiecle Viterbl Decoder Brassboard has demonstrated that a low-
power, rate 1/3, constraint-lenght 7 Viterbi decoder capable of operation of
rates up to 100 KBPS is indeed within the current state-of-the-art, Were the
gsame design implemented using flatpacks for the ACEZ and control secticns of the
decoder and hybrid packages for the path memory, the resulting decoder weuld
occupy only 38 cubic inches and consume an estimated 1.3 watts of power. Fur-
thermore, this significant reduction in volume could be achieved at a nmodest
cost since only one hybrid package need be developed; no monolithie LSI chip

developments are reguired.

In addition to validating the design concept, the brassboard effort alse

accomnplished a number of other objectives. It is verified, for example, that

the optimum soft-decision threshold spacing is between 0,5 “n and 0,6 "n for most
signal-to-noise ratios of Iinterest and that the optimum ratio of the spaeing to the
nolse standard deviation Gn is a slowly increasing function of the signal=to~noisc
ratio, It established that the difference between the majority-vote output selection
rule and the minimum-metric rule is indeed small (the former performing within about
0.05 dB of the latter at all signal-to-noise ratios} and that the advantage of in-

creasing the path length from 32 bits to 39 bits is entirely negligible, (Th.
arbitrary-oldest-path catput selection rule, in contrast, was found to introduce
degradations of roughly 0.3 dB.}

Finally, it verified that the stand-alone neode synchronizer implemented as part

of the brassboard is indeed an effective device resulting, for example, in an

average node acquisition delay of less than 200 bits at a 3 dB signal-to-noise ratic

and capable of acquiring and retaining nodes synchronization at signal-to-ncise

ratios of as low as -1 dB.
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