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Introduection

'l‘Ins report ccmqlqis of tln ec aspects of the Shuttle Systems Auﬂybls problem

e Coammmmmons Copt 1te,?:s .a.ud Power Distribution, Part I summanzes the
Communications research divected by Professc')r D. L. Sclnlhng ; PartI. |

. summarizes the Computer research divected by Professor S.J. Oh and

Paxt II smi;marizeé the research on Power Distribulion dir'_e'cted by Profes'_soi' i

. T, Thau,"

- In addition to the three coprincipal investigators this eant_ract’l partially
supported  Dr. C.B. Park and the following Doctoral :Students-:'T.Appelewicz, :
- C.8, Chua.ng, E. Feria, R. Lel, J. LoCicero, G.S. Mersten, V. Rao
. N. Schembcrg, D. Ueci, L. Weiss and C, Zelgler.

__Several papers, summarizing _pa.rtmular aspects of the research
eonducted undér this _contract,_, were' presented at conferenees, and the
paper, ''Video Encbding; Using an Adaplive Digital Delta Modulator™ by '

L. Woiss I. 'Paz; and D. L. Sﬂlnlhnof has been accepted for pubhcahon as a-

Technical paper in the IEEE Transacf;lous on Communlcauons.



I. 1. Digital Processing of Video Signals

A. High _Spegd Fram.e to Frame Delta Modulation

- Successive frames of a motion picture contain redundant information. The
amount of redundancy depends. upon the de_gre'e of change in the scene from frame
to frame, We are curnentljr building a high _speed delta m_odulafor which encodes
te’ie;ris.'ion signals in suéh_ a way as to use the frame to frame redundancy of
motion pietu:es' to reduce the -bit ré_.te required fo transmit‘ a television éignal.

Fxgure 1 shows the basic encoding scheme. Each .l,a—rge sdu’are represents .
a suceessive frame of a motion picture, -VEach dot on a frame -represents a
pixel (picture element). Hote that each pixel has associated wit’lh it a Delta
" Modulator (AMOD) that follows the same pixel through suecessive frames, N
Thus the AMOD in the upper most left hand corner always encodes the pixel
in fhe upper most lefi hand corner for every frame.

Bit rate -eomp_ression is achieved in the fellowing manner, From previous
étudies of delta modulators it has been observed that high sa'mpling rates are
" required for a delta modulator to accurately encode rapidly changing siguais
‘and low sanipling rates inay be used on slowly varying signals. The usual
method of encoding a picture by sampling successive pixels within the same
frame results in rapidly changing signals which require a high delia modula-
tor bit-_rate (typically, 8bits per pixel). With the frame to frame encoding
technrique of Fig. 1 each delta modulator is associated with its own pixel. In
general the pixel value will change Si_owly from fr.am__e to frame, allowing the
delta modulator to accurately encode the éléwl_y changing pixel value at a low
bit rafe-. Using this schéme motion pictures will be énéodéd at 1 bi_t per pixel.

At first thought_, .hardWa_.-ré implém'en@tion of F1g 1 may séem impossible

sinee, at 1 delta modulator per pixel, a typlcal 200, 000 pixels /frame 3 MHz
bandwidth TV system would have to contain-ZQd, 000 delta modulators each -
'o_pe_r.a.ﬁng at a 6MHz sampling rate. jFortuna_f:ely omy 1 6MHz delta modwiﬁmr__ '
'néé'd be u._séd fo._impl_ement _Ei_g. iz however -,-'this. s_ingle_ delia modulator wi'll-' o
have to éo_nta;in eﬁou_?;h slnft -rggis_tei:: _tyi:,e.'me_m.ory to _sfo;‘e; an entire picture

frame.
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The reason that 1 delia modulator ean replace all the delta modulators of
Fig. 1 with no increase in operating speéd is simple. If Fig. 1 were imple~
mented as shown all 200, 000 pixels could be enceded, decoded and displayed in
parrallel, but a real time television system requires only one pixel at a time in
serial. The retention time of the eye and screen give the appearance of a full
picture. - We may take advantage of this by starting a single delta modulator at.
the upper most left hand corner of a frame, let it encode that pixel based upon
its previous estimate of .the pixel from the previous ﬁr.'ame:, transmit a bit..‘(Ek N
store its new estimate (Xk) for that pixel, and then repeat the process.for the
next adjacent pixel in the same frame, The delta modulator will continue to
encode, and trahSmit for each adjacént pixel in turn, until the delta medulator
has been multiplexed through the entire frame (typically 1/30 sec). Then the
delta modulator will return o the first pixel and repeat the process for the next
frame, : , _

Figure 2 shows the hardware implementation of the high speed video delta
modulator. The arithmetic and logic portions are being assembled outf of
Schottky TTL devices, The 200, 000 bit shift registers will either be assembled
~ out of 4K dynamic Random 'Access Memories (RAM's) such as the Intel 2107 or
Intel's new 16K Charge Coup.ed Device (CCD) serial memories. The CCD
devices are superior to the RAM's but the RAM's may have to be used if the
CCD devices eannot he obtaine;d, If the 4K RAM's are used, epecial multi-

- plexing and demultiplexing logie will have t6 be used with them to make the
relatively slow 4K RAM's appear as high speed shift registers. The logie ¢on~
figuration for the 4K RAM's converted inte shift registers is shown in Fig. 3.
The add:&essihg‘ logic (not shown) consists of 8 twelve-stage counters counting
the pulses of lines A; B, C, D, K, E, 6, and D. Each counter output feeds
the address lines of a 4K RAM. _ _

Construction of the high speed delta modulator without the large shift register

metnory is complete. Testing of the delta modulator has just begun,
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B, Comﬁutcr Processor for Color Video Signals

We are assembling a computer processo'r for color video signals. The
processor will enable us to feed color video signals from a color TV camera .
info a computer. The computer will be able {o process the video s‘ig;nels and
display a picture on a video monitor,

The basic system is shown in Fig. 4, An image originatinatingin a 35
min slide projeetor is focused on a color TV camera, The TV camera has
three video ouiputs, one for the red component of the image, one for the gjreen
component of the image, and the third for the blue component of the image.

. Each of the three video outputs is put info a scan converter which stores a
single picture frame in its electrostatic storage tube. Upcn receiving com-
mands from the computer the scan couverter transfers the stored picture into
the computer, The rate at which the sean coaverter sends information to the
computer is controlled by the computer. The computer can also randemiy
access the information stored in the scan converter, i.e., the computer ca.n
read the picture elements into its memory in whatever order the computer
program requires, _A-ftef the computer processes the picture, the picture is
read out of the computer and stored on three sean converters, one for the red '
component, one for the green component and one for the blue component of the
picture. Again the computer contrels the rate and order in which the pieture
elements are stored in the scan converter, The Scah cohverters are read out
onto a TV menitor which displays the picture. Since reading of the sean con-
verters is nondestructive and oceurs at 30 frames per second, the user of the
system sees the picture frame frozen on the TVmeonitor.. The picture can be
kept frozen for several minutes and then photographed for 2 permanent record.
When the system deseribed a.bovc is completed we will havo a very flexable
research tool. By simply changmg computer programs the system can perform
image enhancement, bandwidth compression or any other type of image processmg

‘one-might want to perform on color pxcturesa



FIG. L\ FRAME TO FRAME ENCODING
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L 2. Eniropy Encoding of a Delta Modulator Ouiput for Bandwidth Compression

A, Abstract

The output bit stream of the Abate Mode Adaptive Delta Modulator with voice
source iﬁput has been studied, It is found that about 50 per cent of the bits are
in a sicady state sequence, "11 00", when the input voltages are relatively low.
Hence, the output bit stream can he coded such that the final bit rate and band-
width are reduced. Two kinds of coding feclniques, the Huffman coding and run
length coding, have been considered. The Huffman coding is found to be superior
to the run length coding. However, the direet Huffman coding algorithm, which is
an information preserving code, does nof result in a high data compression tr;—v.tid..
The modified Huffman coding scheme, an information degrading proeess, is
currently being studied. '

B. Imtroduction
1,  Historical Background
Source-encoding or data compression techniques are used o reduce the

v«alﬁme of data generated. As a result, the bandwidth of the channel over which
the data is transmifted is reduced, There are two kinds of data compression
techniques: information preserving and information degrading. When the in-
formation preserving process is used for coding, all of the information presented
before coding can be regenerated. Wheras, when the information degrading
process is used, only part of the original information can he regenerated. How-
ever, for the information degrading prooess, a fidelity criterion can be chosen
such that certain bits of information can be ignored in order to obtain a better
result in data compression and still be able to retain a relatively high intelligi= .
bility, | '

. Source-~encoding systems can be classilied as either '‘variable i':o block! or
"block to variable", A system accepling a variable-length sequence of digits
from the source and generating a fixed-length block cede word is called a
warinble io block' encoder. A system acecepting a fix-Iength block of digits
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from the source and generating a variable~length block code word is called a
"block to variable'" encoder,

A binary memoryless system generating a statistically independent sdurce
alphabet, (0, 1), canbe characterized by the probability, P and (3 - P). Pis
defined as the probability of a digit "1 being emitted, and (1 - F) is defined
as the probability of a digit "0" being emitted. The enlropy of the source is
defined as

H'(p) = ~Plog,P - (1 - P)log,(1 - P), :

and is a measure of the information content of the source.
If a binary memoryless digital sysiem has n possible values, (xl, Kgs eee ,xn",,
to be encoded with the 1::-obabilities, (PI’ P

the entropy of the source is

P Pn) respectively. Then,

n

Hp) == 2 P, log,P.
i=1

For example, x, =00, x, = 01, x, =10, x, =11, and P, = 1/8, P, = 1/8,

Py =1/4, P, =1/2, Then using Eq. (2),
H(p) = 1.75

In the above example, code words are ;iEﬁ: assigned to single digits but toblecks of
digits. In other words, the enceder waits for the source to produce a block of
two digits, then a.smgns a code word to the two~digit bloek.

According o Shannon's noiseless coding theorem (1), the minimum average
code~word length is equal fo H(p). The theorem is stated as follows: Given a
random variable, x, ina bﬁlmr system \.vi't'h entropy H(x), there exists a code

for x whose average code-wozd length, n, satisfies

(2)

2
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Hx)S n < H (%) + 1, - (3)

If a long source seﬁueuce of N blocks is the input to an optimal sour~:e
encoder, the output will be a sequence of NH(p) hits. In the previous example, .
since each block consists of 2 digits, the total length of the input sequence
is 2N bits. The output sequence length is 1. 75N bits. The maximum data
compressa;on ratio is, then, '

2N'

TN = 1,143,

_ .The. maximum data compression ratio depends on the statisties of the
encoding source, In other words, onee the probabilities of eccurrance of
the different patterns of the source dig'-ifs are known, the maximum data
compressi'on ratio is theoretically determined. |
2, Huffman Coding
The first optimal coding scheme déveloped was the Huffman coding (2).
This is a "block to variable' technique, When Huffman coding is applied
to a binary memoryless source, the source sequence has to be broken up
inte blocks of N bits long. Then, each block contains one of M = 2N possible
messages. The least probably message is assigned 2 code word conﬁaining
the ‘longest sequence of bits. While the more probable messages are assigned
code words of shortex length.
3. Run Length Coding
Run length coding (3, 4) technique is 'variable to block', It works well
when probability P is either very low or very high. In the case of low
probability P, the number of consecutive zeros are counted and trafsmitted
as a block of binary digits. In the case of high probability P, the number of
_eonsecutive ones are comlted and transmitted. The optimal compression

ratio as a functlen of Pis shown in Fig, 1.



C. Theoretical Considerations of Source Encoding of an Abate Mode
Adaptive Delta Modulator . _
For a DC input voltage, the Abate Mode Adaptive Delta Modulator has a

steady siate ouput pattern as shown in Fig, 2. It is known that during speeches
or telephone conversations, there are many short period of pauses. In the

noiseless case, this pauses will be considered as DC voliage by the delia modu-

lator and a stream of steady state pattern will be generated. Also when signal

voltage and signal frequencies are low, the output bit stream of Adaptive Delia
Modulator will be viewed as segments of steady state patterns corrupted by
some noise bits, as shown in Fig. 3,

The length and frequeney of the steady state pattern depend upon factors,
such as input sig‘nal voliage, minimum step size of the Adaptive Delta Modula-
tor, sampling rate, and signal bandwidth. The run length coding scheme will
be used if the steady state patiern is very long. When the steady state pattern
is not very long buf ils probability of occurrance out of the entire bit stream is
very high, the Huffman eoding scheme should be used.

The steady state pattern is as follows: '

oBQODY 1100110011001100» o000 Q o-
If a block of 4 is chosen for the Huffman code, the steady state pattern can be

broken up into four different steady state sequences, 1100, 1001, 0110, and
bon If a block of 6 is chosen, then the sequence will be 110011, 100110,
001100, 011001, . _ |

In the next section, the experimental results will show that blocks of 4
| are better than blocks of 6 in the sense that the maximum data compression
ratio is ligher for blocks of 4. The reason is obviously because the steady
state pattern is a repeﬁtibu of a 4 bit sequence., Higher bit blocks will
drastically increase the number of sequences {o be coded thus decreasing
~the ratio of steady state sequences to other seguences.,

D. Sum:m"trv of R:_.es‘ul_t_s
1. Experimental Results

In order to determine whether the run length code or the Huffman code

is better for the Abate Mode Adaptive Delta Modulator, we must know how

11)
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long a run of the steady state pattern is, The average run length of the steady

state pattern for this experiment was calculated using 2 PDP-8 computer.

Figure 4 shows the procedure employed to oﬁtai_n this statisties. Since it

is desired to have the computer simulated Adaptive Delta Modulator work

in real ﬁnie, the sampling frequeney is, therefore, determined _by the lengtih

of the computer program. In other words, affer each sample value have

been transferred to the computer from the A/ D converter, the computer

will go through the program's process of generation the output bit and

analyzing the statistics before it goes back to take another sample. Since

the PDP-8 i5 not a high speed computer, the fastest sampling rate we can

manage to ebtain is about 5KHz. However, a sampling rate of 32K is

standard for Delta Modulaters. Therefore, a process of slowing down

the speed of the source tape is necessary. By a.ltex:naﬁvely playing bhack

and recording at different speed with two high quaiity.Amp'ex tape 1-*eéor.der,

a veice tape of 1/ Bth of the normal speed was suécessflillsr made. This

1/ g speed voice fape was originally part of a magnetic open reel tape

recerded by the Ampex Company with Ed Begley reading the story of

Mark Twain. . This tape was used as the voice source for all the expen—
ments in this report. .

‘ All of the programs are written in proper length such that the sampling

- rate of 4KHz becomes equivalent to 32KHz at normal speed. The digital

esﬁmatéd -sigual, ;t(k), of the simulated Adaptive Delta Medulator was. first

fed into a D/A converter; then the analog estimated signal ;:(t) was gencrafed

and.recoi-'ded into a tape recorder, This magnetic tape then went through

the reverse process of slowing down, }'ﬁreﬁously deseribed, to return it

to the normal speed. ﬁﬁajly, this tape's intelligibility was determined by

playing it back from a recorder. While the estimated signal }Atft} was being

recorded, the computer was doing statistical computations and storing the

results in its memory. The results are compiled for a total of 20 minutes, a

ﬁine interval which we lnelie_ve is long enough to eﬂéet unbiased statistics, |

The average run length of the steady state pattern is listed in Tahble 1.
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Note that the average run length is not very long, A run of 2 or 3 is definitely
too short for a run length code; therefore, the use of a run length code is
ruled out.,

The output bit sequence of the Adaiative Delta Modulator is intrinsi-
caly dependent on the slope of the input signal. Increasing the minimum

step size, S_, will have the same effect as decreasing the input signal level.

’

The follomnogj factors were chosen to perform the experimient:

(1) Voice signals are bandlimited {o within the range of 300 Hz to 2.5KHz,

(2) Sampling frequency £_, is adjusted to 32khz, Some other different
samleg frequencles are also used for comparison purpo.aeo '

- (3) The minimum step size, 8. is set to be 40 mv-

0
(4) The maximum peak to peak input veltage level is varied in sleps from
1y to20v_
p-p p-p°

In order to apply the Huffman codmg technique to the oulput hit stream -
of the Adaptive Delta Modulator, a computer program is written to search
for the steady svate sequencés. When blocks of 4 bits are used to form the
code word, the '1100' sequenee was being searched for from the entire out-
put bit stream, %ereas, when bloeks of 6 bits are used as in the Huffman
coding block, the '110011' sequence was being searched for. - The results
ave shown in Table 2 and Table 3 respectively. I is clear that blocks of
4 are better for coding than bloeks of 6, and low input Veits.ge level have
shorter siireragé code word length, K is élso found that in the case of
fB = 32KHz, SQ = 40 mv, the input voltage level of 2 volts peak-to-pseak
or higher results in very high intellegibility. An input voltage level of 1
volt peal~to-peak or lower results in peor performance due to unfiltered
m-—band gramilar neise. )

By referring to Table 2, it can be seen that at 2 vp_ip input signal level,
53 percent of the tolal bif stream are in the steady state sequence and yet,
we still maintain high intelligibility. These results encourage us to do
.fu-r-ﬂ_ler studies on tllé px_‘ob&bility distributions of 16 different sequences,
This data 1s listed in Table 4, In order to give a better visual cmﬁ;ﬁarisan,



they are ploitted in Fig, 5 through Fig, 9. From Fig. b and Fig. 6, it can
be seen that the probability of oeccurrance of steady state sequences (001;,
0110, 1001, 1100) are much highér than the others, This fulfills the
fundamental reguirements of the Huffn:mn coding scheme, It also can be
seen, by referring fo Fig, 7 and Fig. 8, that the probabilily of the steady
state sequences are not exceedingly higher than the others when the inmt
voltage level is increased. In the extreme case of 20V, as shown in
Flg.. 9, the probablllw of steady state sequences are even. less than some
other sequences, Hence, a number of general conclusmns can be drawn
from these resulis:
(1) Blocks of 4 should be used to construct the Huffman code,
(2) As far as signal to ncise ratio is concerned, the 'perfarmaﬁc_e of the

Delta Modulator is very good when the input voltage is 2 V"'p_p or higher.
(3) At low input voltage, the resulting probability distributions are most

suitable for coding, |
(4) From statements (2) and (3) above, it is clear that the prebability

distribution for_2_ VP-P input voltage, as referred to in 'Fig, .6, should

be used for the coding scheme,

2. Information Preserving Coding

The entropy of the coding source is a measure of the information content
of the seurce and is ihe lower bound of the code word length. Table 5 shows
the cufropy of the source at different _input voltages. It was found that at an

input voitage of 2 Vp p the minimum obtainable code word lengih is 3,56,

which g-ives- very little data compression. The aetual code word length com- '
puted after the code has been consfr.ucted, as shown in Fig 10, is 3.598, The

data compressicn ratio is 4/3,598 = 1.112, which is certainly not satisfactoxry.

The reasons are twofold:

(1) The four most rp_z"oba,-bly steady state 'sequences are coded scparately,
conseguently, three digits are .neededé to code each sequence. However,
if these 4 most prohably sequences can be fepres_euted by one sequence

' w1th the probability 4 times higher, then a smglo digit is enough to code

thls sequence and a trcmcudous savmgs in code word length can be expected

(2) As it can be seen from I‘xg. 6 and Fig, 10, the prob'tbﬂlﬁes of scqueuces

14)
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10000, 11111r, '01'01', and '1010' are much Iower than the other sequences,
Thus, they can be neglected without significantly degrading the performance,
The 6 digit code word will not exist if these 4 sequences are neglected. There~
fore, a further shortening in code wofd length can be again expected.
3, Information Degrading Coding

The probabhility of oceurrence of the ""0000'f sequences is very low as shown
in Fig. 6. The encoder can be designed te receive this sequence ahd to send
out the more probable sequence, "6100". Similarly, the "1111", "1010" and
Q101" sequences can be converted into the #1011 or MO100" seguences as shown
in Eig. 11, Tuthermene, if a sliding block coding algorithm is used, there would
- be only one steady state sequence ""1100", with probability higher than 50%., If |
we assume that the 4 steady state seguences could bé represented by one sequence,
the final total munber of seguences to be coded would then be reduced to 9, The
average code word length would thus be reduced to 2,228, as shown in Fig, 11,
The performance of this information degrading process is not yet determined,
The complete algorithm deseribing this proeess is eurrently heing researched.
However, the theoretically computed value, 2,228, gives us some valuable in~-
dications that the coding of the Delta Modulator for bandwidth compression is
feasible, '

E. Conclusions

' A thorough study of the statistics of the outpuf bit stream of the Abate Mode
Adaptive Delta. Modulator has been performed. A few conclusions can be drawn;
they are stated as follows:

(1) The "block-to~variable" coding scheme should be used for the Adaptive Delta
Modulator. The optimum block length is four bits.

(2) The dirset Huffman coding technique does not result in a high data compression
ratio. Hence, a modified il}i’ormationr-nonpreser.ving. éeding seheme based on

the Huffman method should be derived to meet the iheoretieal bound,

L A
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Further studies are still fo be done in this area. Some theoretical cal-
culations for the information deéradihg scheme is needed. Transformzition
methods, such as, Fourier transformation, Hadamard transformation,
Karhunen-Loeve transformation, and others, are alternate approaches to
reduce the final output bit rate and channel bandwidth. The video signal
~ Source usihg the Sohg Video Mode Adapﬁve Delta, Modulator has not.been

_ analized at the time this report is writien. Further expansion from an

andio source to a video source is the next planned reSearch.
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Average Number of Runs of Steady State Sequences at Different Input Voltages

Input Voltages

Sequencés

1v 2V 3V 4v 6V

rFp PR P-p P PP

0011 4.81 2,96 1,01 1,88 1,69
01io - 4,13 2,25 2,24 - 1,73 1,53
1001 2,19 1,94 1,86 1.65 1,50
1100 2.56 2,21 2.3 1,07  1.74
Averge: 3,42 2,34 2,09 1,80 1,62
Tabl'_e_z

The Number of ""1100" Sequences Encountered by Shifting Along the _
Adaptive Delta Modulator Qutput Bit Stream (In Unites of Ten Thousands

Number of Bits

Of Bits)
Input Voltages |
1Vop 2Vep 3Vop Vop Vi,
Number of
nilgon 89 66 55 50 41
Sequenece | '
Total .
Number 500 500 500 500 ~ 500
of Bits
Ratio of Bits |
in "1100"  71% 53% 44% 40% 33%
- Sequence to
The Total
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Jabled
The Numhber of "110011' Sequence Being Searched (Blocks of 6)
Input Voltages
lv 2V 3v 4V 6V
p=-p P-p p=p p-p p-p
Number of
1130011 40 27" 22 20 16
Sequence . ‘
Total Num~- ©00 500 500 500 500
ber of bits '
Ratio of Bits
in 110011
- Sequence to = 48% 32% 26% 249, - 19%
The Tetal

“Number of Bits
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Table 4

Probahilities of 16 Possible Sequences at Different Input Voliages

Input Voltages

Sequences 1Vop ZVpp 3‘Vp-'p Voo Voo ¥
0000 0,006 0,020 0,022 0,028 0,033 0,035
0001 0,035 0,050 0,033 0,037 0,040 0,070
0010 0,018 0,042 0,077 0,081 0,080 0,088
0011 0.245 0,162 0,092 0,090 0,080 0,053
0100 0.047 0,088 0,048 0050 0,054  0.105
010l 0.00¢ 0,011 0,018 0.022 . 0,027 0,018 .
0110 .  0.248 0.158 0,143 0,128  0.111  0.088
0111 0,008 . 0,024 0,064 0,066 0,065 0,035
1000 0,008 0,022 0,084 0,061 0,084 0,053
1001 0.133 0,132 0,118 - 0,105 0,100 0,088
1010 0,004 0,011 0,018 0,024 9,027 0,018
1011 0,083 0,072 0,050 0,055 0,058 0,105
1100 0.125 0,116 0,114 0,103 0,088 0,053
1101 0.020 0,044 0,083 0,083 0,081  0.088
1110 0.037 0,050 0,037 0.039 0,042  0.070
1111 " 0,004 0.018 0,020 0,026 0,081 0,035

Table 5_
Entrepies of the Output Bit Stream of This Abate Mode Adaptive Delia
- Modulator When Blocks of 4 Are being Used For Coding

Input Voltages

1V 2V 3V. 4V BV
P p-p p=p p-p p-p

Elltl‘opy . 30‘ 03 ' 35 56 39 78 3:: 82 3a 86
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] B [ 1

T 5" g P
Figure 1. Optimal compression ratio as a function

of p

ORIGINAL PAGE IS
OF POOR QUALITY

Figure 2. Steady state output bit pattern of Abate
Mode Adaptive Delta Modulator
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0011 0, 162
0110 o, 153:;3 0. 320

1001  0,132a

1100 0.116
1011 0,072~
0100 0,088

1110 0, 050
0001 0,050

1101  0.044~——0

0010 0, 042 mmeST .0.886
(53D E I Y pe———
1000 0,022 4

0000 0.020—=0 & |
1111 0, Qrg——X 6038
3 .

1010 0,011
vl0l 0, 01—

Figure 10(a). Constructing the Huffman code

0611:000
- 0110: 001
1001 :011
1100: 100
1011:0100
0100+ 0102
1110: 1011
0001 :11060

0. 022

11o1: 1110
0010: 1111
0111:10100
1000: 110610
0000: 101010
1111: 101011
10i1:110110
0101:110111

Figure 10(b). The code wbrds

29)

The average code word length , N=3%(0, 162+0. 158+0,132+0,116) + 4 X

0, 072-:0, 068+0, 0500, 050+0,.044+0, 042) + 5X(0.024+0,022) +6 X(0. 020+0, 018-+

0.011+0, 011) = 3,598
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Received Sequence “ 0000 | 0101 ! 1010 l 1111
Output Sequenee. N M 0100 l 0100 I 1011 i 1011

Figure 11{a). Converting the least probable seguences to more

probable segquences

1100 0, 56—
1011 0,101 1
0100 05099 i L L U .
1110 0,050 1

0001 0, 050 === —
11C1 0, 044 memsa TG
0010 0,042 1 0.038 U $
0111 0, 024 sem=msi0 _
1000 0, 022me—] 0,046

Figure 11(b). Censtruciing the Huffman code

1i00: 0 1101 :10100

1011: 101 0010:10101
0100: 110 : 0111:11100
il10: 1001 : : 1000: 11101

0001: 1111

Figure 11(c). The code words

The average code word length, N = 1x0,568 + 3x( 0,099 + 0,101 ) + 4x -
( 0,050 + 0, 050) + 5x( 0. 044 + 0, 042 + 0,024 + 0,022 ) = 2, 228



L 3 Progessing and Conversion of Delta Modulation Encoded Signals

A, Performance of a Di

1, Wtroduction |

The most general form of a digital Delta Modulator (DM) is depicted iﬁ TFig. 1.
Hore we have assumed that the input signal, x(t), is bandlimited o £_ and is

‘_-_1_::11 Adaptive Delta Modulator

sampled well above the Nyquist rate, i.e., f B> 2f « A general mathematical
description of a digital DM is given by the following set of equations:

e k) =sgnl gx(k)],
h

£ 1) =x0) - X
and

A A

x () =x(=1) +8_(),
where

th

S (k) = step size at the k interval,
The parhcular type of DM is specified by the step size algorlthm used to formulate
Sx(k). We shall be concerned with the Song Algorithm (1) that is used with audio
gignals. For this type of adaptive DM the step size increases linearly =ud is
given bys:

8, ()= |s &) o o) +S 0 (kz),

- whezre

S = magnitude of the minimum step size,

31)

(1)

(1b)

(te)
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In order to evaluate the performance of the Song a,_udio mode DM, we shall
let x (t) be a sinusoid of frequency £ and let £ be an integral multiple of £
Whenever the sampling frequency is an integral multiple of the sinusoid frequency,
the DM estimate, ;{ (), will assume-a periodie sinusoidal steady state patiern,
Since the estimate is periodic, it can be expressed as a Fourier series and the
fundamental as well as the higher harmonics can be ealculated. We can then
pass each frequeney component thru a realistic low pass ﬁltér and use the
resuliing filtered estimate to éalcula:l:e the output sighal-to-noise ratio,

2, Tourier Series Representation of the DM Estimate
In order to facilitate the derivation of the Fourier series for ;\c (k) we shall

assume that its fundamental frequency is f and not a submultiple of it, If we

letf =PEf and T= 1/f then this means that X (k) perlodlcally takes on P
dlscrete Va.lues every T seconds. Using the continuous notation, x (t), the

Fourier series for the DM estimate is

::(t) C +73 C cos(Zﬂ‘nf t+o ),
n=1

where
T,
=@1/T) [ x@) &,
0
C =\‘A2+Bzg
- Tn n n
(Pn-':_a‘rcm (Bn/An): .

and

T
= (2/T) JG ;:(1;) cos (2 nfmt)- dt,

T ) .
B = /1) fo X (t) sin (2nf_ t) dt.

(2a)

(2b)

(20)

(2d)

' (20)

e

B

e e L i e

L TR
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A
Since x (t) takes on P discrete values in a period of T seconds, if we represent
A
these values as xj, then Eqs. (2e) and (2f) can be written as
N jT/N

A =@2/T)D X cos (2rnf_f)dt
n i=t J(j{l}T/N m

angd
N iT/N

B,=@/nT %, [ sin@rnt_ti.
= CG-yr/N

Using the fact that £, = 1/T and some trignometric identities, An and B reduce {o

2 sin (7 /N) N '
A = _ y jzjl X cos [nm (2§-1)/N ]
and
= 25in (0 /N) g % sin [ ng (2j - 1)/N].
n - nf A R 1= N

i=1

Equaﬁons (4a) and (4b) represent the si_mples_t expressions obtainable {o
determines the strength of the Fourier components, Cn’ It is easy to see
that the_digital adapltive DM as well as this method of obtaining the FPourier
series for the DM estimate are both readily adaptable for computer simulations
on almost any digital computer.
3. Output Signal-~to-Noise Ratio
Since we are concerned with an audie mode DM it would seem reasonable
to choose a low pass filter that is applicalile to voice signals, A common
low pass filter is a fourth order Bufterworth type whose mmagnitude~squared

transfer function is given as

(38)

(3b)

(42)

(4b)
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| H @ =1/01+ (5w )" ]

where

w, = the radian cutoff frequency.

)

We are interested in the frequency characteristics of this low pass filtex and find them -

to be
lu |=3/1+ @)%,

where |

£,= wc/27r..

To realisticly represent a voice signal we shall choose fm = 600Hz and
f_c = 4fm = 2400Hz, From Eq. (6) we now obtain the attenuation factor, a’n’
. :
that must be applied to the Fourier compoenents of x (t) in order to simulate low

pass filtering,

nls

o =[1+(n/4)8 17,
n
Sinee aHl harmonics are orthoghal we will enly be eoncerned with the attenuation

produced by the low pass filter and not consider the phase shift which arises.

After final low pass filtering, the output signal power is seen to be
2
5,=% (@ Cp) .

The output noise powef comes from z11 the freguency hé.rnié_nics other tha.n the

fundamental, After the low pass filter the cutput noise power is expressable as

)

- (6)

(0

(8)

(9)



Thus the output signal-to-noise ratio (SNR) is given as

SNR R
2

o = )
2
° 2 ,C)
n=2

4, Computer Simulation

“Thus far we have successfully simulated the Song audio mode DM on a PDP 8/L

computer employing 8K of memory. We have observed the response to an input
sinudoid and have verified ihat the DM estimate is in fact periodic. In
addition, the Fourier components have been ealculated using Eqs. (4a)] (4b)
and (2c) and the resulting output signal-to-noise ratio has been determined,
Naturally we did not use an infinite number of harmonics - .alculate the

noise powver as required by Eq. (9). Instead we truncated after the ninth har-
monie because the term (o:l 0 C1 0)2 was negligible in comparison to the total
noise due to the second thru ninth harmonies,

At this time we are constructing a family of eurves depicting output signal-
to~noise ratio in dB versus relative input signal power also in dB for various
ratios of fs /fm and for the minimum step size set to unity. We have found that,
for the same input signal amplitude, the periodic paittern that the estimate
assumes and consequently the output signal-to-noise ratic is very dependent
upon-the starting point of the input sinuseid. In Fig, 2 we show the DM
response to a constant inpu. Since the DM estimate is periodic with a
period of 4Ts = 4/fs, the input sinusoid can start at any point within this
period with equal probability., In Fig. 2 we alse show a number of possible

starting points of the input sinusoid. In order to obtain a truly representative

value of output signal-to-noise ratio we are currently averaging the output signal-

to~noise ratios obtiined for 20 diffvrent starting poinls of the input sinusoid,

B, Direct Arithnetic Processing of Delta Modulation Encoded Signals

A technique for adding and multiplying signhals that are DM encoded without
first converting them to a Pulse Code Moduiation (PCM). format has success-

fully been developed. The results of this iuvestigation were presented as a

35)

(10)



paper, which is included in the appendix, at the National Telecommunica~
tions Couference, December 1-3, 1974, in San biego, California,

In this paper we develope both an addition/subtraction algorithm and
a multiplication algorithm for DM encoded signals, We present the systems

to realize these algorithms and show that for constant inputs the performance

of these systems is identical to the performance of PCM adders and multipliers.

In additior we display experimental results when elementary signals are used
as inputs which verify the theory that has been developed.

At.the present time we are attempting to apply the Fourier series theory
developed above to DM encoded signals which have been subjected o direet
a.nthmehc processing, By forming the direet suinand product eof sinuscidal
input signals which have first been DM encoded, we will be ahle to produce
output signal-to~noise ratios for both the direct sum and the direct product.

C. DM to PCM Conversion
1. Basie Phiiosophy
Frequently the situation arises where a signal has been DM encoded and
transmitted but at the receiver we wish to use the signal information in a
gystem that requires a PCM encoded signal. Since both DM and PCM are
digital encoding techniques, we would like to avoid demodulating the DM
signal inio analog form and then recoding it in PCM form. Thus the need
arises for a direct, all digital method of conversion from DM te PCM,
The most obvioué method to convert from DM to PCM would he to pass
the DM bits, e (l\), thru the DM digital feedback circuit, as shown in Fig, 1,
and prcduce the DM estimate, x(k), Since the DM operates at a rate mueh
higher than the Nyquist rate, it would be necessary to gate x (k) at the
Nyquist rate so as {o obtain PCM format, The problem with merely using
DM estimate values that eceur at the N'yquist rate for our PCM sample values
is that we ruin the risk of obfaining a 'poor' value of ;\x k). By a 'pooer' value
of x (k) we mean one which exhibits a large variation from the true PCM

sample value, x(k). A ''poor' DM estimate is frequently produced when the

ks A PR ke Lo
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DM step size has grown too quickly causing the’ estimate to overshoot the
true signal, If the true signals continues to increase, the estimate will
reverse direction for one period, due to the overshoot, and then continue
to inciease. During the one period when the DM has reversed direction,
the ;:(t) value is generally a "poor' estimate., When the DM is demodulated
to an analog signal, the ' poor' estimate values are easily avera;géd out by
a low pass filter because the DM operating frequency is much higher than
the Nygquizst rate. However, since the PCM samples occur at the Nyquist
rate, a "poor!' value will give rise to a considerable error even after final
low pass filtering.

In order to eliminate these !'poor! values of ;i (k), and still maintain a
completely discrete system, we can insert a digital filter afier the DM
estimate, jusi before the gating device operating at the Nyquist rate. The
digital filter may be viewed as a device which filters in the frequency domain,
produces a statistieal estimate, or perfd-rms a digital interpelation. In all
cases the result is fo decrease the out of band noise and male our estimate
values more accurate.

2. Nonrecursive Filtering Technique

The use of a nonrecursive filter to achieve DM to PCM conversion was
first invertigated by D. Goodman (2) who only considered the case of a linear
DM _a-nd used 2 minimun mean square error désign criterion to determine the
filter coefficients. In order to complete his design, it was necessary to
assume input signal statistics., We have dealt with the more general case
of any digital adaptive DM, In additon, we use a methord to determine filter
coefficients which is complefely independent of input signal statisties.

The basie DM to PCM ecnversion scheme for any digital adaptive DM
first forms the step size, SX{}:), from the DM bhifs ,A ex_(k); then accumulates
the step sizes to produce the DM signal estimate, x (k). These operations

are performed at the DM operating frequency,

fs = 2N fm’
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where N isa positive integer and the input signal, x{t), is assumed to be

: A :
bandlimited to fm. Finally we gate x (k} at the PCM or Nyquist frequency;

et

to produce the PCM samples, ;:.(Nk); This scheme is shown in Fig. 3.
In ordér to eliminate the poor values of ;;(k), we can insert 2 low
pass filier afier the accumulator. Now our converter takes the form of
the DM step size, Sx.(k), feeding two cascaded linear filters. The accumu~
“lator ean be represented as an ideal integrator whose impulse response is

given as

ay=1 , t=0

=0 , t< 0. | , (11

Let us designate the impulse response of the nonanticipatory low pass filter

as

Ry ., tz 0

R@=0 , t< 0.

- In order to complete this converter we must gate the output of the low pass
- filter to yield the impfoved PCM sample, * (Nk). In Fig. 4 we present this
system before the two cascaded filters, a(t) and h(t), have been transformed
to a nonrecursive digital filter, _ _ _ '
Sinee both a(t) and li(’c) represent linear filters, they can be combined into |

one linear filter,' g(t), where

g0 =2 ) *h @),

= f a2 @A)k Q). | | | (1?)
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The upper limit in Eq, (12) becomes t becanse the accumulator is nonan-

ticipatory, .., a (t-\) =0 for X >, and the lower limit becomes zero

since the low pass filter is causal, i.e., h(X )y =0 for A < 0. We also notice

that for these limits of integration é.(t—k) =1, Therefore Eq. (12) reducesto =~ -

t | _
£ (t) --foh O dx, - . (13)

and this is merely the unit step response of the low pass filter. _
Now we can express the filtered DM estimate, ;(k), by the follewi'ng.

discrete convoliution:

o

X 2 S e, ‘ (19
where
g =g (] T)

Ty = 1/fs =the DM sampling peri0d,.

The lower limit of the sum in Eq. (14 becomes zero hecause the filter

g(t) is causal, i.e., gJ) = 0 for j < 0. Thus we have

o

x(@) =5 8, (3) g0)- | (15)
=0 S o | -

o=

Since g(t) represents the unit step respense of a low pass filter, we know
that ' '



Limg(t) =1 or lim g(j) =1,

e ) : R s o

and that there exists a value of j (or 1) for which g(j) is arbitrarily close to
1. X we call this value Q, then

gi=> 1 foratllj= Q.

U‘éiug this fact, the filtered DM estimate can be ap proximated very closély
by '
N -1

0D S - e() +D S 0D
. J:ﬂ j:N

¥ we notice that the second sum can be rewritien, letting k —j = i, as

o - k=N
Z S kH=X¥ S @H=2 81,
=N * ‘ FeN X jmee *

and recall that the DM estimate is given by

A k
XK= SX_(i) ,

j=—o

then we can ultimately express the filtered DM esti-mate' as

: N-1 .

~ A .

X09= D S_() 80) + x(-N).
=0

In Fig. 5, ‘\\fe give the bloek diagrai of this nonrecursive digital filter,.

Our design is now complete except for the choice of the filter coefficients,

40)

(16)

(1

(18)

@9

- (20)

(21)
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g{i). In oxder to achieve the best out of band noise rejection without any

in band signal deterioration, we choose g(j) to be samples of the unit step

response of an _'.!._(_]Ea_l low pass filier, Althoﬁgh an analog low pass filter

is not physically realizable, when a nonrecu_rsiire sigital filter is constructed .
we can choose any coefficients desirved to simniate a given characteristic.

In Fig, & we show the unit step response of an ideal low pass filter plbf:ted

on a normalized abscissa. Analytieally g(t) is expressed as

Bt =% + (1/7) Si (0 t ~K ) ‘ ‘ 22
where |
¢
v o n  f o Bnx
w, = the radian cutoff frequency,
Ko = Yo Ttfl’
and

T 1= the time delay of the filter.
Sinee g(0) = 0 and §i (@) is an odd function,
8l (K)=7/2 or K= 1,926 radians.

In order to cbtain the filter coefficients, we seleet N points of g(t) in

the i.ntervgl 2 we'I‘ Thus we set o _ .

dﬂ
' T =2T d/N, , B | (23)

- and write g(k) as
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) =L Iy i - o
gk) =% + (1/m) st (KT, ~ K ) (24
Using Eq. (23) and the fact that T 4§ Ko/wc, we obtain a final expression
for the filter coefticients: :
gl =3+ (1/m) 8i L 1{0 ((2/Ny -1y 7, (25)

What sﬁoulcl be pointed out at this point is that the eoefficients obtained from
Eg. (25) are within 1% of the values obtained by D. Goodmaun (2) for the case
- N=5& which is documented in this reference. More significantly we stress
that these coefficients were derived independent of input signals statistics.
Presently we are undertaking a computer simulation of this system in
order to obtain signal-te-noise ratio eurves.
3s Reeursive Fillering Technigue '
If we approach the problem of achieving DM te PCM couversion from
a strictly digital system point of view, the solution lends itself to the use
of recursive digital filtlers. The objection is to relieve ;;(k) of its "poor"
estimate values before the PCM samples are gated out, This can be
achieved by a sharp cutoff low pass filter. These characteristics can be
best obtained wrth munimum hardware by using a recursive dagital low pass
filter. The filter is inserted after the accumulator which preduces ;. (k) and
| before the gating device which renders the PCM sampies, ;:(N_k). |
The recursive filter design techniques which have been used are the
impulse invariant method ard the squared-magnitude method, Both degign
procedures aie well documment by Gold and Rader (3). Currently we are
undertaking computer simulations to obtain the performance of this system

with various different types of recursive digital low pass filters,

D, PCMto DM Conversien .
1, Statemnent of the Pronlem

Consider the case where a signal is encoded in PCM format but we wish
to use a digital processing technique that-requires tue signal to be DM

encoded. Now we wish to convert from information arriving at the Nyquist
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_rate, 2f.m, to a DM form which has a frequency of occurence which is N
times faster. That is, the DM operating frequency 1s fs = 2me. In
addition, we would like to confine our conversion technigue to all digital
hardware. '

I is evident that this problem is much more complicated than the
DM to PCM conversion problem considered in the previous section, Tn
PCM to DM conversion we do not have information about the signal
excursion between PCM samples and a DM estimate can follow several
paths and still pass thru the given PCM samptes. Thus we must address
ourselves to a method which first obtains additional sample values between
the PCM samples and then uses these to choose the correct DM estimate
path. Since the DM estimate is directly related to its output bit stream for
4 prespecified digital adaptive DM, we will have. them achieved the desired
- conversion, .

2. Submultiple Sampling Technique

Altho ugh there are many approaches to this problem, the solutim.
preéented here is consistent with previously developed conversion methods_ |
in that it appeals to a basic theoretical prineciple and resulis 1n a system
which is easily physically realizable with the cui'rent state of the art digital
hardware. We normally expect that the best way to demodulate the PCM
gignal would be to pass it thru an analog low pass filter, By doing this, we

extract all the information between PCM samples. However, we seek only
a finite number of additional sainple va:lueé between the PCM points. In
order to achieve this, we use a low pass filter which is not only digital but
which operates in a submultiple sampling mode (4).

When a digital sysfem operates in the submﬁltiple_sa-mpling mode it
means that the syStem produces outputs at a freguency which is an integer
multipls of the input frequency. Tlns is exactly the circumstances that exist
when we derive additional Sm}nﬁle values from the PCM samples. To facilitate
the entive PCM to DM conversion process, we choose to eperate the submultiple
digital low pass filter at the desired DM frequency, £, = 2N—fm; Then we can
use these values as the input to the digital adaptive DM that we are employing

and therefore automatically generate the necessary DM hits, ex(.k). _'The only .
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resiviclion to this techuique is that the DM must operate at a high enough ?
frequency so that there ig negligible error hetween the output of the filter E
and the resulting DM estimate. The general block diagram of the PCM to
DM converter is given in Fig. 7. _ .

In order {o thoroughly describe the submultiple sampling technigue that
we are investigating, it becomes necessary to dichotomize this technique
into two types. 'The first type uses the PCM samples as inputs o the digital
low pass filter for enly Ts =1 /fS seconds., Inthe time bebween PCM samples,
(N=1) 'Z_E'S seconds, we Insert zeres or no inpui; This is analygous to the
situation where the filter input is a series of impulses, The second fypse
eﬁaploys the PCM samples as filter inputs for N’i‘s seconds. This is similar |
to the PCM samples being held for the Nyquist period.
1, PCM Samples with Zeros Inserted

We shall describe the theory for both cases in a general fashicn omitting
the particular characteristics of the low pass filter. Furthermore let ué
start with the ordinary Z « transform of a digital low pass filter repres'énted
by G{z) and the Input and eulput of this filter specified by X(z) and ¥(z) res-

peclively. Then as we normally expect,
Y(2) = Gz) X(z). | | | - (28)
In addition, we require that the input oeceurs once every Nyquist sampling
perlgd-, Ty =1 / 2 e |
If we want the ouiput to occur g times in the Nyquist sampling period and
the input, which are PCM samples of X(z), to have zeros hztween these PCM
sa.mples,' then the eutput is expressed as

Y(2),, = G(2), X(2), - e

where



G, =la@ 3, 1m

TN.TN

G(z) is referred to as the submultiple sampling Z-<transform of the digital
low pass fitter and is realized exactiy the same as the ordinary digital
filter except delay clements are reduced by a factor n and scalars with
the constant TN included are attenuated by a factor n. This implies that
the digital filter operates at a {requency 2nfm and for enly one out of every
n cycles is there an input which is a PCM sample and not an inserted zero.
The filler operafes on these inpuis to produce estimates of the signal between
PCM samples,
2, PCM Samples Held

In order to obtain n outputs pér Nyquist sampling peried for the ease
when the input PCM sample is maintained as the filter input of alf n cycles
of the Nyquist period, it is -necés.éa:ey to employ a digital held circuit, H(z),
. after X(z). A digital cireuit to hold one value as its output for J periods
when the held value is the input during the first period and there is zero
input for the sccond thru the gt periods has the transfer function:

J-1

H(z) = Blz)_=v -1

, A o
Az 0

A block diagram of this J period digital hold eircuit is given in Fig. 8. |

- Hwe 'incorporate the hold civeuit into our digital low pass filier operating
in the submulhple samphng mode then we must hold the PCM sample for n
f:lter cyeles. The desired PCM—held Output is given by

¥y (2), = Gla), o), X(2),

where

© 45)

(27a)

(28)

 (29)
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n-1
H(z) =2 =z -i/n
n
i=0 o°

This completes the general theory for both types of the submuliiple sampling
PCM to DM conversion technique leaving the option to choose whatever digital
low pass filler characteristics that may be desired and to set the number of
filter cycles per Nyquist period, n, to be a specific number, N, which is
large enough se that there is negligible error between the output of the filter
and the resulting DM estimate,
3. Normalization

Because the DM ean suffer from both slope overload noise and granular
hoise due to an input which is too large or too small, vespectively, we should
take the precaution to insure that our digital low pass filter does net contribute
to either of these degradations by amplifying or attenuating the input signal.
This can be accomplished if we normalize the filter transfer function in the
frequency domain. Since z = exp (jw'l‘N)., we normalize G(z) so that at
=0 it will be unity. This normalization applies io the first {ype considered
were zeros ave inserted between PCM samples, ¥ we call the normalized

low pass filler transfer function, G* (z), then
G* (z) - G(z)/ G(w = 0)
and
G (z), =G (z)n/G (o = 0
Using the normalized transfer function, the true filter output is

! (Z)n = Gt (z)]:L ().

(30)

(30a)

(31)
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For the type of converter when the PCM samples are held we seek to
normalize G (z)n so that at w = 0 this will be wnity. ILet us denote the normal-
ized held transfer function as G" (z)n which is then given by

G (z), =G (z)n/G =0 . (32)
Now the frue output bacomes the expression
1 = et
Yi' (#) = G" (2), H(z), X(2). o (33)

4. System Evaluation

In order to determine the performance of both types of PCM to DM converter
we are undertaking two different approaches. One will be purely analytical in
which we let X (z) equal the Z-transform of a sinusoid of frequency fm which is
sampled at the Nyquist rate, After G(z) and n are chosen, we ean find the Z-
transform of the filter oubput; take the inverse Z~transform; and then evaluate
the mean sgquare error. .

An alternate approaeh will be o completely simulate each type of converter
and the desired sinusoidal input on a digital eomputer., We can use the Fourier
analysis technique deseribed earlier to determine the signal-to-noise ratio of
the DM estimate. This will give us an even more accurate measure of the
quahty of the conversion system, In both approaches we can vary the filter
characteristics and observe the effect of filter hardware complexily upen
perform'ahéeé The latter approach also allews us to vary n and observe the
different system performance in terms of a change in DM estimate signai-to-

neise ratio.
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APPENDIX '

Direct Arlthmetic Processing Of Delia
Modulatlon Encoding Slgnals

J. L. LO CICERO, D. L. SCHILLING and J. GARODNICK .

Dept. of Electrical Englncering
The Cilty College of the City
University of New York

© Abstract . '

In this paper we show that two or more
Pelta Modulation® (DM} encoded signals can
be added or multiplied without firat con~
verting them te a Pulse Code Medulation
{(pcM) format. Theésc results are obtained
for a large class of all digital adaptive
DMs as well as feor the basic all-digital
linear DH. The additien and multiplica-~
tion is performed by eperating directly
on the DM kit stream and the sum or pro=-
duet signal is presented as either a DM
bit stream or in a PCM format.

Bounds are given on the Signal-te-Quanti- .
zation Neise Ratio (SNR) for these DM
arithmetic operatiens and compared with
the results obtained in PCM., Experi-
mental resulis are presented which verify
the theory that has been developed.

3

Introduction

The conventional appreach te arithmétic
signal processing is to first encode the
signal in Pulse Codé Mpdulation (PCH)
format and then digitally process the PCM

signal via standard parallel processing .

techniques. It is beéoming increasingly
popular to encode signals in Delta Modu-
latioen (DM) format, whers digital data is
presented in a serial rather than a
parallel fashion. If we wish to arith-
metically process DM encoded signals, it
becomes necessary to perform the addi-
tional operation eof cenversion from DM to
PCM before processing is initiated. It
is, however, pessible te aveld this addi~
tional eperation of cenversion and to
praduce the sum, difference and even the
product of PM encoded gignals by direct
arithmetic processing of the serial data.
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In Fig. 1, we show the basiec form of a
digital pM. Here we have assumed that

the inpuL signal, x(t), is bandlimited te

£ and ia sampled well abeve the Nyguist /
rate, i.e.,, fg>> 2fy. The most general
mathematical description of a digital DM

if given by the feollowing set of egua-
tiens:

e (k)= sgnf. £, (k)] (1a)

£, k) = %K) - %) (1b)
and

(k) = X(k-1) + 8, (K), (1)

where
Sx(k) = gtep size at the kth interval,

The particulaxr type of DM is specified by
the step size algorithm used to fermulate

S (k). For the linear DM,
s (k)= se_ (k=1), R ()
where

8 = magnitude of thc minimum step size.

* Although there are many step size al-

gorithms for adaptive DMs, where the step
sige adapts to the input signal power, we
shall be concerned with the elass of DMs
derived by minimizing & mean square cost
function, i.e., those described by the . '
Song Algorithm [1]. For the case ef the ’
Song audie mode DM, where the step size
inereases linearly,

8, (k) = Is, (k- 1)|e (k1) + Se (2 @)

and for the Song video mode DM, where the
step size increases exponentially,

5, (k)=]8, (k-1 ;]Lex(k-1)+-';e}'c(k—1)j, 5, k-1 )1-“-23{4)

= 25e, (k~1), |5, (k-1)]<2s.

The speclal reglon, |Sx{k-1)]<28, Is needed to

prevent a dead zone where § (L) will be driven
to zero,

S—
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Mdition/Subtraction of DM _Encoded Signals

Connlader fawn mlanate, w{t) and ), hinkh
Bawdtimb teed bov Fyypoond st e DM mnedatord b
Phat wo o only have The pesgaenenn fo (k) )
‘Hind P‘y ﬂsjl avatlabio,  Thon UlNIHIn‘nI‘ (RITE)
problom of obtainbng tha sum of thano two
algnatn,  We can perform arlthmetle jpro-
conslng onfey (k)] and {oy(k)} and Lorm
khe direct num, ap k), an tho pum of tha
tndividuanl signal entdmaton, L.o.,

ap k) = %(k) + ¥{K)- L)

Using the DM cxpression for the estimate
of x(t} and y(t), Eq.(lc), we can form a
recursive relationship for the direct sum,

aptk) = ap(k-1) + 5 (k) + 8, (K), (6)

where Sx(k) and S, (k) are formed directly
from fe, (k)] and {ey (k).

The direct sum, a.(k), is available in
rcH format, becausé of the recursive re-
lationship by which it was formulated, -
i.e., BEq. (6). To obtain the DM bit
stream of the sum, {e,(k}], we merely
pass aD(k) through a digital DM, A bleock
diagram shewing the structure used to ob-

tain the sum of the BM enceded signals is -

presented in Fig. 2. The DM digital
feedback eireuit shown in this figure is,
in general, constructed with the appro-
priate step size network followed by an
accumulator. With this in mind, we
nétice that in order to physically
realize the entire DM direct sum system,
it reguires only a full addezr, an ac-
cunulator and the necessary step size
network, all time shared.

To subtiact DM encoded signals, we just
add the negative of the subtrahend signal.
If we wished to ferm x{t)-y(t) all we need
do is change +Sy(k) te =Sy{k) in Eg. (6)
anfl the result would be the direct differ-
Thus, subtraction takes the same
structure as the addition shewn in Fig. 2

It is te be noted that the structure de-
rived is completely independent of the
type of DM and is therefore universal for
any digital DM. In order to realize the
direct sum of signals encoded by a parti-
cular type of DM, we must econstruct the
cireuitry used to formulate the step size.
algerithm employed in the eriginal DM
éncoder. For the modes cited above, the
step size circuitry can be construeted
using the standard digital hardware 1.e.
full adacrs, delays, scalers and Ex-~ .
clusive - OR gates. The DM adder fer the
linear mede and the Seng audio mode is
shown in TFigs. 3 and 4, respectively.

A 1
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Averaging Filter

s nleady stale yopponsn of Atl Lyped of
Alglbal M Lo n canstant, bopul. i an
ol bmat o abgqnal whileh oebidbdip o poedoalo
pralicrn,  For oa Yinanr B4 Lho estinsta Ly
a pimplo naquarn wavo with n poriod of two
nnnpling dntervaln, For any Song modoe DM
the peoriod is fouwr sampling intervalgs.

In Pig. 5 we show n typical steady state
edtimate nlgnal for the Song andle medo,
In thin Ligure, tho constant input, %, has
bann quantized to Xy and m is a non-nega-
tive integer.

Since the direct sum, aD(k), produced by
a BM adder wes formulated as the sum eof
the individuai signal estimates, Vg. (5},
we naturally exwvect the direct sum to
also exhibit a peoriodic pattern when re-
sponding to censtant inputs. For the
Seng audic meode, there are four possible
steady state direct sum waveforms; eone of
wlic¢h is given in Fig. 6. In this figure
n and r are bhoth non-negative integers,
The impertant property of the four possible

- steady swate direct sum patterns is that

the arithmetie average of any four consa-
cutive values of ap(k) is always equal to

+Y¥.. This fact inspired the use of a
Edur term non-recursive filter afker ap(k),

The four term averaging filter employed
is described by the following eguation:

Ak)= :}—f;aD(k}-'.-!- aplk-1)+ aD(}_c:-z).i-.aD(k—a)}. {1a)

If we apply Eg. (7a) to the waveform given
in Fig. 6, the result is
AR)=x_+y - (b

| B a”7q _ . (7b)
for all %k, as long as ap{k} has reached
the steadystate. Thus it is seen that
after a four term averaging filter, the
DM sum produces the same resul:t obtain-
able by PCM addition.

In order to illustrate the function of
the four term averaging filter, we form
the digital transfer function, H{z}.
Assuming zero initial conditions and
taking the Z-transform of Eg. (7a), we
obtain ' :
Hey=2Boca14,7 2700 @)
BD(Z) ’
To display the frequency characteristics
of thig filter, we let z = exp(jwl) and
form ' . . ]
H{w)=exp(-13uTl/ 2) cos{wT/2) cos{wl), (8)
where
T=1/f.
In Fig. 7 we plot [H(w)]= |cos{wl/2)cosWI}]

on an abscgissa normalized te fs‘

hag a

From Fig. 7, wa observe that H(w)
It is

zeroc at 1/4 £y e r/2 fé and 3/4 {s.

NTC 74-393
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precisely the zero at 1/4 fg that elimin-
ates the four sampling interval periodic
componant produced by the Song mode BM.

We also note that the four term averaging
filter exhibits low pass filter charactors
igtics gince it alightly attenuates cven
baseband frequencies. Thus care must be
taken in utilizing this filter, because

it ecan introduce some distortion to base-
band signals. . :

Multiplication of DM-Encoded Signals

If we wish to multiply x{t' and y({t). _and
if we only have the sequences [ex(k)] and
ev{k)] available, then we can form the
ireet product, ®v,(k}, by using the pro-
duct of the indiv?dual signal estimates,

i,e. A A

Ppfk) = Xk} y (). (10)
As is the case of the direct sum, we can
develop a recursive relationship for .the
direct preduci,

pplk)=pp(i-1)+8§ (k) &(k-1)

+8y (R {k~ 1)+ 8y (k) Sy (k). {11}

The basie block diagram smowing the direet
product, both in BPCM format [pp(k}) and in
DM format [ep(k)], is given in Fig. 8.

Sinece the direct produect, p,(k}, is formu-
lated as the product ef the individual
signal estimates, as in the case of the
direct sum, we expeckt the direct piroduct
to exhibit a periedic pattern when re-
sponding te constant inputs. Similar te
the direect sum, the Seng audio mode ex-~
hibits four passible steady state wave-
forms for the direct product., In Fig. 2
we show a4 typical steady state waveform.
The eonstants ¢) and ¢, depend upon x

and yq and the amplitude of the steady
state error pattern (¥-%y and $-yo).,

and d. depend only on the latter
of these two. "Notice that the arithmetic
average of any four censecutive values of
pp (k} is always egual to Xer¥e plus a
second order term depending on $2. This
warrants the use of the following four
term non-recursive filter after p_ (k}:

Pk =4lp (k) + p (k=13 +ppy(k=2) +p(k=3)}. (123)

Applying Egq. (12a) to the waveform shown
in Fig. 8, we sec that -
P(k) = x v+ tds* da)s?
for all k, as léng as {k) has reached
the steady state. For any reasonably
small value of step size, the term
1/2(dl+d2)52 is nmegligible and thus, after
the four term averaging filter, the DM
product yields a resdlt almost identical
to the PCM product.

Returning to Fig. 8, we observe that al-
though the structure derived for the
direct product is again seen to he uni-
versal .for any digital bBM, it will only
be useful if the step size algorithm

a™e
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iz such that we can recursively realize
the partial products, that is, the last
three terms in Bg. (11). For the linecar
moda this is not difficult, and the direct
product io meen to be

A
prlk) = pok-1)+ Sey, (k= 1)x(k-1) (13)
o +%ex(k-l)§r( -1)+ S%ey (k- Dey(k-1).

" In Fig. 10 we show the black diagram for

the bM multiplier for the linear mode. It
is important tc Loint eut that the case ins
realization of the direct product for this
mode stems from the fact that there are 1
non-linedr oeperations involved, only
simple se¢aling and multiplication by +1
or -1,

In order to recursively realize all three
partial products for the Song audie mode,
we must use the fellowing step size re-
ationship which is a property of all /
types of DMs:

8,0 = [8, (k)e, (k-1). (14)

From Eg. (3), we see that this property is
applicable for the Song audio mode as lomg
as Bx(k‘lﬂzs- Employing the step size
relatitnship, %he partial preducts for the
Song audic mode can be expresscd as:

Sy (K)h(k=1) = 8, (k-1)%{k~2)ey (k-1)ey (k-2) (15)

© 4 Sy lk-1)8y(k-1jey(k-1)ey (k-2) + K(k-1)Sey (k-2),

Sy (k) (k= 1) = Sy (k- 1)} {k~2)ex (k= 1)ex(k-2) (16)
+ Sylk=1)8y, (5= Dex(k=1)ey(k-2) + (k-1)Sex (k-2),

Sy (k)Sy(k) = |Syfk~1)8y (k-1 Mestk=1}ey(k-1)+
S[Sx(k-1)|ex(k=1)ay (k=2) + 8|Sy (k-1)ley k- 1)ex(k-2)

' +5e, (k-2)ey (k-2). 11}
It is edsy to see that Bgs. (15}, (16}
and {17) can be constructed using adders,
delays, scalers and Execlusive-0R gates.
In Figs. 11, 12 and 13 we show the black
diagrams of ihe partial products for the
Song audio mode as specified in Egs. (15),
(i6) and (17) respectively.

We can also construct a DM adder and
multiplier for the Seng video mode, as
defined by Eg. (4)., They are similar to
the Song audio mode devices, since the
step size algorithm takes on a comparable
structure., Likewise, the step size re-
lationship given by Eg. (14) is alse ap-
plicable as ean readily be seen from

Eq. (4). :

It is important Lo realize that all of
the systems previously mentioned are ac-~
cumulato¥ or positive feedback type. Tor
both the adder and the multiplier, for
all DM modes, the present ouiput is equal
to the past output plus additional terns.
'Phus it is sigpifieant to begin with the
correct initial cendition for the past
output, or else suffer a constant offset
error. 1t ig convenient btp start with
both signals, x{t) and v(t), at zere so
that we can cmploy a zere initial condi-
ticn for the post output. .



Signal-To~Noisze Rati?

The signal-to-nolse ratio for the sum of

twe PCM ecncoded signals is well-known [2},

and is given by s g s ‘
SNRa(PCM) = G(crx -HJ'V)/S . (18}

After nenrecursive averaging, the error in
& DM enceded signal can be shown te be
equal to that of PCM, and hence fur a con-
stant input,

SNR_(DM) = SNR_(PCM), + (19)

The signal— o-noise ratio of the product
of twe PCHM signals is aqu yell-known and
is diven by 1440 t

SNR,(PCM) = 77 M Averary

If the two signals have equal pover and
the step size id small (o =g ‘=¢g?>>g* }+ the SNR
becomes Y ]

SNR_(PGM) = 6o?/s, : (20k)

For the dlrect product of DM encoded sig-
‘nals we can develop an expression fer the
signal-te-noise ratloe. BAgain, we ineclude
the averaging filter intreduced in Eg.
{12a) and the DM error is fermulated as

. {20a)

tp=p-P, : , (21a)
where
P = P(k) = xgqyq * 65°. L (21b)

Let us now define the preduct signal-to~
neise ratie for PM signals to be

SNR,(DM) = P*/Var{Zp) . {22)

2

Sirice p° Pt =0, y., we evaluate

&, - as"’. . _ (23a)
FTTLTE g2t C L (23p
Ep € + §6°8°%, (23b)
and ey 2 __?
= - = . 230}
But this means that .
= . 3d:
Var(gp) Var(ep), {23d)
and . lq4o ay .
SNRp(DM) 12(0 +c )S = {24a)

Again taking 07 = Uy-— ¢ and g?>> 52,
this result becomes
- SNR_(DM) = 6 v?/st. _ (24b)

As in the case of addition, the conclusion
is that the performanee of the direet PCM
mult:l_pller fellowed by the averaging fil-
ter is identieal &o the PEM multiplier
" .performance for constant input signals,

Simulation Resgults

A computer simulatien:lidas been eompleted
for the direct anithmetiec processing eof DM
encdded signals, and results have been ob-
tained for both the direct sum and the
direct product empleying the Song audio

ORIGINAL PAGE ’
oF POOR QUALITIYS '

52)

mode DM, Both the direct sum and the
direat product were passed £hrough the non=-
recursive four term averaging filter men-
tioned previously. The sum results are
shown in Figs a4 thia 16 and the product results
are shown in Figs. 17 thru 19. In all simulation
results both the step size and the sampling period
have been normalized to unity.

Fig. 14 shows the sum of a step function
and a pulse; Fig. 15 displays the resultdf
adding a step funetion and a sinusgoeid; and
Fig. 16 gives the addition of twe simscids
with the same amplitudes and frequeneies
that are in phase. In Figs, 17, 18 and 19
we show the produet of the signals that
were added in Figs. 14, 15 and 1€ respec~
tively. These simulation results vcrlfy
the theory developed for both the DM i
Direct Sum and the DM direct product. We

must particularly emphasize the role

played by the four texm averaging filter
to achieve both sum and product results
that are so accurate. To fully appreciate
the effect of this four term averaging, we
shew in Fig. 20 the direct preduct.of a
step and a pulse without the four-term
averaging. Cemparing this with Fig. 17,
whieh is the result after four term avera-
ging, clear demonstrates the important

© ¥ele played by this fi}ter.

As a concluding remark, we observe an in-
teresting by-product of the DM multiplier.
In Pig, 21 ve show the response of a Song
aitdio mode DM to a step of amplitude 150.
The respense time, needed to reach at
least 150, is seen to be 17 sampling
periods. Hotice, frem Fig. 1.8, that for

" -the multiplier to reach an amplitude of 150

it takes enly 8 sampling periods. Thus we
have expanded thée bandwidth by a factor of
two, consistent with the previous assump-
tion of the maltiplication process. This

. type of systam may be useful whenh process-

ing video signals that are characterized

‘by abrupt, step-like anplitude variations.
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I, 4. A Phase Locked Loop with Nonlinear Processor

A, Introduction

A general configuration for a Digital Phase Locked Loop (DPLL) is shown
in Fig. 1. The input signal, £(), is a bandlimited (B Hz) angle modulated
waveform (i.e., FM, PM, I'SK, PSK, etc.) of nominal carrier frequency
fo, plus an addilive noise signal, n(t). f(k'l‘s) is the digitized version of
i(t), where '1‘S is the sampling period, and fv (k'l‘s) is the Voltage Controlled
Oscillator (VCO) waveform in digital format. The Phase Detector (PD)
extracts the difference frequency term from the product f(I:’IfS)-fV(!cTS). This
signal is then hard limited, scaled, and then processed to produce the loop
output sigual, y(Ty).

Since in a Phase Locked Loop (PLL) we are interested in extracting the
- phase of the input signal, we can consider the use of a Phase Conirolled
Oscillator (PCO) as a feedback device. The frequency information would
then be the phase difference [ o (T ) ~ @ kT ~T .} 1/4T0

Let us assume that the form of the input signal is seme phase modulated
signal, The digital version of this signal (assuming noe additive noise is

present) can be shown to be of the form
'f(kTs = -2 cos L(sm T _/2j) + ¢, GT) ]
where j is an integer greater than zero and P (k.TS) is the modulating

signal.

Tile VCO wavelorim will be of the form
£ T ) =gl (T n/2) +o, KT I,

where (‘Dv-(kTS) is the estimate of :pm-(kTS) and g(*) is a function defined as

follows:

(1)

(2)



64)

+1 o= x<w

gt =Sa@ ={7; 2C o7 (32)
and
g(x +2m) = g(x). '- (3h)
Also, the VCO phase is given by
k=1 .
0 KT = Gy . Em YT, : 4
where y(i'I'S) is the output of the algorithmic processor at the time instant
t= iTs. At this point we will normalize 'I‘s to unity for simplicily uniess
otherwise noted.
B. Linear Delta Modulator (DM) Type Processsr
1, 8ystem Characteristics
Consider the following digital filter to be used as the algorithmic
processor. The new estimate, y(k), will be equal to the old estimate
plus some update data, b(k), as in a linear Delta Modulator (DD,
y{l) =y{k-1) + bik) (5a)
bl = g, Szl ef) ] ' - (5b)
ofk+D) = (8) + £(9) ), . (5c)
In the above, g .| is some scaling factor and (X)LPF has the follewing
connotation. Siace g(x) = Sq(x) is a square wave, it can be expanded ina
Fourier series to obtain
89 (x - {sizw;-'i indx+ees g ! - 8in 2o+l) X ke e o ' s
39 )—'ﬁ" o x +2 sin 3x (ol {(2n+1) )y ()

where n is a positive intager. Therefore the product

2cos [ @ ’I‘S /25) + ¢_ 09 7 Sql gen T / '2j5 @ (k) ] generates



harmonics at f/fs =0, 27/2j, 4w [2j, * » == 217 /2j, where 1is an iuteger.
¥ we extract the signal contant around £ = 0, i,e., we Low Pass Filter
(LPF) this signal, we obtain the desircd error signal. This is precisely
what the PD does,

From Eq. (4) we have

o &) = o (-1) =G, y{=1) (7
and so
o, k) -20 () +o (1) =Gsgnlsin(p @1 -o (=1))] ()

where G= (4/7) g 4 Sveo’ Equation (8) is a second order difference
equation of the loop phase estimate ¢ v (k). Noticz that at any sampling
instant, lk, the Right Hand Side (RHS) is + G,

Let us assume for a moment that ¢ m = ¢, & constant phaze offset.
Then, of course, one would like o, {k) to he a constant approximately
equal to @ o since ('Dv(k) is an estimate of o - (k). In particular one would

want @v(k) =0, (modulo 29). Consider Eq, (8) without the sgn fimetion

present, I Oy k) is a congtaut then the Left Hand Side (LHS) of Eq. (8)
is zero which implies that sin [ ¢, ) - ¢ () ]=0or that
(,om('k) - (pv(k) = 0 (modulo 27) in steady state, However, in the actual
equation one nofices that if (pv(k) is a constant then the LHS of Eq. (8)
is zero while the RHS is+G. This is clearly a contradiction, nstead
what happens is the following. In the steady state lock condition the
phase estimate (pv (k) will oscillate by a fixed amount, A, about some
guiescent value (close to ¢ o)“ This can be shown as follows.

Let the difference hetween the inpit and VCO phase he the phase error

¢e ), i€,
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¢, =0 -0 o 9

We can then rewrite Eq.'(S) as follows:

¢, () = 29 () + ¢ (=1) =~Gsgn {sin g (c=1) } + ‘
: ) (10a)
Loy, kel) - 20, &) +o_ (k1) ]

If Py = @é as above, the bracketed term in Eq.(10a) is zero, therefore we
have

¢, (D)= 20 () + @, -1y =-Gsgn {sing @-1) 3. (101)
Let us assume that 2 possible solution to the above is

Pk = —GQ sgn [ sin D, (=1) 1, (10c)

where 0 < G_< 7 /2. Also assume that'g'be (k=1) = G, s0 ¢é ) ==G_,
and gbe (k+l) = +G0. Using the above for qbe {-1) we see from Lq.(10b)
that ¢ (k+1)=~G-3G . For @ _ (c+l)to be +G_and thus satisfy Eq.(10c),
G must - be equal to -4G_or G_ = ~Gf4. So ¢ () will oscillate about
zere by + G/4.

2. Bpike Suppression _

Consider the above system opsrating with a PCO. The PD will have a
binary characteristie taking on values of £1, Let us assume we want to
track a phase signal or demodulate a phase modulated signal which is
varying lnearly with time (i,e., & f.-requenéy’ offset). Since we are
operating in a neisy environment, we would like to investigate the
loop's spike suppression eapabilities.  To do this we will look at the

loop's response to 4 ramp input (a erude approximation of a neise spike),.



For a PCO in the feedback path the phase error difference egquation

becomes,
Bo ()=, (1) =-G sen[sing (1) 1+ o, () -, (1)

where Gp =({4/m) g 3 Gpca. and Gpco is the PCO gain. F&;rthermoie_, let
us set Gp = 8, the nermalized step size of the DM (S = 8"/ T )e

Let us assume we wish to track a constant phase, ® () = ¢ 0" 0,
and that at a time instant k = 0 a spike of noise occurs which changes
e, k) = @, + 27 = 27 in a linear manoer as shown in Fig.3, (Notice:
this is an analog representation of the quantized input and is used fer
clarity), Assume initially that the system is in steady state, i.e., the
loop is tracking the earrier with zero frequency error. The PCO phase
will approximate the input phase and differ by a value less than [ 8 I .
At time instant k = 0, the inpul phase bagins to rise at a rate of TR rad/sec

wntil it reaches 27 radians, that is,

P 09 = (g , esBr/z

where { 7 denotes the least integer greater than x,

Since we do not wish to follow the spike, the PCO phase should not
increase by 27 radians, Instead, sinece we wish to follow the input signal,
there must be a time (denoted as the '"Turnaround Time''), Ko’ for whieh
the estimate will decrease and eventually relock to @ 0= @, Due to the _
binary nature of the PD and the use of a linear DM, ?y (k) will increase
by one step size each time instant until ¢ o (k) is greater than 7 (but less
than 27 ')', at which time o, () will deerease (bl = ~1), Thus it is seen
that tho PCO phase is a spike and so the time derivative of the phase is a
doublet thereby suppresing the spike and improving the SNR {1). For

k2 K (see T'ig.3) the signal ‘estimate becomes periodie and tracks the

67)

(11)

(12)



original signal levzl, ?, = 0,
The situation indicated in Fig, 3 will oceur for 7= gbe (k) <27 when

k> Ko so we have

-

T+p_ (0) -8 20+ (0) - 8
hid < K < ki

9
TR—S ° TR-S

where TR > 8 and ey (0) is the phase estimate at k = 0. (The renson for

TI{ > 8is obvious from Fig, 2, and is equivalent fo a slope everload

condition in an ordinavy linear DM. Jf this condition were not so, turn-
around would not eceur.) The above equation speeifies the range of

turnaround time as a function of step size and spike rise time,

: IR ) hat T spike) < 1010 = {5
It has been shown (2) that Ts (spike) < 1/ By where B T {51}

) fm is the bandwidth of the IF filter in the receiver front end. This

factor gives the designer an idea of T RU‘ e., and upper limif) and so in
conjunction with some other criterin {e.g., a minimum step size or turn-

around time) he can find the best parameters for his system.

C. Song Audio and Video Mkiiz DM

Two other types of DM proecessors are presently being investigated

for use as the algorithmmic processors, The Song Audio Mede is geverned

'hy the following set of equations

yk) =Y k1) + Ay (k)
and

Ay @ =8y (1) | b (1) - S b (k-2

" and the Seng Video Mode by

63)

(15)

(14a)

(14h)
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y )=y k1) +4y K
and

| by -1y | b (k-1) +3b (~2); | by (1) | = 28

Ay (k) =
_ {Z_Sb (k-1) s | Ay (el) | < 28

The Song Audio mode is characterized by a quadratic increase in
step size and the Song Video mode by an exponential rise. Prbceeding in
a mauner similar to the linear DM, we find, for the Song Audio mode,
that

2, (S-2T ) K +27- 0) <

S Ko + (8 ZTR) I{o + 27+ 2(pv =0
and

3 K 2 3 - ; >0,

S_s_‘.o + (8 2TR) K+ A1 +2cpV (0) >0

Similarly for the Video mode we have

- K o |
a<Tp K +{45[1-(L5) 0] -0 (0 Y<2q.

D. Sigpal Pius Neise

Let us now consider receiving an FM signal plus additive white Gaussian
noise as in Fig. 1. After IT bandpassing the input signal apd obtaining the

digital format we have
£, () =-2 cos [ km/2i) + 0., ) 7 +n @),

where fn () is the ~igital infermation signal plus -'di'gitized noise, n (k).

(15a)

(15h)

(16a)

~ (16h)

an

18)




I we write n (k) in its guadrature form as

n (k) =n, (k) cos (km/2j) ~n, (&) sin (kr/2j)

and assume a high input SNR, we can write
T y a '
£ 0 ==2cos [ (kn/2)) +o_ (k) -0y () ]

: _
‘where n, (k) =n, &) /2,
Using a PCO and s linear DM we obtain

¢e () = ¢e (k-ﬂ)- - GP sgn { sin qbe (k1) - n; (k=1 3

to k) ~ @ (k=1),

Letting IT (&) = b (k) = 0y (k)
we have
H (k) - H (k=1) = —Gp Sgn'l sin H (1) ]~ ng k) + (pm ) - (pj'ﬂ (1),

whe're ng (k) = n; (k) - n; (k-1) and is a Gaussian noise préee_ss, For

¢, k)= rp k) = ®. ) - g f(k=1) = 0 for all k. If we assume that
the noise s-amples are independent, then under the above conditions we

see thai Eq. (2213). becomes a first order Gauss Markov (discrete) iarocess.,
and soowe can apply a discrete version of the Chapman ~ Kolmogorov
equatlon to determine a steady state pdf, i.e., the pdf of H (I\) condltmned
on H (k-1) (3). The equation for the pdf is '

T oo

Py M| HY=f Y @Ap ] H),

where

70)

(19)

(20)

(24)

(22a)

(22b)

(23)



H =H(0) =3_ (0)

P (H ] I ) = pdf of H (k) conditioned on H_

q (H | z) = transition pdf of H (k+1) given H (k) = 2

Noting that ng(k) is independent of H (k), we see from Eq, (22b) that
the transition paf q (0 | z) is Gaussian with

mean=E,_ (H |z)= za—c;p sgn (sin 2)

and

2 2 2
varidnce = Var (H | z) =20-n21 =@q. /2 =0y

where x:rlf' is the variance of n, and 2 is the variance of the original
5 :

noise proeess nfk). Notice that the mean and variance are independent

of the time parameter k. Thus we have

o

- - ‘ . 1 a . S i = . 2 2 °
Py © | ) -;jm _"‘“""n-—-zm-g exp[~(H~z +Gp sgn (sin z) /2:;g 1

" Py (2 | Ho) dye

The range of ¢e_, and therefore of H, that we are interested in is generally
[-7, 7. I Eq. (25) the range is (~®, @), A simple adjustment (4)
results in the folowing

' .om .
Pk—!-l (H_I H.o) =f _K (H, z) P-k (z l Ho) dz’
_ - :
where

Lo

P (@ |H) =5 p_(H+207 1),

N=eaco

)

(24a)

(24b)

(25)

(26)

(272)



72)
P(H ‘| H)=06(- H ) : : (27h)

and

[+2]

1

KM Y=L :
(H, z Y
g

exp [ ~(H + 2072 + G, sgn (sin z)%/ 20 é] (28)

so that P (T | H ) is periodic modilo 27,
. Y .
As k 4=, we look for a steady state pdf P(H)., P(H) would then be obtained as

the solulion to the intégral equation

P (1) =JIF K (H, z) P(z) dz" ’ — _ (29)
-
The search for an analylic solution of the above as well as numerical
analysis on a digital computer are presently under way. Other items of
interest to investigate are mean time to slip a cycle, location of threshold,
and threshold extension. These problems are being investigated presently.

Similar studies are proposed for the Song Audio and Video processer algovithms.
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(1) H, Taub and D. L. Schilling, Principles of Communication Systems
New York: MeGraw Hill, 1971 pp 326-328,

(2) Ibid, pp 329,
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I. 5. The Measurement of Lislt Intensity of Computer Gengr_ated Dictures _

A. Abstract
We describe a method of measuring the total light energy ina comﬁuter
generated picture. This method usés Cadmium Sulfide (Cd 8) pholecells as
transducers which convert the light infensity to an electrical signal, This
signal is then processed and the result is displayed on a DC meter, This
new measurement {echnigue will provide an efficient tool to aid us in

optimally recording computer generated pictures.

B. Introduction

' The equipment used in eonducting this research is related fo both
communications and imaging systems. The apparatus gives 2 measure
of the screen image light energy, which is the outpul of the video
comrmumications system. The image is generally discrete in nature,
the shape of which is approxiinately known. However we want to know
the light energy so that we can optimally record the image. In Fig, 1
we show a block diagram of the overall system. Figure 2'presents a

bleck diagram of the electrical system that was designed and constructed.

C. Optical System

A series of experiments were conducied to determine the optimum
location of the photocells, I was apparent that the bast performance,
i.e., signal-to-noise ratio, would be obtained by dirccting the maximum
amount of light from the Cathode Ray Tube (CRT) on to all the photodiedes
used. The Hght had to be directed to the photocells by a method that would
not interfere with photegravhing the image on the CRT screen. We also
had te insure that the amount of illumination reaching the photocells was
independent ef the pozition of the CRT dot and depended only on the
intensity of the dot. It was found that placing eight photodiodes in o
circle aromd the edge of the Polaroid eamera lens gave satisfactory

results, A sketch of this is given in Tig. 3,

0



It was found that when the eight photodiodes were connected in parallel
their total resistance varied from 500K with moxdimum illumaination from
the CRT to 5M in fotal darkness. This implies that each phofocell has a
resistance of § (500K) = 4M with méﬁmmn illymination. Employing the
photocell manufacturer's curve displaying cell resistance versus the
ilumination, we were able to extrapolate to find that the liumination

per cell was 0. 003 footcandles,

D, The Detection and Measurement System

The optical information obtained from the photodetectors is processed
as follows. Operational Amplifier {OA) 1 (see Fig. 4) is a buffer to trans-
form the light intensity, which is proportional to the pholocell resistance,
into an electrical signal, m(t). During the time interval T, (see Fig. 6),

" OA 2 integrates m(t) as follows:

T, < Tg

1
v{t) = a'f"' f m (1) d7,
% o
where
= the integration pariod (switch So open),

T =1 / R C, = the integration time constant
and

'I‘$ = the scanning period for one video frame.

Just prior {o the dump time, Ty (see Fig. 6), switch 8, closes and
a final reading of v{t) is taken and presented to the input of OA6. The
output of QA6 is then displayed on a DC meter. When S, epens, SO closes
and dumps the acenmulated value of v(t). SO then epens and the eyele
repeats during the next scanning interval. The synchronization circuit
of Iig. b generates the requi’i‘cd- 2onlrol signals 1,0 operate swiltches S

0
and 8.



E, Overall Performance

The desigaed circuits were found to function reliably under different screen
intensities and complex illumination patterns. In addition, the frequency
characteristics of our processing and synchronization circuits are such that
we ean operate over a wide range of frame scanning time with Iittle change
in perforroance, Thus we are able to ohtain a sufficiently good measure
of the light energy in a video frame as it appears on our scamer, Using
this information o aid in seiting the exposure of the Polaroid camera we

are able to more precisely record a video frame.
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II, 1 Testability Enhancement in Digital System Design
C, S, Chuang and 5,7, Oh

Digital system applications demand high capability to
insure the correct operation of a system, Rapid real-time fault
detection is essential to satisfy this aspect of the system performance

© criteria, )

" Most of the existing techniques to detect the stuck ‘type
failures require, in general, an applicatien of long input sequences
generated by a hard core computer according to a complex algorithm,
On the other hand, with the recent advances in semiconductor technelogy,
the complexity; of circuits fabricated on a single LSI chip tends to
increase rapidly, The diagnosis of systems utilizing L.SI components
poses an extremely difficult problem because of the structural
complexity of the components and their limited accessibility. .

The foroble-m of augmenting- the testability of a digital
system becomes the *~portant design criteria, Several approaches to
enchance the testability of digital system by means of redundant
hardware have been developed recently, DBut, they are still not
efficient enough to provide real time fault detection for stuek at

- fault model,
One approach to satisfy this réq;uir ement is to include the
fault detecting capability of the system from the initial stage of the
system design, New techniques of employing hardware redundancy to
| reduce the number of tests to detect the stac_:k at faulis are propos ed,
" so that the criteria of real time fault detection will be possible {or a
digital system, E .

Some works have been done for this effort, two papers have

been p.u-bl‘is-held recently, The results show two tests are enough fer

stuck at fault detection of any combinational cireuit implemented with
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the proposed PLM!s and CSI's, and four tests are sufficient for

detecting stuck at faulf of the combinational logic portion and single
permanent malfunction of the Ilip—ﬂoﬁs of a synchronous seguential
circuit implemented with the proposed PLM's, CSI's and CMM!s, .
Alsp, the test patterns are automatically generated by the systématic

desigh procedure,
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DEBIGN OF BASILY DETECTABIE COMRBINATIONAL
AND SYNCHRONOUS SEQUENTIAL CIRCUI'le’
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. . ¥

.

+ Abatract

The problem to reduce the number of teats for fnult dotectlon in both comblnational logic
cirenlts and synchronoun sequentinl circulis io investigated, UliHzing programmablo lo-
gle module and controllable memory module, systematic design and detsctlon procedurea

are deseribed,

Two Lasta are suificlant Lo deteet any stuck type faults of comblnational

elvenit, and four tests ave necesanry snd suffliclent to detect nny stuck type foults of ele~
menlnry logte gntes and the mallunction of flip-flope of gynchronous poquoentinl eireuit

ueing D flip~Aopa.
I. INTRODUCTION

Diital system applications demand high rb]lnbi-lity which
implles an Incraased capabllity to asswre the correct
aystem operatlon. Rapid real time detection of stuck
faults is oflen cssentlal to Insure the lufegrity of the sya~
tem perfermance. One aspect of the system to meet
these performance eriteria la to fmbed the fault delee-
ting capabiity within the system from the initial stage

of system deslpn,

The existing fechniques [1]-[31to detect the sluek faulls
requive, in general, appllieation of long input sequencos
gencrated by a haxtl core computer aecording to n com~
plex algorithm, On the other hand, due Lo the recent
advances In semiconrductor technology, the complexity

of ~lecults fubricated on single LSI ehip tends to Incresee
rapidly. The functlonal dinmonis of systema utillzing
L51 componcnls poses a difficult preblem,

Toehnlques {4}, 5] were fuveutipated In various dree-
tions to simplly the falt detection by using hardware
redundancy. A nnw approach is propoesed hero which
will allow us to perform faull detection in real Umo.

The fobowine definitiony arve Introduceds

(1} Input Sennitivily: The senaltivity of an input paliorn
Ior a logle gate In defined as tho numbor of 1ndividual
inputs in the pattern c.lpnblc of sensing influres fn the
gate., N

For examplo, {00} I8 the moat sensitive Input pattorn
for two-inmit ON gate aince any one of tho input stucie-
at~3 will affoct e output, The most gensilive input
pattern for the N-input OR gale Is 00...0'0¥ 0's). By
extending this lden, the mogl senyilve liput prtterna for

" the ordinary combinational logle mates are estabilghed

ae ghown In Tahle-1,
(2) Sensitizing Path: A path which propagates the fault

- informatlon to the observable outpuls,
* The stick type faulls can be partitiened into two claason

by the logie functlon naoturo of the clementary gates.
(3) Type I Faults Tho fault set conglstlng of stuclk-at-1
(8-a-1) faul{a of the inputs of O, NOR aud the ouiput of

"NAND, and tho stuck-at~0 (s-n-0) Taulis of the inputs of

AND, NAND nnd the oufput of NOR.
The complement of Type I fault {5 defined as Type I
fault and they form Lhe complete clans of atuck typo

faults,

It is found that the Typo I fault information in a coiabine-,
otional logic chreuit ean slways propaguate to the obsar-

* wvable outputs of the clreuit if and only if the Inputs for

all gales are tho most sonsltive (nput pattaroa for tho
reapoctivo gites,

(4) Progrommabio Loglo Medule (PLM): A mulilple
{oput-aingle oulput combinational elroult la defined to be
o programinablo loglo module If each of the logle func~

" titons porformed by (ho module csn bo uniguoly spacificd

e

* This work wod aupportod in pert by HASA under tho Contract HAB9-13940, e
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by a set of control slgnala,
(%) Control Signal vertor (CSH: An Bxelunleo ORpato
In whivh one of fnpatae lo weed sa tovel contiod alpant,
The apectfic opio fancton of PPLM e AND, ORI, NAND
amd NOR gates Bsodeseribed In Pable -1, Thee pra
may ways bo fmplement s desteed LA, Fhno 1 nhowa
one of the Implemeatation of PLAMa for beo-loput (gaten,
Tho geoorsl represontation of PLMs {g-shown in #ig, 2,
The elrenit construeted by the use of PLMs and CSIs
hag three mades of operation: NORMAT. made, TEST 1
mode and TEST 2 mode. 1f wo danole one clasy of
stuck type faulls which can be detected by TEST 1 mede
ns Typo T fauit, then this class 1s equivalent Lo the
Type II [nult of TEST 2 mode. Similarly, the Type I
fault of TEST 1 mode iz equivalent to the Type I fault of
TEST 2 mode and it ean be deleeted by TEST 2 mode,
So the complete class of stuek iype faulls can be detee-
ted by setting the clreuit to TEST 1 and TEST 2 modes.
For simnle stuck type fuult assumplion (s-a-1,8-a-0),
any combinationnl elreuit with primary output obiserva-
ble can be constructed with PLRs and C5is #o as to de-
Eec.t the stuck Lype faulls with lwo tests input patterns
41,
() Contrelinbla Memory Module {CMM): A memn-
element with dirveot set and resel enpability wliose ouk-
mita are convertahle by two external control slpnala,
A penornl model of CMM {s shown In P 3, Ils out-
puls nre ¢ and i (where qpry oC vl 0L ¥y MCypy), nnd
C‘ I/C"zl depends on the cuvlm\ qiun.|h~. ol’ ita suceessor
FLM and divect set and resct signals of the flip-flop.
Consider a Delay flip-flop CMM as shown In Fig. 4,
Type 1 malfunction I defined as the failure of a Delay
€M which falls Lo propagate @ when B=0. Flg.4a)
shows that the s-n-1 of BD,y,q and Cy are equivalent fo
Type 1 malfunction, Type I malfuncllon'is defined as
the fallure of a Delay CMM which fails to propagate 1
when D=1, Fig.4 ) shows that the s-a-0 of D, y,q and
Cy are ¢quivalent to Type II malfunction, It is suffl-
cient to detect the malfunclion of CMM for fault detee-
tion of the flip—flops portion of a sequential circuit,
The relation of contrel signals between the consecutive
gates sve shown fn Table-111. CY!/C , of CMM 1s set
according to T'able-1V, Systematle design and delection
procedures are developzd, Two examples are used to
{ilustrate the procedurcs,

II. COMBINATIONAL CIRCUIT DESIGN

Consider the boolann fundtion f=bn'+e'dy+-bhd) 1 (aard)r
ns ghown in Fig, 5 ()., Its conlrelluble eirewll is con-
structed as shown in Plg.b ). Al the conlrol gignala
C, €3, Cy ave pet to be 0 during the normal operation,
For test operation, wo apply the two lests necording to
the deteotion procedurs as follows:

TEST 11 8ot C,C,Cy=011 (TEST 1 mode) and npply
input tent n.}Licrn abed=0101, [f tho obacrvable output=
f-1, then the clrecult doca not have otuek fault of Type 1,
Otherwisg, It has at least ene nluck fawlt of Typo L.

TEST 2: Sct CC,C,=101 (TEST 2 mode) and apply

" 18 the shift conirol,
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Input tost pattorn abed=1010, I the ohaorvahlo output
{0, thon tha elrenil doen not hove sluck frult of Type 11,
Othovwino, It hna st lnast one ntuck fault of Typo 1,
Oneo Lha elreubt pann these Lvo touts, the clroult in
guarvintaod {o bo froe of stuck-ni-1 md stuck-n-0 Fnulie,

HI, BYNCHRONOUS SEQUENTIAL CIRCUIT WITH
D-PLIP-I'LOPS

Conslder i two DIL shift right/shift Inft rogiater as
shown In g, 6(a) i which X, ia the serial input for
shift loft, X, is the serial lnput for shift right and 3
It is convorted to an caslly test-
able clvcult as shown in Fig, 6(), where %y i6 the
monitoring ¢ put, For normal operation we set all
tha contrel signale to be 0. For testing, four tests are
applled scecording to the detection procedure as {ollows:
TEST 1: (SyRg=10): Set G,C,C,Cy C, =01100 and
apply input test pattern X; X%, X;,:l]?d. !Chserve the
output Zyy, if Z;=1, then the combinational logle does
not have stuck fault of Type I. Otherwise, it has at
least one.
‘TEST 2: (S3Rq =00): Observe the outpul Z Z
Wiy 7 A =0¢, then the flip=flopy do not have fhr..
TYVE H ‘malfunction. The digagreement tmpHes tho
corresponding flip~-flop hns the Type I malfunction,
TEST 3: {8q 1y =01): Sot €y C, Gy Cy, Cy, #16100, and
apply Input topt patlorn Xy X; Xy =001, Obrervo the out~
puid By, U B, =0, then the combinational logic doea net
have stuck fault of Type I, Otherwise, it has at least
onc. .
TEST 4: SgRd=00): thcrvc the output Z? Z Ty
if 2y, Zy_ =11, then the fiip-flops do not have thn
Type 1 malfunctlon The disugreement fmplies the
corresponding [ip-flop has the Type I malfunction,
Caca the circult passes these tests, it ls guaranteed
to be free of stuck at 1 and 0 faults of logie gates and
the malfunction of flip-flops, Notice that the Exciusive
OR unit in the CMM is not neccesary for this gpecial
clreudt.

IV. CONGLUSION

Thea wilizntion of PLMs, CMMa and CEIs sssures that
two testy can detect any eombinational eircult and four
tests, for any aynchronous sequential elrcuit using

D-fiip-flops. In additien, the test pattern can be casliy .
genorated by a sysmiomatic procedure so us to allow

fault detectlon In roal time,
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Nelnput Gate

The Mant Senciilve Input Pattern.
OR 00:r.0 (K 0'n) N

Aﬁ,D 1Yeesld (" l'B)
NOR 00...0 (N 0'g)
RAND 11...1 (¥ 1*o)

Table~I., Pho most sensitive input pattern of

ORIGINAL p A
OF P AL PAGE is

K-input elementary gateo,

Modula Baplred Boglic Function When s
o =0 =1

Ly AND OR

PEN, oR  AND

PlMy | pamp ~ NOR

PL¥y, NOR NAND

Table-I1, Four basie programmable logic modulew,

Ky o
X

Implamontntion

Funptlon

~ 5 8C(xy+x,) 0x 0,

-

o walxa-I{.‘(:.:l“-xa)

— & %"G(xlﬂ-xz)-i-Cxlxa

¥ z:rc;:z?:z-i-a(xli—.\:a)

Fig: 1. An implementstion of

R QUALITY
' INPUT
X

Fig. 2. The general model of PLM and symbols.

{control signal)

Tour bmsie 2-input PLMd.
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Pable-III. The general rule of determlnlng the PLM

control signal settings.
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Gntﬁ Tt .mccennar “Tha Rclation of Their Control SiL,nal
OR T OR/NOR . Shwe j

AND/NAND o U DIFFERENT |
AND OR/NOR -- L DIFFERENT

AND/NAND SAME

OR/HOR PIFFERENRT
NOR i . fath i ep i PV,
; AND/NAND SAME e
NAND OR/NOR SAME ]
oo |_AND/NAND _DIFFERENT _ o

Fig, 4. (a) Type I malfunction of Delay CHMM.
(b) Type II malfunction of Delay CHM.
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PAGE 18 Clock '
QUALITY .
Fig. 3. The general model of CiMi.
i o
' The Successor of The State Variable | . i} 1
_of The I‘ln.p-I*lop (ql or 43 y std" 10 SgRg= 01
1 c,.=C; *| .= Cs
PLM; or PLH, Yi Y ¥i~ “d |
Cg,= Cj Cy.= C
L ¥i© V9 §;7 Y3
PLM PLM Cyi= Cj c}’i" Cj
’ Or =1 L3 - =3 _l
2 N (s | Cyi-— CJJ Cyi— OJ
* Cj is the control signal of PLMs
Table-IV+. Contrecl signal eof CMM with respect to the pre-
) determincd contrel signel eof its successor PLie.
. ba Rg a2y S 'i{ Y 2
{ " t"‘.\,—_-t]l an tt e w8 d ?{ A\y 'tftztp X}
t,g,.-. Y 2 700 3 11... ¥ A
00..< i 1y ¥ | (x11ees) i D y | (x00...)
% - /A
L CL. L crL.
' (a) (b)
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a ./
1o
d r—::::)"_' |
b (a)
D
e=Cy
L :
d=Cp PLi 1 = m 1
b=C p——b| C1. y Koy F (v)

Type I fa“lts=[31'bofclidofeo'go'hp'10*jl'kcfll’mo'no'po'foj
Ty]')e IIX fﬂults'—'[ao.blrco|dlgel|g1£‘=~1f il[ jojkl!lormlfnlfplﬁi‘l]
Where ¥, = the line x stuck-at-k (k= 0 or 1)

Fig. 5. Combinatienal eircult design example.
(a) Original circuit. {b) Easily testable eireuit.

c1.

e

o 3 . (g X5=C
o] - pe-b3 #I37VL
XE=Czj : 2 :
(v)
lleliflrgl:hllill jolkagll,ZmOJ

Oicotdoleolrolgorholiol3lrklwlolzﬂ\1]

Fig. 6. Synchronous sequential clrcuit dealis
{a) Original circuit.

0

Type I Iaults=[al,bl.cl.d
Type II faults=[uj, b

n example,
(b) Easily testadle circuit.

Ty
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ANSTRACT

Several approaches o enhanee the testabitity of digitad
system v moemnsg of vedundant hardware havo been pro-
posod vecently, P A now way of cmploying hardwaro
redundaney o reduce the nimber of tests Tor [nult detec-
tion in both combinational and synchronous seguentinl civs
culls is Invesligated,  Au approach is presented for utlli-
zluge systemubtn redundaney to simpliy desim work,
Maodlela for PLA (pragrmumable logle modulel and CMM
{controllable meomory nuxlule) are depieted,  Syniematic
deslpn and delection procedures are descrtbed.  Using .
these procedures, am easily testablo elrendl ( lor sluek
faullay ¢oan he deafpnedd. Tn contvnst (o tho onrlier resulln
on fault detection M logle olroait, V'8 {wo Lests aro noodod
to detect nny stuel faults of combinational logie elreult,
Four tests are necessavy nud suffielent Lo detect nny stuck

» faulla of clementnry logic patea imd the malfurctlon of

smanent fautls are defined as stuelt fault,

flip-flops of synchronous gegquentin! elreult ueing Dela}
flip-fiops or ‘Trigrer Hip-flops.

L. COMRINATIONAL NETWORK

If a logrle male can not perform the destred logte fune-
tion with respect to the inpul pattern apptied, then thero .
exiats somae permanend [ults in the togie gate,  These por-
The stuck fault
con be eniegorined Intoe Lvo bypos, that 1s, stuck ot logle 1

(6-n-1) and stuck at lofie 0 {n-n-0y,

Conslder o two-1hpul AND ]’,‘.‘ll-(::; There are four
possible binary inpul patterns (6o, ol, 10, 11}, Some in-
put fallures will not cause the oulput to change, L e, they
are masked, For example, 17 00 g tised as the inputy Lo
an AND gate, the output will be affecled only when botl in-

~ . puts stuck at 1, ond &l the other possible stack fallures

- will e mashed,

We introduce the sensitivity of an input'

- patlern 1o a gale to clasatfy the pattern ﬂo{.onding to {ta

abllity o avold fanll masking,

‘Fhe sensilivily of an Input paliern to o gato ts deflned

- a8 the numbier of Individual fnputs in the petlern capablo of

sBenning fatinves In the gato,

If we apply the input pattern 01 to on AND nte, then’
only the Inputl 0" sluek-al-1 will affect the oulput. If we
apply the fnpat paltern 11 (o tha AN gate, then nny or
both "1* ntuck-nat-0 will cpusae the change of oulpul.  Henco
tho most sensitive Input paltem for the AND gale {8 11, We
{ind that the mnst sensttive Inpal patler for an N={npul ARD
gato i 1300, 1 (N B by exlending tho definition.  Tho moat
acnsitive Inpul palterns for ardinary OR and NOR gotos are
all zero Inpul, and for ordimary AND nnd NAND gato are |
alt one Inpul. For Exclusive-0OR and Equlvalence gatea, |

all the possible fuput patterns have equal sensitivity,
L

4 Thi s wark wan ::upnmlod fa part by NASA-Hounton umlur
the NASA Contraclt NAS D-13040, ) e a

! i :_'l_'-'."'I'
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GE
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A path s defined as senntilzing path 1T tho fault Informa-
tion enn propapate nlong the path to the abnervalio outpuls,
The stuek Lype fantt of sy combinational elreult ean bo
partitioned Inla two distinet clasnes necording (o the logle
functlon porformed by Lhe elementary gale, One clans {8
the stuck-nt-1 (p~a-1 faulis of fon-{n of an OR or NOR
gate andd fan-oul of & NAND gate and the alvck-nt-0 (8~a-0
faulls of fan~in of nn AND or NAND gale and fan-out of n
NOR pgale. This clans ts denoted as Type I fneite,  Anothor
cinan 1s the complement of Type 1 fnulta and {a denoted a8
Type 1T fauita,  Wo enn then conclude the following theorent,

: !
Theorom 1 !

Tho Typo | fault fnformation {n n combinntiennl logle
circult always propagaies to {ho obhservahle outpulr of tho
circuit tf and only if the clrcult topolopgy {6 srranged in
puch n way that the laputs for all gates are thoe most Benal-
tive inpul patterns for the respecitive gates.

' i
Proofl

1, Sulllelent Condiilon If we uge the moat aeneifive

'in[mt palterns as the tesl tnpute, then any sluck at L ov &

fault of Type ¥ fautls will alter the oulputl of the gate. This
wlil in turn affect the putput of the subsenguent -ghlea can- ‘
nected to It by chaln process, and the fault information of
Type I will eveniually propagute to the obaervabie oulputs. -

2. Nocessary Condition Sinee the most sengitive In=

, put patterns will not maslk any et of [ault Information [n
_the Typo I fuults, the necessity i ob¥ious.

: .
In tho following dlscussion, let the lino x stuck nt tha
logic value k be denoted ng xk (k=0 or 1},

., Exampie T

Consider the cireuil shown in Fig. 1. The clreuit i
anlsfios the conditions of theorem T beeause [t o posaible
to find n test Input pattern such that Inpuis to every gato
are mootl nensllive, When wo apply an fnput pattorn
abodelp=1101001 {o this ¢lrewit nnd obscrvae #+1 {p reaponas
to the Input, then the clrecull dees nu’t hwe Type i ruu}ts,
whera 'I'},pc I fnulis= ]ao, bye Cl' ot &0 10 Bg h o’
Jook 1,2 On the othey hand,

1° 0 .
ni lenst one Type I fault,  Simitarly, H 2 new cireuft is
penerated by {nterchanging O to AND, and WO to RAKD,
or vico vorns in [ho clrenit of Fig, 1, wo enn deloel the
complaveent of “T'ypo I fmsdie of Lhe original cireul. {rom the
now efrcult with tho complement of tho input patlern usod
for detceling the Typo I favite (n the originsl clreutt. Thin

if z=0, there éxials
3

"structurnl conversion for testing can ho performod by mezns

of tho progremmeble logle modulen { PLM).
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Fig, 1

A multiple input-single ontput combinational elreall is
deflued to he n prograimmable logie madule 11 ench of the
Ioile fimelfons performed by the module ean boe adgeely
specifiod by n sot of control sigals,

The speclfic logle funclions of PLM for AND, OR, HAND
and NOR gates are deséribed in Table T Thorve are numer-
“pus ways Lo implement the desirved PLM, Tig, 2 shows one
of the huplementadsion of PLM!s fnr bwo-Input find one-oule
pul gates,  The general repregsentalions of PLM's urc
ghown in TMg, 3,

PLM

cl u- Cxy+ Clxiy)

I PLM 2 |
¥
1
' cl .. Cxy+ Clocty)
x PLM 3
y ;
B
.;l
x
Y

" PLMs.

i At 3 G f
'(xl_x.i) (xaxa_) na shown in Fig, 4 (a),
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“[Moduie | Desired Logic Function When:
C=0 C=1
Pyva ..(.;;.;........ v}
PIM2 AND
rLM3 | NAND | NOR
T.Edi i —_“ NOR NAND ]
Table 1 *

PLM 4

Fig, 3
Coroliary

Any slucic faull infermation In the combinational logle

notwork will propagate Lo the obaervable oulputa If and only

if the strueture of the network satisfies theorem I and all
the gates are interchanged with the auit:!ble types of pro-

.grammablc logie modulas.

Proof

The detection of Type I faults Is abvious. The uilization
of programmable logic modules allows us to derive a simple’

" test pattern for the detection of the complement of Type T

fanlts by setiing the control signals for the PLM!s, In other
words, any stuck type faults can be detected by a single jn-
pui pattern and its complement,

The elreuit consbucted by the PLMs has three elreuit

© modes, 1, ¢, , NORMAL made, TEST 1 mode, TEST 2 mode.

If we denote the elass of stuck type fault that can be delected
by TEST 1 mode as Typoe I fnults, then it is the Type I
faults of TEST 2 mode, so it cant be detected under TEST 2
modé. This implies that the comiplete stuck fauli class will
be detected uader TEST 1 mode and TEST 2 mhode. In the

_fd]low-ing. we let €, C =00 indicate KORMAL made, € -C =01

iz b
indimtc TEST 1 mode and C C =10 Indicate TEST 2 mode, {
i

where Clczare the control sxgnal of its corresponding Y

Notice that the faults at control signal are equiva~
1ent to the ¢orresponding fault cluss ot testing.

o
.

Fiample T

Congaider tho .comblnntlrmn_l clreult for z = (.xl.‘:.z).‘(x-éxa)w :
We use the PLM3 In

place of each NAND gate and connest the control sigunln as ‘
shown in Flg, 4 (1), For normal operalion, sotling CTC =00
trnormal mode), dll the PLMI's function as NAND gatea,.”




For Lesting, we set (‘1(‘ =10 (I'EST 2 moda) r1|11l(x1x‘£x_'x1)

{0000y, conserquently, ol the gates i old level hecome NOTR
and all the pates in even lovel beeome NAND,  H 20, we
then know that there exists ot least one Type X faoll.  Then

wo sol (‘1(‘,, 01 ('I'ES'T 1 modd) and (~c1 zh'i\rl} ={1111}. Now

all the gates In odd Tevel hecome WANIY s and all the gates
in even level NOR's. M z=1, there exists nl least one Typo I
faull. Wc observe that the Lest input scquence is ghort and
easy to produce If the comblnational network is conqtnlclcd
to.satisfy the conditions of Theorem I,

X

1
*2

B

y
y

(=)

Ng -—-x
L{’TJ
nJ
4V}
Crf

(?
7

()
Fig, 4

Exvep! for n restricied elass of elrcalls sueh as the one
CMusteated tn Exaniple T8, we esn eonverl o elreuit to o
apoetfied strocture which will satisfy the requivement of
Theorem T during the tealing by properly sciting the control
slgmlq of BLMa', ‘The chofee of control .sign:ﬂ sottings for
R ghven cireult ig therefore impovtant, The telation of con-
trol signals hotween the consecutive gates nre established
a8 shown in Table IT based on Theorem T and its corollary.

Gate - |Its Successor | Relation of Their

Control Sigral

“OR "OR/NOR |_Same
“AND/NAND Different
AND |_OR/NOR | Different '
1 AND/NAND Sama

NOR - TOR/NOR _ Different
1 AND/NANMD | | Samo

NAND| OR/NOR i Same
AMD/NAND | Rilfercnt
Table II

Expmple 111

Consitter the Boolean expresslon z=x y'1%y as shown In

Fig. §(a). It is bwpossible to construct the cireull to satle- .

fy. the comcclion reruuitement by the technique of sotting
contvol glnald, “The only way Lo selve this probicm s o
apply & controlled slgnal invertor (CSD at the proper points
in.the elrewit to make the eiveult saliely the conditions of
Theorem L Thoe G818 actually nn Exclusive OR gate In

e

' Corollpry 11

which onc of the Inpnt is used as Jevel eontre-1 slymal. 8o the
eireull ean be reconztiucted by using PLM's and C8I ae
shown in Fig. 5 (b).

For norimal operation, we act CICJC =00, For-testing,

we sot C 102C3="11 with (xy)-¢0m, and then set Clcaca=101
\'{ith {(xy)=(11).

(¥)
Fig. 5

In our subsequent discusaion, an fnput variabic of the

- civeuit will be aald ta be a primary input i the variable s
"included fo the minimal expression of at least otie chservable
- elvenjt outpul,  We then coneludo the following corollary.

Given any combinntional efveuit, {f cach obaervable out- *

putl of the clrevil can be reprosented na an explicit switching
function of clrcuit Inputs, and eanch eireuft Input variable is
a primary input, then the elveult esn bBe constructad with

- PLM's and CSI so a8 to detect the stuck faults with two test

fnput patterns.

L. SYSTEMATIC DESIGN PROCERDURE
FOR COMBINATIONAT CIRCULT

The following definitions are introduced to facilitate the

: discussion of the systemstic desiym procedure.

Predeceszor gate

{

A gate G, 1s called the predecessor of o gate G_ if the

- gate output 6f G, 18 one of the inputs of the gate G.; On the

other hiund, G fs the successor ofG ¥

Level of gatq G

Let the level of gate G be denoted as I(G). Then L{G)}=1
if the gate oubput of G 18 the primary outpit {ebservable).
Otherwise, L{G)= Lhe maximum level of the successors of
G+ 1,

Consider the circuit shown in Fig. 6, where lez' are
primary qutf)ut. Then L(Gz)':[(G 4-)‘:-1 because thelr gate
outputs are primnry outpubs, uG )-J.(G }+1=2 and L(G Y
max [_L(G,,). L{G )] +1=2+1=1 nceording to the definition

13

|
%
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i
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4 Ybeu,

level 2
(b)
Fig, 6

level 3 }evel 1
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An alporithm of the systematle deslim procedure for the
combinational cirounit Ie gonsvated from the property of the
proposed PLM's and the Introduced definftions.  The flow
chart Is shown fn i 7 nnd the detalis of the procedurs aro
déacriied below,

. Systemalle desipn precedure

. Step 1 Find out the level of cach pate of a glven combina-
tionnl cireuil and reconsiruct the eirevit o a controtlable
“eircuit by using PLMI, PLM2, PLM3 and PLMA to rcplnce
the AND, OR, NAND and NOR gate respectively. Denole the
control slgnal of the predecessor ag CP and the logic value
of the primary input as Pl and the refercnee control signal

ag IS,

Step 2 Let I=1 and Juthe maximum levol of the circuit
and the control signal of PLM1/PLM3 In lovel=1 b Cyand
that of PLM2/1°LM4 In level-1 be C where 0218 the com-
plemeut of C :

SLcE 3 Pick one Input of level-1 which 18 not picked yet
and trace back to jta predeoessor. If the module from which
the input i picked 18 PLM1/PLM3, go to step 4, 1[ the
module from which the input is pleked is PLMZ/PIMé, go
to step 10,

Find out the Jevel wnd
replace the gate with®
the proper PLM ,

ORIGINAL PAGE IS

. T
Let 121 and J=the higheo! level and
€5 of PLII/PLM3 in level- 1= C, end
€5 of PLM2/PLM{ in level-1=€
where TS is the :c:ni,-rnl signal ,

1

OF POOR QUALITY

Pick one input of level-T and trace]
haock to its predecessoy,

I < S L

YES ¢ [io The module PLM/BLEG 182 10
. LetRS= C"iof Ahis modile .l

Eﬂnt i3 Hié predccendor 7

PLMZ/PLM3 PLM1/FPLMA Pri_mar_y input

[Cr=ws7)YES [Fi=R

- NG ‘r YES‘I

EP=rs3-0 €

sy

r—--—-————<—--l£s €D defined or kot o}_.a_io_.m__‘

2

A What in the prtdecen}; or

PLMZ/PLMB PLMI/PLM4 Primary input

ch.t cy RE, Let Pie RS, Co ,
— 4 o

Lat ..CP:VR‘S.

L’T"G——,-{lnn_nrt CS1 in neries with’ thig __i_qul, of

- "—‘—“9"1—“‘[ Ja each ihput of Tevel-] picked or not 31 RO,

. ‘ ‘ YES .
3 . : YE - L..—( NO e
S (SToE) Y [T} R
10 P ot RS= G5 of this modula .} oo i
N 1)
. XYES } N

{1z CP. dafthnd oF ot Th=

{What 15 the predoceragr 7

PLM?.l PLM3 PLM\/FLM@ Primary Input
cp- lu:v'“s cr- g0 [P RS YE

What 16 tho pradecossor |

/PLMS Primcry input ) -

PLM2/PLMY PLM1

J _ y Sl
Lot cDeRS) [Let cPrRE) [Let PIzNHE] s

B A v Y

nof _ yoesd 4
i 3 .
8 6

1n/a3

e e 2 okl AR IS o et s e

)



Step 4 Lot 1S be equal (o tho contiol almat of thin
PLML/PLMY module.  Then cheek Lo aee whothor the control
slgmal of its predecessor is deflned ovnot, I yor, go to
step 5, Otherwise, go la step 7.

Step 5 If the predecessor s

(1) PLM2/PLM3, chsck "Is CP=RS%" 1i yes, go
to step 6; otherwise go to step Fie

(2} PLM1/PLM4, check "Is CP=RS?" If yes, go
to step 8; otherwise go to step 6,

{3) Primnry input, cheek "I5 PIERS? If you, go
to step 6; otherwise, go to step 8,

Step 6 Insert a CSI in series with this Input, Then go to
step 8, .

¢
Step T If the predecessor is:

(1) PLM2/PLM3, sct CP to bo the complement of
" RS. .
{2} PLMI1/PLM4, set CI to he equal to RS,

(3} Primary Input, set PI to be the complement
_ of RS, Ther go to atep 8,

Step 8 Check to see whether each tnput of the lebel-I is
pleked o not.  If yes, go to step 9 olhierwlse go hack to
step O3.

Step 8 Chock “Is T larger than J 9" If yes, the proce-
dures are completed; otherwlsc lel 1=1+1 then go back to
step 3.

Step. 10 Lel RS be equal to the contrel signal of this
PLM2/PLM4 medule. Then cheek Lo see whether the control
signal of it predecessor.is defined ar not, If yes, go to
step 11, Otherwise, go to step 12,

Stn_E 11 1If the predecessor is:

(1) PLM2/PLM3, check "Is CP=RS§?'"" I yea, go
to step 8; otherwise go to ctep 6. :

(2} PLM1/PLM4, check 'Is CP=RS?" Ifyes, go
to step 63 otherwise go to step 8,

. {3) Primary input, eheck "Is PI=RS?" If yes, go
to step 8; otherwise go Lo step 6. \ '

Step i2 1f the predeecssor is:
(1) PLM2/PLM3, sct CP to be equa} lo RS,

(2) PLM1/PIM4, set CP to bé the complemont »
Or RSO
_ (8) Primary input, sét PIto be équal to RS. Then
Eo to step 8, ' £ C -

v it

Fault deteetlon procedire

Erul deteclion procoss for the tenbslsted elrentt ia onay
to follow. The Lert inpul paticrn s atrendy genersted by (Y
denlin pracedure.  Two tests ean deleet nll stuck faulls
{Typo I and Typo i e N

97y

Tenl 1 Sct C C,C,- 11 anel apply the correaponding teat
input pattern, Il]!hi: hrervable autput of PLM1/PLM2 {8 1
and Lthat of PLAMI/I'IMS 18 0, then the elreult doew not have
any Type I fault, Otherwise, i has al least one,

Test 2 Set C czc, =101 and apply the corresponding tesat
npul pattern, Il‘ll.hc dl’:scwnble outpit of PLM1/PLM2 is 0
and that of PLMI/PLMA s 1, then the clreusl does not have
any Type II fault, Otherwise, It has at lcnst one,

L]

Once the eircult passes these two tests, it has guaranteed
to be frec of stuck faults, then sct CICZCS=000 to perform
ita normal oporation, '

level 2

jevel |

level 3
(b}

level 4

Example IV

Consider the cireuit shown in Tig. 8 (a), where z_7 nare
the obsaervable primary cutputs. We first define the toder of
each gate according to the definiiion, then the circuit Is con-
verted to a easlly deteetable circudt as shown in Fig. 8 (b) by
applying the systematic procedure, The label for cach line
is used to define the Type I fault and Type 11 fault. ‘The input

test patte-m(abccleff§)=(-cﬂ02(3 c.c.C 02] is generated, Two
. tests are.npplied ag “foliows:

1717272 )
li

'I‘cﬂﬁ 1 Set C C, C,=011 nnd apply lhe test pnttefn.

17273
(abedefg)=(1100111), If zlz2=11, thien the clrcuit tloes not
Y:ave any Type I fault, where Type [ fanlf = [“0' bo,' c,, 'dl'
O for Bor Por for Jgr Bye Ly Mg mgy 200 200 i
wisc, it has dt lenst one.

Téat-2 Set G, C_C,=101 and apply tho test pattern

172V
{nbedolp)=(0011000), If z 1 7=00, then the circutt doos not

2
have my Type IT fault, whore Type If fnult:'[nl, by € o

i1/3



'-‘1! fli Fll 1| j Other-

wise, It has nt leasl ong,

‘. ™y B 7.21] .
1]

M, FAULET MODEL OF MEMORY BLEMENT (FLID-FLOT)

Fach (Up-Tlop has fis own trath able. To ‘delernidne the
necuracy of flip-flop, it i5 not necessary to find oul where
is wrong inslde the flip=flop.  The hwportant aspect is to
know whether the flip-fiop does function properiy according
to ils desired truth talle or nol, 1M the flip-fop can not
function correcltly for certaln excitation, then we say that
the flp-Nap bas malfunclion.  ‘The malfunction of Nip-flop
con be classiled, in genernl; nle four caleporica:

1. Type A malfunciion 18 the Aip«Top fails to remalin
At its previous stalo, -

2, Type 3 malunction is the Alp-flop falls to chage
its previous siate,

3. Type Cmalfinclion is the flip-flop fndls Lo resot to
0 stato.

4. Type I} malfunction I8 the {lip-fop fails Lo sct to L
staote, ! ’

Consider a B=M{ip—Fflop, il will only have Type C and D
malfunclions, ‘Fype © malfunction is caused by the faflure
of {alfing to resct to 0 state when D-0.- Type D malfunciion
is causcel by the failure of failing lo set to 1 sbate when D=7
The T-Mip-{lop will only have Type A mnd T malfunclions
according Lo its truth Luble.  The JE<flip~fop will have ali
of ihe four possible malfunetions. Tf the fip-flop does not
have the mallunctions deseribed above, then it is ensured
Lo function properly under all the possible inputs unless
_ there cxiste a intermitéont {tr nnsiont) fault inside the flip-
flop.

IV, SYNCIIRONOUS SEQUENTIAL NETWORK

The difference between sequential eireuit apd combinn-
tional eireuit is that the sequential circuit eantains memory
elements in addition to thé combinational logic. In a se-.
quential circuit, the prosent outputs depend on the previous
states and/or prescent primary inputs, and the stale tran-
sitions depend on the previous sfales iand primary inputs of
the clreult, Conscguently, present Foull may hot nffeet the
present outpuls, Hence we cannot in general detect the
faults by a single test patfern.  requires a seguence of
test patiern lo deteet the faults in n sequential cirenit and

the length of the test sequence is proportionat to the number -~

of memory elenents in the cirenil,  Theve are several
techniques fo reduce the Tengih of the test sequence by means
of additional contral logic elveuitry. I the folowing dia-
cussion, we inbroduce a new aspect of control clreuitry to
delect the faulls in synchzonous sequential circuits, In
addition to the PLMYs, we propose lhe controllobie memory
modules Tor the memory elemaents as {ollows:

A memary clement with direct set and react eapability
whose oulputs nre convertiivle by (wo external control sig~
nals Is ealled the contretlable memory matule (CMM),

1173

98)

; i i
8g Ry !
INPUT ] v I P—""q
(3, 1) ' Cy, | ¢
(s, 1) ' ,
{m ] Z?i |
(D) *
. S
| il L oeq | i
| - 1o
L _.._3'[__‘__ . LM |
Cloculk
Fipg, 9

A genernl model .of CWMM is shown in Fig. 9. I lh.c Aip-

fiop 1s DFF (of TFF, JK¥F, SUFF, cte,), the fnput s D/

tor T, JK, SR, cte.) and the module 18 denoted as DCMM

(or TCMM, JIKCMM, SRCMM, cte.), Its outpuls are 9
- - —.:.- d - ; "’-.-

and q {where qi ylm Cyi, q1 y’ »Cyi) and (‘yl/(‘y‘ depentds

on {he control signals of ita suceessor PLM amnd ditect sct
and reset sightials of the fllp-flop, and Zyl and 'Z,z,vi are cb-

servable outputa.

The €MM will eperate Hke the pure flip-flop unit in the
CMM whaen Lhe control signals are set lo o, For Lesting, we
set ity control signals according Lo Table I The fajlure of
CMI will ba contributed by the faults of its control partion
and the flip-fiop unit,  In the following discussion, the fault
In CMM is restricted to the single permanent faull,

: — ——— - ——
. SUCFGS-‘:OI of the ¥lip- Fiop Sde 10 .;dRrj—OI
Cy,=C, | Cy,=C,
PLM 1/PLM 3 G |
cyi=c:i €y,=C. )
(:yi=€. ley.=cC,
PLM 2/PLM 4 ! Pl
Cy.=C, [ Cy.=T,
V=€ 519 _ﬂ
Table 117
- €, is the control signal of PLM,

i

Consider the TCAM as shown in Fig. 10, The Type A
malfunction ¢an be caused by T or Yy {when the module s

.

nreviously resef) or Cy {C‘y } or q {g.) or the cquivalent i
fault. H ean be (!clocted by ILn-f't dnec (Iy reset the modnle ’
and then apply T=0 and Cy=0 {Cy~1). Type B maifunction
can be caused by T0 or ¥, (when the module 18 previousty

reset) or G:s'1 (.Cy'(-)) or qa (ql) or the equivalent fault, It can

be detected by first direclly reset the flip-flop and then npp'ly
T=1 and Cy=0 {Cy=1), The malfunctlons of JKCMM can be
detected by the similar concept.  So the malfimetions of CMM
enn be detected by cerlain input pattern. The application of
uging CMM Lo enhince the tustnhility of synchronous sequen—

-tinl oircuft 15 Hlustraled by the following expmple,
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Fig. 10
Example V'

Conaldor n feue-bit aynehronous oy eountor hnplo-

T mented by T-flp=flop an sthown i Mg 31 (ade N In Lranne

Formest (o the clecitlt an shown In 1 19 (h) Ly rubintdluting
the orlinary gates and- ‘P-Rip-flops with the proper PLMs
and TCHMs to onliance its Losl ability, where an additfonat
madule I8 fnsovied Lo moniter the behavior of combinattonal
forte povtion andz_ 18 the montioring output. All tlie
conlral alpmala are bl 10 0 for normul operatton, For

~ testing, four testa nre applied on follown:

.

Test1 (SR =10} Sel €;=0 md Cy,-0 for 1=0,1,2,3,

iz =1, lhc_n Lhme exists ne Type I {01, wheve Type T

{faulis= l-_n_o, bﬂ' ¢ d(,, @ ] Olherwise the fault informa-

. Hon will he acnscd et tlrl\'cn % b0 O

Test2 (S dn d=60} Lel %=1 and keep the control signils

unchanyed, If qo' 9,9 3=nooo then no TCMM has type B
. dfunclion, Otherwise, at least one TCMM has 'I‘ype B
malfunction, .

i K =0% f O = oy = = 2.3,
Test3 (SR =01) Sot C;=1 and Cy=0 for 1-0,1,2,3

It zni=0' then fhere cxists no Type 11 fault, where Type I
faults= [:nl, b 1 Gy (}1, 01]. Otherwiae the fault Informa-
tion of Type II will foree Zn to 1,

Tcst_'-i (S R .-':00) Lot x=0 nnd keep the control signale
unc.hanred If qoqlq q = 0000, then no T'C MM hre Typo A

malfunction, Othey w!sc\, at Icnst one TCMM hns Type A
malfimction,

A8 Jong as the elrcuit passes these four tests, then the
Yogic fates are guaranived to be free of stuck Iaults, and the
TCMMNs are muaranteed to function properly, It s worth o
point oul the fact that the Exchislve Ol Gndt in ‘TEMM 18 not
required in most of the shift register and comiter cirouily
which are implemented by using TCMM. It is ulss true for
DCMML I iz important to note that the procedure propogcd
here is Independent of the number of flip-flops 'and gatea in
the clrault under test,

N CONCLUSION

The applicotlon of PLMs, CMMs rre proposed wideh will

transform a elreuft to certadn tupeloptent strue Hure (o aug-
‘ment the testability of the efrcull. Pwo teats caiy delect any
combinationn} elrealt with ebaervable outputn, Systemnlle
dealim ond dalection procedurs for comhinationa) network ma
presented.  Four tests are sulficlent for fuilt detection of
aynchronous requentinl cfreult Smplomented with Teflip-

. ‘.3_

A a4
g8 by
agaal  {HafaRa

T, | T,

T

--cluilt.

(b)
Fig, 11

flops or D-flij-flops, . The same éonccpf. can be extended
for symchronous scquentinl cirenit using JK-Nip-flop o

SR~flip~flup, and for synchronous sequential ¢ Ireuil using

- mixed type of ﬁip—-l‘lops. Systematle destpn und r_mu_cl'.ion
procedure of any synchronous scquential clzeult i marg

complicated than that of combinational efrcuit and roquh on

further Invesugntion.
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II, 2 Parallelism Expioit‘at-i'on in Parallel Computing Systems

T, Hsuand §, J. Oh-

II,2-1, Introduction
This report summarizes the result of an investigation on

parallelism exploitation in parallel computing systems, The basic need

for usiag such a system is to increase the processing speed for real-

time application, without excessively increasing the cost or control
complexity of the system, ) | -

The discussions will center on three major topics,

1) Parallelism detection | .

2) Task scheduling

3) System coﬁi‘-ig-uraﬁon

11, 2-2, Parallelism Detection
Parallelism refers to the fact that two or more subprocesses
of a computi-ng_ task may be done simultaneously, A nécessary and
sufficient condition for this to be true is that the input parameters of o
one process are not functions of the output parameters of another, an;_i
vice versa, Under this defirition, although not always separable,
there are two basic types of parallelism in most computing problems: '
.1)' Algorithmic parallelism: This is the type of parallelism
where many independent but similar or identical computations

are done as requifed 'by't‘h:e computing algorithms, The

o % parallel algorithm could be a direct adaptation of a serial
ig % algc;p_z_'_ithm., or could be one created mainly for efficient
% ‘g. - parallel processing, Typical examples are matrix
%“g, mul_tiplica‘tion, _a.rr'ay'r éi_ata processing, computation of
E% fast Fourier transforms, ete, Algorithmic parallelism is

?ﬁ ' reflexed in s‘e_quentia-i.prografns (such as Fortran) by DO
| loops, a-lthoug'fh careful distinction should be made betw.een
~ the recursive type (where input data are upd'até&' -a's indices
are changed), and the non-recursive (or array) typ-e,

&
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2) Operational parallelism: This is the type of parallelism
in whick, although not always evident, exist several sub-
computations which either Bear no data transfer relations,
or are not affected 'by the precedence order of their executions,
It is therefore possible to detect these subcomputations
and make them concurrent operations, This type of
parallelism generally exists in any sequential programs,
both between statements and within a statement. Good
detection algorithms are essential for a), designin';g
efficient compilers for conventional uniprocessor systems,
and b). generating parallel subtasks guitable for concurrent |
operations in parallel processing systems,
I, 2-3, Task Scheduling
‘While the parallelism detection algorithm may generate all
possible concurrent processes regardless of how they can actually be
utilized by the system, it is the function of the scheduling m'echa-nis'm.,
either by software or hardware, to propei'ly match these two together
and result in an optimal or neai-optimal performance in terms of
computation time, which is usually the criterion fer the measurement
of scheduling strategies,
Principle of scheduling can be applied at different levels of
a computational process, from program segmentation in a multiprocessor
syétem, to the execution of microinstructions by severél arithmetic
\;nit_z:z. With slight.variations, each process can be properly modeled,
" In a parallel processine system, we are specially interésted in the
scheduling of tasks at the machine instruction level, and a deterministic
model in the form of a job graph is generally used, Each task node

'repre.'s-é'nts ah instruction execution, all linked by the precedence
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relations, and the node weight corresponds to its execution time-length,
Several formal scheduling techniques exist, although most

of them ire both complicated and lengthy for practical application

except for some simpler special cases like:
1) when the graph is a tree and all nodes have equal weights,
2) when there are only two procéssors to be scheduled and

all tasks have equal weights,

For more general problems, experimenta’ results have
- shown that optimal or near-optimal results can offen be obtained by
using much simpler heuristic algorithms, Two of the most ﬁrominent
ones are:
1) Critical path scheduling: for the fiodes waiting to be
processed, those on the critical path are scheduled first
in accordance with the number of processors available,
2) Largest-proces sing—tiine- algorithm for independent tasks:

tasks are processed in the order of decreasing task weights,

I, 2-4 System Configuration
While the conventional un'i'pro-ce..ssor system operates on single-
I instruction single-dats stream (SISD_),, parallel processing and
multiprocessor systems have structures to exploit single-instruction
stream multiple-data stream (MIMD), Specializ-éd systems under the
- names of array processors, pipeline processors, and associative
processors, etc, are variations of the SIMD type, whﬁe a number of
unipfroeessor-s interconnected under various schemes belong to the
MIMD type, Data precessing, data aceess, and data aligpnment play
major roéles in the determination of system configuration, Exis:f—ing SIMD
- systems have up to hundreds of processing units while MIMD systems

are limi'f:ed to a parallelism of 16 or so, . -

II. 2-5 Conclusions ‘
We conclude this report with some comments:

1) ELificient parallel algorithms, which in many cases may not
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be just simple adaptation of the serial counterparts, have the

gross impact on parallel computing, and operational parallelism

aids to speed up the computation at the lower level,

2) In practical and real-time applications; simple

scheduling techniques prove to be satisfactory. Formal
algorithms can be used to establish.the optimal standard

for comparisen,

3) It is desirable to have a system!s capability to reconfigure
for computing purposes, but the increased problems seem
quite px;ohi-bitive, Since a close relation between the computing
algorithm and the system capability is vital for efficient
processing, it appears that a basic n;ed exists to identify

the class of problems for application and base the system
configi ration on the most applicable and efficient algorithms,
The advancement of microprocessor application may also

point to this direction,
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II, 3 An Experimental Simultaneous Multiprocessor Organization
G. S, Merstenand S, J, Ch

The purpose of this research effort is to develop the basic
requirements of a highly parallel information processing system and .
the specific development and implementation of an adva.xiced
experimental computer organization concept entitled, ''Simultaneous
Multipro«:esgor Orgnulization', abreviated "SAMSON'. Some of the
areas to be studied encompass:

Parallelism and parallel processors,

SISD stream processors, *
SIMD stream processors,

MIMD stream processors and,

MISD stream processors,

The primary effort to date has been the development and
imiplementation of one of the uniprocessors of the SAMSON computer
system, This uniprocessor will be used at this time to collect data .
to determine the preliminary SAMSON configuration,

The SAMSON uniprocessor is a general purpose, parallel
digital central processor providing a full parallel sixteen bit
arithmetic structure u';ilizing multiple general purpese accumulators
and a microprogrammed control unit, )

_ The Arvithmetic Unit of the SAMSON unipro.cessor provides
the capability to perform arithmetic and logical operations on the
various machine registers and memory, The information from the
general purpoé e accumulators, memory, program counter and input
bus are routed through the arithmetic unit under control of the Micro-
Control Unit, The Arithmetic Unit has been built and is fully operational,

The Micro- Control Unit of the SAMSON uniprocessor is
i:he heart of al the procés sor control and timing signals, The major

element of this unit is a micro-control memory implemented with

aaee A it e e

PRI I
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LI programable read only:memories (PROM;s). The content of
this memory specifies which of the many machine operations is to

be performed during every phase of every instruction. The Micro-
Control Unit has been built and is fully operational, It is anticipated
that the instruction set presently microprogrammed will be altered
as this research effort progresses,

The Memory Interface Unit consists of the control and
interface logic required to interface the uniprocessor with a commercial
core memory, This interfac;a is built and is fully operational; it
interfaces with a 4K core memory,

) The status of the uniprocessor is displayed by means of .
the SAMSON Control Panel which provides display, control and loading
capa.bility;/thus enabling the operator to control and observe the
operation of the various uniprocessors, Presently the control panel
interfaces with only one uniprocess, As additional uniprocessors are
added, the control panel will expand to accommodate the additional
uniprocessors, The Control Panel has been built and is operational,

A commercial paper tape reader has been interfaced via
the Control Panel and paper tape reader interface, This interface
is fully operational., In addition, a teletype interface has beea built;
however the teletype has not been received yet,

A Micro-Memory Meniter has been built and is fully
operational which allows meonitoring the sequence of micro-memory
executions,

Present efforts a:r.e being directed toward the development
of data collection software to determine the desireability of specific

features of the SAMSON architecture,
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Compilation and Scheduling of FORTRAN

- Programs for Parallel Processing Systems

Introduction

Two phases of'preprocessing (i.e. compilation and:sched—
uling) of Portran programs are discussed. The pu¥pose is to-
make the program more gfficiently exéCutable on a parallgl
processing system by exploiting as many barallel—ﬁrocesséble
computations as possible. It is hoped that this will increase

the throughput as well as system hardware utilization.

Since only the speedup due to concurrent arithmetic

operations is concerned, it is necessary to examine the whole

program and sort out those statements which inveolve direct
arithmetic computations. Namely, wé shall deal only with the
fol;owing three types: |

1, Assignment Statements

2, 1IF Statemehts'involving arithmetic operatiens

3. D0 statements.

Compilation and Scheduling of assignment Statements.
We call a Block of Assignment Statements (BAS) as a group of
Statements consisting of enly assignment Statements. They are

not necessarily continuous Statements in the original program,

‘but should preserve the order that they appear in the program. -

The order is important because a variable may be updated before

2

or after it is used.

ORIGH\IAL PAGE I
RI(  PAGE 1,
OF POOR QUAZLITYS |



1. Parsing of statements.

A common way to show the.SYntactiu structure of an arith-

metic expression for the puipose of compiiation is to use a

syntactic tree where each node represents a binary opération

on nodes or operands Of'pfeVious levels. Many different tech-

nigues have been.deVelopéd to constrﬁct a systactic tree [1],

[2] among which, Baer and Bovet's technique [31_using;operator

precedence order is in general considered the best to-produce

a tree with minimum height.Other aigorithms using distribution

law as developed by Muraocka, Kraska, .and others [4]; [5], (61,

[71 can sometiﬁes be used to further reduce thé tree~height.

.Eut the complexity of their algorithms prohibits a practical

épplication. Therefore, only operator precedehce orders will

be cbnsiﬁered, and they are, in decreasing order:

(x,= ), (£, =), parentheseé { ).
We first define a numbér of terms:

Def.: A tree is a set of nodes and arcs (edges) in a leveled
structure such that each node at level j has two orxr mdre
inward arcs emanating-from-ﬁodes at.lével i, where
i£j-], and each node at level j has only one outgoing arc
to a certain node at level k, where k>j+). Nodes at level
0 haverho inward érés, and are called leaves or iﬁitial

‘nodes.
There is only one node at the bottom level of the tree. o
It has no outgéing arcs, and is called tﬁe root of the tree,

or terminal node.

[
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For sake.of brevety, unless otherwise specified, a node
will generally refer to one of those between the initial
- and terminal levele.‘

Def.: If a node N;i has a chain of arcs leading to another node .
Nj, N4 is then called a successor of Nj, and Ni a preeece-‘
ssor of NJ, denoted by Nl<:Nj. If there is only one arc

_ between Ny end er they are called immediate predecesor
and 1mmed1ate successor to each other.

Def.: A binary tree is a tree where each ngde has exactly _
two inward arce.

Def;: A syntactic tree_is a binary tree representing an arithmetrc
statement, where'eech node represents a binary operation
and its result on the date carried from the two immediate
bredecessers by the inward arcs. Sometimes the terms “podes“
and "operands" (which the nodes represent) are used inter-

changeably. -

It is apparent from abowve definitions that a tree can not
form a lodép among ite nedes. -
The follow1ng is an algorithm for generatlng a syntactic
tree of an a331gnment statement .
1). Place all the r1ght-hand—srde (RHS) variables and their
asscc;ated operators at -level 0 _
2). Scan through the RHS of the Statement frcm left to right.

If two operande can be joined by the operator between them

w1thout V1ola+1ng the operator precedence order, a new node
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representing‘each one oéeratien is created and placed at
level 1. | | | |
If an operand Can be joined with more than one operand, the
one scanned first has higher prn.or:.tyo

Scan through the nodes in level ] and those not yet combined

. in level 0 from left to right. Again comblne node pairs where
operator precedence orders permit, and place them gs new nodes
in level 2. '

Proceed in the same way to combine nodes in level 2 and so on

until allloperands of the RHS are combined and a single node’

results at the root which is the desired left-hand~side (LHS)}

vériable of the assignment statement. The syntactic tree ‘

is now completed.

An example of parsing is shown in the foliowing.
X.-.—=A+B+C+D*:E*F+G+H_ |

Level A 4B +C HG 4D HE #F 4H

\*/ g

It is obvious that a syntactic tree of n initial nodes must

have at least riogzﬁ] levels, where [x] denotes the least

A 1nteger such that [x}>=.

2. The BAS graph

We “now extend the structure of a syntactic tréé'to include

all statements in a BAS. Again a few terms are first defined.
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' Def.: Let Si be the ith statement in a BAS, then I(Sj) is the
‘set of input variables coﬁtéined in the RHS of 8i, and
0(si) is the output'vériable of S;, i.e. the.LHS of 5;.
We observé the following: ‘
If i) O(S3)€I(S3), or
1i) 0(84)€1(S1), where i<j,

then_s- can be completed only after S;i is executed.

J

Otherwise Si and S§4 can be executed simultaneously.

In-above, condition i) indicates that deepepds directly on

thé‘outcome of 83, and condition ii) -indicates that I(S5j) will

be updated by 55 at a later time, hence 53 must be executed

before S5. _ |

The‘s£atements in a BAS are parsed in the following way.

1). Construct the syntactic tree of the flrst statement accord-
ing to the procedures described in Sec. 1l.

2). Go to the next statement. If I(S3)NI(S;)=0, and

. I(Sgyﬁ0(51)=0, construct the syntactic tree for 8, as before,
with all its initial ncdes at level ©.

Otherwise, Sjcontains one or more 1nput varlable or . subexpre851on

(part;of'the arithmetic expression) which has been encountered

in §; énd represented by some nodes (initial, terminal, or im

between) in the first tree. Hénce, in constructing tree of §,,

those'operands'are taken from appropriate nodes of‘the trée'of.

81. For any 6peration_that combines Ni.and-Nj, where i and 3 )

indieate the levels of the nodes, and jzi, the.resulting new node

is plaCed.in level j+1.
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3). Go to the mext statement and repeat the same process except.
tﬁat the input variables are now checked against nodeé of
all previously generatea trees to determine if any dependency
exists. The process continues until all statemeénts are
parsed. | |

We now have a "tree complex®™ of the BAS. Since some nodes may

now have more than one'outgoing arc and the whole tree complex

can have several terminal nddes, we shall more properly call it

Pef.: A BAS graph is a directea,.acyclic graph consisted of

interconnected syntactic trees. It shows all the intra-
_statemenf .and intef-;_statement oﬁterat:io-nzs.

A few points are to.be noted: ”

1). All nodes at same level in a BAS graph are oéerationaliy
independent and hence can be éxecuted simultaneously.

?). If a node has more than one outgoiné arc, its information
either has to be shared by mére than one PE at same time
(i1f immediate successors are at same level), or must be
stored for later use (immediate successors at different
levgls)._ '

3). Since the parsing of statements is éone'sequentially in
oraer, it may not produce a-tree whose'intermediate-nodes
can be directly used for subsequent statements, although
such a étructuréliy different but functionally équivalent

tree is possible and more desired. For example, for a BAS
which contains a statement used in the 1ast-example} namely,

X=A+B+C+D#E4F+G+H and another statement Y=B+C+E*F#*X, if RHS

L

-

e et kA SRR - S C g,
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of firs£ statement- is parsed as folJOWSfShOWn partially)

instead of what was shown previously,

B\+/jc +E\* 5F *D +A +G +H

-~ \\*/’
a b\\\;#// ¢
) ! d -———

then nodes a and b are readily usable by the second statement

'whiie make no difference to the first oné.

This shows that to make even more use of the inter-

statement parallelism, other parsing algorithms are possible.

But its value being offset'by the added complexity in_searching'

for identical suboperations among different statements is

questionable for practical purpose, except in some simple

programs where parsing is done by.inspedtion.

3, Principle of Scheduling

terms,

Pef,:

To facilitate later discussions, we define the following

A graph G is called a relaxed graph, denoted by Gg, if all
the -terminal nodes are placed in the bottom level (which

has the largest level number in Gi, assuming te be q), and

- all other nodes are placed in a level such-that the distances

(i.e. the difference between level numbers) between each

and its immediate successors are minimized (the minimum

being 1).
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Def.: A ﬁode weight w; is the number of time units required to
perform the operation of node nj.
bef.: The largest backward path value W; of a node nj is defined
by Wjswi+ max [Wj|nj>hi]. |
It is the largest sum of node-weights between njy and its
termina;.nodes over all possible paths.
Def.: The largest forward path value Dy of a node nj ig defined
- by Dj=w;tmax [Dhl nh<n-j;|_ . i
It is the largest'sum of node-weights betwéen.ni and its
initial nodes. -
‘Def.: The critical path value'cq ovaﬁ having g levels is defined
as Cq=rﬁa'x=[wi|niéGR].
The chain of arcs resulting in Cg is the critic‘al path.
pef.: Let i be the level number in a Gr, 1%ifq, and there.be m
nodes contained in GR from level 1 to level i. The partial
node~weight sum, Pj, is defined as -
m .
| 'Pi‘-‘=};Wj. | | | | |
The scheduling of nodal operations is based on a relaxed graph
with added information defined above. The rééulting graph is
commonly called a jab graph. We describe thé generation of a job
graph from a BAS éraph hext. | |
1)% Plaée.all Eerminal nodes of G in the bdttcm lgvel g of the
~graph. | | | | -
2) ., All nodes in G :whosé éucce’s'so:s_ are only fou‘nd.j‘,n level q are
| placed in level g-1l.
3. Repeat'this process.upward,in decreasing level,qrder:So that
all hodes which have successors only in levels greater than i

[
- .
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- are placed in level i of Gg. The process terminatés only when
all nodes are adjusted. All afcs in Gy retain their relations
with nodes as they have in G. | -

4) Include node weights wi for all nodes nj€Gg. |

5) Compute the largest backward path va%pe W, for all nfEGR. This
is easily done starting with nodes in level g and going upward.
In'general, Wi is found by adding Wi to tﬁe.larges% of Wj's
where nj‘s are the immediate successors of nlo The largest Wi
in the graph 1s the cr;tlcal path value, which. also determlnes
the eritical path. |

6) Compute the 1argest forward path Value Dy for all nodes,
This is done starting with nodes in level 1 and going downward
Dy is found by adding wy

are the immediate predecessors of nj.

The following theorem by Kraska [5] determines a lower bound on

to the largest of Di's where nj's

the number of PE's regquired to execute the job represented by
Gg in critical time Cq-
Theorem- If max [P /D |1\cﬂ>m-—l, at least m PE's are required to

. process all nodes of GR in Cq time.

: bsing‘a job graph, there exist at ieést two typical_
thimal'Scheduling techniques ﬁsing either forward tracing (8]
or backwa;d traéing 151 té.schedulé the gpératigﬁs of nodes on_
.a_fixed huﬁber of PE's so that théptotal.éxecutién time is
minimized._ HQwever, both techhiques are too complicated and time-

'consuming for real-timé applications. It has been tested and shown
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that a rather simple heuristic approach can in many cases be as
gbod-és an optimal scheéulipg. The R;inciple iss
i). Schedule first those nodes which are in the next higher
level and/or with highest backward path values. ‘
ii)..Keep as many PE's busy as possible by assigning nodes which
are processable next. )
4. Scheduling and Execution with Operational Stacks
) We.now applylfhe'principle of heuristic scheduling to
store and transfer information from é'job ;raph to a number of |
' séacks so that they can be direcﬁly executed. These stacks then
define the order and concurrence of'opefations and are called
'operational stécks. The number of stacks is set equal to the
smaller of the number of PE's évailéble in the system or the
number determined from Kraska's theoreﬁ-cited above. In this way,
ene PE will be executing instruétions from one staek and no
redundent PE's are used. _ - _
Using the_jeb-graéh, the stacks are loaded in the following
way . |
i). Starting from all initial nodes of‘Gﬁ, { N}, load operation
‘iﬁstruetions defined by each node on top of stacks. Two
sitﬁations may océur: _
i). If ¥{N}<#(stacks), somé top stacks ﬁay be left empty.
ii). cherwise, load stacks first from those iﬁitial nodes .,
whick'have highest_wi's. -
In either case, denote *Hosé loaded nodes in this step by
{n}. | | -
2). Examine the immediate successors ofﬂ{nj and those left

in {N} (i.e. {N}-{n}). Consider those which are parallel
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processable (1 . none are predecessors oy ¥1CCessors of

each other) as new { N} and load the nodes which have hlghest
Wi s in the next level of stacks unt;l either condition gimilar
to sﬁep 1 has oécufred° (If a new stack has an empty top level,
then the top ievel ié loaded first),n In general, when a node
spawns to two immediate successors lo; more} ny
is put (directly) under ny in the same stack, and ny in another

n; and nyp, ny

. stack with a predecessor indicator (i.e. (i)K ) and n; has a
successor indicator (i.e. i(K) ). Sim;lar-indieators are
used when two-nodes'ni and ny mérge into one node n,, and
one of the_predeCessors (say_nj) is not in the sgame stack.as'
n, . -
3). Repeat step 2) throughout Gp until all nodes are loaded.

The execution phase of instructions is straiyht fOrwafd.

Each stack supplies an_instfuction sequence to one PE, which is

executed serially. All PE's normally run-in parallel, independ-

ent of one another except when a predecessor indicator occurs

Before an instruction. This sets up a flag and stops the PE from

ekecuting the instruction, unless its predeCeséors are execﬁted
and the successor imdicators c¢learing the flag. _

'An example of thé.parsing, operational stacks, and simu-
lated execution of a BAS is shown next; |

- Example: Assume a BAS as follows'

| Data: T1l, T4, Bl B2 B3, x1, x2, x%x3.

.T2=2*(T1~T4J/3+T4_
. 3= (T1-T4)/3+T4
'I‘,IB=-_' ,. 5% (T.1+T2)

. «T2B=,5, (T2+T3)
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T3B=,5% (T3+7T4)

21=A14+T1B+Bl
Z2=A2+T2B+B2
%3=A34T3B+B3
Q= (T1-T4) / (X1/Z1+X2/%2+X3/23) .
-. The joia gr—a-pl'; is as follows.
i Pi/Di .
0 0/0 o TS T4
1 2/ . 36 |
2 7 - 2*4__
3  10/10 , (€)29 T4
L 14/12 T1 T2§5g6 T3:;.26 _
5 18/1k4 o5 *u 21; o5 .
6 26/17 Ay TiBkee  T2Bid22 a2 Y22
7 35/20 DEL '
8 k42/22 XL | 21} > 22{g)1 317 B3
I SN G P ¢ 1 X3, 231 Juf 14
11 63/31 | .
12 68/3% C awT
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Notes: 1). Assume node weights for+ =5
x=3
+p "=2
2) . Numbers 6utside nodes are largest backward path
values LR N

 3). Critical path value=36, critical path in'heavy lines.

_ 4). Max E’i/Di] =Pl_0/D10-%2.1, hence 3 PE's is the lower

bound for achieving Cq=36.
_Operational Stacks __Simulated Execution
# #2 #3 . . Pime O FPE#1 PE#2 PE#3
: ’ : . " yd
a | @ate)] (a)e ela 7 |2
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IXI. Preprocessing of IF Statements
Given an Ir Statement of the type
IF (s)  1,2,3 |
where s is an arithmetic or logic ezpression, and 1, 2, 3
-ére branching instructioﬁb, the most obvious way to make use of
'par3391ism is to parse s for maximum parallel suboperations.
rFor example, | - |
IF (BaxB~4*A%C) 6, é, 9
is converted to X=B*B~4*A%C
IF (X) 6, 8, 9
With added circuitry it is possible to start processing
| all the branching instructions €, 8, 9 simultaniously, with the
final result determined by the outcome of X, However, since most
IF statements have only simple expression as arxrgument, the con-
current operations of branching instructions on one IF statement
glone does not cause considerable speedup. More sophiscated
algorithms can be used to detect a block of statements with high
occurrence rate of IF statements and converts the IF statementé
into a binary decision tree which is then processed by a decision
pro¢essor. More assignment statements associated with the IF
~ Statements are also collected and processed simultaneously., Details

.on this subject are discussed by Davlis [9];

IV. Preprocessing of DO Statements.
The principle in treating DO loops is té separate the lobps

intoe seVe;al'completely independent DO loops and process them
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simultaneously. In order to do this, precedence relations among

the statements in the 1609 are examined. But, in addition to the

ways encountered in the treatment of a BAS, since datahcan be used
first and updated next and then again used in the nex£ iteration,
input variables have to compare with outputs of not only state-
ments before it but also after it. |

1), Compare I(S;) with O(S3), where i<j. If a match in variables
with same index is found, then place an aré from node i to

. node is |

| Also compare I(Sj) with O(Sk), wﬁere k¥>j. If a match in
variables is found whose index is higher in Sy, there.is an’
arc from néde k to node j. '

2). If some subgraphs are completely disconnected at éhe complet-
ion of the graph, each subgraph becomes a new DO loop, and
they are all parallel processable. oo : i

Before looking into each new-DO loop, wé first define two terms.

Def.: A DO statement is called recursive if.it has the form

Xizf( Xjo1r sos ¢ Xi-ms 23) where m is any positive integer

and a.

i some vector of paramcters. Otherwise the DO state=

‘ment is non-récursive and called of array type.
We now continue-tﬁe steps.
3). Within gach new loop:

i), If statements are of array type, one statément can be -
generated for each index'value, resulting in many parallel
‘statements. For example, | |

Do 1 I=1, 3, 1

1 A(I};A(I+l)+c(i)*D(I)
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., becomes A(1)=A(2)+C(1)xD (1)
A(2)=A(3)+C(2)+D(2)
A(3)=A(4)+C(3) D (3) o
Three PE's (or groups of PE's) ¢an work on A(l), A(2), and A(3)
sepa:ately and simultaneously.
The assignment and scheduling then are same as in the case of a
BAS. ' _ |
'ii),_If statements are of recursive type, backward substitution
is used to generate statements which alloW simultaneous
operations. For example, |
Do 1 I=1,5
.1 A(I)=A(I-1)+B(I)
A(l)=a(0)+B (1)
A(2)=B(1)+B(2)+A (o)

A(5)=A(0)+B (1)+B (2)+B(3)+B(4)+B(5).
which may be computed in only 3 addition times instead éf 5, with
3 participating PE's, | |
| It is also to be noted that in thls case, A(l) through A(4).
.are actually inecluded in A(S) Hence it suffices to parse only
the RHS of A(5) and in the process appreprlate 1ntermedlate results

are obLalned for A(l) through aAlld) .,



In

-
6

A ! B W N e

the

!

4

DO 6 I=1, 3, 1
T(I)=G(I)+M

G(I)=T(I)+D(I)

E(I)=F(I~1)+B(I)
F(I)=T(I)+G(I) |
H(I)=A(I-1)+H(I-1)

A(I)=C(I)+N

accompanying graph, we observe:

2
4
4
3
5

because of T(I) in
.because of G(I) in
because of E(I) in
because of F(I) in

because of A{I) in

_bath,
both.
both.
4 and F(I-1) in 3 . .

6 and A(I~1) in & .

And since there are 2 completely disconnected subgraphs, 2 new

DO loops are created:

Do 4 I=1, 3,1

T(I)=G(I)+M

. G(I)=T(I)+D (I}

E(I)=F (I-1)+B(I)

'F(I)=E(Ij+G(I)

‘DO 6 I=1, 3, 1
5 H(I)=A(I-1)+H (I-1)

6 A(T)=C(I)+N

SR | e
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" We further decompose each new DO loop as follows:
For first subgraph: . (commenf)
po 1 I=1l, 3, 1
1 T(I)=C(I)+M | generate 3 array equations T(l),T(Z);T(B)
b0 211, 3,1 ; | o
2 G(I)=T{(I)+D(I) | generate 3 arraj equations G(1),G{2),G(3)
DO 4 1=1, 3, 1 - _ |
3 - E(I)=F(I-1)+B(I) ' generate 3 recgfsive equations'E(l),E(Z),E(BZé

4 F(I)=E(I)+G(I) generate 3 recursive équations F(1),F(2),F (3

By back-substitution, the recursive equations.for E and P are
 E(1)=F(0)+B(1)
E(2)=F{0)+B(1)+B(2)
E(3)=F(0)+B(1)+B(2)+B(3) |
F(1)=F (0)+B (1) +G (1) | | | S
F(2)=F(0)+B(l)+G(1)+ﬁ(2)+G(2) - . .
F(3)=F (0)+B(1)+G(1)+B(2)+B(3)+C(2)+G(3)

Parsing on F(3) produces all the answers for above 6 equations:

F(0) B(1) G(1) B(2) G(2) B(3) 6(3).

. :
E(Ei +<:;\\ +/(
oy 4+ '

Tt — ' +
F(2) "F(3)  E(3)

T s T ettt M L s AR



. | _ - 125)

- For the second iocop, 3 array equations and 3 recursive
equations are generated ju similar ways for statements 6 and 5,
respectively. We also observe that all three array equations of

S¢ can be executed simultaneously and before Sg.

V1. Conélusions . o

- Some compilation and scheduling aspecﬁs of computation-
oriented statements for #arallel processing have been discussed.
The treatmenfs have been confined to rathér general cases, so
that the results are applicable to most parallel processing
systems. Although other theoretically superior algorithms or
techniques are available, it is felt that their real-time
applications are not so readily justifiable due to thelamount of
software/hardware sophistication, except possibly in some rather

special applications.
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1.0 INTRODUCTION

The purpoese of th;s paper is to preseﬁt a general overview
of an ongeing research program in the area of highly parallel infor-
mation processing system organizatioﬁ and the specific development
and implementation of an advanced experimental computer organizational
concept entitled; "Simultaneous Multiprocesgor QOrganizatiop". abbrevi-
ated "SAMSON". This work is broad in scope, encompassing: '

parallelism and parallel processors,*

completely independent multiple processors or multiple
independent single instruction single data (SISD)
stream processors,

0 concurrent processors or single Instruction multiple
data (SIMD) stream processors,

o task sharing computational processors+ or multiple
instruction multiple data (MIMD) stream processors,

o loosely and strengly-connected multiprocessors or multlple
instructlon single data (MISD) stream processors,

miltiprogrammed multlprocgssors,
real-time multiprocessors,

memory organization(s),

communications and data routing and,
path bullding and superviszory control,

0 O 90 0o O

It is useful to classlfy the requirements and problems
associated with a multiprocessor computer system into two classes,
as suggested by Saltzerl, intrinsic and techrnologiecal. Intrinsic

#* This paper uses the term "processor" rather than computer here, to
distinguish the structure of the computational processing from the
overall computer system which includes input/output, I/0, processing;
peripherals; etc.

+ As distinguished from task sharing with separate processors for .I/0,
computation, ete.
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requirements and problems are inherent in the problem itself wheress
technologlcal requirements and problems are transitory in nature,
being inherent te the technology at & given point in time. The
important intrinsic problems being studied in this research effort are:
| o providing an easy abllity to access, trensform and

share 1nformation within a multiprocessor in a controlled
manner.

e to provide protection of this information; &and

o implement an experimental multiprocessoro SAMSON, with
these features.

. In addition, the techhological Iimitations which impose

bottlenecks within a multiprocessor being Investigated as a part

of this work are:

0 the memory contention problem and,
o the communication problem.

In addition, the SAMSON computer, Figure i, must be a
yiable system providing a basls fer, and & vehicle upon which, research
of advanced multiprocesscor orgenizational and architectural concepts

can evolve; that is;, & research vehicle for multiprocessor computer
system development, capable of supporting a wide range of investigations
"in computer structure$ and computer seience. SAMSON must be capable

of possessing the necessary flexibility and computing capability to
assure 1ts applicability to a wide variely of present and future
computational applicatiens and to assure the system's continuing
evolution and viability.

To meet these goals and to satisfy the widely varying'
natuﬁerof the ceomputational requirements imposed on a simultaneous
multiprocessor, the system demands a general-purpose computer
organization capable of a certain degree of parallgliém,

In this research work a strongly-connected multlprocessor
capable of SISD, SIMD and MIMD stream processing (which are special
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cases of MNISD stream processing) as well as beling capable of MISD
stream processing will be déveloped and an experimental machine
implemented, the SAMSON machine. Particular attention will be given
to memory organizaticn and communications in order to eliminate the
classical memory contention and path building problems peculliar to
multiprocessors. Furthermore, the requirements for multliprogramming
and real-time multiprocessing will be investigated and, if practical,
one or both of these féatures, incorporated into the SAMSON architec~
ture.

1.1 MOTIVATION FOR PARALLELISM AND MULTIPROCESSING

There are several reasons which exist as motivation for
doing research in the area of multiprocessors. Three of the most -
obvious reasons beihg improved reliability, improved maintainability
end ease of expandabilitv. However, these motivations, in and of
themselves, &dare not adequate justification for pursuing this reseédreh,
since duplex systems¥ (which are not here considered as multiprocessors)
offer improved reliability and maintainability while providing an
expansion capabllity through the use of the back-up processor. Thus,
additional motivation must exist to justify pursuing this researchs
this additional motivation is indéed the prime motivation for this
research.

This additional motivation results from the ever increasing
complexity of present day computational requirements, coubled with

# A duplex system usually consists of two identical processors
operating so that, in the event of shut downs due teo maintenance,
checkout, lmprovements, etec., of one processor, the second can
operate without a reduction in capabllity of the system. In
addition, the back-up processor may be utllized to run lower
priority tasks or.as a slave to the primary processor (in whic¢h
case a shut down of elther will reduce system capability).
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the necessity of ever increasing: data processing rates, response
time, and capacity. These réquirements, in specific application

have exceeded and, in general, are gradually exceeding the processing
capability of some of our present generation computer f30111t13302

Furthermore, recognition of the fact that generally much
of a large computing task is repeated execution (on similar or
dissimilar pieces of data) of the same procedure, leads one to the °
observation that utilization of this inherent pafalleliém in a
simultaneous multiprocessor organizatlon might well provide a
dramatic improvement in computlng powergB' e

Consequently; 1t is the ultimate objective of this
research effort te develop & multiprocessor organization capable
of a significant increase in computing_power through computational
parallelism, with increased flexibility, reliability and maintainability,
without exceeding the exlsting limitations of the component technology.

2,0 HISTORICAL BACKGROUND

The concept of parallelism is very broad and includes a
wide variety of notions. Intuitively these notions include: many
devices working together in some way or other on the same task,
devlices working together on different but related tasks, and one

~device performing more than one task at a time. This broad notion

of parallelism is, in part, respon91ble for the wide diversity pos-
sible within the area of parallel processing, i.e., SISD, SIMD, MISD
and MIMD stream processing.

Prior to & discussion of the historical background of
pérallel processors, the concepts of global and local controlu need
be introduced., '

Global cdntrol 1mplieé_the exlstence of one or more
central contro) units, either centrally or decentrally located, having
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common control over & number of processing elements. Local control
implies control of a processlng element by its own control unit
{either locally or remotely located). '

‘ Thes SOLOMON cemputer5 is & classiecal machine concept
consisting of an array of 32 x 32 processing elements, each con-
nected to its four nearest neighbors, under the global control of one
central control uniﬁ. These processing elements have limlted pro-
cessing power; the central contrel unit p?ocesﬁeé a single program

. with each participating processer execufing the same instruction
stream on its own data stream, SIMD stream Pprocessing. Depending
'upon the internal state and mode of egch of these processing elements,
they either participate or do not participate during an 1nstruction
execution. The 1nterna1 state of the processing element is a
function of the data it is processing while the mode of the processing
element is determined by the control unit. The principle means of
control for each processing element is the mode commands. The major
disadvantage of this machine organizatien and of global contrel
structures in general, is its low effliciency when applied to typieal
general-purpose com];iut'ations.6 These computations require sequential
executions consequently, the central control unit utilizes only one
(or relatively few) processing elements while all others stand idle.

The TLLIAC 1V system7’$ alleviates the problem of the
SOLOMON machine to some degree by: replacing the single'global
control unit with four sﬁch-units, by providing I/0 access to each
processing element, and increasing thé power of the processing
‘glements. Each of the four global control units directly governs the
operation of an B x 8 array of processing units. These global contrel
units may funetion independently (64 processors per array) or in
groups of two; three, or four arrays. These prOcessing:elements_are
81l but devoid of local control, mode status and data dependent
conditions being the only exceptions. '
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The BOLLAND machine9 is a distributed contrel machine con-
sisting of an array of modules, each of which possesses some measure
of local control and a limited capability for independent instruction
execution. Within this structure the capability exists (to a limited
extent) to execute independent prbgrams simultaneously. HOLLAND pro-
posed the organization to provide a baslis for theoretical investiga-
tioens, not as 2 practical device. Each module contains & storage
register, operand registers and communication paths to its four
. nearest neighbars,' An instruction stream is stored one instruction
pef module with indicators to denote the predecessor and successor
modules (one of the four neighbors). The instructions are executed
in time sequence following the above predetermined path. The
address of the operand is also stored in the medule. The storage
register can be loaded from an external source during the first
machine cyecle. During the second c¢ycle the active module determines
the operand location and establishes communications between the
- operand and the aceumulation module. In the final phase the instruc-
tion is executed. The proposed attribute of local control structyres
is the high degree of hardware utilization that caﬁ be achleved when
many (small) computations are being executed concurrently; however,
the HOLLAND machine architecture has fallen far short of its goala'
The main problem associated with the local control organization of _
the HOLLAND machine is the spacial structure, of both the array and
of the nelghborhoed communications, which results in serious path
bullding problems. '

Tn addition to the above mentloned array multiprocessors
there have been some noteworthy multiple computer systems which have
been developed. These include the PILOT, LARC and STAR Systems.

lo,consists of three independent proces-

The PILOT system
sors. The basie computer functions are divided, among these three
gifferent processors, upon the basis of the processing task. Each

processer 1s optimized te perform one of the following basic functions:
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arithmetic and logical operations, control and housekeeping opersations,
or input-output operations. The processors are independently programmed
to perfbrm their own tasks. The PILOT is not here considered a multi-
processor.

The LARC System11 is a dual computing system consisting of
two main computers, a totally time shared memory bus (with a maximum
of 39 independent memories), and' an input-output proceésor° Phe
main feature of the LARC system is its memory organization. The
. menmory system comsists of a single time mu%tiplexed memory bus and
includes such features as overlapping (which makes possible the pro-
cessing of several instructions concurrently), priority determination
and interlocking memory r“otection° The LARC is, here consldered, a
limited multiprocessor; the two main computers are capable of operatinﬂ
elther independently or jointly to a limited degree.

The STAR computer12 is a replacement system utilizing a
redundant machine crganlzation having one or more (unpowered) spares,
which are switched on-line to replace units., To detect and replace
these failures, the.system utilizes: error detecting codes, software
diagnostics, seftware recovery procedures, transient fault identifi-
cation (by repetition of program segments), gnd redundant specilzl
purpose processors to monitor, vote and replace subsystems. The
STAR is not here consldered a multiprocessor.

Other than the TLLIAC IV* none of the above are contem-~
porary processors. The only major contemporary processor under
econstruction is the C.mmp {Carnegie Mellon multi—mini-processor) 13,1k
The C.mmp is In its early stages and little can be sald in the way
- of operating features, performance, etec. at this time.

— _ _
ILLTAC IV is still in the construction and debugging phase; only
one of the four quadrants will be constructed.
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3.0 DEFINITIONS

The concepts of parallellism and of multiprocessors are
both very broad in scope. It is the intent of this section to
attempt to def'ine,15 v at least to place some bounds, on these

concepts.
3.1 DEFINITION OF PARALLELISHM

Previously the intuitive notions associated with the term °
parallelism were intrcduced. The concept of parailelism can best
be formally defined by dividing 1t into twe types, applied and
natural parallelism. Applied parallelism is.the,property that
engbles two or more identical operations within a set of computations
to be processed concurrently on the same or dlistinet data bases,
Natural parallelism is the property that ensbles two or more opera-‘
tions within a set of computations to be processed concurrently and
" possibly independently on the same or distinct data bases.

From these definitions it is clear that applied parallelism
is just a special case of natural parallelism. However, the dié;
tinction is made because of the important impact it has on com-
puter organizations. Applied parallelism is efficiently handled by
global eontrol techniques since it provides common control for
jidentical operations. Natural parallelism is efficiently handled by
local control technigues since it provides independent processing for
différent operations. Figure 2 illustrates how the expression

A/X + B/X + CY = Z
is computed with and without the use of applied and natural parallel-
tsm, : '

The SOLOMON machine dlscussed above is based upon the
principles of applied parallelism while the Holland machine is based
upon the principles of natural parallelism.
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Compuiation of the Expression A/X + B/X + CY = %

(b) utilizing applied parallelism,
{(¢) utilizing natural parallelism, and (d) utilizing
applied and natural parallelism.

T

NATURAL
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3.2 DEFINITION OF MULTIPROCESSOR

Much controversy eiists in regard to the definitions of

.~ multiple computer gystems. Frequently, the terms multiple computer,

. multiple processors, parallel processors, multicomputer and multi-

processor are used interchangeably; in this work a distinction is made
and their broed definitions presented.

MULTIPLE COMPUTERS, MULTIPLE rROCESSO0RS or PABALLEL
PROCESSORS as defined in this work are general terms which are used
interchangeably and apply to any system contalning two or more, not
necessarily identical diglital computers. Thése digital computers,
'may be elementary processing units or full scale digital computers;
they may be conventienal or uaconventional, general purpose or
special purpose, and they may @perate jointly or independently of .
one another.

MULTICOMPUTERS as defined here 1s a group of two or more,
noet necegsarily ldentical, digital computers interconnected via
their inmput-output system (i.e. obtaining intercomputer communica-
tion by considering other computer(s) as peripheral devices). These
digital computers may be élementary processing units or full scale
digital computers; they may be conventional or unconventional, and
they may be general purpose or special purpose.

MULTIPROCESSORS as defined here is a group of two or
more, not necessarlly identical, digital computers interconnected on
an integrated basis {to effect intercomputer communications) capable
of operating concurrently on the same or simllar phases of a pro-
cessing task. Similarly, these digital computers may be elementary
processors or full scale digital computers, conventional or uncon-
véhtional, and/or general purpoese or special purpose. (The re-
quirement of operating on similar phases of the processing task
simultaneously éliminates the class of multicomputers having inde-
péndent processors for arithmetic functions, control functions, and
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I1/0 functions from belng here considered as multiprocessorsl)

Bauer"316 definition of & multiprocessor (which he referred
to as a multi-computer system) required that it satisfy the following
four criteria:

i, There are two or more separate arithmetic control

units capable of operating simultameously and with

special hardware facillty for operating two or more
programs simultaneously.

2. There are two or more indepently operating primary
reéndom access memories.

3. Communications among majer elements of the system is
of the memory-to~memory type at memory access speeds.

k. All major components of the system &re in use during
normal operations.®

In this work Bauer's criteria for defining a multiprocessor
ere amended as follows: Criterien 2, 1s intended to 1mb1y that two
or more guantitles can be accessed simultaneously; however, Bauer
used this criterion to eliminate from contention systems having one
large random &ccess memory., Systems having one sﬁoh large random
aceess memory, capable of belng accessed by more than one processer
simultaneously (i.e. by interleaving), as well as, systems having-
multiport memories should not be; and are not here, elimated from
being classifled multiprocessors. Therefore, criterion 2 should
read: Two or more independent quantities can be accesséd simulta-
neously. '

Criterion 3 does not apply to systems which provide for
access to a common memory. Furthermore, register to register type
communications should be respected as a possible means of Aintermachine
'eemmunications, In fact,; since minimum eommunication fime is fre-
quently a major multiprecessor goal, register to register communica-
tions is an extremely deslrable feature and indeed should be a sought
after objective in a multiprocessor architecture. |
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The frequency of use of all or most of the major components
of the system should be sufficlently high to jJjustify a multiprocessor.
{(Unfortunately, whether or not criterion 4 is satisfied, assuming a
reasonable architecture, is largely a function of the programmer‘é
ability and ingenuity, his familiarity with the system, and the
nature of the programs for which the system is utilized.) Alternatively,'
the extent to which a multiprocessor utilizes its hardware effleciently
could be considered secondary to the speed advantage hoped to be
gained by a multiprécessor organization.

4.0 SAMSON CONFIGURATION

_ Througheut the deveiopment of such an experimental
multiprocessor, evaluations of various desgign alternatives and a
,determination of the effects of various parameters on total system‘
performance will be studied. Through this effort we will be advancing
our knowledge of the type of archltectural and programming techniques
required of future generation parallel processors to achleve increased
effectiveness, performance and computational capabilities.®

No one machine organization can handle widely divergent
tasks with equal capability. However, the multiprocessor should be
capable of handling & broad range of tasks more efflclently, at
least time wise, than a uniprocessor. These tasks should not be so0
broad that the efficiency of amy particular task be seriously
impaired. In the worst case a meltiprocessor should be no worse

# No specific programming development is intended as & part of this
research; however; insight will be gained regarding Programming
techniques durinhg architectural development.
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than a general purpose uniprocessor.

Hardware utilization effilciency must be secondary to
computing power if system versatility is sought, If the tasks to
be handled are highly restricted and well defined in advance, then
speclal purpose hardware can be utilized to optimize the processing
tasks, However, use of such special purpose machines, on tasks not
originally inecluded in the limited set of tasks considered, would
be highly restrictive and inefficlent.

Consequently, if versatility is a goal, a general-purpose
architecture is called for and the related-inefficiencies assoclated
with particular tasks must be accepted. A4 genéral purpose archi-
tecture tends to increase total execution time; thls is equally
true of uniprocessors and multiprocessors.

41 OPERATIONAL FEATURES

The operational features of the SAMSON machine must -
include the faclility for data manipulation and computation as .well
as the capability of controlling the sequencing of instructions.

SAMSON will include all of the conventlonal facilities
for (local) instruction execution and it will provide global
instructien features. 1In addition, SAMSON will possess a high
degree of concurrency'in that simultaneous operation of several
processors Jjointly on one task or separately on different tasks
will be possible. ' ' '

The basic processor (central processor) elements of the
SAMSON computer are 16 bit general purpose mieroprogramned Processors
having multiple general purpose reglsters operating on 16 bit data
words., Their instructlon repertoire will include special multiprocessor
instructions (glebal instructlonb), such as FOBK, JOIN, etc.
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The major characteristics of the SAMSON processor

elements ares

o Type
==general purpose, diglital, binary
-~full paralYel organization
-=microprogrammable
o Arithmetic
~-binary, fixed point
-=16 bit data word
~--negative numbers in 2's complement form
«=add time: 1 # sec (register-to register)
2 1 sec {memory to register)
--multiply time: 21 K sec (Average, reglster to register)
--divide time: 27.5 1 sec (Average, register to register)
¢ Memory.
=-=DRO core
==1 i seée ecycle time
--cach memory is expandable to 32K words in 4K or 8K
inecréments
o Addressing Modes
-=direct addressing to 512 words of memory
--indexed addressing (executlion time unaffected)
~-multilevel indirect addressing
o Input/Output
-Qprcgram intérrupts expandable
-=power fail and power-restore interrupts can be
provided '
-~1/0 communicates with CPU and memory by means of
separate common data and address bus; I/O devices
_ can be added as required
--gtandard peripherals - teletype and/er CRT display
and paper tape reader .
time based on a memory cycle time of 1 # sec.

Execution
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o Logilc
--1mplemented'with LSI and MSI arrays of TZL
h.2 MEMORY ORGANIZATION

Multimemory accessabllity is required at the processor
level in a multiprocessor sinee, in general, it is 1mposslble'to
operate solely out of one memory unless swapping procedures, anti-
cipative procedures, or mapping techniques are utilized. Although
these features are desirable in a uniprocessor memory hierarchy to
obtain an economical configuration, thelr usefulness as the'primary
memory for a multiprocéssor is questionable. Nevertheless, these
technigues could be utilized to supplement the primary memory,
SAMSON'S present memery erganization will not include these features;
~however, provisions can be provided for thelr addition at a later
date,  should the research in this area so indicate.

A modular memory organlzation consisting of several
small singleport memories, rather than one large common multisasccess
or multiport memory, will be utilized in the present SAMSON
archiftecture. It should be noted that this was one of Bauer's
eriteria for a multiprocessor and although exception was taken pre-
viously, the exception was based ﬁpon thls eriterla being a necessary
condition (and not on it being a desirable condition). Each memory
module will be aecessible by all processing elements. This scheme
provides for parallel transfer of individual words or entire memory
modules using present day éwitching technologys thus'prbviding'the
capability of transferring large gquantities of information at full
memory rates. This multi-memery organizatlion allows pregrams and
data to be shared by several processing elements on a high speed
basis while providing a means of insuring privacy of data. When
independently bperating, the processors which comprise the SAMSON
computer system wlll be able to communicate via memory to memory
‘transfers under program control. Memory transfers will‘be on a
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request basis, thus avolilding catastrophlic memory destruction. Careful
consideration must be given with regard to providing a means of insuring
privacy and protection of data without unduly limiting the capability

of sharing. }

It is intended that at any given time eéach processor can
have access to several memories, but only those assigned to it.
Furthermore, any processor (Lf assigned) can have accesaibility to
all memory modules (memory stacking) which would be in excess of its
inherent addressing capability; thus providing an expanded high

speed memory capaclty.

In a2 multiprocessor, it may well be desirable to be able
to write identlcél, duplicate coples of data and/or instructions
into several memories without any additional expenditure of time.
This feature is presently being considered for the SAMSON machine.
" Research in this area is required. .

The above memory organization enables the total computing
power of SAMSON to be applied to those tasks requirlng the full
computing power of the machine.

8.3 COMMUNICATIONS STRUCTURE

The communication reguirements of a multliprecessor can
be divided into two classes of communications: intermachine
communications and input/output (I/0) communications. In either
'evenb the time investment made in establishing the connection should
be minimal, or alternatively the connection should be retained for
8 relatively long perlod of time in order to justify the time
expenditure in establishing the communication link. Fufthermore,
the data rate should be sufficiently high to satlsfy system
operating reaqulrements.

'Three basic communications technigues exist where by the
major system components and peripherals can be interconnected, namely,
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pace-division, time-dlvision and frequency dlvislona

The space-division techniques, including completely
dedicated communications as well as multilevel switching techniques
(crossbar switching), are conceptually the simplest., However, an
excessive amount of hardware is required and/or operationasl diffi-
culties such as path building, conflicting communications requirements,
and extended peripdé of time-required to establish connections may
oceurs.

Time-division or time multiplexing techniques are a
viable alternative approach. Here qu=ulng and priority schemes
care utllized to insure that one and only one device pair can have
access to the data bus during any one time slot. With this
technique time slots.can be elther preassigned or a dynamie alloca-
tion procedure utilized. The drawback of this technigque is the
possiblility of one device palr (with proper priority) completely
tying up the communication link.

A frequency-division (frequency-multiplexing) scheme
gppears to offer the greatest flexibility and potential. The major
drawbacks to this approach are: carrier frequencies 1n the range
of 100°'s of megahertz are required (to meet the processors data
ratel7 requirements) and furthermore, the necessary hardware for
modulators and demodulators (which are not standard computer
components) needed for transmitting large amounts of 1nformation
would be excessive. ‘ S
k3.1 INTERMACHINE COMMUNICATIONS

| SAMSON'S intermachiﬁe commuﬁications, as presently viewed,
will be a comblnation of both time multiplexing and spacial communi-

cation techniques. It 1is felt that this approach is the most amenable
to present state of the art computer technigues.
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Memory communications will use both of these techniques,
in that each memory will be assigned a dedlcated communication path
to its assoclated processor as well as a connectlion to the common
intermachine memory communication network. ' ‘

Intermachine register to register communications is also
being considered for SAMSON. However, no decision has been made
whether such communications will be included in- the present SAMSON
architecture.

b.3.2 INPUT/OULPUT FACILITIES

The purpose of an input-output (I/0) system is to
efficiently, reliably, and in an orderly fashion transfer the
maximum amount of information in a minimal amount of time and with
minimal interference to other subsystems. The I/0 philosophy should
provide a general purpose'interface with all the necessary control
" and communications paths to allow data transfers between the various
peripheral devicés and the maln processing system.

1/0 communication requlremenﬁs differ from intermachine
communication requirements since the peripherél devices have widely
varylng characterlstics, because of the multiplicity of the peripheral
devices, and the unrestrieted physical length over which the
communication may take place. An additional fundamental difference
in the type of communications results from the assignment of
peripherals. Whereas memories are assigned to computers under program
control {(either by request or otherwise) I/0O peripherals belong to a
common pool of devices whiéh, although available to all, are only
"loaned" to a particular processor. The peripheral remalns on loan
to the assignhed processor until the request is fulfllled or in some
instances untll an interrupt oceurs from.a higher priority source.

‘Reasoning as above, SAMSON's I/O communication philosopby
will be based upon & time multiplexed system. (Fixed time slots will
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not be utilized here due to the pseudo random nature of the required
interconnections). Furthermore, the I/0 system will be a request-
response system, thus allowing maximum transmission rates over
various physically different length paths. :

Ini addition, the SAMSON I/0 facility includes both
internally and externally controlled data transfers.

. 5.0 ) RESEARCH STATUS

It is the objective of this work to physically implement
the SAMSON machline, as described herein, wlth appropriate modifications
reflecting the results of the ensuing research.

The SAHSON machine will be a useful tool for performinp
precise mathematical operations across a broad spectrum of appli-
cations while providing a multiprocessor both sultable for, and
with the necessary capebllities to enable research in such areas
as3 ' '

o] Nultiﬁrocessor architecture (few multiprocessors

have been constructed; thus each represents a major
research milestone)!l

o The processor-memory interconnection
The memory contention problems

Tie communication and control of a multipfdcesSOr
memory

The communication structure of multiprbceésors

The instruction reperteolre mandated by & multiprocessor
Applied end natural parallelism

Global and local control

The hardware oper&ting system

The effect of a multiple accumulator and/or multiple
index registnr structure

o ©

O 0 6 ¢ o O
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o Interrupt handling, DMA operatisu, cycle stealing and
priority assignments

¢ The effect of a hierarchical memory organization on a
multiprocessor

o0 The effects of overlapping, prefetching instructions
end operands, multiple instruction deceding and :
conditional branching

Data flow efficiency and input/output flexibility

Diagnostic procedures,; reconfiguration end degraded
oreration

o The optimum sequencing probtlem
o Software application versatili%y, decomposition of
computations and overall executive efficlency
. It is beyond the scope of any one research effort to
study all or even most of the above mentioned subject matter.
Some of these topies will be covered as part of this research in

~ the development of the SAMSON machine; i.e., multiprocessor arechi-

tecture, processor-memory interconnection, memory-contention,
memory communication and control, communications, instructlen
repertolire, parallelism, and global and local contreol. It is felt
that the subjects covered by this werk,; the additional subjeét
matters listed above, as well as asny additional toplcs uncovered
as a result of this and other research efforts will be continued
in future research activity. It is felt that SAMSOK will be an
invaluable aig to futufe research efforts in the area of multiprocessors
since research in thlis area has a strong experimental and .empirical
component requiring research, design and construction of many
systems.

The SAMSON machine is in the initisl research stage of

development smd will consist of four (4) uniprocessors capable of
concurrent processing (as a sﬁrongly—cenﬁected maltiprocessor).
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The.first SAMSON processor element is presently being
debugged. Similarly, the SAMSON test set is also in the debugging
stage. One plece of support test equipment has been completed and
is being used to assist debugging of the SANSON processor element.

e o e

AP St
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III, Digital Computer Simulation and Automatic Fault Detégtiqg for Space

Shuttle Electric Power Distribution System

by F.E, Thau and C. B. Park

One aspect of our analysis of the Space Shuttle power distribution
éy-s_tem has been cor;c-erned with the development of ‘a ﬂe;:i-ble digital
compu‘te;- ?rogram, eémprisi\ng a fixed main routine and a number of
user-supplied subroutines, which simulates the dynamic performance '
of the distribution system given a specification of a sequence of mission
modes and the load distribution in each of these modes, | The program,
previously delivered to NASA, has been tested successfully on a network
of about the size of one third of the proposed power distribution system, '
This program can be applied for the evaluation of competing proposed
modifications in the elec-tﬁc_- distribution system structure or in the ratings
of ele.nents of the distribution system. A description of the program is '

contained in section IIL.1 .

A second aspect of our analysis has been the development of tech=
niques for automatic féult detection for application in future space shuttle
designs, Two approaches have been taken: a reduced, search procedure
was defre‘loped to use a limited number of physical measurements together
with a listing of nominal conditions to automatically specify which loads or
‘eables are ‘fa-uit-ed. This approach is outlined in section III, 2,a. The second
approach uses a dynamic model of the distribution system in the design of a
sampled - data observer or filter ﬁhqse inputs are the aVai'l-é;ane measurements
of voltage and current and whose outputs are the state of the power dis-tri;bu‘tim-; |

system. This approach is outlined in section III. 2. b,
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Jx,

A number of problems remain to be studied in erder to a]:;_ply automatic
fault detection for future space shuttl_e-power distribution systems, First,
the automatic fault d‘;eéect-ion schemes outlined above should be teé.f:ed
on networks of full size to determine the computational requirements
that each technique would impose on the on-board computers. Second, .
automatic fault correction or reeonfigu-fation techniques should be developed

to fully implement an automatic fault detection and correction sub-system.
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1. 1 SIMULATION PROGRAM DESCRIPTION FOR.
 SPACE-SHUTTLE ELECTRIC POWER DISTRIBUTION SYST

'SEPDIS PROGRAM

A configuration of the elec_:t-ric power distribution system of the space shuttle
is assumed. A sequence of distribution modes of the power system associated with

relay states is also given in real time. The operation of the power system folldws

f

the schedule specified by the mode sequence. Section I gives the analytic basis for
- the simulation program. Section II describes the program in détail and Section III
.¢contains an application example. '
‘A, Simulation Program Background
Assumptions ' ' ) ‘
Assume that the electric power distribution of the shuttle spaceship (EPDS})

is represented by a schematic diagram in Fig. 1. |

' O A

P Ieo buii g

v ‘I' —— U

‘ Taj
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In Fig. 1 the non-linear function of I, £(I) depends on the nature of the V-I character-
istics of the given Fuel Cell (D.C. source). Assume that all the elements of the
power system can be approximated as linear, lumped, and are given as circuit
elements for a given mode, i.e'. g
1) Dynamié of each load is described by a linear differential eq or by a circuit
description |
2) For simplicity each relay is simulated by a Resistor R
R=0.010 \vixen closed '
R =10% & when open
with a delay time given.

ii) Determination of System ifferential Equation

Oné‘ can deseribe the dynamie of the given power system under the assumptions made by

- - ' h
O] [Ay | Ap| Z Gy
———l ] - : — Y B —— -‘i
EG| |An ) An 9§ |G
- - - )
4 b r
u = 1 ) £ (I2) ) I!_ ‘ . -
L=l v-|tm| , 1 = |35
1 £ 1) - I
1= ¢ [z
I
4
Where
_f 3
}_1_"-" Uy .
-y Uy, Uy, Ug, input variables
q= ’ state variables of the system
Insv | -
~ &
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1= 15 output variables of the system

Z, auxiliary variables which connect some states, input and output
K variables

I
n

L]

' ZNAUXJ

A determination of the submatrices Ay, Ag Agys Aggy E, Gy, Gz'depends" on how to choose
i:i:e auxiliary variables and state variables as physic':a_]. elements. _

| From the standpoint of computer analysis of the complex circuit Ref. 1 the state
variables are taken to be all the inductive currents -and all the capacitive voltages. -
Moreover, let the aﬁxiliary variables be all the node voltages and all the branch currents

_e:f;:cept for those node voltages and branch currents cerresponding to state variables, i;e. N

Y
L= p~—-
B
r L r 3
| v, by
Where N1 L .
- Yy T B .
- o,
VNN‘Node_ ' -Ier

Vi indicat.es the i-th node vdltage i=1,2,..., NNede)

Ibi. indicates the i~th branch current (i =1,2,..., Ibr)

Rewriting (1) in terms of .physica.l variables y -0 Ib, g.'gi-ves

N
'y ' ' } ( ‘ ] s
o Fiuy Fro ) Fis || ¥y By
o | = fmy! Fp O J|Ib | + 1B | 4
—— - -"l -_— ""‘I — - e =
Eq Fyl O ,An |l a 0
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and |' | ‘ _
1 =[0G, |G (2).

=
b
Ef,-
Where the submatrices Fyy, Fyys Fys, By are determined by applying KCL law at each
node. Therefore, the NNode x NNodé matrix Fy;, NNode x3 matrix Bl are null and all the
elements of the matrices Fy,, Fy3 are 1 if entering into the node, -1 if flowing out of the
node, otherwise zero. And the submatrices Fyq, Fgp, Fgqs Ags By, and E are deter-
 mined so that all the branch elements, resistors, inductances; capacitances and inde-~

pendent sources are defined.
iii) Formulatmn of Normal Form of State quatmn

" To formulate the normal form of the state equatioit from the system differentlal equa-
tions (2), one has to eliminate the auxiliary variables in eq(). For the elimination of

{he auxiliary variables a gauss-elimination method has been used, i.e., from (2) one

- can have | -1
v o ! Fy, Fy3 0 ,
__IS = - ..._..: — — g_+ -1 tu \3)
b Fatt Fyp 0 By

Where the indieated inversion of the matrix is as-sum_ed to exist.

— From (2), (3) one can obtain staf-e equation
a ot -
By = - [F:u ; O]Fr)m'ﬁzf | {%1} q+ [3%-] u
+ Ay ‘
Therefore, the normal form of state equatifn is
q = 2 = {Fﬁ: 0] [ ﬁ{] -113-. q+El [F f 0]'
- a7 | Fy 1Py o |i= S

oizfe]l, ’
'sz.ng 1 B _
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and . . oy o! c Fu ) e [FJB . Q2
= - | ] . 14
= 1 [ Y | Fa | Fa o}l By =
iv) .Sp_lutin_n of Non-Linear Differential Equation
The dynamic of the EPDS can be described by a set of non-linear differential egs,
[} .
g4 = Aag ¢
A £ : .
u = V' £ (@) : (5)
v £(I5) .

where all the elements of A, B are given.

A'Solution‘of the above non-linear differential equation becomes very much unrealistic
* when some of eigenvalues of A are very large. When some relays are open that may gwe
this case since the relay is slmulated by a resistor whose value is 0. 01 if closed, 10 &2
if it is open. To integrate the system with some eigenvalues large, one has to take a very
small integration step size which may take prohibitive large integration time. One may
overcome such a difficulty by finding steady state solution of some state variables corres-
ponding to very large eigenvalues as a problem of singular perturbation.

v

B Computer Program of Simulation of EPDS

Computer program of simulation of EPDS consists of four main steps, i.e.,

(1) Read data acceording te the specification of a circuit's branches and their con-
nection and formulate a set of system differential equations. Read data for
mode sequance associated relay states. '

(2) Reduce the system differential equations to the state normal form.

(3) Solve non-linear differential ed. ‘

~ (4) Check all the relay states according to a mode seqguence and modify system
differential equation. ’ | |

. To see these steps refer to flow chart. .
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As shown in the accompanying flow chart, the SEPDIS program consists of six major
subroutines, DATIN, RELAY, PLINS, _FU-EL, ALOUT, RINPG.

SUBroutine DATIN (KECT, VALUIL, NR, NL, NC, NV, NI, M, NCV, NCI, NEQN,
NVAR, NOU, NN, N7, NAUX, NK, K11, NOj

DATIN reads all the circuit elzments, resistors, inductors, voltage sources associated
with two nodes and store them in KECT and in VALUI (corresponding numerieal value of

element), i.e.;

Outputs: KECT, VALUI

NR: npumber of resistive elements

NL: " " inductive "

NC: " " capacitive "

NV: v independent voltage sources

NI: *voon independent current sources
M .o mutual inductances

NCV: voor capacitance voltages

NCI: "o capacitance currents

NAUX: " " auxiliary variables

NVAR: " " the order of system
NE@N;" " " NAUX + NVAR
NOU: "o number of outputs
NINP: v number of inputs

NN, KZ, NK, K11, NO are working variables

SUBroutine Relay (NRLAY, R, IRY, NR, T, TSEQ, NMODE, IJK, KECT, VALUL VN)

Imputs: NRLAY, R, IRY, NR, T, TSEQ, NMODE (R,EAD)_, IJK (Main),
VN (see note) '

Outputs: KECT, VALUI
Note
Note that a diode can be modeled by a relay associated with two adjacent node voltages.

However, in this subroutine simulation of diode has been neglected at the present program.

SUBroutine PLINS (A, B, KECT, VALUI, NR, NL, NC, NV, NI, M, NCI, F21, NK, Ki1,
NCV, NEQN, NINp, NVAR, NOV, NN, NSVR, NO, NZ, NAUX, GI, NRPT)

Inputs: KECT (DATIN), VALUI (DATIN), NR, NL, NC, NV, NI, M, NCI,
NK, K11, NCV, NEQN, NINP, NVAR, NOV, NN, NO, NZ, NAUX,
(all from DATIN), NPRIN READ)

A: System matrix F21 = | Ay, A-m] s Gy
Bz Input " : (See eq.1)
(see eq.5)’
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NSVR: number of state variables

SUBroutine Fuel (YIN, X, NDeg, NVAR)

Input: X (from read initially and from integration subroutine RINPC)
NDeg (read), NVAR (DATIN) :

Output:. ‘
YIN =|32 - (1) (see fig. 1)
. : £(1,) | ‘
£(I;)

~ where the non-linearality must be programmed in the subroutine fuel.

SUBroutine ATout (szz_, YIN, X, PN, VN, NSV, ITK, T, Numbr, NDeg, NLoad, NNode,
NAUX, BRC, W, Gi, NINP)

Input: F21 (PLINS), YIN (Fuel), X (RINPC), NSV (NSVR), IJK, T, Numbr
(Main), NDeg, NLoad, NNode, NAUX (liead), G1 (PLINS), NINP (DATIN)

Output: VN, PN
VN (° ): all the node volfages, branch currents

PN (¢): instantaneous powers at all the loads. At the present time, PN (o}
has not been programmed

'S_U_‘]-?g-"outine RINPC X, DX, T, Step, ISW, Rmax, Emax, NDeg, NLoad, [JK, YIN, A, B,
NSV, Nunmbr) ' ]

Subroutine RINPC is fellowed by subroutine DERIV (DX, X, YIN, A, B, NDeg, NSV);
In the Subroutine Deriv Input-Output specxﬁcatmn is as follows: )

Impui: X RINPC and initially read). YIN (Fuel), A, B (PLINS), NDeg (MRead),
NSV (=NVAR)

Output: DX deseribing the given dynamie structure of the system, i.e.,
DX=AX+BU
The arguments of the subroutine RINPC is as follows:

Input: DX (Deriv), Step (Read), Rmax (=TSEQ (NNede) , NDeg (Read), NLoad
(Read), YIN (Fuel), A, B (PLINS), ISW_, IJK, Numbr (working variables)

Output: X
An integration routine in RINPC is based on the fourth order R-K method.

Restrictions on the Present Program

1." The dynamic system is assumed to be at rest in.i'l‘in.“y
2. Only eircuits having 60 system variables (= number of auxiliary variables + number

of state variables). 10 state variables, 3 inputs, are allowed.
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Input to Program

- The present program accepts circuits having up to 60 system variables (= number .
of state variables + number of auxiliary variables), 10 state variables, 3 inputs, no
restrictions on output variables.

(1) Dzia-input to the Program
Block 1 '

i) The first card provides the number of relays, the number of modes, the number of

loads; the number of nodes and should be punched in the format
' 18, 13, 13, 18
ii) ‘The second card gives an initial integration step, initial time, and frequency of print
out in the following format ' _
E15.5, BE15.5, IS
Bloeiz .2
i) The first set of chs in Block 2 provides the mode sequence in real time and is punched

in the format 4FE15.5

ii) The second set of cafds gives the locations of.relays in terms of node label, i.e.,
IRY (I, J), J=1, 2 will identify the I-th relay by two nodes. The format is,
. 213

iii) The third set of data cards in Bloek 2 provides all the relay stafes, i.e., R(I,J
indicates the i-th relay state between the j-th mode and the (j#1)th mode. The third set
of d'ﬁta cards should be punched in the format

'  4E15.5
Block 3
Block 3 defines all the branches of the circuit to be analyzed.' For each branch a single

card should be punched , )
EL (I,J) = +A

in the format . '
: 1A1, 1%, 13, 1X, I3, 2X, E16.5

The integer i and j are the initial and terminal node labels of the branch, respectively,
and EL defines the kind of branch

'EL=R if branch element is resistor

EL=Cc " " " " capacitor
. EL=L" " " " inductor
EL=v" " " " yoltage source

EL=r " " " " current source
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The number A, the numerical value of the branch element EL, the number A may be
any real number if EL=V. The last four cards in Block 3 should punch  in the first
column for each card.

GCExample 1.  Example of Input Data Format

Consider a following two loads problem with one input as a test problem.

|
e
1

Assume that the system is rest initially. Analyze the transient response of the system

I

- 5(1)-5—“ >

2
3
5

from 0 to 1 seéond. when the relay between the node 1 and 2 if.:‘. open at time 0.5 sec.
f) = Exp. ( -0.01%I )

Input Data

Block 1

i) The firfst card 3 3 2 6 (in the format 4I3)

i) The second card 0.01 0. 10 (in the format 2_E15,.5-, I5)

Block 2 |

1) The first card 0. 0.5 1. (4E15.5)

if) The second card 1 2 @8)
The third card 2 3 (213)

il The fourthecard 1 1 1 (4E15.5)
The fifthcard 1 1 (4E15.5)

4

1
The sixth cardl @ 0 (4El5,5)
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MobE DESCRIPTION |

MoDE 4 (0 <t<05)

'R.hz " R‘)8 ! Rl‘b‘;" RI‘_S", .{'6)' R‘llé) Rl)’?; Rl;‘g-) Rb‘?‘{
Riis - ave c{oseqf |

Re3 5 Rty Rui4 are  opem

_ R:.;z , R)%?) RZ,_,# ) Rui4 /RI%.IS?, -Rl-é',/é ) Rl,!?} EISLM
Kuis J".Rb‘@ s+ Ri,19 {Rf'-w’--f are Closed

Rusy Ry are  opeq

MoDE 3 (t =)
'.ST?P - OPeRATION

- Fiwb  ALL THE Bramen CURRENTS., NoDE
VOLTAGES. | |
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Example~2 State Equations For Each Mode

. - ¥y (P

MoDs 4 ‘ - MoDEZ2
VOLTAGE SOURCE O 1 VOLTAGE SOURGCE .~ 0 1
B WATRIX = IDENFITY MATRIX , E MATRIX = IDENTITY MATRIX
A MATRIX . K MATRIX ;
I J ACIed) {NON=ZERQ) i o AlTlgd} ~ {NON=ZERO)
i 1 =1.,00200E 21 1 i =1, 00000E D8
1 __ 2 _ -1,00002E-22 1 2 =9,99999E~23
21 -l.32)23E-)2 2 LT 94999996533
2 2 -1.20200€ 01 2 2 =1.J3900E )8
2 3 ~1,38778E-09 3 3 =9,03182E J1
2 4 -1,38778E-29 4 . & =B.33334E I7
2 5 4,65561E~1) 5 5 =2, 2016566 J1
2 6 9.31322E~10 5 6 “5e55566E~)3
2 7 ~1.39598E=29 5 T .. =3.33334E-23
3 7 3 -9,09092E 07 6 5 ~5,665657E=03
4 A ~B,33334E 37 6 b =4, 400 TE Il
5 5 _ =2.20062E 31 6 7 ~3+33335E-03
5 6 ~2,50002E-23 7 5 ~%.15657E~J3
5 b 4 =1 259015-33 7 6 3 -4.i566?E—33_ o
6 5 —2.50001E-23 , T 7 =R, 00083E 21 ~
) 6 -4, 40J50E 01 S 8 8  -2.72818E€ )1
6 7 ~2.50002E~03 , _ .
¥ 5 T el,.55251E=33 T T 9 9 =2.50125%5E 21 _
7 5 -3,12502€=03 ' 10 10 -1:0DY020E 232 .
T 7 5. 00073E 01 - S -
8 8 -2.72818E 01 : :
9 9 -2.533125E 31 T
10 10 ~1.00100E 92 _
- - _B_MATRIX " L
5 ~ ORIGINAL PAGE IS T | J. . B(IsJ) {NON=ZERO}
“MATRIX OF POOR OUTAT T _ e
, : g QU%JJTY 1 1 . 1.00002E 00
' 2 1 _1.00002€ 00 _
I J B(I,d) { NON=Z ERD) 3 1 9:3391E-)1
. : ; : 4 1 Bo33333E-31
1 1 1.32233E ) 5 1 9. 39993F=21
2 1 9,99933E=01 6 1 1.,00003€ 00 .
3 1 9,09091E~)1 ' 7 1 1.25320)E )
[ )3 8.33333E- 31'"7*“ﬁ““‘“ 8 1 9.93091€£-01 _ i
-5 1 T 163230)E DI 9 1 1.25300€ 30
5 1 1.00000F 20 10 1 1,00002E 21
7 .1 1.259023E 00 -
g 1 9. 09091E-3) T T T
9 1 1.25330E ) .
io 1 1.80002E 91
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ITr.2.a Combinatoria_l Method
2.a.1 Preliminary

Consider the Electric Power System described by
equation (5) of section III.l. Assume for simplicity a
single-input system, and (T.) = 0. Then

é.': A%. + B,
y=C%
Bu = [B8,18,].[%]

and a_ is the measurable output vector [ '&” A . ‘é"] )

where

Assume that faults occur due to qpenings of some relays
connected to loads. The problem is to deteect faults of the
system and to find their locations from the output measure-
ments ., .

One can detect faults simply by comparing the actual
outputs with all the combinations of possible fault-outputs.
However, this method requires ;)\' comparisons for a single
measurement output. In the case that one could measure r-ouk-
puts, the number of comparison can be substan-tiail;v reduced to

> g™
| [ |
where (ni-. is the number of loads in the L"ﬂ\ group associated
with outputs Z;_ ’ Z;.::. 31,*'!7"343 (see _‘fig. 2)

i d: & G 4w
R EREE R ¥ z;
% 3 ¢ g
S 18 2 &

& W v .
# o g #
— f‘a’ N\" L]

’ Fig. 2.1
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2:.a.2 Program Description For Combintorial Method

The program consists of main two steps.

. (1) Partition the original system into NG Groups.
For each Group find the ideal steady state load
currents )

(2) PFor each Group associated with the corresponding
.output, find all the possible faulted outputs in
each Group if some faults are indicated in that
Group and compare them with the corresponding
actual output. (Réfer to flow chart.)

As shown in the accompanying flow chart (see also the
program listings), the FAULT Program consists of two major
subroutines FAULII, COMBT

(i) Subroutine FAULII (N, A, NG, Yact, LL, AL}
Inputs:
N: the order of system (the number of loads)

NG: the number of partitions

LL(K): the number of loads in the R=th partltloned
Group (K_l 2, ue-'NG)

"AL(K): the k-th ideal load current.
x=1,2,...,N, | |
Yact(I): the I-th output load current flowing in the
' I-th partition.

Outputs:
A(J)=AL(II+J), the J-th load in the_II—th partitioned
Group.
YIDEL(I) : Ideal load current flowing in the I-th
partitioned Group. ’

(ii) COMBT (N, &, Yact, INDEX)

Input:
N: the order of system
A(FAULII), Yact (FAULII)

*



FLOW_CHART

I=1

PARTITioN THE ORIGINAL
SYsTEM INTD

g1, - JGTNG[‘

o b
i

CHECK. FAUOLTED LOAD
FoR &

LL?_L‘P!\. |

L NG

Nt)l | e

- sTop

178)
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Output:
Index indicates the index=th faulted partition.
This program can detect faults of order less than five.
Example:

Yack(l) § Yack(2)

|

10y

_ (4&;VP~;“;) N S —
Group | GRo wp 2
- Assume that the above system was operating in the steady
states. Assume that suddenly the actual output measurements
Yact(l), Yact(2) are different from the ideal ones and
that Ehey are

(i) Yact(l) = 5 :
Yact(2) = O

(ii) Yact{(l) =5

' Yact(2) = 3

find fault locations for each case.

input Data
Block 1
(i) Read N 5 (in the format I5)
(ii) Read AL(I), I=l, ..., 5 (4E15.5)
(5., 3.33, 2.5, 2., 1.)
Block 2
(1) Read NG (I5), NG=2
(ii) Read 1LL(I), I=1,2, (2,3)



-Printouts for each caseé

(i) Yaet = 5, Yact(2)
Yact (2)

are as follows:

A1)

='Q’

3

(ii) Yact(l) =

©180)

5

A DIAGNOSIS DF THE FAULT LOCATIONS

C Bk ok R e ok ok el ok el e sl e e e ok ke ol e

A SINGLE FAULT MAY DCCyR AT THE

2-TH

1-TH _GROUP

LBAD IN THE

THE TRIPPLE FAULTS WMAY OCCUR AT

Le

2, 31N THE

2-TH GROUP

" THE END OF CIAGNOSTS

SR dhdndohddokdkoR kb kdekdk

()

A DIAGNOSIS OF THE FAULT LOCATIONS

ek Sk ool o o o e R ol R e e A ok sOR R ok ok kR R

A SINGLE FAULT MAY DCCUR AT THE

2-TH

LOAD IN_THE . 1~TH GROUP

A SINGLE FAULT MAY DCCUR AT THE

1-TH

LOAD IN THE

2~-TH GROUP

THE END OF DIAGNOSIS
**######f**********#***

CEﬁGnqAL_PA
VINAL PAGR g
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. - B,ML-ISTIN@‘S FOR COMBINATORIAL METHOD
i 1 CIMENS I1ON At20),YACT(103eLL(10)oALt20) 181)
e TREAD(S, 11} N o o
- 3 REAC(S,15)(ALLT), I=1,N)
S READ({S, 11) NE
5 READ{SsLL)I(LLEE)s [=14NG)
b TTYACT(l)=5.
T YACT(2)=0.
I CALL FAULilt“,A.NG.vACT,LL,AL1
9 11 FORMAT( I5)
1o - 15 FORMAT(4ELS5. %)
111 STOP ‘ - .
12 END T : - : :
13 SUBROUTINE FATTL TT{N, Ae NG, YAC T LL A1)
14 DIMENS ION AL(’O):LL(IOleYACTI10loYIDEL(10)»A(20)
_ C “NO NUMBER OF LOADS
i c NGO NUMBER DF GROUPS
™ c” ELCIY0 NUMBER OF LOADS FOR™THE 1=TH GROUP —
15 M2=LL( 1)
) M=
LT ~ NI=NG-1
J §:) R=I
19 28 YIDELIK)=0.0
—] 20 WRITE(E: 5007
21 WRITE(6,550)
22 550D FORMAT [TV 1 5V USRS R R sl Rl 3 R (eeole e e e HEHONOR g e ok e el o WYL LFY
23 500 FORMAT{?1¢,5%,° A DIAGNOSIS JF THE FALLT LOCATICNS?)
— 7% DO 21 1=M, M2
25 21 YIDELIKI=YTOEL{K}<+AL( )
a6 TIFUIK+ ) GT o NAY GO TO 2% T T
!jzv M=MaLL (K ) _
— 28 M2=M2+LU(KFTY I
.29 K=K+1
'ﬁ[3o GO TO 28
131 24 CONT INUE ‘ :
32 PO 307 I=1,NG -
1133 TE(ABS(YACTUT)-YIDEL(I})).LE.0.01) GO To 31
— 3% IT=0 ™
35 INDEX=1
36 N=CLTINDEX)
a7 IF{ INCEXsLEo)) G TD 46
Y %D TI=TT+LT (INDFX=T) - i B
. 39 _ GO TO 46 :
&0 46 DO 4175 N
L] 41 AlLJI=ALITTI+g)
42 YACTV= ABSWFCTFI)“YIDELU) ]
63 CALL COMBT(N, A, YACTV , INDEX)
RELL 31 "TTCONT INUE ~ =
45 30 CONT INJUE
1Y) WRITE(65,501)
LlaT WRITE(6551)
) s_ﬂﬂ"_"‘“”FDRMAT( UE ST DX G AR R R Wk ek ok ek %XV 77T
.49 501 EORMAT(/ /7775 10%, % THE END JF DIAGNDSIS*}
{150 —RETURN '
51 ENE
7752 SUPRDBUT INECTMBT (N Ay YACTL o INDEX)
BILE) TTMENS TON AT720),B( 20) )
54 DO 10I=1,N
i




ik 55 IF{ABS(VACTL=B( 1)).GE.C.01) G2 VO 11 182)
i 56 WRITE(6,300) I, INDEX
57 300 FORMAT(//,5Xs " A SINGLE FAULT MAY OCCLR AV THE“;IB,“-TH“
- 12X, 90L0AD IN THE ¢, 15, °~TH GROUP ¢} _
ik 58 11 ~ CONT INJE
** 59 10 CONTINUE
A IF(N.LT.2) O TO 200
ij 61 NL=N-1_
SNy DO 20 I=1,%1
53 11=1+1 _ .
7] 64 DO 20 J=11,N -
1§ 65 _BLI=ALIV$ALS)
66 IF(ABS( YACTL-B(J)T.GT,0.01) GO TO21 .
- 57 WRITE(6,301) IedgINDEX
i1 687 301 FORMAT(//,5%,* THE DOUBLE FAULTS MAY OCCUR Arﬂ.ls, Y15
- 1°TH LOAC  IN TFE®, I5,'=TH GRIUP ') :
59 21 CONT INJE
ﬁ 70 20 CONTINUE
S B ' [F{N.LT.3) GO TO 3000
12 Nl=N-2
773 DO 30 1=1,N1
l 74 _ N2=N-1
75 I1=1+]
. 76 DO 30 J=I1,N2
77 JI=0+1 7 7
78 DO 30 K=J1l.N
79 CBIKISACII+ACIY #ALK)
| 80 1F(ABS{YACTL-R(K}).G7.0.01) 6] TO 31
i Bl WRITE(6, 3027 I,J,<s INDEX
B2 302 FORMAT(//,5%y 'THE TRIPPLE FAULTS MAY DCCUR AT 9,1549,9,15,%,°,
| T I5,7IN THE", T5,°-TF GROUPT)
| 83 31 CONT INVE o
B& 3D CONT INUE :
. 85 3000 IF{N.LT.4) GO TD 400
| 86 N1=N-3
- 87 00 40 I=1,N1 ) )
B8 Ti=1+1
| B9 N2=N-2 B
o0 DO 407 J= IlvNZ
91 Ji=g+1
192 N3=N-1
| 93 D0 40 K=J1,N3
17 Ki=k+1
95 DO 40 L=K1l,N
36 BUKI=AL [+ AL V+ATK J+ATL)
s 97 IF(ABS(YACTL-B(L))sGE. 0,011 GO 7O 4l
98 WRITE(65303) T,J:,KeL  INDEX .
T 99 303 FORMAT(/ /5%, "THE QUADRAPLE FAULTS?, |
| 115, e o 15,94 0s [543 15,0 T IN THE 951557 HRROUP')
100 . 41 CONT INUE -
7 10T 40 CONT INJE
| 102 200 CONT INJE
103 400 CONT INUE
. 104 RETURN
{108 END
$DATA ORIGINAL PAGE 15— -

oF POOR QUALITY
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TIT1 2. b Fanlt Detection Using Dynamic _Ob_s_e_r_ver Netwdrks-

We assume that measurements are made at discrete sampling
. time instants and, hence, the dynamic model of the distribution system

of section 111, 1 is converted to a set of difference equations:
x(k+1) = A x(k) + Bf | q8)

where the available measurements are

(k) = C x(¥ | &

The vector of inputs { are "'pseudoinputs" that -db not exist in the
actual distribution system, but are intreduced in the fault detection system
design to simulate possible fault conditions, For exa-m.ple,;f_.. = 0 might
represent the no-fault condition and £ = £f!, a vector of constant components,
would represent a faulted conditien characterized, in the case of an open
circuit, by having a state component x, = 0. A dynamic observer will
be designed to use the available distribution system measurements to
obtain estimates of the state of the powe_i- system and thereby deterimine

~ whether a fault condition exists,

A discrete dynamic observer is a sampled-data system described by
A ' : '
X (k+1) = F % (k) +Ky - (3)
vy (k) =Cx (k) ' (4)

where

F=A-KC' | | (5)
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b
Note that the inputs to the observer are the measurements ( 2 ).

The gain matrix K is selected so that the state of the observer g (k) is

an estimate of the state x (k). Using (1) - ( 4) it can be shown that the

observation error

g (k) = x (k) - % (k) (6)

‘a'nd the difference between actual measurements and observer outputs

TR =y (1) - § (k) o (n
satis-fy - - .
e(k+1) =Fg (k) +B£ (8)
:‘Z(k)= Ce (k) {9)
wilere
elo) = x(o)-f¢o) - (10)

_The automatic fault detection strategy is as follows: a sequence of
measurements of the distribution systemy (1), y (2), ..., y (n)
are made, Then, with the observer initially set in the zero siate,

g (0) = 0, the sequence ¥ ( 1), F(2), vouy ";r'( n ) is obtained

from (3) and (4), Then, the following matrix eguation is obtained ;

- lgm] [er !t e T |
'gm _| ¢F* : C(FB+B) | &6)
.5(“’)_ L CF'W I 'C(-F“i:}.,..-}-'F'-}I)BJ -
B

(11)

for the unknown & (0) = x (0) and £.
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Assume that when the measurement process, starts the power sysfem
is in either a faulted or a no-fault steady-state condition, x (0) = x

=-ss °

Then, from (1)
e (0) = (I-Ay' Bf . 12y

One can rewrite (12) as

[_c_f.] Mot My || 2
Heh - M-:U'{Mga .

shiliny
£
o
5
o
I
Lo, 8
8,
l B
""""—-1
‘; o
!—-_'___n
1
L[]
e ———
1
FPIE
—

& = M, f] + M,, f% : S (13)
and
4 . . ’ - ow
€ T M, £, o ) (14)

Also one can rewrite (11) as

n=} \
R Baerer ol LT

nwx:i—: El "‘*131' :Bl?-.l. fl’

-v-l-u--»‘—--n_-— .n-—l.—.u—-—
e -

50 A A e "B B | £

- (15)

Eliminating the ¢; in (15) using (13) , (14) gives _ _
g’ | .A_"M|‘+B",|l Al‘b - _Q_Cl’ r 6”,%176 +BILJC
.yn C \ ‘\4 ) _,(_'Sz' rA 249 e"l A Ml?,f + 8‘2;2.{.“ : (16)
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Where fn = 0 (fault) or Xn ( no-fault), and Oh is a givenlc-onstant.

The problem of fault detection is reduced to the problem of .

solving the linear algebraic egquations in (16) for if and e -

- One must be careful in designing the observer system to guarantee that
(16) can be solved uniquely, A3 yet, general conditions that guarantee
uniquenéss have not been obtained. The example below illustrates

. application ef the appreach to a simple problem.
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Example

Gonsider a system illustrated by

57

Z ;.’rrd Loac!

One can formulate-a corresponding discrete system. W1th zero-order
hold as follows:

e | [T 0 uen) o )/ea )
l Xz[ &H)TJ | o e_m Tl x2.(RT) o (/-é/ @jﬂ
=Axan) + BEY

Y(gT) = x-l-cé-r)f X2(RT) = _;C;/&-[ﬁ‘r) |

4 1.5‘.-3:"'; . | -
§ = , nd S
- [5-3&] - i)

the measuring outi:ut.

where

187)




One can also obtain the corresponding observer with gain vector

K so that (F, C) is observable, where

 Choose K :[18/25] , T=1

14/75

Then the corresponding observer can be built as |

x (k+ )T = Fx (kT) + K y*

Where y*is an actual eutput measurement,

Using the program listed below we have simulated the automatic

fault location proce dure for the f@llowing output measurement:

(i) v = 7.2464
(ii) y*= 4,5455

(iii) y* = 11, 792

188)
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Input Data to the program: .

N =2

c@l)-=1, Cc(2)=1

K(1) = 18/25, K (2) = 14/75

A(L,l} = Exp. (-0.69), A{,2) = A(2,1) = 0,0
A2,2) = Exp, (-L1) '
B(L,1) = (1-Exp. (-0.69))/0.69

B(2,2) = (1-Exp. (-L.1)) /1.1

- B(L2) = B(al =0.0
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1) THE OUPUT WEASUREMENT Y= 0.72464E C1
1)THE 0 HENT

THE N X 2N MATRIX

Rk dod kb d i kg ok ok b e ek ok ek ket e e
TTTTTTT=0.40509E 00 T -0.57380E N0 C.72235E 00 "'_'(}.60648E co 0-19559E 00

]
0.20TTTE 0O 0.42974E 00 0.25848E 0C -
UL F(2) 5o e FON=T), E(N) 7 NE T2 TARE —— —

e dn ok e o o ofe o B o o o ook o she ol ook e sl o ol ek sl e sl e ok o R

T 0 L.50000E 01 T 0.48601E<NET ' : s

e _NH[__\: MQQ}{?"‘“" SR .Waﬁim- lo ML
( ) THE CYUPUT MEASUREMENT Y=  0.45455E 01

THE N X 2N PMATRIX

Bl kR btk ko B R gt ko ook B R ekt R ol R ek ek '
T T SBL 40509 00T TADLBTIBOE QT T DL.727235%5E 00T D.60648F Q0 TTT0.19559E 00

- O_Z—QTTTF 60 0——4297—41:" 00 — 0.25848E 00 ] -

——FUL) o F(2)o o5 s s FINS1)T E(N T3 NE 2 ARE — rre e
Aedetodri o o R R R ook ok ok ok ok ke e e o e .

TTUD.41787E-06 T 045454 N - e

- _ | — '9 QMU (/“ tL__ﬁ-uwl B_oa@l T
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km)me OUPUT MEASUREMENT Y= 0.11792E 02

ﬁ THE N X 2N MATRIX ‘

) Bl kel bl kb okl doh ok okl el de e kol ool lede ek

§ TTTEDL,40509E 007 =0.57380E 00 UL TZ235E 00 U.60648E 00 D, 19559E 00
1 0.Z07T7E 00  0.42974E 00 0.25845E 00

‘ **#**#***********#*****‘**##********v***

B "‘l'Il"‘Z)eoeo-vF‘N——l);E{N_r—m 2 KRC

T OWS0000E UL TONASASAE NTT Nv—g-whﬁ-}‘

&)
omemAL PAGE
OF POOR QU ALITY
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g TR s e T T L T e R T R R a 4 LREITE 3 !
i 6408 RVTOMATTC "FRULT  DETECLIEN KD (T R A Crwu Lowif}
;i 1 CTMENS ION A(va10!;8(lOle}vC(1Cl9ﬂKllOloAF13)eFFl2) 192)

2 N=2

3 AF(3)=5./1.145./0.69
ﬁ_g (ISR EL PV AT
: AF{2)=5./0.69 : : :
6 FECL)=nC0 : —

- 7 FFl2)=5.
'@"B DCI00 1UK=1,3
9 WRITE(6,500) BF( 1JK)
Y0500 TFORMATTY 195 /775 % TFE OUPUT MEASUREMENT VEV,E15,5 771
{11 NN=1 _
'E“rz 300 CONT INUE )

13 Cl1 1=1.0

14 _ C(2)=130 -
115 AKL1)=18./75,
6 AR 27E14.775,
~+17 : =5, . X : -
I8 T ALY L ISEXP<05869) T -
~ 19 © A1 2)200 - -
207 A12, 11507

21 , A(2,2)=EXP(-1.1)
LR B IETT.=EXPT= 0 69)1/0 69

23 | B{1ly2}=0,
TT2% ' B2y =0,

25 ‘ Bl292)=(1s-EXP{~1, 1)1/161
“"?6‘ FO= FF { NN)

CALL FAULT(AF(IJKlvﬁoBvaAKvUvNoFOnINDEX TND)
ﬂ ha#‘“rrrmm:x Eqa0+ AND T TND . ,Em 1T G0 10 200

‘29 NN=NN+1
‘“30 o TIFINNLGY 7)Y 6O TO 2607~
]31 G0 TO 300 , | ,
.32 TU2000 T T CONTTINUE _ ' ' g : T
33 100 CONT INUE : i
3G T STOP
|35 o END | .
-1 36 SUBROUT INE FAULT{ YOy A¢ByCoAKsUsN+F O, INDEX.IND)
S3TT T T CTMENSTON AKTU 10 Y 10) G FF{10) e X{10,10) sALYO,10) T
38 __ DIMENSION B{10,10),C{10),0(10520),5(2¥+D02,2) ,BB(2)
X2 T DIMENSTON CDU 27 2)Vs FUIC; G -
40 : LMN=1 :
EEC T NUMBRZ 0
. 42 171 CONT INUE o ‘ _
743 —TINE=0 T ‘_ " T —
&4 . INCEX=0 . *
~ 45 TN EENET
46 7 NUMBR= 14+MUMBR ,
147 , O 5 I=1,N — — .
48 EO 6 J=1,N . - ~
TR T 6 T T XL U120
150 5 CONTINVE _ ‘ '
Hh— BO- 10 TE T . — . S
52 - 0O 11 J4=19N S
83 T T d =0 R - - ' - -
i ' CONT INUE S - : .
CCONTINUE 77 - T
DG 20 I=14N ' : : -
721 J=L¢N

0(19J$ =AK( T)*C(4)




COANy I)=DD{Ng T Y+O(N N+1)

59 21 CONTINVE
#6020 CONT INUE . 193)
61 CO 30 121,89 '
b2 CO 31 Jd=1eM
63 FlIl d V=l Lo JY=001-J7)
64 31 ~ CONTINUE
TUBS T30 CONT INUT
@66 N2=N%*2 :
E XX CALL MATFMINGC, Fy B‘Da
68 CO 40 I=1.N
59 - DO 4T JSIgN™
3 70 4l AL d)==A(1,d)
TTITTTTAO CONTINUE
e T2 DO S0 I=1,4
T30 AT =AU TT#15C
T4 CO 60 J=1,N_
75 DO 61 =1,
1176 61 BBI I')=8(1sd)
LETTT T TO 65 TIK=T1oN
78 _ D0 62 HJd=1¢N _
TT9 62 UK, TIIV=ATTIK 1)
| 80 65 CONT INUE
BT CALT GAUSS(N”UoBBsS:ILL)
4 B2 _ B0 63 K=1yM
{83 T BF - BLIKTII=STKD
~ 84 60 CONTINUE
B - LU 70 117N
B6 - DO 71 J=1lpN.
AN Y S : CUTJ71= LTIT,J7
88 71 CONT INUE
1 89 70 —CONTTNUE
1190 ' N1=N-1 e
9] DO B8O I=LiMT
92 DG Bl J=1:N1
_‘i 93 AT J =00
94 DD 82 K=1,M1
TS8R A(leJJ~AYT?J7¥UTT}KTWDTK?JJ
96 81 CONT INVE
LYTTTTT80 CONT INUE
98 DO 90 I=1,N1
799 DO 9T JEY7NT
10:0 21 CB{1,J)=A0 1,4 )+0( 1, J+N)
Lol 90 CONTINUE
102 ' D0 100 I=1,N
o3 100 DOl T NIEVTINY
104 Lo 110 I=1, Nl :
105 514 ¥=0%
106 DO 111 J=1le¢N1
0TI SUT)=STI T+ T Iy suasN)
108 112 . ~ CONT INUE
77109 o CO™120 T=1,N1
_ﬂ&to 120 SUIN=S{E9+04 1, 2%N)
byl CALLOBSCYUXN YN YTy OV
112 0O 130 I=1¢N1
'}p13‘ 130" BRUT)=Y(IT=S{TI%FQ
114 BO 140 I[=1sN1 -
““115"* BDIN; 17=0.0
B0 141 J=1,N}
141 CDUNy TIEPTUNT TYFDING J‘l’*U( Je 1Y




Loy T i JL- Bt SeAf N

- CO 50 I=}l¢M

“BlY 140 CONT INUE
lzo : CLONGNI=DE NN ) 194)
21 RS0.0" —
22 D0 160 I=1l¢i1
“2“3 160 RERFOINTIVED{ I NY
24 R=R+0(N, 25N}
L2 T TTTTTTTRABUIN =Y (NY-R%FO
/ 26 ' CALL GAUSS{NJCDe¢PBy¢Se ILL)
I T S COLTO 1=l 3
128 IF(ABS(S{I)=U)oLEaC.001.0R. ABS(S(I!) LE.€.001l) GO TO 170
29— INDEXZ1
30 170 CONT INUE -
3T T T TR UARS (SN =R TREDINGN Y Y S LE S CoCCTY T IND =L
132 LMN=LMN+1
ﬂ%ss““ TTTE{INDEX 0 EQoN L AND T INDSED L Y) G0 TD 6000
~i34 IF{NUMBR.CT.1) GO TO 5C00
B 3 B 6 O 0 ML & A
4 36 6000 WRITE(6,2100) )
37T T U URRITE 6, 5502)
138 WRITE(6,20M01¢(D( [yJ)pd=1oN2)5I=1,N)
139 WRITE(6, 2600 §
lE4o 2600 FORMAT(7//7//5° o)
LY TTTTHRITETG, 5501 '
142 \ WRITE(égSSGG)
14378500 T T FORMAT (¢ 0y R R RO R R R R S B R 1T )
LG b wR[TE(boZOOO)lS(IloI LeN)
THES T 2100 T FORMAT(//7 Y THE TN X 2N MATRIX':/7)
7146 5501 FORMATIY 9o 9F{1)}sF(2)seenns FIN-1)sE(NYs N=2,13,2X, "ARE?)
- [&T5502 FORNM ATy V5% s e R E TRtk A G R I Ao B AR F ST
148 2000 FORMAT(?® ¥, 8E15.5)
149 %000 " CONTINUE
Lﬁso .  RETURN
51 END
1 SUBROUT INEAAT ER (N Co Fy 6300
-455 . DIMENSION 0(10,20),C(10),F(10,10),C2(10)  ,B{10,10}
54T BIMENS 10N 0(10910):53(10) -
7155 CO 20 K=1:N
56 20 C2{K)=C(Xy
157 . DD 23 IJK=1,N
TI58 L0 22 K= N -
159 22 C3{K)=0.0
ey 110 CO 24 117N -
161 CQ 25 J=1,N
Ths27 25 " T3TT1=zC3{ IVFC2ITF(IZT)
63 24 - CONTINJE
X 026 L= 19N
165 C2(L)=C3L)
Thee 01 TJK; L1031
167 26 CONT INYE
=168 23 " CONT INUE ~
169 ' D0 30 l=1l¢H
ST C2U1)=0s
171 - L6 31 J=1,N
T2 7 T C2U D= C2A TSI B TY T R
irs 31 CONT INUE
T4 U307 T T T CONT INUE T e

CTTyN+T)=0."
_bo 51 d=1eN




ARt R A oy b ST 32 e LI

T TR T I T TR T L T TR

e ,,-Jf‘ TEREL

X4 51 0(191+N) 0TV, TsNT+CTI 1%B{d, 1)
79 50 CONT INUE : 195)
TI80T T TR 40 1JK =2,N .
81 _ DO 42 J=1.N
‘* 82 O(TJK, T+NY=E0.0
83 CC 43 K=1yN
TIB4 T T OUIUK, J+N3*D!!JK(UTNT?DiTJK_T_K}fB(koJ!
185 43 CONT INUE
We6 T a2 T CONT INUE
187 41 CONT INUE
288 40 T CONTTNUE
89 DO 61I=1,N -
190 D060 T d=TVN
191 60, QUIsS)=0(ToN+J)
'5@92“““61———“—"*“t0NTrNUE“**
293 _ DO 70 1=2yN
9% CU 71 JZ1¥N
gtqs 7L 04T, J+N1-0(1,J+v1+0tl-1vdl
196 ~70 " ———TONTINUE
197 . RETURN
7198 ENT
199 SUBROUT INF OBSCY( X+ YN, YO, c:
200 , _ DIMENSICN X(10,10),Y(10)¢2 {lclpC(lo) _
[E AN £ ‘ . -
02 DO 10 K=14¢N L
203"“‘*“*‘_Xt2,K+11 CEXPU=151)=1%; /75‘1*xrzvxr“rﬂ'775 AN (L KI+ 140/ T5.%Y0
{E . X{leK+1)=(EYP{-0.69}-18./25, VEX(1oK)~18s /25.%X{2+K) ¢18. /256 %Y0
05" ZIKFI)=050 _
206 0O 15 J=1eM :
07 2(K¥rr2(R+rT¥Knr?ﬁI1£CtJl
§os 15 CONT [NUF
209 10 CONTINUE
_210 DO 20 K=1¢N
il YTK =Y 0<2TKFT)
212 20 - CONTINUE
2173 - RETURN -
214 END
215 SUBROUTINE GAUSS{NoA,Boy Xy ILLY} , )
216 CIMENS TON™ AUNTR YT BTN XN _ \ i
217 _ ILL=0 , _
—218 TFUN=TY4v L4
219 1 IFIAf101))20%,2
122072 XT1I=BIT)I /AT
ii221 , RETURN
224 E] . TLL=1
7i223 " RETURN
'3224'-“4“ NEESS1=N~1
225 © £0 13 I=1,NLESSI
2226 T T TR IGEABS (AL TSI ))
3227' - L=1 - ' |
=228 T IPLUSTIEIAT B ' -
2?29 DO 6 J=TPLUSL,N o
%230 T TTTIRUABS (AL T) )-BIG) TV ETS T - S T
ij231 5 BIG-ABS(A(J:II) '
32 S e | . . .
- 6 CONT INUE -

Ny TFIBIGIB 5 1
7 TLL=1 '




W36 RETURN
l 537 8 IFIL~11S,11+9 196)
238 T 9 T TR0 J=le M ‘

39 TEMP=A{Lo.J )
‘iﬁo ACIY=AlT, )
%1 10 A L¢d)=TEMP

242 TEMP=8(L)
a3 B{L)=B(I)

1;44 I— T § T3 2 V]

245 11 CC 13 J=IPLUS LN

246 TTROOTEATI TT/ATT T

Tig7 DO 12K =IPLUS14N
A8 T2 T AL, KT=AL s K Y=QUOT*A (TyKY

269 13 BLJ)=B{JI-QUOTB( 1)
TERS0 T T T IRLAINGND Y 15, 14505 T
- dbs) 14 . ILk=1
252 RETURN

53 15 . X(NI=BINI/AINeN) -
B4 T TEN-L T

255 16 SUM=0.,
7756 ' IPLUSI=T%1 _

{§57 EQ 17 J=IPLUSI,N
TR5ETTLY SOMSSUM ATy IVEXCH
. 259 - XUDI=(8( 13=SUM)I/ZAL L, 1) L
—{he0 . [=1-1" -

ibs IFL1) 18,18, 16 -
262 718 T 7T TRETURNT

263 END
____ $DATA e
— . _
I —
l -— ———r— —— ———— =
i .
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