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Abstract

The purpose of this study was to apply the techniques of computer image
processing to ERTS images as an aid to the solution of some regional geologic
problems of significant interest.

ERTS-1 images were applied to studies in the Shivwits Plateau, Coconino
Plateau, and north-central Arizona regions. Unprocessed ERTS images revealed a
wealth of new structural information and enabled a broad regional study to be
made of the tectonic history of the southwestern Colorado Plateau.

Spectral information from ERTS-1 was shown to be compatible with ground
spectral reflectance measurements made with a portable field instrument developed
during this investigation, provided that allowance was made for atmospheric effects.

Computer image processing yielded lithologic boundary information within the.
Coconino Plateau region not obtainable from unprocessed images. Various
enhancement techniques were compared in the three areas of study, and some
simple rules were developed to guide the processing of images in unknown areas.

A new hypothesis was developed for the history of the Colorado River. An
ancestral and relatively old Upper Colorado Drainage followed approximately its
present course as far as the western side of the Kaibab Uplift, where it diverged
from the present course by following a strike valley trending north-northwest. This
drainage was captured relatively recently by a much younger Lower Colorado
Drainage, which developed by headward erosion after the opening of the Gulf of
California.

A byproduct of the regional studies in each of the three areas was the
identification of areas favorable for the localization of shallow and deep ground
waters. On the Shivwits Plateau water trapped in the axis of the old strike valley
underlying the Shivwits lavas is a potential source. On the Coconino Plateau
sandstone lenses, underlain by clays, within the otherwise permeable Kaibab
Limestone are potential perched aquifers. These can be identified on computer-
enhanced images. Lineaments detected first on ERTS-1 frames and later verified on
aerial photographs were used south of Flagstaff, Arizona, to identify maximum
fracturing along the Oak Creek fault in the Woody Mountain well field; a site for a
new deep well has been selected and is being drilled by the city of Flagstaff.
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I. Introduction

The Earth Resources Technology Satellite (ERTS),
launched on July 23, 1972, began a new era in synoptic,
small-scale photoreconnaissance. The primary purpose of
this investigation was to use an interdisciplinary approach
in applying the new technologies of repetitive orbital
multi-spectral photography and computer image process-
ing to several specific local and regional geologic
problems. The investigation had dual objectives:

(1) To test the applicability of processed Earth orbital
images in geologic mapping.

(2) To apply the orbital image data to the solution of
geologic problems of outstanding scientific interest.

Field areas, located in northwestern and north-central
Arizona, included areas that previously had been inten-
sively mapped, which were used as ground truth sites, and
large adjoining areas that were virtually unmapped. ERTS
images were used to map these latter areas at both small
and intermediate scales. Corresponding problems of image
utilization were:

(1) Mapping individual geologic units based on spectral
reflectivity.

(2) Defining structures such as faults and joint patterns.

(3) Discovering and mapping subtle geomorphic fea-
tures such as abandoned drainage systems.

JPL TECHNICAL REPORT 32-1597

The main advantages in using ERTS images rather than
conventional aerial photographs for this work were the
regional coverage and the nearly orthographic view
gained from recording at satellite altitude.

The focal geologic problem of this investigation was the
nature and late Cenozoic history of part of the boundary
between the Colorado Plateau and the Basin and Range
provinces. During this investigation, the structure of a
portion of this part of the boundary was mapped and
showed its structural history to be recorded in middle to
late Tertiary and Quaternary sedimentary deposits and
volcanic rocks. Significant evidence regarding the develop-
ment of the Basin and Range province is contained in the
evolution of the Colorado River drainage system. The
record of this geomorphic evolution is preserved in a
series of ancient disrupted drainage channels, partly filled
with sediments and volcanic rocks, and in other more
widespread fluviatile and lacustrine deposits and lava
flows. These deposits were the object of special study, in
an effort to solve the history of the Colorado River and its
principal tributaries in the vicinity of the Grand Canyon.

Although not originally proposed, during this investiga-
tion a study was made of the potential ground-water
supplies and the applicability of ERTS images as an aid to
their locations (see Section V).
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Three areas (see Fig. I-1) in north-central and north-
western Arizona were studied. Area A was mapped in
detail by L. Lucchitta (see Section IV-B). This area was of
major interest because it includes:

(1) An exceptionally clear transition from the Colorado
Plateau to the Basin and Range province.

(2) An easterly basin of the basin-range type, well
dissected by the Colorado River, which furnishes an
excellent insight into the three-dimensional geome-
try of a typical interior basin deposit, the early
history of the Colorado River, and the structural
history of the margin of the Colorado Plateau.

(3) The westernmost part of the Grand Canyon, an area
critical to the understanding of the history of the
Colorado River and of the pre-Colorado drainage
system.

Area B was mapped by R. Squires and M. Abrams under
the direction of E. M. Shoemaker (see Section IV-C). This
area was chosen because the Cataract Creek Basin is a
critical area in which the geomorphic evolution of the
boundary of the Basin and Range province with the
Colorado Plateau can be studied, and it has never been
studied in detail. The area was especially suited to
mapping by small-scale, multi-spectral images because:

(1) Different rock types are distinctively colored: gray
Paleozoic limestone, remnants of red Mesozoic
sandstone and shale and black Cenozoic basalt.
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(2) Outcrops are of reasonable size for mapping by low-
resolution images, and the stratigraphic and struc-
tural relationships are relatively simple.

Area C, centered on the Verde Valley, was studied by
D. P. Elston (see Section IV-D). This area was chosen for
its wide variety of igneous, metamorphic, and sedimentary
rocks which range in age from very young to very old
(Pleistocene to Precambrian). Environments of formation
for the igneous rocks include plutonic, hypabyssal, and
volcanic, and for sedimentary rocks marine and continen-
tal. The area embraces parts of two major structural
provinces: the structurally simple Colorado Plateaus
province, and the more complicated terrain that is
transitional into the Basin and Range province. The area is
comparatively well known geologically, and geologic maps
at scales of 1:24,000, 1:48,000, and 1:62,500 cover much of
the area. The objective at this test site was to determine
the multi-spectral characteristics of a wide variety of rock
types and to apply analyzed remote-sensing data to the
interpretation of stratigraphy and structure in simple to
complex geologic terrains.

The approach used to solve problems at the test sites
centered about surface geologic mapping aided by
conventional and high-altitude aerial photographs and
computer-enhanced ERTS multi-spectral images. Com-
puter enhancement of the ERTS images and attempts at
quantitative lithologic identification were carried out by
A. Goetz, F. Billingsley, and A. Gillespie.

Field spectrometry was used in two of the areas (B and
C) to establish the relationship between surface reflectiv-
ity and ERTS-image picture element values.



II. Use of ERTS and Other Correlative
Data

A. F. H. Goetz

Basic data used in the ERTS investigation were
provided by means of the ERTS multi-spectral scanner
(MSS), which consists of 24 detectors, six in each of four
spectral bands. These bands are designated by the
numbers 4, 5, 6, and 7 and span the approximate spectral
ranges of 0.5 to 0.6, 0.6 to 0.7, 0.7 to 0.8, and 0.8 to 1.1
pm. The Earth’s surface is scanned by a mirror,
perpendicular to the spacecraft’s orbital path, and the
image is formed six lines at a time. At the end of each
second mirror sweep, calibration data are obtained from a
gray wedge and standard lamp. The signal from the
detectors is digitized and compressed for transmission to
ground stations.

The instantaneous signal produced by any detector, Ky,
is represented by:

p (M) SN H(A) 7(N) I(A) d

+ NQ) d A (1)

where

X = detector sensitive to radiation within the wave-
length region between A and A,

A = wavelength

= bidirectional surface reflectance

® = surface photometric function

H = solar irradiance at the surface

7 = atmospheric transmittance

I = instrument factor combining detector response

and transmission of the MSS optical system

N = path radiance

The second term in Eq. (1) represents the path radiance or
contribution of sunlight scattered by the atmosphere in
the instrument’s line of sight. The key parameter in
distinguishing rock types in ERTS pictures is the spectral
reflectance p(A). Generally, in a good frame all other
parameters remain almost constant within an image.
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A. Spectral Reflectance

Reflectance of minerals and rocks in the visible and
near-infrared spectral regions is controlled by electronic
and lattice vibrations (Refs. 1I-1 and 1I-2). The electronic
transitions, most important in producing absorptions in the
spectral region under 1 pm, are of two types: (1) those
due to transitions in anion electronic energy levels, which
can be modified by interaction with crystal fields, and (2)
those due to interchange of electrons among ions, known
as charge transfer. Charge transfer is more energetic and
causes absorption in the ultraviolet part of the spectrum.

Compared with electronic transitions, vibrational
processes produce relatively sharp bands usually less than
0.1 pm wide. Vibrational processes do not cause
discernible absorptions in the spectral region of ERTS.
Between 1 and 2.5 pm, overtones and combinations of
normal modes of anion groups such as OH-!, CO;2, and
SO, 2 produce absorption. No fundamental modes pro-
duce absorptions under 2.5 pm.

The major influences on the spectrum, in the visible and
near-infrared regions, are electronic processes involving
the transition metal ions, notably iron. The combination of
ferric and ferrous absorptions is responsible for the colors
in most of the rocks in the field. For example, the green of
olivine is not caused by any specific chromophoric group,
but rather by strong ferrous bands in the ultraviolet and
near 1 pm, with absorption wings extending into the
visible region (see Ref. II-1).

The red color in soils is generally caused by a
combination of hematite and goethite. The absorption at
short wavelengths, causing the red color, is due to the
presence of a charge transfer, or conduction band in Fe3*.
The absorption edge, between about 0.5 and 0.6 um, is
subdued by the presence of impurities and imperfections
in the crystal lattices, resulting in a general falloff in
reflectivity toward shorter wavelengths (Ref. 1I-3).

B. Spectral Mapping

Discrimination among rock units is based on their
relative reflectivity in each of the four ERTS spectral
bands. The difficulty in making accurate lithologic
identifications, using spectral reflectance only, is com-
pounded by several factors:

(1) In almost all environments, materials exposed at the
surface have been weathered to some degree.
Because absorption and reflection of light occur in
the upper microns of the surface, the spacecraft
observer has a definite disadvantage with respect to

JPL TECHNICAL REPORT 32-1597

the ground observer who can break off a fresh
sample for identification.

(2) The spectral reflectivity of rock materials is strongly
affected by the abundance and oxidation state of
iron, as previously mentioned. The ground observer
makes compositional conclusions on the basis of
texture and mineral type, independent of the
average abundance of iron. Geologic units, in some
cases, also can be identified on the basis of grain
size, patterns of surface weathering, or fossil
evidence, indicators not resolvable from spacecraft
altitudes.

(3) Vegetation cover contributes significantly to the
apparent average reflectance detected by the
spacecraft, especially within bands 6 and 7 where
the reflectance of vegetation exceeds by a factor of 2
or more that of most rock and soil materials.
Allowances can be made for vegetation if the cover
is not complete. However, if the cover exceeds
about 50% of the surface area, separation only
among grossly different rock types is possible.
Difficulties arise when the vegetation cover is not
uniform. Variations in vegetation density masquer-
ade as surface composition anomalies. Although such
vegetation-cover inhomogeneities may reflect soil
composition variation, so much a priori information
is necessary for interpretation that it negates the
advantages of remote ERTS mapping of unknown
areas.

These problems, however, do not preclude remote
geologic mapping, but do require some adjustments. In
many cases, the geologic unit mapped on the ground does
not coincide with the “telegeologic” or “remote-sensing”
unit mapped from ERTS. The result is invariably an
outcrop map rather than a true geologic map.

Units with grossly different albedos such as basalts and
acidic igneous rocks are rarely confused on any single
band in an ERTS image, but units with intermediate
albedos cannot be identified without resorting to multi-
spectral information; only in rare cases is it possible to
identify a rock type directly. Rowan et al. (Ref. 11-4) have
identified minerals associated with hydrothermal alteration
by means of computer image-enhancement methods.

. These methods (see Section III) allow the separation of

areas into telegeologic units based on spectral information.
In most cases, however, absolute identification is impossi-
ble without sampling key areas on the ground.

A major objective of this study was to determine to
what extent it is possible to map individual geologic units



based on spectral reflectivity. The method used was to
make laboratory and field spectral-reflectivity measure-
ments and compare them with the ERTS spectral data as
discussed below. When this was not possible because of
accessibility constraints, such as on the Shivwits Plateau,
comparisons were made between field and ERTS products
that had been computer processed to provide the best
contrast among units.

The problems of scale between laboratory and space-
craft measurements, atmospheric absorption, and atmo-
spheric scattering are manifest. Although it is not possible
to eliminate the effects of observing through the Earth’s
atmosphere, several techniques that minimize the distur-
bance are available and are discussed below.

C. Spectroradiometry

Measurements of spectral reflectance in the 0.4- to 2.5-
pm region were made in situ by means of a portable field
reflectance spectrometer (PFRS; see Appendix E) and in
the laboratory using a Beckman DK2-A hemispherical
reflectance spectrometer. The objective was to bridge the
gap in scale among the different instruments (ERTS,
PFRS, and DK2-A) that have fields of view of approxi-
mately 6000 m2, 200 cm?, and 1.5 cm?, respectively. The
difficulty in comparing a DK2-A spectrum and ERTS
values in four bands is obvious. All natural surfaces at the
scale of ERTS are heterogeneous in nature, particularly
when vegetation is considered. On the other hand, it
should be possible to obtain a statistically significant
sample within an ERTS picture element by making
traverses involving discrete sampling with the PFRS.

Spectral-reflectance measurements with the DK2-A use
MgO as a reference standard. Field measurements were
made using Fiberfrax, a white ceramic wool, as a standard
(Ref. II-5). This material has the advantage that the
surface can be renewed after contamination by peeling
the surface layer and pressing the new surface flat.

Figure II-1 shows the reflectance of pressed Fiberfrax
with respect to MgO. This curve differs somewhat from
that shown by Watson (Ref. II-5) in that the reflectance
rises more rapidly toward longer wavelengths in the 0.5-
to 0.9-um region and the average reflectance is 1 to 3%
higher. Fiberfrax reflectance values beyond 0.9 um are not
given in Ref. II-5.

Figure II-2 gives a comparison between the average
field spectrum of ten areas sampled within the Moenkopi
Formation, at a feature called Abrams Sag, and the
laboratory spectrum of one sample of the red clay soil.
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Fig. 11-1. Relative reflectance of pressed Fiberfrax with
respect to MgO

The field spectrum has been corrected to the MgO
standard. :

The match between the spectra is surprisingly good.
However, the slope of the curves in the visible region, an
important factor when spectral band ratios are considered,
is significantly different. The latter can be attributed to the
contribution of vegetation, mostly short dry grasses, in the
field spectra and to the increased relative abundance of
darker soil over that measured in the one laboratory
sample.

Figure II-3 demonstrates the difficulty of matching
laboratory and field spectra because of the heterogeneity
of the surface. The unit is number 3 within the Alpha
Member of the Kaibab Formation and consists of shale,
siltstone, gypsum, interbedded limestone, and fine-grained
calcareous sandstone (see Section IV-C). The three
laboratory spectra shown in Fig. II-3a are of soil and rock
chips taken at different locations within the unit. Figure
II-3b is the average of 10 spectra taken with the PFRS.
The average reflectance falls below that measured for
laboratory samples, probably because of the predomi-

0.4 0.8 1.2 1.6 2.0 2.4
' WAVELENGTH, um
Fig. 11-2. Reflectance of soil derived from the Moenkopi
Formation, for an average of ten areas using the PFRS, and

for one area as measured with the DK2-A spectrometer in
the laboratory
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Fig. 11-3. (a) Three laboratory sample spectra of rock chips
and soil taken with the DK2-A spectrometer. (b) Average of
ten spectra within unit 3 of the Alpha Member of the Kaibab
Formation taken using the PFRS

nance of soil and dry vegetation which cannot be
introduced into the DK2-A.

As might be anticipated, therefore, field measurements
are more realistic in determining the spectral reflectance
of the Earth’s surface, as seen by ERTS, than are
measurements made in the laboratory.

D. Field Reflectance: Comparison With ERTS

The Coconino Plateau was chosen for a comparison
study between ERTS and PFRS reflectance values because
of the large size of relatively homogeneous units and
because of the lack of large vegetation species, which
would be difficult to include in a ground spectral survey.

The August 24, 1974, ERTS-1 picture shown in Fig. 11-4
was used for comparison with PFRS field surveys made in
May 1974. The expected seasonal differences in surface
reflectance caused by variations in vegetation and soil
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moisture probably were not significant factors because
both periods were preceded by extensive dry spells, and in
May 1974 much of the spring grass cover had already
turned brown, thus simulating the vegetation cover
expected in late summer. The areas of study are outlined
by black boxes in Fig. II-4 and are numbered according to
the corresponding unit within the Alpha Member of the
Kaibab Formation.

Approximately 20 field spectra were taken in each of
the areas. Because each spectrum is reduced to spectral
reflectivity with respect to a Fiberfrax standard, the
measurements are almost free of bias introduced by sun
angle or atmospheric conditions. On the other hand, the
ERTS picture element values and their standard deviations
over an area are dependent on sun angle and the
distribution of topographic slopes. High sun angles yield
data with smaller variations in reflected intensity within a
given area.

Table II-1 shows the average PFRS reflectance values
plus ERTS brightness values ranging from 0 to 255 and
their measured standard deviations. The values are
comparable only in a relative sense, assuming that both
instrument systems are linear. A more direct comparison
can be made by considering Eq. (1). The variable of
interest is the surface reflectance p(A). The parameters
solar irradiance, atmospheric transmittance, and the
instrument factor can be considered to be constant in a
small area of an ERTS picture. ® is a function of position,
and the variation in ® due to topographic relief is the
dominant factor contributing to the spread in pixel values
within a test area. The constant parameters can be
grouped into a single multiplicative factor My shown in
Table II-1.

My & ————— 6)

where Ky is the average value for a small area in band X;
Ny is the atmosperic path radiance value, the derivation
of which is discussed below; and Py is the field reflectance
value within an ERTS band X (Ref. II-6). Values for Ny
are given in Table II-2. My can be used to convert any
area in an ERTS frame to spectral reflectance as long as
the mean slope is close to zero.

As shown in Table II-1, the values for My are relatively
consistent, with a standard deviation of approximately 6%
of the mean. However, the variations in M among
different units in band 4 are nearly twice as large. This
variation has not yet been explained satisfactorily,
although atmospheric effects, particularly the path




N

3

4

MOENKOPI

"
3

Fig. I11-4. Areas in which ground measurements were taken using the PFRS

8?%3%%(}%};%? TIY§ JPL TECHNICAL REPORT 32-1597



Table 11-1. PFRS spectral reflectivities (Pyx), ERTS pixel values (Kx) and their standard deviations,
and multiplying factor (My) values for the Coconino Plateau areas shown in Fig. II-4

Unit P oK K oK

M K 0K M

4 4 4 My P 5 s Mg Pg Kg OKg Mg Py 7 7 M,
Pka2 19.2 96.6 4.3 3.78 25.3 122.7 6.8 4.34 29.7 127.1 7.2 3.94 33.8 118.9 5.4 3.34
Pka3 16.2 82.0 2.6 3.58 22.5 104.6 4.5 4.07 27.2 1134 4.5 3.80 31.4 112.0 4.5 3.38
Pka4 18.2 89.6 4.0 3.60 24.2 114.5 6.3 4.19 255 120.3 6.1 4.33 28.5 114.1 5.9 3.79
Pkas 12.8 76.0 3.2 4.06 17.9 96.8 6.3 4.68 23.8 98.8 8.0 3.73 25.9 100.2 9.5 3.64
Pka6 18.0 86.1 5.3 3.45 23.9 107.2 7.0 3.94 27.2 108.2 5.8 3.61 29.6 101.4 7.3 3.22
Moenkopi 14.1 93.0 8.6 4.89 23.2 119.0 7.8 4.57 27.2 11838 6.5 4.00 29.9 111.9 6.4 3.54
Basalt 14.2 717.3 3.2 3.75 19.4 87.9 5.4 3.86 21.8 90.1 5:5 3.67 23.5 84.5 5.3 3.34
m 3.87 4.24 3.87 3.46
o/m 0.13 0.07 0.06 0.06
radiance, exert their greatest influence on band 4. The KXA = A4+ NX (outside shadow)
major contributing factor is the apparent excessively low (3)
PFRS value for Moenkopi Formation material. Without Kyp = B+N, (inside shadow)

this value o/m for band 4 would be 0.06.

The atmospheric path radiance is represented by the
second integral in Eq. (1) and must be removed before an
accurate comparison among ERTS and PFRS spectral
values can be made. Rogers (Ref. II-7) describes a method
using simultaneous ground measurements to determine the
path radiance. If no in situ measurements are made during
an ERTS overflight, other methods must be used to
determine the scattering component. The most obvious
method is to scan each spectral band for the lowest
radiance value and subtract it from the entire frame. The
lowest values are most often found in cloud shadows.
Figure II-5 depicts a cross section through a cloud shadow
taken from an ERTS computer-compatible tape (CCT)
listing. DN values on an 8-bit scale are plotted against
sample number along one line. As expected, it can be seen
that band 4 shows the largest and band 7 the smallest
residual signal. However, not all of the signal received
from the shadow is due to path radiance. Measurements of
reflected radiation of the surface of Red Lake Playa,
Arizona, made with the PFRS during passage of a fair-
weather cumulus cloud, about 1 km in diameter, showed
that in band 4 the reflected sky and scattered cloud
radiation in the shadow amounted to about 25% of the
unshadowed value. Therefore, it cannot be assumed that
the atmospheric-scattering term is the cloud shadow
value.

An approximate model can be constructed to determine
both the reflected skylight and the atmospheric-scattering
terms. Let
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where Kx, and Kyp are the spacecraft-measured values of
brightness outside and inside a cloud shadow in band X, A
and B are the respective contributions from the surface,
and Ny is the path radiance term. Assuming that the
reflectivities of the adjacent shadowed and unshadowed
regions are equal and that the radiance from the shadowed
and unshadowed areas differ by some multiplication value,
ie.,

A =cyB (4)

X
where cy represents the relative contribution from the
reflected skylight in band X, Eq. (3) gives

Kyq—cxKyp

N. =

¥ (5)

l—cX

Assuming a uniform N and c over the region of interest in
an ERTS picture and using varying values of Ky, and Kxg
for different cloud shadows, ¢ can be determined by
regression analysis. Relatively consistent values of N have
been obtained using a minimum of seven separate cloud
shadows in two separate areas: Goldfield, Nevada (ERTS
E-1072-18001), and the Coconino Plateau (ERTS E-1014-
17373). The values for Ny in ERTS E-1014-17373 are
given in Table II-2.

This simple model appears to break down for band 7
because it is possible to find lower DN values for bodies of
water than in cloud shadows. Those values are as low as 6
in NASA picture ERTS E-1014-17375. This value was used
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Fig. 1l-5. Brightness values (DN) along an image line crossing a cloud shadow
Table li-2. Vaiues for Ny i; NASA picture ERTS E-1014- ERTS bands will produce the best discrimination among
I geologic units of interest.
Band N X(DN ) Cy As discussed in Sections III and IV, color images formed
from band ratio combinations seem to provide the best
o1 — contrast among geologic units, particularly in areas where
4 ’ the albedo contrast is low. Empirical studies were made of
5 13 0.16 numerous combinations of computer-processed images, as
6 10 0.10 Table II-3. Ratio contrasts for the six ERTS band ratios
7 14 0.00 i
Unit Ratio
4:5 4:6 4:7 5:6 517 6:7
in calculating M; in Table II-1. In spite of the over- Pkor2 0.78  0.760  0.812  0.967  1.033  1.069
simplicity of the model, this exercise does emphasize the ~ Pka3 0.784 0723 0732 0922 0934 1.012
fact that taking the lowest DN values in cloud shadows to ~ Pka4 0.783 0745 0.785 0951 1.003  1.054
be the atmospheric contribution is not necessarily correct. ~ PK&3 0.785 0769  0.759  0.979  0.967  0.987
Pka6 0.803 0.796 0.796 0.991 1.057 1.067
i 2
It has been shown that a reasonable correlation exists Moerkom 3‘732 ke 0'83: R0 RS Lot
among ERTS brightness values and in situ spectroscopic ?as'“ 0'209 WesT D 097§ Loag 1067
measurements. If this correlation is sufficiently good, then = 8000776~ 0.804 0970 1.013  1.045
o/x 0.044 0.055 0.073 0.027 0.048 0.031

it should be possible to determine which combination of
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discussed in Section VI. For the Coconino Plateau the
ratios 4:5, 4:7, and 5:7 often appear superior in separating
units of interest.

Eschewing statistical rigor, a quantitative measure of
contrast among geologic units can be determined by
calculating the standard deviations of the ratio values for
all units of interest. In order to compare contrast among
different ratio pairs the quantity o/x, the standard
deviation divided by the mean, is a more appropriate
quantity. Tables II-3 and II-4 list the ERTS image values
and the PFRS values, respectively, along with the values
for o/x. The PFRS spectra used in calculating the values
in Table II-4 are shown in Fig. II-6. The three ratios (4:6,
4:7, 5:7) that contain the greatest apparent contrast among
units in the ERTS scene were also predicted by PFRS
measurements. The only major disagreement is the
relative merit of 5:6. A possible explanation is that in the
calculation of the PFRS average reflectance within an
ERTS band, band 5 falls within the first segment and band
6 within the second segment of the filter wheel (see
Appendix E). The overlap error ranges between 0 and 3%
in reflectance, enough to cause an artificially high 5:6 ratio
contrast.

As mentioned previously, in practice the ratio image 4:5
is found to be useful, even though it ranks fourth in Table
II-3, because vegetation is most easily distinguished in this
ratio image. If vegetation values had been introduced into
Tables II-3 and II-4, the relative rank of 4:5 would have
risen.

It seems, therefore, that field spectroscopic data can be
used to predict which band ratios can be used most
profitably in separating targets of interest from the
background. This result has bearing on the selection of

Table 1I-4. Ratio contrasts for the six ERTS band ratios
using PFRS data

Ratio
Unit

4:5 4:6 4:7 5:6 5:7 6:7
Pka2 0.759 0.646 0.568 0.852 0.749 0.879
Pka3 0.720 0.579 0.516 0.804 0.717 0.892
Pka4 0.752 0.714 0.639 0.949 0.849 0.895
Pkas 0.715 0.538 0.494 0.752 0.691 0.919
Pka6 0.753 0.662 0.608 0.879 0.807 0.919
Moenkopi  0.608 0.518 0.472 0.853 0.776 0.910
Basalt 0.732 0.651 0.604 0.890 0.826 0.928
x 0.719 0.615 0.557 0.854 0.774 0.906
o/x 0.073 0.117 0.115 0.074 0.075 0.020
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optimum bands for geologic mapping in future satellite
systems. A statistically rigorous treatment of these data
and the contrast selection method will be subjects of a
future study.
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Fig. 11-6. Average PFRS spectra of geologic units on the
Coconino Plateau outlined in Fig. 11-4

11




12

II-1.

11-2.

I1-3.

I1-4.

II-5.

I1-6.

II-7.

References

Hunt, G. R, and Salisbury, J. W., “Visible and Near-Infrared Spectra of
Minerals and Rocks: I Silicate Minerals,” Modern Geology, Vol. 1, pp. 283-
300, 1970.

White, W. B., and Keeter, K. L., “Selection Rules and Assignments for the
Spectra of Ferrous Iron in Pyroxenes,” American Mineralogists, Vol. 52, pp.
1508-1514, 1967.

Hunt, G. R,, Salisbury, J. W., and Lenhoff, C. J., “Visible and Near-Infrared
Spectra of Minerals and Rocks: III. Oxides and Hydroxides,” Modern Geology,
Vol. 2, pp. 195-205, 1971.

Rowan, C., Wetlaufer, P. H., Goetz, A. F. H., Billingsley, F. C., and Stewart, J.
H., “Discrimination of Rock Types and Altered Areas in Nevada by the Use of
ERTS Images,” U. S. Geol. Survey Prof. Paper 883, 1974.

Watson, R. D., “Spectral and Bidirectional Reflectance of Pressed vs.
Unpressed Fiberfrax,” Applied Optics, Vol. 10, p. 1685, 1971.

Norwood, V. T., Fernelia, L. R., and Tadler, G. A., Final Report, Vol. I.
Multispectral Scanner System for ERTS, Hughes Aircraft HS324-5214, 1972.

Rogers, R. H., and Peacock, K., “A Technique for Correcting ERTS Data for
Solar and Atmospheric Effects.” Symposium on Significant Results Obtained
from Earth Resources Technology Satellite-1, NASA SP-327, pp. 1115-1122,
Washington, D. C., 1973.

JPL TECHNICAL REPORT 32-1597




I1l. Computer Image Processing

F. C. Billingsley, A. R. Gillespie, and A. F. H. Goetz

A main objective of the ERTS investigation was to
study methods for extraction and display of the most
significant data from the ERTS images and apply them to
the geologic mapping problem. To convert a picture into
an analytic tool for research requires the use of “image
processing,” the generic name of a set of procedures
designed to prepare an image for effective human viewing
and interpretation, to improve the fidelity of an image to
the imaged scene, and to extract statistical or other
information from an image.

Whitaker (Ref. I1I-1) used film methods in one of the
earliest attempts to discriminate rock units in lunar
pictures on the basis of spectral reflectivity. In the
apparently uniform regolith of Mare Imbrium, two
basaltic lava flows were distinguished in a black and white
composite produced by masking blue and infrared
telescopic photographs. Using a similar approach, Billings-
ley et al. (Ref. III-2) manipulated digitized multi-band
telescopic photographs in the computer, and Goetz et al.
(Ref. III-3) devised a method for analyzing Apollo orbital
multi-band pictures. Yost et al. (Ref. III-4) practiced an
extension of these techniques using a three-band photo-
graphic ratio method. During the same period, Vincent
and Thompson (Ref. III-5) ratioed aircraft scanner images
taken in the near-infrared spectral region to discriminate
among terrestrial lava flows.

Although image enhancement methods are possible
using the ERTS film products (Ref. III-6), Rowan et al.
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(Ref. III-7) found that, in order to extract the maximum
information from an ERTS multi-spectral scanner (MSS)
image, it was necessary to employ computer image
processing with digital data, which can be taken from film
by scanning densitometry or taken directly from MSS
computer-compatible tapes (CCTs).

A digital image is a sampled scalar field representing
scene radiance. Local scene radiance, as measured by the
sensing instrument, is encoded as an integer or digital
number (DN).

The MSS encodes the log of the scene radiance in 6
binary bits of information, which is expanded to a 7-bit
linear scale before CCT recording. Seven bits encompass
128 gray levels or DN. At the Image Processing
Laboratory (IPL) at JPL the data are additionally scaled to
occupy 8 bits, or 256 gray levels. The digital image is
stored, as it is acquired, as a series of digital numbers on
tape or on a magnetic disk rather than as an actual image.
The representation of the image as a scalar field is
physically accomplished only during production of a film
display.

Digital image processing consists of applying an
algorithm or function to each stored DN and accumulating
a new image from the processed data, as expressed by Eq.
(1), which applies a convolution filter to an image.
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N M
DNij = WmnDNiﬂz,j+m (])
n=-N m=—-M

where n and m are integers, W is a weight matrix, DN}; is
the input DN at positions i and j in the sampled field, and
DN/ is the DN in the filtered picture.

As another example of a simple digital process, the
image can be rescaled so that the contrast is increased.
Assume that the brightness range in the scene is from DN
= 10 to DN = 110 and that this range is to be expanded
to fill all gray levels of the dynamic range of the playback
device. The linear transformation

DN j; = 2.55 DN; — 25.5 (2

causes DN = 10 to be mapped to DN’ = 0 (= black), and
DN = 110 to be mapped to DN’ = 255 (= white). This
and other contrast manipulations are called “stretches.”

Digital images are converted to pictures for human
interpretation by using the encoded radiance (DN) to
modulate a light source that scans a photographic film.
The exposed picture, when developed, superficially
resembles a normal photographic image. However, in a
normal photographic image, scene detail is represented by
continuous changes in the number density of grains in the
emulsion. In a photographic representation of a digital
image, scene detail is represented by changes in average
brightness of small areas in the emulsion (picture
elements, or pixels). Brightness of the pixels is controlled
by the DN in the digital image.

Alternatively, a digital image can be displayed as a
computer listing, actually printing the DN values in a
matrix. However, because a single ERTS MSS frame (all
four bands) is composed of more than 30,000,000 numbers,
requiring 17,000 sheets of printout for display, this
approach has limited value.

Digital image processing techniques consist of four
procedures:

(1) Rectification, or compensation for geometric and
radiometric distortions introduced by the imaging
instrument, and for elimination of systematic or
coherent noise.

(2) Cosmetics, or removal of random noise or imperfec-
tions in data.

(3) Analysis, which includes data extraction and image
comparison.

14

(4) Display, or enhancement for visual interpretation.

These procedures are discussed in more detail in the
subsequent parts of this section and in Appendix B.

A. Rectification

1. Geometric Rectification

The purpose of geometric rectification is to compensate
for geometric distortions introduced by the imaging
instrument. The most significant distortion encountered in
ERTS images is caused by rotation of the Earth during the
25 s required to scan a scene. The trace of each scan line
on the Earth is carried by Earth’s rotation due east, so that
the trace of the entire frame is skewed to approximate a
parallelogram. The skew of the parallelogram is a function
of geographic latitude, but is typically about 3°. This
distortion in the raw images is corrected by displacing
each scan horizontally and adjusting the aspect ratio, or
the ratio between vertical and horizontal pixel spacing, to
ensure the correct shape of the image.

Geometric rectification also is required to compensate
for the motion of the Earth during each scan as opposed
to each frame, variations in spacecraft attitude, and scale
normalization, all of which are systematic distortions and
relatively simple to correct for if properly identified.
However, images acquired during attitude-correction
maneuvers may have local geometric distortions that are
difficult to identify. In that case, local distortion must be
identified by comparing locations of features in the image
with the same features in another correct image, or map.

Once identified, geometric distortions are removed by
using a “resampling” process. During resampling, the
location of each pixel of the geometrically correct output
picture is computed in the distorted input picture. The
DN of that output pixel is interpolated from the DN of
the pixels adjacent to the specified location in the input
picture.

Another type of geometric distortion is introduced by
degradation of high spatial-frequency response in the
imaging instrument. Any imaging instrument with a finite
sensing element or optical system will lessen the sharpness
of features.

Typically, the image of an impulse (e.g., a star) has a
nominally gaussian intensity distribution called the “point-
spread function” (PSF). A sampled scene can be consid-
ered to be composed of an array of impulses; the image of
that scene is considered to be constructed by the
superposition of an array of gaussian intensity distribu-
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tions, which is equivalent to the convolution of the scene
and the PSF. The imaging system acts as a low-pass filter
whose spatial-frequency response is displayed by the
Fourier transformation (FT) of its point-spread function.
The PSF can be measured in practice by constructing the
FT of an impulse or other sharp feature discernible in an
image.

To achieve the correct frequency response, a convolu-
tion filter whose FT is the reciprocal of that of the PSF
can be theoretically constructed. This actually is unreason-
able because as the FT of the PSF goes to zero at high
frequencies, the FT of the filter goes to infinity. Therefore,
the FT of the filter is modified so that its amplitude drops
to zero at the Nyquist frequency (Ref. III-8). This filter
can be applied in the frequency domain or in the spatial
domain. The result of compensating for frequency-
response degradation in this way is shown in Fig. III-1.
Because random-impulse type noise may have the same
amplitude at all frequencies (the FT of an impulse in a
discretized system is constant at all frequencies out to the
Nyquist frequency) and because the amplitude of the
signal, like that of the PSF, decreases as frequency
increases, the signal-to-noise ratio is lowest at high
frequencies. The filter increases the amplitude most at
high frequencies; thus, the noise is also increased. This
effect can be suppressed by dropping the amplitude of the
FT of the filter at high frequencies, although there is a
tradeoff between image restoration and noise suppression
that must be considered separately (see Appendix B).

Before digitally comparing images taken at different
times or through different instruments, it is often
necessary to force the scene geometry to conform. When
camera and scene positions and orientation defining image
geometry are used to create a geometric function that will
map into cartographic format, the process is called
“projection.” Because ERTS MSS data already are in an
approximately cartographic format, projection is not
necessary. However, registration is important if ERTS
pictures taken of the same scene at different times are to
be compared. This is especially true with features in the
“sidelap” region, which is the part of the scene imaged in
consecutive revolutions (orbits), with the orbit traces
about 150 km apart. (Distance and amount of sidelap vary
with latitude.) Obviously, parallax is a major cause of local
image misregistration in such pictures. Because parallax is
scene-dependent, scene topography must be accurately
modeled to compensate for it. This is difficult and has not
been achieved successfully, at least on a satisfactory
production basis. Thus, registration must be achieved by
identifying pixel displacements necessary to cause local
scene coincidence for several identifiable features over an
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image pair, which may be done automatically using cross-
correlation techniques. However, if both images contain
coherent noise (six-line striping), the program tends to
register the noise rather than the scene detail. The actual
geometric transformation is accomplished by “resam-
pling,” as discussed above and in Appendix A.

2. Radiometric Rectification

Radiometric rectification is a process that compensates
for nonlinearities in the response of the MSS to scene
radiance. An absolute calibration of image DN to scene
radiance cannot be achieved, as more complete knowl-
edge is required of the sensing instrument’s response than
is possible with the existing MSS design. Relative
calibration is provided by an illuminated gray scale that is
scanned periodically during image acquisition. Only 6 out
of about 500 bytes of calibration information are actually
available to the users of CCTs, and these are arranged in
three pairs as a precaution against bit errors. One pair is
extracted close to the saturated part of the gray scale, and
may not be reliable (see Ref. III-9).

These calibration data are used by Goddard Space
Flight Center (GSFC) to define a linear instrument
response, and data are corrected to scene radiance using
that equation. Thus,

DN' =aDN + b (3)

The assumption of linearity is not justified, as indicated by
the problem of striping. Although an attempt was made to
fit a second-order polynomial to the calibration data,
insufficient points were available to make the fit meaning-
ful. Subsequent decalibration using the second-order
polynomial did not completely remove the striping.
Residual noise can be attributed to truncation during
successive computer processes, or it can be introduced
after data are acquired (e.g., during transmission).

Absolute calibration of ERTS images using ground
spectra is possible if homogeneous regions, on the scale of
10 pixels, of different reflectivities can be occupied during
overflight. A transfer function relating DN to ground
radiance can be specified, and the image can thus be
rectified to compensate for the instrument and also
atmospheric effects. However, the difficulty of both finding
and occupying homogeneous sites within a study area
close to the time of overflight is sufficient to preclude
widespread use of this technique (see Appendix E).
Although successful radiometric rectification causes
artifacts such as striping to disappear, complete removal
of striping is generally not possible. In severe cases,
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cosmetic procedures can be used to remove unwanted
noise.

B. Cosmetics i

Cosmetics procedures are designed to remove unwanted
noise or image defects and systematic noise of uncertain
origin or exceptional severity. In ERTS data, cosmetic
routines are most frequently used to remove striping and
to compensate for dropped lines.

Several approaches can be used to remove striping. It is
possible to compute a histogram (DN frequency distribu-
tion or probability-density function, PDF) for each of the
six sensors contributing data to each image. By assuming
that a reference sensor is selected, the histograms of the
other sensors can be modified to cause the means and
standard deviations to match using a linear equation to
“stretch” the suspect data:

Dz\"(k,l)l.j = a(k1l) DN(k,[)I.]. + b(k1) (4)

where k is a sensor, [ is an image channel, i is a sample,
and j is a line. However, this approach is not totally
successful, presumably because the offending sensor light-
transfer characteristic is nonlinear.

It is possible to force empirically five sensor histograms
to resemble a sixth (or six histograms to resemble their
average) nonlinearly. This is accomplished by redistribut-
ing DNs in such a way as to enforce the criterion for all n,
0<n<255:

£(DN) = (DN) (5)

DN=0

fSTD
DN=0

where f is frequency; the subscript k is a sensor, 1 <k < 6;
and the subscript STD refers to the reference histogram.
This technique also yields unsatisfactory results, possibly
because some striping may be scene-dependent; that is,
the sensor transfer function may be a function of the
recent history of the sensor.

Spatial filtering also can be used to remove striping.
Because striping is correlated with certain sensors, it is
repeated in the image every six lines; thus, striping is
coherent. A power spectrum of an image with striping
reveals high amplitudes at frequencies of 1/6, 1/3, and
1/2 cycles per pixel vertically. This coherent noise can be
removed by a convolution filter in the spatial domain or
by identifying and removing noise spikes in the FT and
retransforming the clean transform to produce a smooth
image (see Ref. III-10).
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Alternatively, a simple high-pass convolution filter
applied line by line can be used to display only deviations
from a local sensor mean. This technique, although
effective, simple, and inexpensive, destroys image radiom-
etry and is thus unsatisfactory for some purposes.

Computer algorithms can also be constructed to
recognize and interpolate across bit errors, or to identify
lines that are missing or that cannot be read from tape.
Missing or dropped lines are especially damaging if
different channels of otherwise registered data are to be
compared digitally.

C. Analysis

Analytic programs and procedures increase the informa-
tion (as contrasted to data) contained in an image or reveal
information that was implicit only in the original image.
This new information is obtained by application of
mathematical formulas or by correlation of image
information with data derived from another source.

Four basic approaches are used in image analysis:

(1) Extraction of statistical information from an
image. Local means, standard deviations, or PDFs
can be extracted from an image and displayed on a
line printer. Similarly, the local covariance between
different spectral bands can be computed, or
correlations between image brightness and topogra-
phy or any other mappable variable can be
computed.

(2) Representation of statistical measures as an
image. Any statistical quantity can be scaled to fit
the dynamic range of a digital image, and thus
displayed. For example, the variance of a local area
consisting of a pixel and its eight nearest neighbors
can be computed and scaled for output in an image
comprising the variance of local areas centered
about each pixel. Similar measures of image
“texture” have been demonstrated to increase
accuracy of bayesian classifiers when used as an
additional channel of input (Ref. ITI-11).

(3) Multi-image processing techniques. One way of
increasing information obtainable from an image is
to use more than one spectral channel of input, or to
monitor a scene over a period of time. Simple
procedures include image differencing, which is a
useful procedure for temporal comparisons, and
ratioing, which is useful for spectral comparisons.

Rotation of the multi-spectral vector can be used to
increase feature discriminability within an image
(Figs. I1II-2 and III-3), and can be used to reduce the
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Fig. 111-2. Contour map of two-dimensional PDF depicting frequency of occurrence of DN couplets in
image channels x and y

number of channels required to adequately describe
a scene (see Fig. III-3). The new axis is chosen to
maximize the separation of information clusters
projected onto it.

Ratioing (see Section VI) is an important tool for
selective enhancement of spectral differences and
removal of topographic information from the scene.
There are six possible unique ratios of the four
ERTS spectral bands. For presentation, three ratios
are chosen, correctly stretched, and combined into a
color image. By this method, in our experience, up
to a five-fold increase in apparent scene contrast is
possible because the topographic information clutter
has been removed. The best coior ratio composite
displays the maximum separation among spectral
reflectivity units. The human interpreter can then
clarify the units based on a number of parameters
such as spatial context, which are not available to
computer classification routines. This method seems
to be superior to direct computer classification, as
discussed in Section VL

Classification. Classification is a process designed to
construct thematic maps from multi-channel images,
based on the observation that DN ntuplets from a

thematically homogeneous area tend to congregate
in clusters in an n-space where the axes depict the
intensity, or DN, of the various channels. The
clusters shown in Fig. III-2 are an example of this in

a two-dimensional space. If the clusters that
comprise an image can be identified, then the

proximity of a given DN ntuplet to the various
cluster centers can be measured. The boundary
surfaces among clusters are based on statistical
decisions. Much information has been published in
the area of classification techniques (Refs. III-11
through 1III-13). Classification procedures usually
require the analyst to define homogeneous areas in
the image. These training areas are used to construct
the spectral clusters to which each DN ntuplet in
the image is compared. The output picture indi-
cates, pixel by pixel, to which cluster the local DN
ntuplet belongs.

D. Display

Display procedures are designed to present to the
human viewer as much information as possible in a
convenient useful format. Although many techniques are
available, the one considered most basic is contrast
modification, or “stretching.” This procedure reassigns
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input DN to new gray levels according to one of several
schemes, with the goal of utilizing the entire dynamic
range of the display device to convey only those portions
of the image dynamic range which actually contain data
(see Eq. 2). Many linear and nonlinear stretches are
available. For instance, if the analyst recognizes that the
most interesting or significant information in an image is
contained in dark regions, he might wish to increase its
contrast at the expense of contrast in brighter, less
important, regions. He would apply either a square root or
log “stretch” to accomplish this.

Usually a linear stretch is necessary to pack the data
into the dynamic range of the display. In the examples
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used previously, the output of a decimal log stretch would
fall from DN = 0,(log 1), to DN = 2.41,(log 255). Thus the
stretch actually used could be:

255

DN'= —————
log(255)

log(DN) (6)
which maps 1 to 0 and 255 to 255.

Spatial filtering, already discussed in the context of
image rectification, also is a significant part of image
display. Typically, an analyst may wish to enhance local
contrast so that differences from the local average
brightness are displayed. This is accomplished by a filter
which, in effect, subtracts the local average DN from the
local DN (high-pass filter). Figures III-4 and 5 show the
effects of filters of different sizes; the larger the filter, the
larger the area for which the local average DN is
computed and the less severe the filter.

Color is an important display tool. The human eye
easily discriminates many more hues than gray levels.
Thus, a single color image is capable of conveying more
information than a single black and white picture or the
set of three black and white transparencies from which
the color picture is made.

Color images, as well as single black and white images,
can be modified for optimum display. The simplest
technique is to stretch the three input pictures individu-
ally before the creation of the color picture. Alternatively,
it is possible to decompose the image triplet into color
coordinates (hue, saturation, and intensity) or into standard
Internationale de I'Eclairage |(CIE), chromaticity coordi-
nates (x, y, and intensity). Contrast modification is
performed on the new images, which are subsequently
processed to form into the blue, green, and red images
required for color construction. A more detailed discussion
of the individual routines developed for rectification,
analysis, and display is presented in Appendix C.
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IV. Geologic Investigations

A. The Bright Angel, Mesa Butte, and
Related Fault Systems of Northern
Arizona!

E. M. Shoemaker, R. L. Squires, and M. J. Abrams

Among the structural features of northern Arizona, the
Bright Angel fault is perhaps one of the best known.
Thousands of tourists hike along part of the Bright Angel
fault each year as they descend from the south rim of the
Grand Canyon into the inner gorge along the Bright Angel
trail, or from the north rim along the Kaibab trail. It is not
known how many of these visitors are aware that a fault
has controlled the route of easiest descent and the course
of Bright Angel Canyon, through which the Kaibab trail
passes. It is clear, however, that the easy access into the
Grand Canyon provided by these trails has led to close
inspection of the fault by many geologists.

The Bright Angel fault was first described by F. L.
Ransome (Ref. IV-A-1), who recognized that displacement
on the fault had occurred during at least two widely
separated periods of time: one Precambrian and one post-
Paleozoic. The first map to portray the fault was a
reconnaissance map of northern Arizona and New Mexico
by N. H. Darton (Ref. IV-A-2), who also briefly described
the fault and noted the two episodes of displacement. In

1 Publication authorized by the Director, U.S. Geological Survey.
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1914, a part of the fault lying within the Bright Angel
quadrangle south of the Colorado River was mapped in
detail by L. F. Noble (Ref. IV-A-3); although he
contributed some important observations about the fault
(see Refs. IV-A-4 and IV-A-5), the map was never
published. In 1929, McKee described the Bright Angel
fault in a short paper (Ref. IV-A-6).

The problem of multiple episodes of faulting on the
Bright Angel and related faults attracted the attention of
Maxson and Campbell (Ref. IV-A-7) as they worked on the
ancient crystalline rocks of the Grand Canyon. Much later,
Maxson published a detailed map of the Bright Angel
quadrangle and described a complex history of displace-
ment on the Bright Angel fault and on intersecting faults
(Ref. IV-A-8). Most recently, Sears (Ref. IV-A-9), who has
reinterpreted the history of displacement, remapped the
Bright Angel fault where it cuts exposed Precambrian
rocks.

The present writers became interested in the Bright
Angel fault during a regional geologic investigation of the
hydrographic basin of Cataract Creek, the principal
drainage of the Coconino Plateau, which forms the south
rim of the Grand Canyon. Starting from the southern
boundary of the Bright Angel quadrangle, we traced the
Bright Angel fault 30 km to the southwest. At this point
the fault dies out, but other parallel faults continue to the
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Fig. IV-A-1. ERTS-1 picture of Coconino Plateau showing Bright Angel and Mesa Butte fault
systems (NASA picture ERTS E-1104-17382-5, Nov. 4, 1972)

southwest at least another 20 km. In this investigation we
employed ERTS pictures taken from an altitude of 907
km. While studying these pictures, we noted a remarkably
long zone or system of faults of which the Bright Angel
fault is a member. From the center of the Cataract Creek
region the fault system can be traced northeastward for at
least 270 km. A parallel system of faults that lies about 50
km southeast of the Bright Angel system can also be
recognized in the ERTS pictures (see Fig. IV-A-1). Some
of the principal Cenozoic eruptive centers on the
Coconino Plateau appear to be localized along these two
fault systems.

24 ORIGINAL PAGE IS
OF POOR QUALITY

At this stage in our investigation the evidence suggested
that the two fault systems, which are observed primarily
in Phanerozoic rocks, might be related to major ancient
structures in the underlying Precambrian crystalline
complex. To test this hypothesis we compiled a map of
the faults in northwestern Arizona (Fig. IV-A-2) and
compared this map with a residual aeromagnetic map of
Arizona published by Sauck and Sumner (Ref. IV-A-10).
About 60% of the fault map is based on published and
unpublished maps. The remainder is based on new
detailed and reconnaissance field mapping by us and by L
Lucchitta, using ERTS pictures and aerial photographs.

JPL TECHNICAL REPORT 32-1597



S}INE} JO 3PIS UMOIYIUMOP UO JOP pue Jeg °S}Nej |EWIoU aJe UMOYS S}Nej JSO "Buozily UJajsamyjiou ul syney jo depy ‘ez-y-Al ‘814

r T T T T !
::.On o

r T T T i 1 1
1w 0§ 0
_Mnn.o__ ol .N_:
B T T
N /_ <
N, // rf
,)/./, - *o_moo_u
t\\\a\ /
S
A
a2
Q2
=
=
d e
2K
=
SO

JPL TECHNICAL REPORT 32-1597




26

111e 110° 15

4 37° 15
o
1140 112 270
L
37° .
/37e7f 774
) 71 79 | 3119
/7 A 77
17 r /7y 7
A
37 7h
2 A
//i// ]8
b i
/i o] 20
7/ 7/
AL
LS L
AL P O AP
LSS S
4 CEALLLAS L LAY AT F 36°
36°1 ¥ 27 SILIII SIS IS SIS
7 ol LIS AL A LS
& -/ /’,’/////2//////// ///i
R BT LN R L P LA o 3
/ L LT LT LS LEI L LA LTS
/ CHLALLALLLLL LA LL ALY LT S
/ AL SLLLLLTAL LA LS FLL
/ / LA LL LT AALLS PR,
s CLLLLATLLIL ALY 9 10
2L <] L LS LLLLLL LA LSl
LA A /g LA T AL ALY LL AT T KT
LS LLS 2L 14 LA 1
LA LS er S L LALLLALLLAL LS LLEL A LTS
LS LT LT LELILE P L EEAAL LA AL L LALELLSL LS
AL LIS 7/ "t W LLALLL LR LSOSELTLY
P LF LY NEEEL LS LET S P LSS LAPT LIS L LLILE LS
LL2TAALRLLLAAAA S LA V01000 3007077007000 7777
YAV L LTS L LIS LS AL LS AL RLA LT LLS S LA ]2
AALLALLLL, L LA L LLA LI LS PPAAL AR AA RS LA LA PT
PSS LAL B AL L LA T B L AL A ER LTRSS S L
SR Pas LALLLLLLS LSS AL AL LSS 2L
LA 5 ////////////,///////////4/// 8
L LA LD 1 /7 /A LA AA LA AAS S LAhT i 3 /7
b Air oy Y d SALSISSS IS SIS 77 /7
, ‘s 777 16 SLIIIIIIIS IS 77 AR -
35° T T 35
114° 113° 112° 111°
0 100 km
L 1 e . 1 J

MAPPING UTILIZING ERTS-1 PICTURES

1. LUCCHITTA, I. (SEE REF. IV~A-48)
2. ABRAMS, M. J., AND SQUIRES, R. L., UNPUBLISHED MAP
3. SHOEMAKER, E. M., SQUIRES, R. L., AND ABRAMS, M. J., UNPUBLISHED RECONNA[SSANCE

OTHER SOURCES OF DATA

4. HOLM, E. A., UNPUBLISHED MAP
5. MAXSON (SEE REFS. [V-A-59 AND [V-A-60)

6. TWENTER (SEE REF. IV-A-19)

7a. POMEROY (SEE REF. IV-A-61)

7b.  MARSHALL (SEE REF. IV-A-62)

7c.  MARSHALL (SEE REF. IV-A-63)

7d.  PILLMORE (SEE REF. IV-A-64)

7e.  MORRIS (SEE REF. IV-A-65)

7f. McQUEEN (SEE REF. IV-A-66)

7g. WELLS (SEE REF. IV-A-67)

7h.  MARSHALL (SEE REF. IV-A-68)

8. SHOEMAKER (SEE REF. IV-A=~69)

9. BROCK, M. R., HAYNES, D. D., POMERENE, J. B., PROSTKA, H. J., RINEHART, C. D., UNPUBLISHED MAP
10.  ULRICH, G. E., AND BAILEY, N. G., UNPUBLISHED MAP
11. BABENROTH AND STRAHLER (SEE REF. IV-A-13)

12, COOLEY, M. E., UNPUBLISHED MAP

13. KOONS (SEE REF. IV-A-18)

14.  BLISSENBACH (SEE REF. IV-A-30)

15, FUIS (SEE REF. IV-A-49)

16, KRIEGER (SEE REFS. IV-A-16 AND IV-A-70)

17. MOORE (SEE REF. IV-A-71)

18. HUNTOON (SEE REF. IV-A-72)

19. PHOENIX (SEE REF. JV-A-73)

20. COOLEY et. al. (SEE REF. IV-A-17)

Fig. IV-A-2b. Index to sources of information shown in Fig. IV-A-2a
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Comparison of the pattern of faults with the aeromagnetic
map revealed many features of interest. The subsequent
paragraphs concern mainly the Bright Angel fault system
and the parallel system of faults to the southeast, referred
to here as the Mesa Butte fault system. Other fault systems
are described briefly.

1. Bright Angel Fault System

The Bright Angel fault system extends as a continuous
zone of northeast-trending normal faults from Cataract
Creek on the southwest to the Echo Cliffs on the
northeast. Beyond the Echo Cliffs, the system may be
traced northeastward to the Monument upwarp in Utah as
a more diffuse continuous zone of normal faults.

South of the Grand Canyon, the Bright Angel system
comprises several distinct faults, each of which is tens of
kilometers long. The Bright Angel and Vishnu faults are
the principal members of the system (Figs. IV-A-3 and IV-
A-4). Here the faults cross the Coconino Plateau, which is
capped by Kaibab Limestone of Permian age. Maximum
displacement of the exposed Permian rocks on each of the
larger faults is about 100 m. On most faults, displacement
is down to the southeast. The downthrown side generally
exhibits reverse drag; narrow prisms of beds belonging to
the Moenkopi Formation of Triassic age are preserved in
a few places on the hanging wall. Stripping away of the
easily eroded Moenkopi from much of the rest of the
plateau has left relatively prominent fault-line scarps,
formed by the upthrown resistant beds of Kaibab
Limestone.

A curious feature of the Bright Angel fault system,
which is well illustrated on the Coconino Plateau, is the
tendency of individual faults to die out as they approach
northwest-trending monoclines (Fig. IV-A-4). Two small
monoclines lie athwart the Bright Angel fault system on
the plateau. None of the individual faults in the system
cross either of these monoclines.

The Bright Angel fault is one of the longest members of
the entire fault system. It can be traced for a total
distance of 65 km. At its northern end, the fault swings
around from a northeasterly to a northerly strike and then
dies out as it approaches the East Kaibab monocline (Fig.
IV-A-4). A series of en echelon faults continues farther to
the northeast along the main trend of the Bright Angel
fault.

Displacement of Permian beds on the Bright Angel fault
is down to the southeast, both on the Coconino Plateau
and on the Kaibab Plateau. Where it crosses the Grand
Canyon, however, a complex set of relationships may be
observed along the fault in older beds, particularly the
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Precambrian rocks. The net displacement of beds
belonging to the Grand Canyon Supergroup, of late
Precambrian age, is up on the southeast. Their displace-
ment is due primarily to one or more episodes of reverse
faulting in late Precambrian time (Refs. IV-A-8 and IV-
A-9).

Northeast of the East Kaibab monocline, along the
projected trend of the main part of the Bright Angel fault,
the narrow Eminence Break graben can be traced across
the Marble Platform (FIg. IV-A-4), a stripped surface
capped by the Kaibab Limestone. Beds southeast of the
graben lie at a higher elevation than the beds northwest of
the graben. Thus, the displacement is greater on the fault
bounding the graben on the southeast side. A prominent
northwest-facing fault-line scarp, the Eminence Break, is
developed along the southeast-bounding fault. This fault is
40 km long and has a maximum displacement of about 100
m. It dies out to the northeast at the Echo Cliffs
monocline. The fault bounding the northwest side of the
graben is only 30 km long and dies out before reaching the
Echo Cliffs monocline. To the southwest, toward the East
Kaibab monocline, the graben bends to the south and dies
out precisely at the lower axis of the monoclinal flexure. A
few shorter faults that are parallel or subparallel with the
main part of the Eminence Break graben occur on nearby
parts of the Marble Platform.

A zone of en echelon graben continues for a distance of
12 km northeast of the Echo Cliffs along the projected
trend of the Eminence Break graben. Beyond this point,
the Bright Angel fault system becomes a broad diffuse
zone of relatively short faults (see Fig. IV-A-2). In general,
faults become more and more widely spaced to the
northeast, and the northeastern limit of the system is not
well defined. The system extends at least as far as the
Monument upwarp, Utah. One branch of the system may
be represented by a set of faults that extends to the Comb
monocline, just north of the San Juan River in Utah. The
easternmost fault of this set is described in Ref. IV-A-11.
Between the Echo Cliffs and Comb Ridge, the displace-
ment of faults in the Bright Angel system is generally less
than 100 m, and none exceeds 30 km in length. At the
surface the faults displace Triassic and Jurassic rocks and,
in the vicinity of Monument Valley, Permian rocks.

2. Mesa Butte Fault System

The Mesa Butte fault system, as now recognized,
extends from Chino Valley, near Paulden, Arizona, on the
southwest, to Shadow Mountain on the northeast. The
known length of the fault system is about 150 km, but
detailed mapping of Precambrian terrain west and
southwest of Prescott, Arizona, may extend the system
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Fig. IV-A-3a. Oblique high-altitude aerial photograph of Mesa Butte fault system, looking southwest

across Coconino Plateau: (1) Mesa Butte, (2) Cedar Ranch fault, (3) Mesa Butte fault, (4) Red

Mountain, (5) Slave Mountain, (6) source of Tappan Wash flow, (7) Kendrick Peak, (8) Sitgreaves
Mountain, (9) Bill Williams Mountain (U. S. Geological Survey high-altitude photograph)

many tens of kilometers farther to the southwest. About
midway along its known length, the fault system is
concealed beneath Quaternary lava flows of the San
Francisco volcanic field. The recognized faults in the
system are thus grouped into a northeastern segment and a
southwestern segment.

The Mesa Butte fault is the principal member of the
northeastern segment of the fault system. It was first noted
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by Johnson (Ref. IV-A-12) and was mapped and named by
Babenroth and Strahler (Ref. IV-A-13). Mesa Butte, an
elongate basaltic cinder cone, was formed by fissure
eruption along the fault (see Fig. IV-A-3a). Southwest of
Mesa Butte, the fault is covered by Pleistocene lava flows
that lap against the base of the fault scarp. The position of
the fault and its displacement can be estimated with some
precision, however, for a distance of about 10 km
southwest of Mesa Butte. Farther to the southwest the
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Fig. IV-A-3b. Oblique high-altitude aerial photograph of Bright Angel fault system, looking
southwest across Coconino Plateau: (1) Howard Hill, (2) Mt. Floyd (U. S. Geological Survey high-
altitude photograph)

fault scarp is completely concealed beneath younger lava
flows and basaltic cinder cones (Fig. IV-A-4). Northeast of
Mesa Butte, the fault emerges from beneath the lavas and
becomes the northwest-bounding fault of the spectacular
long, narrow Mesa Butte graben (see Fig. IV-A-3a). The
graben is 300 to 400 m wide, 15 km long, and forms a
trench 100 to 200 m deep in the surface of the Coconino
Plateau. Formations exposed in the walls of the trench are
the Coconino Sandstone, Toroweap Formation, and
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Kaibab Limestone, all of Permian age. The Mesa Butte
fault can be recognized at the surface for a distance of
about 35 km; maximum observed displacement is about
100 m.

A branch fault, the Cedar Ranch fault, joins the Mesa
Butte fault near Mesa Butte. It can be traced southwest-
ward about 15 km, where it disappears beneath younger
lavas. The Cedar Ranch fault is covered by lava that laps
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against the fault scarp, but locally the lava is offset by
faulting. As along the Mesa Butte fault, displacement is
down to the southeast.

Northeast of the Mesa Butte graben and directly in line
with it is the sharply flexed, locally faulted southern
salient of the Grandview monocline (Fig. IV-A-4). Farther
to the northeast the monocline swings around to the west
and veers away from the Mesa Butte fault system. About
30 km beyond the Mesa Butte graben, a cluster of small
northeast-trending faults near Shadow Mountain marks the
northeastern limit of exposed faults in the Mesa Butte
system. However, a series of monoclines along the
northwestern edge of Black Mesa and a segment of the
Comb monocline along the southern margin of the
Monument upwarp, near Kayenta, Arizona, may be
controlled by the northeastern extension of the ancestral
Mesa Butte fault in the Precambrian rocks.

Faults belonging to the southwestern segment of the
Mesa Butte fault system were mapped along Hell Canyon
in the Paulden quadrangle and described by Krieger (Ref.
IV-A-14). The principal fault in this segment was traced
by Krieger 8 km northeastward from the Paulden
quadrangle across the Tonto Rim, where it cuts Pennsylva-
nian and Permian rocks, and is shown on the geologic map
of Arizona (Ref. IV-A-15). The continuation of this fault
through the southern part of the San Francisco volcanic
field can be recognized in ERTS-1 pictures (see Fig. IV-
A-1) and traced an additional 22 km. The total recognized
length of the fault is 38 km. Displacement is down on the
southeast; maximum displacement of the exposed rocks is
about 150 m. The fault disappears northeastward in a field
of lava flows of Pleistocene age. Whether the displace-
ment dies out or the fault is covered by younger lavas is
not known, as the relations have not been studied in detail
in the field.

Directly in line with the 38-km-long fault, 12 km
southwest of its last recognized exposure in Hell Canyon,
rocks correlated by Krieger (Ref. IV-A-14) with the Texas
Gulch Formation of Precambrian age are in contact with
the Mazatzal Quartzite of Precambrian age, the Tapeats
Sandstone of Cambrian age, and the Martin Limestone of
Devonian age, along closely spaced northeast-trending
faults. As mapped by Krieger (Ref. IV-A-14), the
displacement that brought the Mazatzal Quartzite in
contact with the Texas Gulch Formation (?) at this locality
is Precambrian (pre-Tapeats). The latter displacement of
Cambrian and Devonian beds may have been controlled
by a Precambrian fault zone. It appears possible that the
ancestral Mesa Butte fault is partly exposed in the
Precambrian rocks at this place.
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Still farther to the southwest, on the trend of the Mesa
Butte fault system, rocks mapped as the Yavapai Series of
Precambrian age are in contact with Precambrian
granitoid rocks northwest of Granite Mountain (Ref. IV-
A-15). This contact may be the southwestward continua-
tion of the ancestral Mesa Butte fault. Work in the field is
needed to test this hypothesis.

3. Other Fault Systems

In addition to the Bright Angel and Mesa Butte fault
systems, other swarms or systems of faults can be
recognized from the pattern of faulting shown in Fig. IV-
A-2. One of these, the Sinyala system, which comprises a
swarm of northeast-trending faults, is roughly parallel with
the Bright Angel and Mesa Butte systems. Other systems
trend northwest and approximately north (Fig. IV-A-5).
Each system is a relatively broad lane or zone of faults in
which the individual faults tend to be parallel or
subparallel with the overall trend of the lane. Where the
lanes intersect, faults belonging to two or more systems
are present. At these intersections, some individual faults
follow the direction of one system for part of their length
and then turn abruptly and follow the direction of another
system.

The Sinyala fault system consists, in large part, of a set
of en echelon faults. It is named for a fault 50 km long
that crosses the Colorado River midway along the length
of the system (see Fig. IV-A-2) and trends parallel with the
total system. Although this fault is very long, its
displacement is generally less than a few meters. Some
other faults in the Sinyala system with much larger
displacements are segments of long faults that follow one
system for a distance and then turn and follow another.
The faults are observed in rocks ranging in age from
Precambrian to Permian.

Four northwest-trending systems of faults are recog-
nized in northern Arizona (see Figs. IV-A-2 and IV-A-5):
the Chino Valley system, the Cataract Creek system, the
Kaibab system, and the Mormon Ridges system (Fig. IV-
A-5). The Chino Valley system of faults is observed
primarily in Paleozoic rocks, but a set of fault scarps 20
km long is developed in alluvium in the northwestern
Chino Valley along the Big Chino fault of Krieger (Refs.
IV-A-14 and IV-A-16).

The Cataract Creek system consists chiefly of a newly
mapped swarm of faults that cut Permian, Triassic, and
Tertiary rocks in the southern and western parts of the
Cataract Creek basin. Faults belonging to this system
extend into the Shivwits Plateau on the northwest and
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across the southern part of the San Francisco volcanic field
on the southeast.

The Kaibab system is a relatively broad lane of
northwest-trending faults that extends from the southern
Kaibab Plateau across the Grand Canyon onto the
northern Coconino Plateau. Rocks ranging in age from
Precambrian to Permian are cut by this system. As in the
case of the northeast-trending faults of the Bright Angel
system, many faults in the Kaibab system can be shown to
have had a long history of displacement that began in
Precambrian time.

The Mormon Ridges system is observed principally in
Mesozoic rocks. It is named for ridges on the Kaibito
Plateau formed along a closely spaced set of faults in the
Navajo Sandstone of Triassic (?) and Jurassic age (Ref. IV-
A-17).

Two swarms of faults trending approximately north are
present in the fault pattern of northern Arizona. They are
referred to here as the Toroweap system and the Oak
Creek Canyon system. Both systems cut rocks ranging in
age from Cambrian to Tertiary. The Toroweap system
includes a north-trending segment of the Toroweap fault
(Refs. IV-A-18 and IV-A-19), a parallel segment of the
Hurricane fault (Ref. IV-A-19), and a roughly north-
trending segment of the Aubrey fault (Ref. IV-A-20), each
of which has a displacement of several hundred meters.
Some smaller faults are also present in the system.

The Oak Creek Canyon system extends north from Oak
Creek Canyon, through Flagstaff, Arizona, to the Coco-
nino Plateau. Just north of Flagstaff, the Oak Creek
Canyon system is concealed by Quaternary and Pliocene
(?) volcanic rocks of the San Francisco volcanic field; the
large stratovolcano of San Francisco Mountain lies astride
the system.

Northwest of the Sinyala system, faults are somewhat
more uniformly distributed than in the region to the east
and south (see Fig. IV-A-2). Major faults are present near
this corner of the state, and northeast-, north-, and
northwest-trending sets of faults are represented in this
area, but the faults are not grouped as clearly into discrete
lanes as they are in the adjacent region.

4. Relation of Eruptive Centers to Faults

Inspection of the distribution of volcanoes in the San
Francisco volcanic field reveals that about half of the
silicic to intermediate volcanoes (described in Ref. IV-
A-21) lie along the Mesa Butte fault system. This
relationship is easily recognized in ERTS-1 pictures (see
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Fig. IV-A-1); these volcanoes form the most prominent
peaks in the region. Closer study shows that Sitgreaves
Mountain lies precisely on the projected trend of the Mesa
Butte fault (Fig. IV-A-6). Bill Williams Mountain lies a few
kilometers northwest of this line, and Kendrick Peak lies a
few kilometers southeast of the line, close to the projected
trend of the Cedar Ranch fault. Slate Mountain, a
relatively small silicic volcanic center, lies on the trend of
the Cedar Ranch fault (see Figs. IV-A-3b and 1V-A-4). The
remaining silicic volcanoes in the San Francisco field occur
either on the Oak Creek Canyon system of faults or on the
Cataract Creek system.

Several hundred basaltic cinder cones are present in the
San Francisco volcanic field, but only a few of these are
related in an obvious way to the major fault systems. Red
Mountain, one of the largest cinder cones, lies on the line
of the Mesa Butte fault (see Figs. IV-A-3a and IV-A-4).
Mesa Butte, formed by fissure eruption along the fault, is
one of the northernmost eruptive centers in the San
Francisco field. Well separated from the rest of the
volcanic field, Shadow Mountain lies 45 km farther to the
northeast along the Mesa Butte fault system (Figs. IV-A-4
and IV-A-6). It is, however, a basaltic eruptive center of
the San Francisco type (Ref. IV-A-22).

Beyond Shadow Mountain lie the monchiquite dia-
tremes and dikes at Tuba Butte and Wildcat Peak (see Fig.
IV-A-6). These isolated volcanic centers are far removed
from most other diatremes and alkalic basalts of the
Navajo country (Refs. IV-A-23 and IV-A-24), but are close
to the projected trend of the Mesa Butte fault system.

Eruptive centers are more widely spaced along the
Bright Angel fault system. In the vicinity of Monument
Valley, Utah, a broad swarm of minette dikes and two
kimberlite pipes occur near the extreme northeastern end
of the Bright Angel fault system. Navajo Mountain, a
prominent structural dome in Utah, just north of the
Arizona state line, occurs on the margin of the relatively
diffuse part of the fault system. For many years the
Navajo Mountain dome was thought to have been formed
over a laccolith or stock (Refs. IV-A-23, IV-A-25 through
IV-A-27), but without any definite evidence. The dome is
distant from the known laccolithic mountain groups of the
Colorado Plateau. A small syenite porphyry intrusion near
the summit of the dome was reported by Condie in 1964
(Ref. IV-A-28).

Near the southwestern end of the Bright Angel fault
system, Howard Hill, a small structural dome that
resembles the Navajo Mountain dome in shape but not in
size, lies just beyond the end of the Vishnu fault (Figs. IV-
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Fig. IV-A-6. Simplified residual aeromagnetic map of northwestern Arizona, showing ancestral

Sinyala, Bright Angel, and Mesa Butte fault systems and related eruptive centers. Residual
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A-3b and IV-A-4). This dome may be located over a small
stock. Still farther to the southwest, Trinity Mountain,
Round Mountain, and Mt. Floyd, the principal eruptive
centers of the Mt. Floyd volcanic field, occur on the trend
of the Bright Angel fault system. Mt. Floyd itself lies
almost precisely on the projection of the Bright Angel
fault (Figs. IV-A-3b and IV-A-6).

5. Precambrian Origin of Faults

The distribution of eruptive centers along the Bright
Angel and Mesa Butte fault systems and the relatively
great length of these systems suggest that the faults
observed in Phanerozoic rocks may be related to more
profound, deep-seated structures in the crust. Where the
Bright Angel and Kaibab fault systems cross the Grand
Canyon, the relation of the faults to the deeper-lying
Precambrian rocks is exposed. Here the principal
displacement of Paleozoic beds along both systems of
faults was controlled by more ancient faults in the
underlying Precambrian rocks.

Walcott (Ref. IV-A-29) was the first to demonstrate that
displacement of Phanerozoic rocks in the Grand Canyon
had occurred along a Precambrian fault. He found that the
northwest-trending Butte fault, which occurs along the
East Kaibab monocline and which had reverse movement
in Tertiary time, had much larger displacement, but of the
opposite sense, in Precambrian time. Ford and Breed (Ref.
IV-A-30) estimate as much as 1.5 km of normal displace-
ment on the Butte fault after deposition of the Grand
Canyon Supergroup and before deposition of the Tapeats
Sandstone of Cambrian age.

Noble (Ref. IV-A-4) recognized many other post-
Paleozoic faults that occur along Precambrian lines of
displacement. He found that both northwest-trending and
northeast-trending faults are controlled by Precambrian
structure. On these faults, Phanerozoic displacement is
generally smaller and in the opposite sense from that
which occurred in late Precambrian time. The northwest-
trending Muav fault (Fig. IV-A-7) was shown by Noble to
have had a minimum normal displacement of almost 2 km
in Precambrian time. A faulted monocline with much
smaller throw is developed in the Paleozoic rocks over the
Muav fault.

Maxson and Campbell (Ref. IV-A-7) found that the
crystalline rocks of the Grand Canyon had been displaced
by faults before deposition of the Grand Canyon
Supergroup. These faults trend in two different directions:
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(1) North 15° to 30° east, parallel with the schistosity of
the crystalline metamorphic complex (Vishnu
Schist).

(2) North 20° to 30° west, parallel with a direction of
master joints, which also were formed before
deposition of the Grand Canyon Supergroup.

Some of these faults are overlain by unbroken Precam-
brian strata; other faults of the same network that displace
overlying strata presumably were active in post-Vishnu
Schist pre-Grand Canyon Supergroup time (Ref. IV-A-8).

The Bright Angel fault belongs to the second category.
Maxson (Ref. IV-A-8) inferred six episodes of displacement
on the Bright Angel fault:

(1) Displacement of crystalline metamorphic rocks of
early Precambrian age before intrusion of the
Zoroaster Granite. Foliated migmatites in the
metamorphic complex have been dated at 1695 +15
m. y. and the Zoroaster Granite at 1725 +15 m. y.,
thus pointing to a major episode of Precambrian
deformation at about 1700 m. y. (Ref. IV-A-31).

(2) Post-Zoroaster displacement of the crystalline
complex before deposition of the Grand Canyon
Supergroup.

(3) Displacement after deposition of the Dox Sandstone
of Precambrian age and before intrusion of diabase.
Diabase intrusions in the Grand Canyon have been
dated at 1150 to 1200 m. y. by L. T. Silver (personal
communication).

(4) Reverse faulting after deposition of the Grand
Canyon Supergroup.

(5) A second episode of reverse displacement before
deposition of the Tapeats Sandstone of Cambrian
age.

(6) Normal and strike-slip displacement during the
Laramide Revolution.

Sears (Ref. IV-A-9) infers a minimum of seven episodes

of displacement on the Bright Angel fault:

(1) Displacement of 60 m, up on the southeast, during
deposition of the Shinumo Quartzite of Precambrian
age.

2) Post-Dox Sandstone, pre-diabase displacement.

(2)
(3) Local displacement during intrusion of diabase.
(4) Post-diabase reverse displacement of 200 m.
(5)

5) Local post-Grand Canyon Supergroup scissors
displacement.
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(6) Reverse displacement after deposition of Redwall
Limestone of Mississippian age and before deposi-
tion of the lowermost beds of the Supai Formation,
which are of Pennsylvanian age.

(7) Post-Paleozoic normal displacement.

It appears that at least seven and possibly as many as
nine distinct episodes of displacement can be documented
at various places along the Bright Angel fault. Most of this
displacement occurred during the Precambrian period.
Maxson believed that there had been a significant strike-
slip component of displacement in post-Paleozoic time,
but Sears has strongly challenged this interpretation.

The decipherable network of faults cutting the Grand
Canyon Supergroup, which were active in Precambrian
time, has been carefully re-examined by Sears (Ref. IV-
A-9). His synthesis of this network is shown in Fig. IV-A-7.
The more ancient northwest and northeast directions of
faulting in the crystalline rocks are closely reflected in the
late Precambrian pattern of displacement. This pattern is
reflected, in turn, by Phanerozoic displacement along the
Bright Angel and Kaibab fault systems. Most of the faults
that were active in late Precambrian time were reacti-
vated in the Phanerozoic.

The early history of displacement on the Mesa Butte
fault system is much less well known. An episode of
Precambrian displacement is documented in the Paulden
quadrangle (Ref. IV-A-14). Northeast of the Mesa Butte
graben, minor displacement on the Grandview monocline
in Permian time may be indicated by slump blocks in the
Toroweap Formation of Permian age (Ref. IV-A-32).

6. Aeromagnetic and Gravity Anomalies

Exposures of Precambrian rocks in northern Arizona are
relatively limited, and it is desirable to determine the
relationship of fault displacements in the Phanerozoic to
Precambrian structures over a broader area than the
Grand Canyon. Aeromagnetic and gravity data provide
powerful tools to examine Precambrian structure, espe-
cially in northwestern Arizona, where Phanerozoic rocks
are generally less than 2 km thick and, except for
Cenozoic volcanic rocks, weakly magnetic. Local mag-
netic anomalies of limited extent and with steep gradients,
associated chiefly with Cenozoic volcanic rocks in the San
Francisco volcanic field, are readily distinguished from
relatively broad anomalies with low gradients related to
the Precambrian rocks. A residual aeromagnetic map of
Arizona by Sauck and Sumner (Ref. IV-A-10) and a
Bouguer gravity anomaly map of the state by West and
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Sumner (Ref. IV-A-33) reveal prominent structural trends
in the Precambrian that are parallel with the observed
system of faults.

Comparison of the principal faults in the Bright Angel,
Mesa Butte, and Sinyala fault systems with the residual
aeromagnetic map reveals a close correspondence be-
tween the positions of these faults and the margins of a
series of large northeast-trending magnetic anomalies. This
correspondence has emboldened us to infer the traces of
the concealed ancestral Bright Angel, Mesa Butte, and
Sinyala faults shown in Fig. IV-A-6. Large displacement of
the crystalline Precambrian rocks is postulated to have
occurred on these faults in order to account for aligned
linear margins of the anomalies. Significant displacement
of the crystalline rocks along the Bright Angel fault is
suggested by the observations of Noble (Ref. IV-A-4).

The ancestral Bright Angel fault is exposed in the Grand
Canyon for a distance of 14 km, but the ancestral Mesa
Butte fault is not exposed in the area shown in Fig. IV-
A-6. Precambrian displacement on the Sinyala fault system
has not been demonstrated on the outcrop; the ancestral
Sinyala fault is inferred on the basis of the fault pattern in
observed Phanerozoic rocks and on the relationship of the
observed faults to the magnetic anomalies.

Perhaps the most noteworthy feature of the aeromag-
netic map of Arizona is a northeast-trending belt of large
positive magnetic anomalies, 400 km long, which extends
from the vicinity of Congress to the northern border of
the state. The amplitude of these anomalies ranges from
about 300 to 700 gammas. Over most of its length in
northern Arizona, the magnetic anomaly belt corresponds
to a belt of positive gravity anomalies with amplitudes of
10 to 30 milligals; the gravity anomaly belt, however, is
less well defined. The Mesa Butte fault system lies along
the southeastern margin of the magnetic anomaly belt, and
the Mesa Butte fault follows some of the steepest anomaly
gradients on this margin. The monoclines along the
northeastern projection of the Mesa Butte fault system
also follow the margin of the anomaly belt. This
relationship suggests that the ancestral Mesa Butte fault
continues northeastward beneath these monoclines (see
Fig. IV-A-6).

Another large northeast-trending positive magnetic
anomaly is bounded on the southeast by the Bright Angel
fault. This anomaly, about 75 km long and 15 km wide, has
a maximum amplitude of about 700 gammas. Where the
anomaly is most pronounced, it corresponds to a well
defined positive gravity anomaly with an amplitude of 5 to
10 milligals. Where it crosses the Grand Canyon, the
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magnetic anomaly coincides approximately with a belt of
amphibolite, migmatite, and schist referred to by Maxson
(Ref. IV-A-8) as the “Brahma Schist.”

Maxson interpreted the Brahma Schist to be a sequence
of metavolcanic and metasedimentary rocks overlying
dominantly metasedimentary rocks of the Vishnu Schist.
According to Maxson, the Brahma Schist is folded down
into the Vishnu terrain in a large isoclinal syncline.
Subsequent work has not supported this interpretation,
however. The rocks called “Brahma Schist” by Maxson
appear to be part of the Vishnu Schist sequence (Ref. IV-
A-34): the name “Brahma Schist” has been abandoned.
The positive magnetic and gravity anomalies along the
prevailing strike of Maxson’s Brahma Schist, on the other
hand, indicate that the rocks in this part of the Vishnu
terrain have higher mean magnetic susceptibility and
higher mean density than adjacent parts of the Vishnu
Schist, at least northwest of the Bright Angel fault.
Probably these physical properties can be attributed to a
greater than average abundance of amphibolite in this
block of Vishnu terrain. By analogy, we suggest that the
large positive magnetic anomalies associated with positive
gravity anomalies adjacent to the Mesa Butte fault system
are also related to belts of mafic metavolcanic rocks in the
crystalline Precambrian complex.

Other large positive magnetic anomalies are bounded
by inferred extensions of the ancestral Bright Angel fault
(see Fig. IV-A-6), but these anomalies are more widely
spaced than those along the Mesa Butte fault system.
Some, but not all, of the positive magnetic anomalies
along the Bright Angel system are associated with positive
gravity anomalies.

The ancestral Sinyala fault has been drawn along the
margins of a series of positive magnetic anomalies of
relatively limited extent which are grouped into two
broad aeromagnetic highs (Fig. IV-A-6). The northeast
trend of individual anomalies in these groups is not as
pronounced along the Bright Angel and Mesa Butte fault
systems. The positive magnetic anomalies along the
Sinyala system correspond only roughly with positive
gravity anomalies.

Faults belonging to the northwest- and north-trending
fault systems also follow linear margins of aeromagnetic
anomalies, although these trends are not as obvious as the
northeast trend on the aeromagnetic map. A good
example is a north-trending magnetic anomaly boundary
that coincides with the north-striking Oak Creek Canyon
fault. We conclude that the northwest- and north-trending
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fault systems are also controlled by faults with large
displacement in the Precambrian crystalline basement.

7. Shylock and Chaparral Fault Zones

The ancestral Bright Angel and Mesa Butte faults may
be related in origin to the Shylock and Chaparral fault
zones in the central Arizona mountain belt, which were
described by Anderson (Ref. IV-A-35). Here Precambrian
rocks are exposed over a wide area; the detailed structure
of the Precambrian rocks has been worked out by
Anderson and his colleagues (see Refs. IV-A-14, IV-A-35
through IV-A-40). The Shylock and Chaparral fault zones
are easily recognized in ERTS-1 pictures (see Fig. IV-
A-8a), and the Shylock has been traced south of the area
mapped by Anderson on the basis of the ERTS-1 data
(extension shown by dashed lines in Fig. IV-A-8b).

The Shylock fault zone is a north-trending belt of
roughly parallel interlacing faults cutting Precambrian
rocks, which ranges in width from about 1 to 3 km. As
interpreted by Anderson (Ref. IV-A-35), the zone repre-
sents a major transcurrent fault with a minimum right-
lateral displacement of 8 km. Estimates of this displace-
ment are based on the offset of slices of quartz diorite in
the fault zone. The total horizontal displacement may be
much greater than 8 km.

A large contrast in the magnetic properties of the
Precambrian rocks on opposite sides of the Shylock fault
zone, indicated by aeromagnetic data (see Fig. IV-A-8b),
suggests the displacement may be as great as several tens
of kilometers. Positive magnetic anomalies on the west
side of the fault are related, in a general way, to
metavolcanic rocks of the Big Bug Group of Precambrian
age. The anomalies do not correspond closely to mapped
geologic units, however. A broad magnetic low on the east
side of the fault corresponds, at least in part, to a cluster
of plutonic rocks. In contrast to the relations observed
along the Bright Angel and Mesa Butte fault systems, the
positive magnetic anomalies along the Shylock zone are
gravity lows, and the magnetic low coincides with a broad
positive gravity anomaly with an amplitude of 25 milligals.
The plutonic rocks east of the Shylock fault zone are
evidently less strongly magnetized, but have higher
density than the metavolcanic rocks of the Big Bug Group.

In the Mingus Mountain quadrangle, along the southern
border of the Black Hills, the Shylock fault zone is locally
overlain by unbroken Tapeats Sandstone of Cambrian age
(see Ref. IV-A-37). The large transcurrent displacement
occurred before the Cambrian period and after emplace-
ment of the quartz diorite pluton that is offset by the fault.
The quartz diorite has been dated at 1760 +15 m.y. (Ref.

JPL TECHNICAL REPORT 32-1597



Fig. IV-A-8a. ERTS-1 picture, showing Shylock and Chapar-
ral fault zones in central Arizona (NASA picture ERTS
E-1104-17384-6, Nov. 4, 1972)

IV-A-39). It is possible that the transcurrent displacement
along the Shylock zone is related in time to faulting of the
Vishnu terrain, which occurred before deposition of the
Grand Canyon Supergroup.

Near the Black Hills, the Coyote fault, which branches
north-northwest from the Shylock fault zone, displaces
Paleozoic and Tertiary rocks (Ref. IV-A-37). North of the
Black Hills, directly in line with the main Shylock zone,
the Orchard fault also displaces Paleozoic and Tertiary
rocks. At least two episodes of normal displacement have
occurred on both faults (Ref. IV-A-41). The old transcur-
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Fig. IV-A-8b. Simplified residual aeromagnetic map, showing
Shylock and Chaparral fault zones. Traces of Shylock and
Chaparral fault zones based on data from Anderson et al.
(Ref. IV-A-39) and on ERTS-1 pictures. Residual aeromag-
netic intensity from Sauck and Sumner (Ref. IV-A-10)

rent fault zone has clearly controlled the pattern of
Phanerozoic normal displacement.

The Chaparral fault zone is a northeast-trending zone of
distributive shear, up to 1 km wide, which cuts Precam-
brian rocks (Refs. IV-A-14 and IV-A-35). Detailed
structural features within the zone indicate right-lateral
slip (Ref. IV-A-14). Anderson (Ref. IV-A-35), to account
for separation of intrusive rocks common to both sides of
the fault zone, suggests that appreciable right-lateral
displacement has occurred. The Chaparral fault zone
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trends toward the Shylock zone but does not offset it. It
appears likely that the Chaparral joins the Shylock
tangentially, but the critical area is concealed by
Phanerozoic deposits.

We suggest that the northeast- and north-trending fault
systems of northern Arizona are controlled by ancestral
transcurrent faults in the Precambrian basement similar to
the Shylock and Chaparral fault zones. The 1700- to 1800-
m.y.-old Precambrian terrain, represented by the Vishnu
Schist in northern Arizona and the Yavapai Series (Ref.
IV-A-39) in central Arizona and by associated plutonic
rocks, probably was riven by right-lateral faults before
deposition of the Grand Canyon Supergroup. Displace-
ment on the ancestral Bright Angel and Mesa Butte faults
may have been comparable to that on the Shylock fault
zone. Major displacement probably occurred on a few
main faults that divide the crust into blocks tens of
kilometers across. Minor shearing occurred within these
blocks, especially along their margins. Both the major and
minor faults controlled later, dominantly vertical displace-
ment in late Precambrian and Phanerozoic time.

Whether the ancestral northwest-trending faults are
transcurrent faults or whether they are related tectonically
to the northeast- and north-trending ancestral transcurrent
faults is a problem that awaits further investigation.
Evidence should be sought in the central Arizona
mountain belt.

8. Cenozoic History of Displacement

Cenozoic deformation in northern Arizona occurred in
two widely separated periods. Folding on a monocline
parallel with the northern end of the East Kaibab
monocline took place after deposition of Upper Creta-
ceous strata and before deposition of beds now assigned to
the Paleocene period (Ref. IV-A-42). The principal folding
of some monoclines on the eastern side of the Colorado
Plateau occurred near the end of the Eocene period (Ref.
IV-A-43). Presumably, the monoclinal folding and broad
regional warping of strata in northern Arizona took place
during this episode of compressive deformation that lasted
from latest Cretaceous to late Eocene time, which
commonly has been referred to as the “Laramide
Revolution.” Some reverse faulting along monoclines
probably occurred during this early period of deformation.
Subsequently, Paleozoic and Mesozoic strata were deeply
eroded and, in central Arizona, stripped entirely away. By
mid-Tertiary time a widespread, relatively mature erosion
surface had developed (Ref. IV-A-44), which is locally
preserved beneath mid-Tertiary sediments and Oligocene
and Miocene volcanic rocks (Ref. IV-A-45). Where the
history of displacement on faults can be documented by
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stratigraphic evidence, most or all Cenozoic normal
displacement has occurred after emplacement of these
mid-Tertiary sediments and volcanics.

In northern Arizona large displacement took place on
normal faults in Miocene time and has continued to the
present. Displacement on the Grand Wash fault occurred
mainly after emplacement of the 17- to 18-m.y.-old Peach
Springs Tuff (Ref. IV-A-46), but before deposition of the
Muddy Creek Formation of the late Miocene and Pliocene
(?) age (Refs. IV-A-47 and IV-A-48). Some normal
displacement along the Cottonwood Cliffs occurred before
emplacement of the Peach Springs Tuff (Ref. IV-A-49). On
faults farther to the east, most displacement postdates
middle to late Miocene lavas but predates Pleistocene
volcanic rocks. Faulting has continued into the Quater-
nary, however, as shown by relatively fresh fault scarps in
alluvium in Chino Valley and near Cameron, Arizona (Ref.
IV-A-50), by minor offset of Pleistocene lava flows, and by
the present seismicity of the region.

The Cenozoic history of displacement on the Mesa
Butte fault system is fairly well known. On the southwest-
ern segment of the system, most displacement postdates
old basaltic lavas in the southern San Francisco volcanic
field and predates lavas and sediments now assigned by
Krieger et al. (Ref. IV-A-45) to the Perkinsville Formation
of Pliocene and Pleistocene age. In some places older units
of the Perkinsville are displaced and younger units are not.
Old basaltic lavas in the southern part of the San
Francisco volcanic field have been dated by McKee and
McKee (Ref. IV-A-51) at 11.1 +0.5 m. y. and 14.4. +0.6 m.
y. from a locality near Sycamore Canyon. Damon et al.
(Ref. IV-A-52) have dated a basalt from another locality
near Sycamore Canyon at 8.68 +0.98 m. y. These localities
are 15 to 25 km east of the prominent fault scarp, where
old basalts are displaced.

On the northeastern segment of the Mesa Butte fault
system, most displacement occurred before the extrusion
of lavas that follow the base of fault scarps and conceal
the faults. Mesa Butte and the lava flows from this vent
are clearly later than most of the displacement on the
Mesa Butte fault system. Locally these flows are offset,
however, both on the Mesa Butte fault and on the Cedar
Ranch fault. On the basis of many dated basaltic lavas in
nearby parts of the San Francisco volcanic field, normal
displacement on the fault systems near Mesa Butte
appears to have occurred between about 4.0 and 0.5 m.y.
ago (Ref. IV-A-52).

The youngest lavas displaced by faults of the Mesa
Butte system are a flow from the Shadow Mountain vent,
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dated at 0.62 +0.23 m.y. (Ref. IV-A-52), and the Tappan
Wash flow, dated at 0.510 +0.079 m.y. (Ref. IV-A-52). The
Shadow Mountain lava is displaced about 13 m by a
graben that cuts the flow (Ref. IV-A-22). The Tappan
Wash flow has been traced by M. Malin and E. M.
Shoemaker from a vent southwest of Red Mountain, on
the trend of the Mesa Butte fault (Fig. IV-A-4), to
previously recognized outcrops in Tappan Wash and along
the Little Colorado River. Where it crosses the Cedar
Ranch fault, it appears to be displaced several meters.
Along the little Colorado River (Fig. IV-A-4), the Tappan
Wash flow is displaced about 20 m by the Cameron
graben (Ref. IV-A-533). According to that reference, the
graben is younger than the flow. A channel was cut into
the flow by the Little Colorado River, filled with alluvium,
and then abandoned, all before development of the graben
(Ref. IV-A-53).

Evidence of the time of displacement on the Bright
Angel fault system is indirect. The principal displacement
on some faults of the Cataract Creek system, which
intersects the Bright Angel system near Cataract Creek,
occurred after deposition of mid-Tertiary sediments and
extrusion of basalt flows in the nearby Mt. Floyd vocanic
field. Basalt flows at Long Point, on the northern edge of
this field, have been dated by McKee and McKee (Ref. IV-
A-51) at 7.4 +0.4 m.y. and 14.0 +0.6 m.y. A well integrated
dendritic drainage system in the Cataract Creek basin
appears to be antecedent to the Bright Angel fault (see
Fig. IV-A-3b). However, the prisms of Moenkopi Forma-
tion preserved along several faults in the system show that
displacement began before the Moenkopi Formation was
stripped from most of the Coconino Plateau. Several faults
in the system have controlled the development of side
canyons in the Grand Canyon (e.g., Fig. IV-A-3b).
Probably the drainage system is anteposed (Ref. IV-A-54)
to the fault system.

Several lines of evidence (e.g., Ref. IV-A-55) indicate
that normal faulting in northern Arizona has continued
into the Holocene period. Indeed, the fault systems are
seismically active. Three moderately strong earthquakes
(intensity VI to VIII on the Modified Mercalli Scale)
occurred in 1906, 1910, and 1912 near or north of Flagstaff
(Refs. 1V-A-56 through IV-A-58). Newspaper accounts
suggest that the epicenters of the 1910 and 1912
earthquakes may have been near the intersection of the
Mesa Butte, Oak Creek Canyon, and Kaibab fault systems.
In Ref. IV-A-57, 17 earthquakes of intensity IV or greater
are reported in northwestern Arizona during the period
1850 to 1966. Except for a few of these earthquakes,
however, the epicenters are not known with sufficient
precision for comparison with the fault systems.
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As of January 11, 1974, 27 earthquakes in northwestern
Arizona (see Fig. IV-A-9), for which the epicenters have
been estimated to 0.1° latitude and longitude or better,
were on record in the hypocenter data file of the National
Oceanic and Atmospheric Administration. Only locations
determined with five or more seismographic stations are
included. The actual error in location of several of the
epicenters plotted in Fig. IV-A-9 probably is greater than
0.1°. All focal depths are shallow, probably in the crust.
The epicenter locations of relatively minor earthquakes
that occurred after 1969 are probably most reliable.

All but one of the epicenters shown in Fig. IV-A-9 lie
either within the previously defined fault systems, on the
projection of these systems, or along a major fault. The
earthquake plotted as No. 2 followed earthquake No. 1 by
less than 2 h. It is likely that the distance between the
epicenters of these two earthquakes is less than indicated
in Fig. IV-A-1; one or both of the epicenters may be
significantly in error. Another pair of events (10a and 10b)
is separated by 10 min and by about 20 km on the map; a
third pair (14 and 15), along the Grand Wash fault, is
separated by 2.5 min and 20 km.

The Toroweap, Sinyala, Bright Angel, Mesa Butte,
Kaibab, and Oak Creek Canyon fault systems are
demonstrably active. A magnitude 5.1 earthquake seems to
have occurred along or near the Eminence Break graben
in 1945. Five epicenters shown near the western border of
the map are along or near the surface trace of the Grand
Wash fault.

B. The Shivwits Plateau! (Geologic Map in
Plate I)

I. Lucchitta
1. General Characteristics

The Shivwits Plateau (Fig. IV-B-1), located in north-
western Arizona, is the westernmost part of the Colorado
Plateau province. It measures about 50 km in an east-west
direction and about 140 km in a north-south direction (see
Fig. IV-B-2 . The western boundary is at the Grand Wash
Cliffs, the southern at the Grand Canyon, the eastern at
the Hurricane Cliffs, and the northern at St. George Basin
in Utah. Most of the plateau is composed of gently rolling
terrain dissected less than 100 m and dotted by isolated
lava-capped buttes. In this area, the vegetation is grassland
and pifion-juniper forest, regolith is abundant, and
geologic exposures are relatively poor. By contrast, a band
about 15 km wide at the south and southwest edges of the

I'Publication authorized by the Director, U. S. Geological Survey.
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Fig. IV-A-9. Distribution of earthquake epicenters in northwestern Arizona for the period 1938 to
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solid dots generally are most accurately known. Principal fault systems are shown with stipple
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Fig. IV-B-1. General area of the Shivwits Plateau studied in ERTS investigation (NASA picture ERTS
E-1015-17431, Aug. 7, 1972
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Fig. IV-B-2. Location map of northwestern Arizona. The western Grand Canyon region is west of
the Toroweap-Sevier fault

Between the Hurricane and Grand Wash faults are
many minor faults, most of which strike in the quadrant
from northwest to northeast. All of these faults are high-

angle and dip-slip.

The Shivwits Plateau block is underlain by nearly
horizontal strata dipping gently north-northeast. Near the
western margin of the plateau, the dip steepens to as
much as 4° to 5°. These strata can be divided into two
main groups on the basis of erosional characteristics: The
Paleozoic rocks are, for the most part, resistant to erosion
and form the rugged steep-walled canyons and cliffs
characteristic of the Grand Canyon. The Mesozoic strata,
by contrast, are much less resistant to erosion and consist
of relatively thin and hard layers interbedded with thick,
much softer layers. These rocks form the open, rolling
landscape punctuated with cuesta scarps that character-
izes most of northwestern Arizona. This landscape,
especially the valleys at the foot of the cuesta scarps, has
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had a major influence on the pre-Colorado River and early
Colorado drainage systems.

Lavas of late Cenozoic age are widely distributed on
the Shivwits Plateau. Many are present as erosional
remnants a few hundred meters above the current
erosional level. Others form extensive sheets that have
protected and preserved the ancient valleys down which
they flowed. Some overlie, and have protected from
erosion, ancient gravels containing clasts of quartzite and
crystalline rocks that predate establishment of the modern
Colorado River. Consequently, these lavas are important
in deciphering the geomorphic history of northwestern

Arizona.

The Shivwits Plateau is the northernmost of the three
areas that comprise this ERTS investigation. Located at a
sharp transition between the Colorado Plateaus and the
Basin and Range provinces, and directly north of the
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mouth of the Grand Canyon, the Shivwits is ideally
situated to study:

(1) Geomorphic development of an area underlain by
nearly horizontal. strata under semi-arid conditions.

(2) History of the Colorado River.

(3) Structural style of the western margin of the
Colorado Plateau.

(4) Tectonic relation between the Colorado Plateau and
the adjacent Basin and Range province.

These are the chief geologic problems to which this study
is addressed. The major problem of applied geology has
been to understand the factors affecting distribution of
shallow water resources in the Shivwits Plateau (see
Section V-A).

2. Methods Used

Field mapping was performed primarily on topographic
maps at a scale of 1:24,000 (7-1/2 min) supplemented
where topographic coverage was not available by color
photographs from high-altitude aircraft. The 1:24,000
scale was used because it is that of the only good
topographic coverage available, because it results in a
good geologic map and thus good calibration for the ERTS
data, and because it permits accurate mapping of critical
areas. Owing to the large area to be covered in a short
time and to the inaccessibility of much of the terrain, most
of the mapping was performed by means of suitably
spaced ground traverses, with the area between traverses
covered by photogeologic mapping anchored by the
traverses. Areas of unusual significance or complexity were
mapped in detail. This approach was especially necessary
and useful in the rugged canyon country at the southern
end of the Shivwits Plateau, where traverses typically
were made to prominent vantage points from which large
areas could be seen and mapped.

ERTS tapes of the Shivwits Plateau area were
computer-enhanced at the JPL Image Processing Labora-
tory (see Section VI of this Report). One product of the
enhancement process consists of black and white positive
or negative transparencies, each representing the scene
modified by a specific enhancement process (stretches of
various types, ratios between spectral bands, etc.). These
transparencies were studied on the International Imaging
Systems (I2S) viewer, a device that consists of four
projectors, each with a blue, green, and red filter, which
superimpose the images on a single ground-glass screen.
By using various transparencies and changing the color
associated with each, specific enhancement procedures
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that emphasize or subdue any element or class of elements
in a given scene can be studied.

The number of transparencies, taken four at a time,
with three filter possibilities plus white for each of the
four, results in a large number of possible combinations.
To simplify and accelerate analysis and to systematize
results, three transparencies at a time were viewed.
Seventeen discrete, well known structural and strati-
graphic features were selected as test points, and each
combination of transparencies and colors was tested as to
how it portrayed and emphasized each test point. The
combinations then were rated as good, fair, or poor and
were tabulated.

3. Applications of Remote-Sensing Data? in the
Shivwits Plateau Study

a. Types and scales of images used. The ERTS images
used most frequently in the field were 1:1,000,000-scale
paper prints, which included black-and-white prints of
spectral bands 5, 6, and 7 and prints of the false-color
infrared composite. Also used was a paper print of a false-
color enhanced image at a scale of about 1:440,000 and
consisting of the green/IR 1 ratio with stretch and
atmospheric correction.

All aerial photographs were taken in regular color by
high-altitude reconnaissance aircraft. Two different series
of photographs, in part overlapping, were used: one at a
scale of about 1:114,000, the other about 1:104,000. In the
laboratory, 23- by 23-cm (9- by 9-in.) positive transparen-
cies were used; in the field, contact prints on paper base.

b. Uses and limitations of ERTS data as applied to field
mapping on the Shivwits Plateau. Owing to the large
discrepancy between the scale of the ERTS pictures and
that at which field mapping was performed, ERTS images
were not used directly for mapping. Although high-
altitude aircraft photographs are much more suitable for
this purpose, ERTS images were consulted constantly to
guide and to direct the mapping and to put it in regional
context. The large-scale field data and the small-scale
ERTS data usually were combined in a feedback loop that
permitted constant generation and testing hypotheses.
Field information generally raised questions on the
regional significance and validity of the observations made.
ERTS data provided answers to these questions and
guided further fieldwork to critical areas where detailed
mapping could test hypotheses of regional significance.

2For purposes of this study, remote-sensing data signify high-altitude
aircraft images as well as various types of ERTS data.
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Many results were obtained by using ERTS images on
the Shivwits Plateau. Some of the most significant results
which could not have been derived without the ERTS

images are:
(1) Determination of the structural grain of the area.

(2) Comparison of this grain with that of the adjacent
Basin and Range province.

(3) Detection of anomalies in the structural pattern.
(4) Mapping of major faults.

(5) Determination of relation between map outcrop
patterns of the lavas in northwestern Arizona and
the paleogeography existing in lava time.

(6) Determination of significance of cuesta scarps in the
development of landscape.

(7) Subdivision of scarps into old erosional ones and
younger ones generated by fault movements.

(8) Detection of an anomalous belt of no volcanic
centers on the Shivwits and adjacent plateaus, and
association of this belt with a belt of anomalous
faults, with two great bends in the Hurricane fault,
and with transcurrent faults in the Basin and Range
province.

(9) Understanding of relations between orientation, age,
and degree of dissection of scarps.

(10) Concentration of shallow ground water where faults
cut lava filling old valleys.

Direct use of ERTS images could have been made if the
Shivwits Plateau had been mapped at a smaller scale, for
example the 1:250,000 scale of 2° sheets. The low
distortion of the ERTS images makes them almost correct
planimetrically, and their scale is more suitable for small-
scale mapping than that of commonly available aerial
photography. ERTS pictures can be enlarged to scales of
1:250,000 with retention of good resolution and sharpness,
and on the basis of experience on the Shivwits Plateau, we
recommend using ERTS pictures enlarged to 1:250,000 as
an excellent map base for 2° work.

c. Experimental photogeologic maps made on ERTS
bases. One of the obvious uses of ERTS pictures is to
produce photogeologic maps of large areas in a relatively
short time. This would be most useful in areas that have
been mapped little or not at all, for example in many
developing countries, but only if the maps portray reality
reasonably closely. '

ERTS-1 pictures show much tonal and color detail, but
this detail does not necessarily correspond to geologic
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features because other factors such as vegetation and slope
are superimposed on the signatures of the geologic units.
Consequently, the same geologic unit may have different
photographic expressions, and different units may appear
identical. To complicate matters even further, most of the
small “textural” features that give geologic units their
characteristic appearance on conventional aerial photo-
graphs are well below the resolution limit on ERTS
pictures. For example, it is barely possible to see on ERTS
pictures that the walls of the Grand Canyon are comprised
of stratified rocks, let alone to discriminate and identify
individual stratigraphic units. Clearly, one cannot map
each detail of tone or color and expect the resulting units
to have genuine geologic significance.

To test the level of detail necessary to yield an accurate
and realistic map, we prepared several photogeologic
maps on a black-and-white paper base at a scale of
1:1,000,000. This base was selected because it represents
the most difficult case possible. The use of a larger scale
and color should make it easier to discriminate and
identify units. The photo covers northwestern Arizona,
including the Shivwits Plateau, as well as adjacent parts of
the Basin and Range province. Enough geologic mapping
exists for this area to provide adequate calibration for the
photomaps. The geology includes subhorizontal sedimen-
tary rocks; tilted and deformed sedimentary, metamor-
phic, and igneous rocks; basin fill; and lava flows.

One map prepared shows all available detail. This map
has a large number of units, is cluttered and hard to read,
and has poor correspondence between photogeologic and
geologic units.

Another map shows basin fill, homogeneous basement,
foliated basement, layered sedimentary rocks, and lava
flows. It is easy to read, and has a good correspondence to
the geology of the area. A map showing this level of detail
would be a valuable contribution in areas of unknown

geology.

A third map shows the same units as the second map
with additional subdivisions wherever this could be done
reliably and significantly. The map is easy to read and
corresponds well to the geology. However, this type of
map can be produced only if exposures are good, if there
are distinctive geologic units, or if there is ground control
to calibrate photogeologic units.

A fourth map shows lineaments. In preparing this map,
it soon became clear that it is easy to produce a busy and
impressive map by plotting each lineament. But these
lineaments indiscriminately include faults, fractures,
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foliation, bedding, dikes, topographic features, and
vegetation lines. Furthermore, they span the range from
objective to imaginary. A map of this type at best shows
the preferred directions of fracturing for an area, or points
out concentrations of fractures. At worst, it is confusing
and misleading. A significant improvement can be
achieved by subdividing into concordant and crosscutting
lineaments, which are more likely to be faults than are the
concordant ones. Questionable lineaments should either
not be mapped, or should be clearly identified as such.

In conclusion, ERTS-based photogeologic maps are
likely to be accurate and useful if the photogeologic units
are kept simple, and if photo-lineaments are mapped only
where objective and are subdivided into concordant and
crosscutting. Even minor ground control improves accu-
racy and commonly permits more detailed mapping.

Geologic results derived from the study of the Shivwits
Plateau in the ERTS-1 investigation are discussed in the
following paragraphs.

4. Results

Physiographically and geologically, the Shivwits Plateau
is typical of the western Grand Canyon region, of which it
forms a major part. Consequently, most of the geologic
results derived from the Shivwits can be extended to the
western Grand Canyon region.

The western Grand Canyon region (see Fig. IV-B-2) is
an area of tablelands, scarps, and canyons. This region
contrasts strongly with the Basin and Range topography
and structure to the west and south, and provides a classic
example of landscape development in nearly horizontal
sedimentary rocks under semi-arid conditions. The region
also contains critical data on the development of drainage
in northwestern Arizona, including part of the Colorado
River and its canyon. Summarized below are the chief
results pertaining to these geologic characteristics.

a. Physiographic development. The physiographic
development of the western Grand Canyon area has been
controlled by the following factors:

(1) Uplift southwest of the present margin of the
Colorado Plateau.

(2) Gentle northeast dip of the strata.
(3) Interlayering of hard and soft strata.
(4) Faulting.

(5) Emplacement of lavas.
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(6) Incision by the Colorado River and its tributaries.

The landscape that has resulted from these factors is
composed of features that can be grouped in five classes:

(1) Beveled surfaces, typically developed in rocks of
uniform resistance to erosion such as massive
crystallines (Precambrian basement) or the lower
Paleozoic carbonate sequence.

(2) Stripped surfaces, commonly developed on a partic-
ularly resistant stratum at the base of a less resistant
sequence.

(3) Scarps, either erosional or tectonic.

(4) Aggradation surfaces, most notably represented by
lava flows.

(5) Canyons.

The process by which the present landscape evolved
began with uplift of a large area southwest of the present
margin of the Colorado Plateau. Although this area
borders the Colorado Plateau across much of central
Arizona, the part under discussion here centers on
Kingman, Arizona, and is therefore referred to in this
report as the “Kingman Uplift” (see Figs. IV-B-2 and IV-
B-3a; also see Refs. IV-B-1 through IV-B-4). The Kingman
Uplift is old, as evidenced by the complete removal of all
Mesozoic and Paleozoic rocks, and may be as old as
Cretaceous (Ref. IV-B-5). Structural uplift has been great,
as indicated even now, after general subsidence of the
area, by the high topographic elevation of the Precam-
brian basement.

The Kingman Uplift resulted in deep erosion, which
stripped the sedimentary cover from the Precambrian
crystalline rocks. The erosion produced pediment-like
surfaces truncating rocks of equal resistance to erosion, as
well as scarps facing southwest, formed wherever a hard
sedimentary stratum capped a relatively soft thick layer
(Fig. IV-B-4). The rise of the Kingman Uplift probably also
resulted in formation of the gentle northeast dip that
prevails throughout northwestern Arizona. This dip, which
ranges from as much as 4° at the southwest border of the
Colorado Plateau in this area to about 1° in the interior,
has enabled the erosional scarps formed on the flanks of
the Kingman Uplift to retreat northeast, down the
structural slope, at a rate that is high compared with the
overall lowering of the region by erosion. A low dip is
ideal for the retreat and preservation of scarps. High dips
tend to lock scarps into a nearly fixed location. Conversely,
scarps developed in flat-lying strata are attacked by
erosion from all sides and degenerate into mesas and
buttes.
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The principal scarp makers in the western Grand
Canyon area have been the Paleozoic Kaibab and
Toroweap Limestone over the Hermit Shale, the Meso-
zoic Shinarump Conglomerate and Sandstone over the
Moenkopi Shale and Siltstone, and the Mesozoic sandstone
of the Glen Canyon group over the Chinle Shale (Fig. IV-
B-5). These, and other similar scarps higher in the section
and now located in Utah, form the “Great Staircase™ of
Dutton (see Ref. IV-B-6).

The old erosional scarps that are still retreating away
from the Kingman Uplift are highly embayed (see Fig. IV-
B-6). An example is the southwest-facing part of the
Upper Grand Wash Cliffs scarp, which is composed of the
Kaibab and Toroweap Limestone and Coconino Sandstone
over the Hermit Shale. This scarp can be traced
southeastward, more or less along strike, through the
Aubrey Cliffs, the Sedona area, and finally into the
Mogollon Rim of east-central Arizona, indicating that all
of these features may be part of an ancient erosional scarp
retreating down the structural slope from a belt of uplift
composed of the Kingman Uplift and the central Arizona
Highlands (see Fig. IV-B-5).

Scarps younger than those mentioned are produced
generally by faulting and are relatively little embayed.
The youngest scarps, produced by the most recent
movements, are embayed very little. Examples are,
respectively, the west-facing part of the Upper Grand
Wash Cliffs, and the Hurricane Cliffs (see Fig. IV-B-5).
Evidently, faulting served as a trigger event that generated
new scarps. The orientation of these scarps reflects that of
the associated faults, and not regional strike. However,
given sufficient time and a favorable orientation to
regional dip, these scarps eventually also will retreat
down-dip and substantially modify the pre-existing
landscape. In the western Grand Canyon region, they have
not yet done so.

The erosional lowering of the western Grand Canyon
region has been relatively high on soft Mesozoic shale and
relatively low on limestone, conglomerate, and sandstone.
The Kaibab Limestone especially has been a barrier to
erosion so that it now underlies a stripped surface
covering much of northwestern Arizona. In many cases,
this surface persists over structural highs as well as lows
(see Fig. IV-B-6), producing the remarkable coincidence of
structural and geomorphic forms characteristic of the
southwestern part of the Colorado Plateau. The difference
between the rate of erosion in the Kaibab Limestone and
that in overlying rocks seems to be at least one order of
magnitude. Lesser, but still considerable, disparities exist
between the rates of erosion of the various Mesozoic scarp
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makers and the associated shale units. Consequently, it is
unrealistic to calculate a rate of erosion based on a specific
unit, and then apply this rate to the whole section. The
Kaibab Limestone represents a major erosional discontinu-
ity. Above it, erosion has been fast and has produced the
open, subdued landscape typical of most of the southwest-
ern Colorado Plateau. Below it, erosion has operated
slowly owing to the greater resistance of the rocks and has
produced the sharp, angular landscape of cliffs and
canyons exemplified by the Grand Canyon.

On the Shivwits Plateau, which is the westernmost part
of the western Grand Canyon region (see Fig. IV-B-2),
most of the area (i.e., the part not dissected by canyons)
has been lowered no more than 250 m in the last 6 m.y.,3
the probable age of lavas covering an old erosion surface
developed in the Moenkopi Formation. This represents a
rate of about 40 m per 1 m.y., probably one of the highest
rates for the Mesozoic section. In the same time interval,
the Shinarump scarp has retreated northeastward several
tens of kilometers. Consequently, the rate of retreat of this
scarp, and probably of other scarps higher in the section,
has been at least one to two orders of magnitude greater
than the overall lowering of the region. The main activity
recorded by a time-lapse camera operating on a geologic
time scale would be the down-dip, near-horizontal retreat
of erosional scarps. Certain aspects of the role of scarps in
shaping the landscape of the western Grand Canyon are
discussed in Refs. IV-B-6, and IV-B-8 through IV-B-10.

Lavas were emplaced in several parts of the western
Grand Canyon region in Miocene and later time. The
emplacement occurred in multiple episodes, the most
recent commonly in the Holocene epoch. Many of the
lavas flowed preferentially north-northwestward along
strike valleys, or cuesta troughs, remnants of which are
now preserved beneath the lavas. In several instances, the
lavas have protected the old valley floors from erosion,
resulting in reversal of topography. A conspicuous
example of this is the Dellenbaugh Platform at the
southern end of the Shivwits Plateau (see Figs. IV-B-3 and
IV-B-5).

Many of the lavas in the western Ground Canyon region
are concentrated in strike valleys at the foot of the
Shinarump scarp. It is likely that this scarp, during its
northeastward retreat down the structural slope, has had a
major effect on drainage in the area, to which it has
imparted a subsequent northwest to north-northwest
grain. Evidence for this drainage system is found in lavas

3We now have a K-Ar date of 6.0 +0.3 m.y. for younger (lower) lavas
and 7.5 0.3 m.y. for older (higher) lavas (see Ref. IV-B-7).

JPL TECHNICAL REPORT 32-1597

4



R iy -

sadeulelp uoAue) puein-aid yualdue Juasaidal ey} sweal}s pue 'SeAe| Ul SI0}23A MOJj ‘UOI}IISSIP
J0 saai3ap pue ‘sade ‘sadA) snolea jo sdieds Suimoys euoziy uidisamyjiou jo dey ‘G-g-Al ‘814

Wy 0s1 001 05 0
L ——eeeeee—— e

A
IA
< N
NOSAVd
y o
O)
@) 0
. Ony
\ X
3 r
' .
¢
3 11025 3d \
v o ‘
(%
u-.
HOO0¥E10H . @
Q 4 yNOa3S o)
)AD .\0
By Pog 21 %
MOTSNIM LY - . 3
. A\)\. wmww %
4 )
oovw
oyoc :Swu«: ® Z<zmz_x
BVEIVN NO IdONNIOW 40 1DQI¥IHIVIS TYNOISO¥I z
LINNVIE ANIVOIdAL “ANN QIMO 4 AUSOW "NVILVYId ONINODOD . v | ]
ANY VIV LTSVINIO "WHO 1V 1d HONVEN 1130 40 SYAVT DLYW @) W, ) ,
2
2
AI1IVA IAIYLS INIIDNY 103143¥ > zZ
AVW 1SHN0D *IOVNIVIO OAV¥O10D-33d IHL ONIINISTIIY A18VEOUd 1
ANV ‘MN ONIGNISL WYIYLS 03d013AIA 11IM ¥IHIONY *X33¥D 1OVavIvd () ® ® o
WYO4 N¥IGOW NI ¥IAIY OAVIO10D ANV NOANYD GNVYO ONILVAINd D W (
JOVNIVIA INTIONY 40 11dWV X3 1538 *SNOILYWEOJ IJONNIOW GNY JINIHD %
NIELND AITIVA 3A1Y1S ONIANIYI-MN NI SMOT4 "¥3AI OQvyO10D 3N °

() ANV (&) WOUE INTELS ONOTY " 141N VNOZIaY TVaENID
L WOUT ONILY TN Y ‘A TAVEWI ATILVY¥IQOW V¥V IHL NI NVILYd ®
0AVYO10D THL 4O 1OUT ONINYVW d¥VIS IVNOISO¥I “WI¥ NOTIODOW

®

(S) WOU4 INYLS ONOTIV ATILVWIXO¥ddY “AI1IVA

JOUIA JO WIH 1SVIHIYON ST 1VH1 d¥vIS QIAVEWI ATHOIH 1N8 AO0D SWY04 N,
‘VI¥V VNOQIS NI *SMOTS VAV A8 Q313NE A1IVDO1 ‘d¥VDS QIAVEWI ATHOIH O\:(

ANV 3VINOIR SWHO 4 "NOISO¥I A8 QIAOWIN NII8 IAVH SIINN FHL “ININ [#)

SIHL ONOA38 "IvdNS LIWYIH NV 8V8IVI 4O 3¥NSOdX3I 40O LIWIT 1SIMHINOS

avaw
\ / NERLA

»

IANYLS SIIVWIXOYddY d¥vIS 40
INIWNOIY " LdN HYWONIX WOY4 ONILYI¥13Y d3VIS TVNOISO¥I QIAVEWI
ATHOIH NV 010 "S44110 HSYM ONVYO ¥§3ddN 40 INIWOIS ONIAN3IYL-3S

®@ @
c"'

11NV4 4O INIW3IDVIASIA 40 NOILIDNNG v SI 1INV
WO¥4 IDNVISIO "11NVI WO¥I ONILVIYLIY d¥VIS TYNOISO¥I a31D35S1a ANV
10 ANIIVYIAOW “S4311D HSVM ONVYO ¥3ddN 40 INIWOIS ONIANI¥L-INN

d¥VIS TVNOISO¥I ONILVIYIIY v 1¥Vd NI YO ¥3A710 ¥3IH113 SI LI 1VHL SILVIIANI
INIWO3S INN NVHI NOI1D35S10 40 133930 ¥31v3IYO "d¥vIS 11Nv4 a31D3IssIa
ANV 010 AT13IVYIAOW  “S3411D HSYM ANVYO ¥3IMOT 4O 1dvd ONIANIYL-3S

&y 1

d¥VvIS 11NV4 031D3$51a ANV

Q10 ANILVYIIAOW "S4411D HSYM ANVYO ¥IMOT 4O 1¥Vd ONIANIYL-INN 1M3MOd

NV (F @

e @ ©

d¥VIS 1INV4 GIL1DISSIANN L1SOWTVY ANV ONNOA “S$44110 INVII¥INH

®
L PAGE IS
R QUALITY

ORIGINA
OF Poo

JPL TECHNICAL REPORT 32-1597




SHINARUMP

KA IBAB CONG LOMERATE /=

FORMATION EROSIONAL
SCARP
STRIPPED SURFACE

BEVELLED
SURFACE

PALEOZOIC
CARBONATES

TECTONIC SCARPT

AGGRADATION CANYON
SURFACE
EROSIONAL (LAVA) /7
SCARP
A—— /

Fig. IV-B-6. Geomorphic elements in the western Grand Canyon region. The Kaibab Limestone is a
dominant geomorphic element that persists even on structural highs

of the Shivwits, Uinkaret, and Coconino Plateaus, as well
as in the course of the Little Colorado River and of
Cataract Creek (see Fig. IV-B-5). Both of these streams
are well established, much longer and better developed
than other tributaries to the Grand Canyon, and probably
older than the Grand Canyon as a whole.

Lavas on the Dellenbaugh Platform, which may be as
young as 6 m.y.,* are bounded on three sides by the Grand
Canyon, yet rest on a surface of low relief covered by
locally derived regolith. Moreover, they overlie and are
overlain by abundant and unmistakable Shinarump-type
gravel, which can have happened only if the lavas flowed
in a valley flanked on its northeastern side by a Shinarump
scarp that shed its debris into the valley both before and
after emplacement of the lavas. The position of this scarp
is now in part occupied by the Colorado River and some
of its tributaries. These factors suggest that, in lava time,
no deeply incised Colorado River drainage existed in the
vicinity of the Dellenbaugh Platform.

Conclusions

(1) Erosional scarps, developed where hard strata
overlie soft strata, were formed initially by erosion
resulting from arching of the Kingman Uplift
southwest of the Colorado Plateau and have been
retreating northeastward, down dip, since their
formation.

(2) The primary physiographic process in the western
Grand Canyon region has been the retreat of
erosional scarps down dip.

(3) The dip of a structural slope is critical for the
retreat and preservation of scarps. If the dip is too
steep (greater than about 10°), scarps cannot retreat
far. If the dip is too shallow (less than about 1°),
scarps are attacked by erosion from all sides and
decay into mesas and buttes.

4The oldest lava on the Dellenbaugh Platform has yielded a K-Ar age of
7.5 m.y. (see Footnote 3).
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(4) New scarps, formed by faulting, retreat down the
structural slope if their orientation to the regional
dip is appropriate, in time appreciably modifying
the older landscape. On the Shivwits Plateau, they
are too young to have done this.

(5) In the western Grand Canyon region, the degree of
embayment of scarps formed by resistant layers with
similar dips is roughly proportional to their age.

(6) The rate of scarp retreat has been between one and
two orders of magnitude greater than the rate of
overall lowering of the region.

(7) Scarps, and the cuesta troughs at their bases, have
had a major effect on the drainage of the region, to
which they have imparted a northwest to north-
northwest grain.

b. History of the Colorado River. The Colorado River is
a complex drainage system composed of various parts with
different and, in some cases, partly independent histories
(see Refs. IV-B-1 through IV-B-3, IV-B-11 through IV-
B-13). Most notably, three segments must be considered
(Fig. IV-B-7):

(1) East and upstream from the Kaibab upwarp,
henceforth referred to as the ancestral Upper
Colorado Drainage.

(2) West and downstream of the Grand Wash Cliffs,
which mark the western edge of the Colorado
Plateau. This segment is much younger than the
Upper Colorado Drainage and is referred to as the
ancestral Lower Colorado Drainage.

(3) The Grand Canyon section, the most magnificent
and best known part of the river, but also the most
enigmatic because erosion has removed most of the
deposits critical to deciphering the river’s history in
the section.

Data on the Upper Colorado Drainage are summarized
in Ref. IV-B-12 by Hunt, who states that some of this
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drainage system existed by Oligocene time, and most by
Miocene time. Evidence for the Lower Colorado Drainage
is summarized in Ref. IV-B-2 by Lucchitta, who states that
this part of the river probably originated between 5 and
10 m.y. ago, or in late Miocene to early Pliocene time.
These ages raise the following questions:

(1) Where did the ancestral Upper Colorado drain
when the ancestral Lower Colorado apparently did
not exist?

(2) When, where, and how did the two river systems
become integrated into the modern Colorado River?

Earlier workers were not concerned with these
problems as such because to them the Colorado was one
integrated drainage system from its beginning, which was
placed in early Tertiary time by pioneering geologists, and
in the late Tertiary, typically Miocene or later, by most
subsequent geologists. These later geologists recognized
the significance of interior-basin deposits (Muddy Creek
Formation) of Miocene to Pliocene age lying across the
present path of the Colorado River in western Arizona
and southern Nevada (see Ref. IV-B-14), and therefore
assumed that the entire river postdated these deposits.

The more modern view that the Colorado River is
composed of segments differing in age and mode of origin
was proposed by Hunt (Ref. IV-B-11) and later simplified
and clarified by McKee et al. (Ref. IV-B-13). Within this
framework, two main alternative hypotheses emerged,
that of Hunt (Refs. IV-B-11 and IV-B-12) and that typified
by McKee et al. (Ref. IV-B-13).

Hunt’s hypothesis is that the Colorado River originated
relatively early (middle Miocene and earlier) through
integration of older drainages of different ages and origins;
that its course is partly antecedent and partly superposed;
that this course paralleled the present one at the regional
scale, but diverged from it considerably in detail; and that,
because of the local divergence, certain segments of the
modern course (e.g., western Grand Canyon) are younger
than the river as a whole (see Fig. IV-B-8a, 8b, 8c). Hunt
recognizes that a throughflowing drainage in the Lake
Mead area is precluded by the interior-basin deposits, but
he applies this limitation only to the river as it flows
through the western Grand Canyon and the Lake Mead
area, which in his view are recent modifications of the old
course. This old course bypassed the Lake Mead area by
flowing to the south of it, in the general vicinity of
Kingman, Arizona. This drainage system was disrupted and
ponded by a welded tuff of westerly derivation, the Peach
Springs Tuff of Young (see Ref. IV-B-3) about 18 m.y. ago
and then by basin-range faulting west of the Grand Wash
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fault. The result was a lake located generally in the
western Grand Canyon region. Subsequently, large-scale
subterranean piping through cavernous Paleozoic lime-
stone resulted in westward discharge from this lake
through springs located near the present mouth of the
Grand Canyon. These springs filled another lake in which
was deposited the Hualapai Limestone, according to Hunt
(Ref. IV-B-12) younger than the Muddy Creek Formation
and the youngest pre-Colorado-River deposit in the area.
When flow in the Upper Colorado Drainage increased,
the lakes overflowed, the overflow cut the western Grand
Canyon, and the Colorado River was at last established as
an integrated drainage in its present course.

The hypothesis of McKee et al. (see Ref. IV-B-13) is
based on a relatively recent development of the present
Colorado River as an integrated stream (see Fig. IV-B-9a,
9b, 9c). These authors accept the antiquity of the ancestral
Upper Colorado Drainage. They also accept that interior-
basin deposition was a widespread occurrence in the
southern Basin and Range province in Miocene time, so
that no Colorado River existed there until after 10.6 m.y.
ago (latest Miocene to early Pliocene). This is the youngest
date available on the Muddy Creek Formation, which is
present at the mouth of the Grand Canyon and wide-
spread in the Lake Mead area. The ancestral Upper
Colorado Drainage followed approximately its present
course as far west as the Kaibab upwarp, and then swung
southeastward along what is now the valley of the Little
Colorado River. Ultimately, it followed the course of the
present Rio Grande to the Gulf of Mexico. The ancestral
Lower Colorado Drainage developed by integration of
interior basins and pre-existing drainage systems, and by
headward erosion through the Grand Canyon section.
Eventually, it cut through the Kaibab upwarp and
captured the Upper Colorado Drainage.

Both of these hypotheses accept the existence of an
ancestral Upper Colorado Drainage in Miocene or even
Oligocene time. This drainage system may have consisted
of the ancestral Colorado River itself or of streams such as
the San Juan River which are now tributaries to the
Colorado. In any case, the ancient drainage system can be
traced almost to the present confluence of the Colorado
and Little Colorado Rivers. Data that provide a critical
test of the two hypotheses have become available in
recent years. These data indicate that neither hypothesis
can be accepted in its entirety because of conflicts with
known facts. The arguments pertaining to the Lower
Colorado Drainage have been advanced by Lucchitta (see
Refs. IV-B-1 and IV-B-2) and by Young and Brennan (see
Ref. IV-B-4); those for the Upper Colorado Drainage are
summarized by Lucchitta (Ref. IV-B-15 and IV-16) and by
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Fig. IV-B-8a. Hunt's hypothesis. Ancestral Colorado Drainage before basin-range faulting (i.e.,

before about 18 m.y.b.p.)

Lucchitta and Young (Ref. IV-B-17) and will not be
repeated here in detail because they are not directly
involved in the Shivwits Plateau study. In essence,
geomorphic, stratigraphic, and structural data from the
Basin and Range area and from the western edge of the
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plateau indicate that Hunt’s idea of an ancient continua-
tion of the Upper Colorado Drainage westward from the
Colorado Plateau is untenable. Similarly, several lines of
evidence from the Little Colorado River valley in
northeastern Arizona indicate that an ancient continuation

57




| i
\ P
X Z
/" I ® '/,.'
f ,,_....,../.f
1/ P
(. / f 7N

’
GRAND WASH ~
CLIFFS _\}j / / ‘)
M -.fb 0, _ /’{/
® E i ,/ /,—1-1“:_"‘./"
. o _—~

\..\_
PEACH SPRINGS \\\.
TUFF (18 m.y.)
¢
s
1

@ STREAMS OF UPPER COLORADO DRAINAGE EVOLVE TOWARD PRESENT
DRAINAGE SYSTEM

(@ ABOUT 18 m.y. b.p., PEACH SPRINGS TUFF OF YOUNG COVERS LARGE
AREA AND BLOCKS ANCESTRAL COLORADO DRAINAGE,WHICH HAD BEEN
SOUTH OF PRESENT COLORADO

i
; @ BASIN-RANGE FAULTING, GENERALLY TRENDING NORTH AND OCCURRING
AFTER 18 m.y. AND BEFORE 10 m.y. b.p., DISRUPTS DRAINAGE AND RESULTS

‘I“J.-..n.

”

4
! IN UBIQUITOUS DEPOSITION OF INTERIOR-BASIN DEPOSITS. COLORADO
B DRAINAGE COULD NOT FLOW THROUGH THIS AREA
{0 ey (®) PONDING OF ANCESTRAL COLORADO DRAINAGE RESULTED IN A LAKE
L M, SOMEWHERE IN THE HUALAPAI-COCONINO-KAIBAB PLATEAU AREA
N

COLORADO PLATEAU BECOMES DISTINCT STRUCTURALLY AND PHYSIOGRAPHICALLY
FROM THE NEWLY FORMED BASIN AND RANGE PROVINCE, FROM WHICH IT IS
SEPARATED BY THE GRAND WASH CLIFFS IN THE AREA OF INTEREST

| SHEEIS TS S —
0 50 100 150 200km
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and basin~range faulting (after 18 m.y., before 10 m.y.b.p.)

of the Upper Colorado Drainage southeastward along that  establish how and when the Upper and the Lower
valley, as postulated by McKee et al, is improbable.  Colorado Drainages were united.

Because there are no other possibilities, it is appropriate
to revert to the Grand Canyon section to find the Lavas ranging in age from 14 m.y. (Ref. IV-B-18) to less

continuation of the Upper Colorado Drainage and to  than 5 m.y. (Ref. IV-B-19) are common throughout
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Fig. IV-B-8c. Hunt's hypothesis. Ancestral Colorado Drainage shortly before integration into
modern course

northwestern Arizona. Most of these lavas rest on the the Grand Canyon from middle Miocene to early Pliocene

Moenkopi Formation of Triassic age; some rest on the
lower part of the overlying Chinle Formation. Evidently, a
Moenkopi and Chinle landscape existed on the Coconino
Plateau and, significantly, on the Kaibab upwarp south of
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time. The Grand Canyon crosses the Kaibab Plateau in a
great bend strongly suggestive of an arcuate strike valley,
or “racetrack,” as would be developed in the Chinle or
Moenkopi Formation across the upwarp. The Grand
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Fig. IV-B-9a. Hypothesis of McKee et al. Ancestral Colorado Drainage before major basin-range
faulting (approximately >18 m.y.b.p.)

Canyon also coincides approximately with a subdued
structural trough bordered on the south by the north-
facing slopes of the Grandview monocline and the Supai
anticline and on the north by the south-plunging strata of
the Kaibab upwarp. This trough would tend to localize
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drainages across the upwarp in approximately the position
of the Grand Canyon.

The present high topographic elevation of the Kaibab
Plateau with respect to surrounding areas is due to the
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Fig. IV-B-9b. Hypothesis of McKee et al. Ancestral Colorado Drainage after basin-range faulting
and effusion of Peach Springs Tuff (approximately 18 m.y. to 10 m.y.b.p.)

high resistance to erosion of the Kaibab Limestone that
caps it. While this rock, and consequently the plateau,
were being eroded very little, surrounding areas were
greatly lowered through removal of softer rocks, thus
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progressively increasing the topographic relief of the
plateau. By following this process back through time, it is
apparent that the Kaibab Plateau may have been little, if
at all, higher than its surroundings at earlier times, thus
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Fig. IV-B-9c. Hypothesis of McKee et al. Ancestral Colorado Drainage becoming modern Colorado
River through headward erosion, capture, and integration after opening of the Gulf of California
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providing no serious barrier to the westward continuation
of the Upper Colorado Drainage. One may therefore
postulate that the Upper Colorado Drainage crossed the
Kaibab and continued into the area of the Coconino and
Kanab Plateaus early in its history. The question still to be
answered is: Where did the drainage continue from there?

The area west of the Colorado Plateau and south of
Lake Mead was topographically high before basin-range
faulting (probably since late Cretaceous time) and deeply
eroded (see Refs. IV-B-1 through IV-B-4), as evidenced by
the complete removal of Paleozoic and Mesozoic rocks.
Cenozoic volcanic and sedimentary rocks rest directly on
Precambrian basement. Stratigraphic evidence (channels,
gravels, erosion surfaces, and volcanic flows) indicates that
drainage was from this topographic high to the north and
northeast (the area of the Colorado Plateau, which was
then topographically low; see Refs. IV-B-1 through IV-
B-4).

Arkosic gravels of southerly provenance are widely
exposed along the southern margin of the Colorado
Plateau in central Arizona. There, the “rim gravels”
indicate that, before basin-range faulting, the area of the
Colorado Plateau was lower than its surroundings in much
of Arizona. Consequently, drainage was everywhere
northeast or north onto the plateau. This drainage
direction is roughly at right angles to that of the present
Colorado River system.

The various streams that deposited the rim gravels must
have been tributary to a master stream. Because no
evidence has been found for other master streams in the
area, this stream probably was the Upper Colorado
Drainage.

Gravels composed of well rounded quartzite pebbles,
and subordinate granite, gneiss, and volcanic rocks, locally
in a matrix of coarse arkose sand, were discovered and
studied on the Shivwits Plateau during this investigation.
These gravels rest on Moenkopi rocks and are overlain by
lavas that are 6 m.y. old> (Refs. IV-B-20 and IV-B-21). The
clasts are similar in size and degree of rounding to rim
gravels of southerly provenance widely distributed on the
western Coconino Plateau and the eastern Hualapai
Plateau, but contain fewer crystalline clasts because of
longer transport from the source area. The gravels differ in
size and composition from pebbles of the Shinarump
member of the Chinle Formation, which also are widely
present as lag deposits on the Shivwits Plateau. The
Claron Conglomerate, now exposed many tens of kilome-

5See footnote 3.
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ters to the north, in southern Utah, contains similar
quartzites, but no crystalline igneous rocks were found in
the outcrops examined. When the Shivwits gravels were
deposited the Claron probably outcropped considerably
south of where it does now, but still north of the gravels.
Drainage at that time was primarily to the north and
northwest (see Refs. IV-B-15 and IV-B-16), so that it is not
likely that Claron pebbles would have been incorporated
in the Shivwits gravels. A source for the gravels directly
from the west is not likely because none of the quartzites
common in the gravels outcrop in that direction. The most
likely source for the gravels is to the south, in the vicinity
of Prescott, Arizona (see Fig. IV-B-5), as suggested by
Koons (Ref. IV-B-21) for the gravels in the eastern
Hualapai Reservation. A southerly derivation for the
Hualapai gravels is also inferred by Young (see Ref. IV-
B-3). McKee and McKee (see Ref. IV-B-18) suggest a
southerly derivation, from central Arizona, for the gravels
in the Coconino Plateau. Probably the Shivwits gravels
were deposited by the same drainage system responsible
for the gravels of the Hualapai and Coconino Plateau. In
any case, the gravels had to be deposited by a drainage
system flowing north-northwest directly across the present
Grand Canyon and also the ancestral Colorado drainage
postulated by Hunt. Therefore, neither could have existed
at the time these gravels were deposited.

The Shivwits gravels effectively preclude a continuation
west or southwest from the Coconino Plateau for the
Upper Colorado Drainage. A continuation to the south is
not possible because regional drainage is approximately
from south to north in that area. Consequently, the only
possible direction is generally to the north. This direction
is also that of the overall drainage pattern in northwestern
Arizona. Practically all tributaries to the Grand Canyon
are short and poorly developed and represent a relatively
recent modification to an older landscape in which streams
flowed northwest to north-northwest along strike valleys.
Evidence for these older streams is preserved in Cataract
Creek and the Little Colorado River, both long, mature,
well established streams that almost certainly predate
cutting of the Grand Canyon.

The hypotheses of both Hunt and McKee et al. are
partially correct. Hunt probably is correct in proposing
that the ancestral Upper Colorado Drainage crossed the
Kaibab upwarp in Miocene time or earlier, but the
prolongation of the drainage westward through the
western Grand Canyon region into what is now the Basin
and Range province is not in accord with the recently
discovered gravels and the general northerly directions of
ancient drainages in those areas. McKee et al. are correct
in inferring that the Lower Colorado Drainage developed
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in the Basin and Range province no earlier than 10.6 m.y.
ago, but they are probably wrong in restricting the
ancestral Upper Colorado Drainage to the east side of the
Kaibab upwarp and prolonging it southeastward along the
valley of the Little Colorado River. The new interpreta-
tion presented below combines elements of both hypothe-
ses as well as new information (see Figs. IV-B-10a, 10b,
10c).

In Miocene time (see Fig. IV-B-10c), or even earlier, a
stream (or system of streams) originating in Colorado and
following approximately the present course of the
Colorado, or that of the San Juan River, entered Arizona
from the northeast. This, the Upper Colorado Drainage,
crossed the Kaibab upwarp (then with much less relief
than it has now) following a belt of weak rock and a
structural low across the upwarp. Once west of the
upwarp, the river is postulated to have continued
northwestward along a broad and open strike valley,
probably cut in the soft Moenkopi or Chinle Formations.
This was the master stream of the region. The ancient
Little Colorado River, Cataract Creek, and the various
north- and northeast-flowing streams were tributary to it.
No Lower Colorado Drainage existed during this time.
The further continuation of the Upper Colorado Drainage
is not known at present, as all likely areas in Utah and
Nevada have been deformed intensely by basin-range
faulting and are covered by thick sequences of volcanic
rocks.

During or shortly after the opening of the Gulf of
California, 4 to 6 m.y. ago, a stream began to develop in
the Basin and Range province approximately along the
present Lower Colorado River (see Fig. IV-B-10c). This
stream eroded headward following structural lows and
belts of weak rock, and integrated the interior drainages
that had been formed by the basin-range faulting. The
place at which the stream incised the lower Grand Wash
Cliffs (see Fig. IV-B-10), then as impressive a barrier as
now, was determined by a high scarp, facing southwest,
located directly east of the Grand Wash Cliffs, at the
westernmost edge of the Colorado Plateau. This scarp, and
the strike valley at its foot, concentrated runoff from a
substantial area to the south, and added to the waters of
the Lower Colorado. The river then followed the
southeast trend of the strike valley, which it deeply
entrenched, until it intersected the north-trending Hurri-
cane fault. The belt of weak rock associated with this fault
deflected the river into a northerly course, which it
followed for about 40 km. Somewhere between this point
and the Kaibab uplift, the river captured the Upper
Colorado Drainage. This capture was possible because the
Lower Colorado Drainage had the shorter course to the
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sea, and therefore the steeper gradient and greater erosive
power. At this time, the Colorado River came into being
as an integrated stream in its present course.

c. Structural style and history. The western part of the
Colorado Plateau is composed of structural blocks
elongated in a northerly direction, dipping gently to the
northeast, and separated by major faults trending approxi-
mately north. From west to east, these major faults are the
Grand Wash, the Hurricane, and the Toroweap-Sevier. All
are high-angle dip-slip and downthrown to the west. Strike
lengths are measured in tens to hundreds of kilometers,
displacements in hundreds to thousands of meters. The
faults are composed of segments trending alternately
north-northwest and north-northeast (Ref. IV-B-20). This
pattern is repeated down to the outcrop scale and is
reflected most conspicuously by the Hurricane fault.
Displacements on the Hurricane and Toroweap faults
decrease to the south, that of the Grand Wash fault to the
north.

Although some authors suggest that earliest movements
on the faults may be as early as the Laramide period (see
Ref. IV-B-23 for the Hurricane fault) or post-Eocene and
pre-Miocene (?) (see Ref. IV-B-24 for the Hurricane fault),
most agree that movement began in Miocene time (Refs.
IV-B-10, IV-B-20, and IV-B-25) and continued into the late
Tertiary or, in the case of the Hurricane fault, the
Holocene (see Ref. IV-B-20). These ages are based on the
relations of faults to sedimentary deposits and lavas in
northernmost Arizona and southern Utah. Along much of
its length, the Grand Wash fault has not moved since the
upper 300 m of Muddy Creek Formation were deposited,
i.e., about 10.6 m.y. ago (see Refs. IV-B-1, IV-B-2, and IV-
B-26). Main movement occurred after eruption of the
Peach Springs Tuff of Young, dated at 18.3 m.y. (see Ref.
IV-B-3). Near the northern border of Arizona, however,
the Grand Wash fault has displaced lavas 6 m.y. old (see
Ref. IV-B-26). Along the central part of the Grand Wash
fault system, recent movements, displacing deposits of
Quaternary age (see Ref. IV-B-1), have occurred along the
Wheeler fault (see Fig. IV-B-2) and not along the main
break.

Folds of tectonic origin are not common in northwest-
ern Arizona. The most prominent is the Kaibab upwarp,
an anticlinal uplift trending approximately north to north-
northwest and with structural relief of about 1000 m. The
Kaibab upwarp is regarded as a Laramide feature,
although recurring deformation may have continued
during the Cenozoic period. Monoclinal flexures, com-
monly regarded as Laramide in age, occur in various
places in northwestern Arizona, including the Hualapai
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Figs. IV-B-10a. Lucchitta's hypothesis. Ancestral Colorado Drainage before basin-range faulting

interpretation of this feature, which has been called

Plateau directly south of the Shivwits. Other folding
commonly is associated with major faults and consists of
downwarping toward the fault on the downthrown block,
generally accompanied by upwarping toward the fault on
the upthrown block. There has been little agreement on
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“reverse drag” by Hamblin (Ref. IV-B-27).

The faults and folds on the Shivwits Plateau generally
parallel the Grand Wash and Hurricane faults, the master
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Fig. IV-B-10b. Lucchitta’'s hypothesis. Ancestral Colorado Drainage after basin-range faulting and
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faults of the area, and are concentrated primarily in the  kilometers to tens of kilometers, and displacements in tens .
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the Shivwits is relatively unfaulted. Some faults have  west, north-northwest, and north-northeast (Fig. IV-B-11).
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trending approximately northeast and located between the *

aligned with, as well as parallel to, the northeast-trending
two great bends of the Hurricane fault. Although faults

segment of the southern great bend of the Hurricane fault.

Graben, horsts, and tilted-block structures are common,
espe ally in the eastern part of the plateau and in a belt
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with either the west or east side down are equally
common throughout most of the plateau, near the western
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boundary faults are consistently up to the west and
associated with gentle monoclinal flexures also upwarped
to the west. In many instances, these monoclines pass
along strike into faults. Strata of the Shivwits Plateau dip
homoclinally to the northeast at 1° to 3°; near the western
boundary, however, the dip increases to as much as 4° to
5°. This increase, combined with the elevation of the west
side of faults and monoclines, results in a notable
structural upwarping of the western edge of the Shivwits
Plateau and of the Hualapai to the south of it, and thus of
the western edge of the Colorado Plateau in this area.

Throughout most of the Shivwits Plateau area, the age
of structural features can be determined no more precisely
than post-Triassic. In lava-covered areas, faulting occurred
before, during, and after effusion of the lavas. However,
the relative scarcity of faults that cut the lavas suggests
that most faults predate at least the youngest flows.
Hamblin (Ref. IV-B-20 and Best et al. (Ref. IV-B-21) report
ages of about 6 m.y. for the oldest lavas (Stage I) and 2
m.y. or less for younger ones. Lavas in the southern part of
the Shivwits Plateau are for the most part Stage I, so that
most faulting in that area probably occurred before 6 m.y.
ago.

d. Tectonic relation of Shivwits part of the Colorado
Plateau to adjacent Basin and Range. The area now
occupied by the southwestern part of the Colorado
Plateau has differed geologically from adjacent areas to
the west throughout Phanerozoic time. Deformation has
been slight; accumulation of Paleozoic sediments has been
low; and topographic elevation has usually been the
opposite of that of adjacent areas to the west (when these
were high, the plateau was low, and vice versa). Although
the present southern boundary of the plateau with the
Basin and Range is relatively indistinct and marked by a
transition zone about 100 km wide, the western structural
and physiographic boundary is remarkably sharp and
generally less than 10 km wide. From the top of the Grand
Wash Cliffs at the western edge of the Shivwits Plateau,
the view to the west consists of a seemingly endless
succession of serrated ranges composed of tilted fault
blocks and separated by deep structural basins that are in
large part filled with sediments. The first ¢: these basins,
west of the Cliffs, is the Grand Wash Trough (see Fig. IV-
B-2), probably 5000 to 6000 m deep (see Ref. IV-B-1) and
bounded to the west by bedrock ridges whose strata dip
45° or more toward the Grand Wash fault. East from the
observation point, by contrast, is a landscape of tablelands,
scarps, and stripped surfaces developed in subhorizontal
strata that dip gently northeast. This dip is not signifi-
cantly increased by rotation of fault blocks, in spite of the
considerable displacement on some of the faults, and is
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disturbed only by monoclinal flexures that occur in the
immediate vicinity of the faults. Deep sediment-filled
structural basins are absent.

The high structural elevation of the western edge of the
plateau near the Grand Wash fault results from an
increase in dip as compared with other areas, as well as
from structural uplift of the west sides of flexures and
faults. The orientation of the resulting structural slope
does not correspond well to the grain of adjacent basin-
range structures and cannot easily be attributed to the
same stress field. The upwarp probably reflects pre-Basin
and Range uplift of the terrain west and southwest of the
plateau (Kingman Uplift) rather than deformation related
to Basin and Range tectonism.

The style of deformation suggests that most of the
structural features of the Shivwits Plateau were formed by
an extensional stress field. Similarity in age and general
parallelism with structural features in the adjacent part of
the Basin and Range province suggest that the same stress
field existed in both areas. The lesser degree of deforma-
tion of the Shivwits Plateau indicates either that the stress
field is weaker east of the Grand Wash fault, or that the
crust in that area is more competent than to the west.

As summarized by Shuey et al. (Ref. IV-B-28), crustal
properties of the western plateau differ markedly from
those of the Basin and Range. On the plateau the crust is
thick, gravity is low, heat flow is low to normal, and
aeromagnetic values are high. In the adjacent Basin and
Range, the crust is thin, gravity is high, heat flow is high,
and aeromagnetic values are low. Shuey et al. emphasize
that the locus of maximum change in these properties, as
well as a seismic belt of anomalously high geomagnetic
variation, is a relatively wide zone, 50 to 80 km across
whose axis is to the east of the present physiographic
boundary of the plateau. Nevertheless, this zone, the
present physiographic and structural boundary, the
Wasatch line (eastern limit of Laramide thrusting and
folding), and the Paleozoic hinge line coincide remarkably
well when viewed at a perspective commensurate with
the crustal blocks involved, which measure about 600 km
(Plateau) and 400 to 800 km (Basin and Range) in an east-
west direction.

Some type of geologic discontinuity has existed at or
near the present western boundary of the Colorado
Plateau since Paleozoic time, which suggests the following
questions:

(1) What is the nature of the Plateau crustal block, a
block that apparently has remained internally
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coherent for 500 m.y., and that for the most part has
behaved differently from its surroundings?

(2) What is the nature of the tectonic boundary
between the Plateau block and the area to the west
now occupied by the Basin and Range province?

Answers to these questions are fundamental not only to
understanding the Colorado Plateaus and Basin and Range
provinces, but also crustal processes and tectonic theory in
general.

These questions are evaluated here, in the context of
Cretaceous and Cenozoic deformation of the southwestern
boundary of the Plateau, in the hope that this limited
understanding will help to explain the general problems.
Within this context, four hypotheses may be advanced to
explain the structural and tectonic differences between the
Plateau and Basin and Range provinces:

(1) The Plateau is being “consumed” at its western edge
by Basin and Range structures, in effect slumping at
a crustal scale into the Basin and Range province.
This implies that the present boundary between the
two provinces is ephemeral and has been moving
eastward, and that the fault-bounded blocks of the
western plateau represent a transition zone of
incipient Basin and Range structures. The hypothesis
also implies an eastward-migrating extensional stress
field, a progressively younger age for plateau faults
as one goes eastward, and a diffuse boundary
between the Plateau and Basin and Range provinces.
A major change in crustal properties across the
boundary is not required.

(2) The Plateau and Basin and Range provinces are
subject to and resulted from different crustal stress
fields. This hypothesis does not require different
crustal properties of the two blocks, nor a boundary
between the two blocks that migrated with time,
nor specifically a sharp or diffuse boundary. It does
require a decoupling between the two blocks and
perhaps also between the crustal blocks and the
underlying mantle.

(3) The Plateau and Basin and Range provinces repre-
sent blocks that are subject to the same stress field,
but with different crustal properties so that the
stress field results in different styles of deformation
in the two blocks. This hypothesis requires a
relatively fixed and sharp boundary between the two
blocks.

(4) The Plateau and Basin and Range were one geologic
province before deformation and became subject to
the same stress field, which decreased in intensity
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eastward. The present tectonic boundary between
the two provinces marks the eastern boundary of the
area in which stress was sufficiently great to cause
major deformation. This hypothesis does not require
different crustal properties, but does imply a
boundary between the two provinces that is
gradational and fixed in space. Consequently, Basin
and Range structures would grade eastward into
Plateau structures, and both should be equivalent in
age.

In the subsequent paragraphs, several criteria are
advanced that help in the evaluation of these hypotheses
and selection of the one most likely to be correct.

Monoclinal flexures associated with faults. The common
association between monoclines and faults suggests that
the monoclinal flexures are the surface expression of zones
of weakness in the competent basement and were formed
under compressive stress conditions probably related to
the Laramide orogeny to the west. These zones later
localized high-angle normal faults when the area was
affected by the extensional stress related to Basin and
Range tectonics. The antiquity and repeated reversal of
movement on faults, as well as the association of
monoclines with faults at depth, are well documented for
the Grand Canyon (Refs. 1V-B-29 through IV-B-32).
Huntoon (see Ref. IV-B-32) especially has recognized the
importance of basement fractures in controlling deforma-
tion even under widely differing stress fields.

The monoclinal flexures and associated faults of the
Plateau block in northwestern Arizona suggest that the:

(1) Block and the adjacent Basin and Range have been
subjected to related stress fields.

(2) Resulting deformation has differed in degree (much
more subdued) and perhaps in type from that farther
west because of the greater competence and the
buttress-like nature of the Plateau block.

(3) Zones of weakness, some very ancient, in the
basement of the Plateau block have localized
deformation even if produced by widely different
stress fields.

These data support the third hypothesis, but not the
others.

Structural upwarping of the western edge of the
Plateau. The upwarp may reflect an ancient uplift (the
Kingman Uplift) of probable Laramide age southwest of
the Plateau (see Refs. IV-B-1 through IV-B-3). The main
part of this uplift, was fractured and destroyed by basin-
range faulting in Miocene time. Alternatively, the upwarp
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may represent a monoclinal flexure of the type discussed
previously and assoicated with the Grand Wash fault. In
either case, the upwarp indicates that the western edge of
the Plateau has been involved in repeated deformation
involving the basement and at least in part reflecting stress
fields that probably are relatively old and encompassed
both the Plateau and the adjacent area to the west.

Sharpness and age of the Colorado Plateau-Basin and
Range boundary. The present physiographic boundary in
northwestern Arizona is remarkably sharp (10 km wide).
The boundary based on geophysical data is more diffused,
but still narrow (80 km or less) compared with the
dimensions of the crustal blocks involved (600 km). The
boundary would be diffuse if the various plateaus bounded
by high-angle normal faults were a transition zone
between areas of typical Plateau and typical Basin and
Range structure. However, these plateaus, although
exhibiting block faulting and extension tectonics, do not
have the horsts (ranges) or graben (basins), the great
structural relief, or the rotation of blocks typical of the
adjacent Basin and Range terrain. Extension tectonics and
block faulting are necessary but not sufficient to form
basin-range structure. The plateaus could also be
interpreted as a zone of incipient basin-range structure,
but this is in poor accord with the ages of the associated
faults, which are comparable to those of nearby faults in
the Basin and Range. The plateaus probably represent
neither basin-range structures that are just beginning to
form nor structures that are older but have been arrested
in their development. Consequently, the tectonic bound-
ary, separating areas that differ markedly in structural
style, is best placed at the western edge of the Shivwits
Plateau, in coincidence with the physiographic boundary
and with ancient tectonic boundaries such as the Paleozoic
hinge line. In summary, the boundary is best viewed as
oid, relatively sharp, and relatively fixed. These properties
are in poor accord with the first hypothesis. The markedly
different structural styles and the sharpness of the
boundary do not support the fourth hypothesis.

Alignment and distribution of structural features on the
Plateau in comparison with the adjacent Basin and Range
province. Faults at the western edge of the Colorado
Plateau and the edge itself closely parallel the structural
grain of the adjacent Basin and Range province. This
indicates a common stress field.

©n the Shivwits Plateau, faults trending northeast are
concentrated in a zone also trending northeast and aligned
with the southernmost bend of the Hurricane fault (Fig.
IV-B-12). Other features with northeast trends in the same
general area are:
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(1) Straight segment of the Grand Canyon, about 75 km
long, and closely paralleled by at least one long fault
that is outside the area mapped for this study, but
clearly visible in ERTS pictures and in high-altitude
aerial photographs.

(2) Several diffuse, but long, lineaments visible in ERTS
pictures.

(3) Northeast-trending segment of the Toroweap-Sevier
fault.

West of the Plateau, a zone of conspicuous faults
trending approximately northeast occurs north of Lake
Mead, in alignment with the belt on the Plateau (see Fig.
IV-B-12). In the western part of Lake Mead, this zone has
demonstrable transcurrent movement (R. E. Anderson,
personal communication, 1973) and may be part of the
Las Vegas shear zone. Major structural features trending
northeast are not common elsewhere in southern Nevada.

A belt about 60 km wide that trends northeast is aligned
with the two bends of the Hurricane fault. This belt is
characterized by a distinctive set of numerous and closely
spaced graben, by bends in the traces of faults in
correspondence with bends of the Hurricane fault, and by
virtual absence of volcanic centers. By contrast, volcanic
centers are abundant north and south of the belt.

The colinear nature of the fault zone in the Lake Mead
area and of the anomalous belt on the Plateau probably
reflects the same stress field rather than being fortuitous.
According to this interpretation, in the Basin and Range
block this stress field resulted in faulting that was at least
in part transcurrent. In the Plateau block, by contrast, the
stress field produced fractures with no demonstrable
transcurrent displacement. Some of these fractures were
followed by normal faults generated by an extensional
stress field. Examples are the faults trending northeast on
the Shivwits Plateau and the northeast-trending segments
of the Hurricane fault.

In summary, the parallelism between structural features
on the Plateau and in the adjacent Basin and Range
province suggests that all of these structures were formed
in response to the same stress field. The lack of
displacement of plateau structures, compared with
correlative structures in the Basin and Range, suggests that
the Plateau has responded as a more competent block
than has the Basin and Range. These characteristics tend
to support the third hypothesis.

Conclusions. The southwestern part of the Colorado
Plateau and the adjacent Basin and Range province differ

71




ORIGINAL PAGE 18
OF POOR QUALITY

NE VADA
ARIZONA

(1) Area of no volcanic centers
(2) Fault with transcurrent move-
ment. Probably part of Las

(6) Anomalous belt of closely

spaced graben and no volcanic
centers

————a— _"_"—Anfz'oﬁ_"—"_""_375_
|/
}/
Fad
7
f "5
7
15
13
e
&
Z Q
N
1 + 36°

0O 10 20 30 40 50 km
Lt 1 11

(11) Abundant volcanic centers

(12) Lineaments visible on ERTS
pictures. Locations shown are

Vegas shear zone
(3) Faults with probable right=

(7) Approximate boundaries of
anomalous belt

lateral component of move- (8) Northern sigmoidal bend in
ment Hurricane fault

(4) Area of abundant volcanic (9) Lava flow whose vent is south of
centers anomalous belt

diagrammatic

(13) Northeast bend in Toroweap-
Sevier fault

(14) Northeast - trending, structur-
ally controlled segment of

(5) Area of abundant volcanic centers

(10) Southern sigmoidal band in
Hurricane fault

Grand Canyon
{I5) Northeast bend of Kaibab
upwarp

Fig. IV-B-12. Northeast-trending features in northwestern Arizona and in southeastern Nevada

markedly in physiography, structure, crustal properties,
and geologic history. Most of these differences have
existed through Phanerozoic time. The boundary between
the two crustal blocks is best viewed as old, relatively
sharp, and relatively fixed.

Parallelism between structural features of the Plateau
and the adjacent Basin and Range suggests that both have
been subject to the same stress fields; the much more
subdued deformation on the Plateau results from its more
competent crust. This is also suggested by a northeast-
trending structural belt that crosses the boundary between
the two blocks. In the Basin and Range, the belt shows
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transcurrent movement, but is reflected by anomalous
northeast trends of structural features and by a set of

graben that may indicate a shear movement of the stress
field.

In the Plateau block, the basement has been dominant
in controlling structural deformation. Zones of weakness,
some very old, have localized deformation even under
different stress fields. Many of these zones have been
repeatedly active, commonly with reversed movement.
Thus, the compressional stress field associated with the
Laramide orogeny to the west resulted in reverse faulting
in the basement and corresponding folding in the
sedimentary cover. The later extensional stress field
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associated with Basin and Range deformation to the west
resulted in normal faulting along many of the same faults.

C. The Coconino Plateau
R. L. Squires and M. J. Abrams

1. Regional Setting

The Coconino Plateau (Fig. IV-C-1) lies in north-central
Arizona, within the southwestern part of the Colorado
Plateaus province. The central 3200 km? of the Plateau
was mapped in an area extending north-south from the
southern rim of the Grand Canyon to the Mt. Floyd
volcanic field, and east-west from the 112th to 113th
meridian.

The regional slope of the land surface on the Coconino
Plateau is to the south. Altitudes along the southern rim of
the Grand Canyon range from about 1850 to 2200 m
above sea level. Ponderosa and pinon pine forests occur
along the area immediately adjacent to the southern rim,
with a gradual transition to juniper and pifion pine forests
to the south. South and west of the Heather monocline
(see Fig. IV-C-1), the forests yield to extensive grasslands
that form the central plains of the Coconino Plateau.
These plains, of which most of the mapped area consists,
have an average elevation of about 1900 m. Cataract
Creek, the principal drainage of the Coconino Plateau, is
the major physiographic feature in the plains. The Mt.
Floyd volcanic field to the south of the plains is covered
primarily by juniper and pifion pine forests. The average
elevation of the northern escarpment of the Mt. Floyd
volcanic field is about 1850 m.

Because the southern rim has a higher average elevation
than the rest of the Coconino Plateau, the amounts of
snowfall and rainfall are highest there. According to
Metzger (Ref. IV-C-1), the annual precipitation for the
southern rim country is about 38 cm. A semi-arid climate
characterizes the plains area, with an average annual
precipitation of about 25 cm. Half of this precipitation
falls in summer thunderstorms, and th> other half falls as
snow during regional storms in the win.zr.

Accessibility into the mapped area is excellent. U. S.
Highway 180 and State Highway 64, which provide access
to the Grand Canyon from the south, are along the eastern
margin. The paved Frazier Wells road provides access
into the northwestern sector of the mapped area. Many
secondary roads criss-cross the entire area.
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2. Previous Mapping

There has been no previous attempt to map the
Coconino Plateau in detail. Although the Plateau is
included in McKee's (Ref. IV-C-2) facies maps of the
Alpha and Beta Members of the Kaibab Formation, he did
not map the different members of the Kaibab Formation
over the Plateau. Koons (Ref. IV-C-3), in his map of the
western Grand Canyon, grouped the Kaibab and To-
roweap Formations. His geologic map also includes the
Rose Well area (see Fig. IV-C-1) of the Coconino Plateau.
Moore et al. (Ref. IV-C-4) published a generalized
geologic map of Coconino County and also grouped the
Toroweap and Kaibab Formations over the Coconino
Plateau. This same map was later incorporated into the
Geologic Map of Arizona (Ref. IV ".-5).

Maxson (Ref. IV-C-6) included the area immediately
adjacent to the southern rim on his map of the Bright
Angel quadrangle, and his preliminary geologic maps of
the Grand Canyon and vicinity in 1967 and 1969 also show
the southern rim area. Shoemaker et al. (Ref. IV-C-7)
mapped the principal faults that occur on the Coconino
Plateau (see Section IV-A of this Report).

3. Stratigraphy

The Coconino Plateau is underlain primarily by flat-
lying to gently dipping sedimentary rocks of Paleozoic
age. These rocks, about 1200 m thick, consist of an
alternating sequence of sandstone, shale, and limestone.
The older Paleozoic rocks are exposed chiefly in the
Grand Canyon and in side canyons tributary to the Grand
Canyon.

Most of the Coconino Plateau is a stripped surface
formed on the Kaibab Formation of middle Permian age.
Locally, the Kaibab Formation is overlain by the
Moenkopi Formation of Triassic age. At the southern edge
of the Plateau, sediments and volcanic rocks of Tertiary
and Quaternary age overlie the Kaibab and Moenkopi
Formations. A generalized stratigraphic section of the
rock units mapped on the Coconino Plateau is shown in
Fig. IV-C-2.

The Kaibab Formation is the geologic unit of interest in
this investigation. In accordance with McKee’s convention
(see Ref. IV-C-2), the Kaibab Formation is subdivided into
the Beta Member at the base and the Alpha Member at
the top. In this section, the contact between the Alpha
and Beta Members was chosen at the base of the
lowermost redbed in the Kaibab Formation. This contact,
which can be mapped throughout the Coconino Plateau,
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differs slightly from that of McKee (see Ref. IV-C-2) and is
about 15 m above his contact.

The Alpha Member, as studied in the mapped area,
contains six mappable units: three red claystone, siltstone,
and sandstone units (units 1, 3, and 5), which alternate
with three relatively unfossiliferous dolomite (see Fig. IV-
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C-2) units (2, 4, and 6). Unit 1 is the basal unit of the
Alpha Member. Locally, gypsum deposits occur within the
clastic units, and nodular chert generally occurs within
carbonate units 4 and 6. The upper parts of the Alpha
Member (units 5 and 6) have been eroded away in some
places. Where the complete section is present, the Alpha
Member typically ranges in thickness from 33 to 40 m.

JPL TECHNICAL REPORT 32-1597



neaje|d ouluod0) 3y} UO SHUN ¥204 jo uwnjod dydesdnens ‘z-9-Al ‘14

P
w00l WNWIXYW L L] me
ILIHM HSIAVYO ‘AIONI¥D ANV “A0d0¥1SYO ‘39N OdS “alLdNaoyd V4 Mm
INVANNEY 1vD01 *SNO¥341T1SSO4 ANV AL¥IHD ‘ILWO104a —Z 1 3
INOLSANYS MOT1IA w6 WNWIXYW *INOLSANYS I1VIIWOTONOD i
01 44N9 “3IVHS ANV ANV INOLSANYS QINIV¥O-INI4 1¥D01 ‘ILIW010da vt | ]
INOILSLS 44N8 OL1 a3y Q3aQ3g¥IINI ‘ITIVHS ANV INOLSLTIS SNOIYVIIVD i e Lt
7
W WNWIXYW “JATVAIS ONY | 7" =7 , 3
. QOdO¥LSYD 1¥DOT *3ISVE 1V SHDOY DILINAd VD01 *dOL 1V Z @
v/9¥A0L *NMO¥E MOTIIA | N OWWOD SIINAON NOYI “SAITYILNI AGNYS HLIM ILIWO10a Yy m M
s a1 T m
— uzoah&_mmmvw WL WOWIXYW *INOLSONYS SNO3I¥IIVD GINIVIO-INI ANV T2 e 2 9
JIVHS NIT¥S ANV O3y INOLSIWIT QIAQIWILINI "WNSIAD ANV “INOLSLTIS ‘ITVHS gy z w
7 z (=
L/8YAS | W8 WNWIXVW *3A0DVILSO ATIVIOT “S¥IAVT AGNYS “1¥IHD 741 o |B |O
4409 OL ILIHM HSIAVYO d3dd38 IWOS “dOlL LV L¥3HD JLIHM INVANNEY ‘31IW0104a £, » 1z
WIISdAD ILIHM ‘IIVHS W GZ WNWIXYW *I1VYIIWOIONOD LRI
HSIGA3Y “INOLSANYS HSI D01 *INOLSANVS ZLIVND AWIT QINIVYIO FETCRONEN
~ANId ANV NMOY¥E MOT1FA | -WNIAIW OL -3NI4 A¥IA *WNSIAD ANV ‘ITVHS ‘INOLSANYS 5 o
1408 OL AVEO wg WNWIXYW “SNO¥3H1TISSO4 A1IVDO1 ‘35vE ANV dOL 7 7] ¢
LV AGNVS “1¥3HD XNId ANV I1IHM ¥VINAON ‘ILIWO104d Z L—
Canr 33
2/5¥01 :1INN e 3%
TINI “ILVIEIWO1D poassy] >Z
“NOD ANV INOLSANYS e 238
HSIAA3Y “INOLSAVID wogl WAWIXYW *35vE LV 31V¥IIWOTONOD 31893d e mw
NMO¥E a3¥ ANV N3F¥O INOLSIWIT ANY L¥IHD “INOLSANYS JAISSYW QINIVYIO iyt
INOLSLIIS HSIaay -3INI4 03AQIRILINI HLIM INOLSAVID ANV INOLSLIS TLESRE
INOLSIWIT AVED ‘INOLS W05 WAWIXYW *INOLSIWI LTS -1
-aNVS I1IHM ANV a3y INIYLSNDVT ANY ‘ILVYIWOTONOD ‘INOLSANYS I D
PR TN >
A C 7 >
WOl OLS *3AISANYIANY SNIVL *SMO14 NVIAISEO ANV % ban . by &
AOVIE|  JLTOAHY “SHDOY DILSVIDOYAd QILVIDOSSY ‘SMOTH 11vsva Fagvdrad -
o Vi m
. o P
mu%,mv_mhmmm ) SSINMDIHL 318VINVA S 5
NVL OL a3y $S3071 ‘S1IAVYO OV ‘WNIANTIV o . ]
¥010D AYIHIVIM SSINMNDIHL ANV ADOTOHLIT TV¥INIO 311404 m:zg

NVIWY3d

JISSvIdl

AYVNIILVNDO

75

JPL TECHNICAL REPORT 32-1597




Locally, however, the total thickness may be 50 m where
gypsum deposits thicken within one or more of the clastic
units.

Although the clastic units are usually covered by slope
wash, they are easily recognizable in the field because of
their reddish color and slope-forming characteristics. The
carbonate units, however, are more resistant and form
white to yellow cliffs or broken outcrops. Distinctive fossil
assemblages commonly could be recognized for the three
carbonate units. Based primarily on these weathering,
color, and fossil characteristics, all six units could be
distinguished wherever they occurred through the mapped
area. Other mappable units in the area include:

(1) Basal conglomerate in the Moenkopi Formation.

(2) Reddish siltstone and claystone with interbedded
sandstone, which comprise the rest of the Moenkopi
Formation.

(3) Tertiary age gravel.

(4) Tertiary age basalt flows of the Mt. Floyd volcanic
field.

(5) Quaternary age basalt talus, landslide debris, and
reworked gravel.

(6) Recent stream deposits.

4. Structure

The regional dip of the sedimentary rocks that underlie
the Coconino Plateau is about 2° to the south. Normal
faults and monoclines, structures typical of this part of the
Colorado Plateaus province, offset these strata to a
maximum of about 70 m. Within the area mapped, most
of these structures trend northwest. Most of the faults
occur in the Cataract Creek system (see Ref. IV-C-7).

In addition to the Cataract Creek system, there are two
major northeast-trending fault systems, termed by Shoe-
maker et al. (see Ref. IV-C-7) the “Bright Angel and
Sinyala systems,” which may be related to fault zones in
the crystalline Precambrian basement. Based on the study
of an ERTS picture of the Coconino Plateau, the Bright
Angel fault, of which only a small fraction along the
southern rim had been previously mapped by Maxson,
appeared as a through-going system across the Coconino
Plateau.

Most of the northwest-trending faults have displace-
ments down to the southwest, and most of the northeast-
trending faults have displacements down to the southeast.
Within the mapped area, there are many sags and domes;
the most prominent dome is Howard Hill, which lies along
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the extension of one of the faults in the Bright Angel
system.

5. Geologic Mapping

The geology of Area A of the Coconino Plateau (see
Fig. IV-C-1) was mapped by M. Abrams and R. Squires
from June 1973 to May 1974. Geology was compiled on
black and white aerial photographs with a ground scale of
about 1:60,000, from the U. S. Geological Survey, then
recompiled using a 1:125,000 enlargement of an unen-
hanced ERTS picture as a base. In addition, the ERTS
picture was used to help delineate large-scale structural
features. High-altitude color photographs were available
for the western half of the area, and low-altitude U. S.
Forest Service color photographs also were used for the
western part of the Kaibab National Forest adjacent to the
southern rim of the Grand Canyon (see Fig. IV-C-1).

All 14 mappable units are depicted in Fig. IV-C-3,
which is a simplified version of the original compilation,
without cultural features or bedding attitudes.

6. Modified Geologic Map

Although 14 different geologic units were originally
mapped and compiled for the area, only combined units
were generally distinguishable on enhanced ERTS pic-
tures. For the Alpha Member of the Kaibab Formation,
these combined units consist of B-1-2-3, 4-5, and 6. In
some places, however, individual units of the Alpha
Member could be detected on ERTS pictures (see Section
VI). The Moenkopi Formation was identifiable in some of
the ERTS pictures, but the basal conglomerate could not
be detected. Deposits of Quaternary and Tertiary age
were recognizable only as two general units:

(1) Basalt flows, landslide debris, and basalt talus.

(2) Alluvium, reworked Tertiary gravel, and Tertiary
gravel.

A modified geologic map, showing the distribution of all of
the combined units mentioned, is shown in Fig. IV-C-4.
The contacts for these units are based on the original
geologic map.

Results of analyses of individual enhancements used in
comparing ERTS pictures with field-mapped products are
presented in Section VI

7. Mapping of Area B

Although Area B (see Fig. IV-C-1) was not covered in
the original field effort on the Coconino Plateau, it
subsequently became a prime area in which to test the
applicability to geologic mapping of photointerpretation

JPL TECHNICAL REPORT 32-1597



77

Pajjiwo aJe ainynd pue sapnyjje 3uippag ‘neajeld ouluod0) ayj jo yed jo dew 2801099 ‘g-9-Al Siy

A S13IHS DIHAVYO0dOL ,2 AJANNS T¥IID010ID 'S'N WONS ISvE
| L6l "AVNOL €£L6T "3INAM swvliay W ONY STHINDS 178 AB AD01039

S /
St
10VHL TVIXY 40 JONNTD ONIMOHS “INITIIINY e ml\ - ; ,rﬁ " p y 1 (
/ ) (

10VHL WIXY 40 JONNTd ONIMOHS “ INITONAS

NOILVYNITONI 40 NO NA N — W e T J

w0z 0t 0

1015 NMO HH LNMO O
00 ONV 3VH 'NIVLY IOND 1Y THM
"031VIONOD I¥IHWM 031100
“ILYWIXONAdY THIHM QTHSVO LIV L/

Deett

JLVNIXOHAdY THIHM QIHS VO " LOVINOD

SAI0Y 102031vd ¥3010

z
\ D@ ) |
1IN B |
m» | x|
\ o W
. ? % TS LINA FINC (5|
=| aNY 31 l» |80
m . S tnl@
gl € LIND SINOLSITIS [ 2 Lo V2
ONV 3TVHS | » Aw 3
& > | 2
. - T b SLINN*3TVHS ONV | D i -
® "INOLSONYS "3LIN0T00 | 5 | @ m
u m
9 LIND 11IN00Q | mu
A LINYO ANOIN ‘ o~
\ 1 ( N -
= ) A -t
™ \ = Py
e . NOILYWYN0 4 \ >
. IdONNION [ £ (a8 =
© | ALINYO4ANOONN -
z
" 1IAVHD | =
MO LIVSYR | @ T
\ o W » \y
1IAVHED 0IXNHOMIY »— o _ > o by
m /& = , - &
-} -
~ SNIvL L1vSvE ) m
o | P
{8
514930 3011SANYT )
z
| 5
WRIANTY
NOILYNY 1dX 3
3 R 1
‘ " W 02
14V1ISOVd SIUN
" | ~
=]
)
» 4
° N
vIyY <, ™
031ddVv N
W w -
y \ 5| [
| 2
“o ) 9
ey { ol e‘ | w
. <,
| CIN v A, [+ 4
[
/ |
[ N | -
A D | <
\...n | Q
| z
\ X
L 0€a211 m
—
of
a
-



€%

sjiun 2130(033 jo uolnquysIp BuIMoys ‘neaje|d ouluo207 ayy jo dew 91301083 paiyndung "p-9-A| "Si4

NOLIVRY LY |

viuy
1y

iz

28N P

%55via.

S13;
Vi61 AV OL

HAVH90d01 2 AIAMNS VI1901039 °S ' WO 3SVE
INNC'SWYHEY (W ONY SIHINDS “1°H A8 A901039

-
s o ——
e Lo T S,

S ————

"

JPL TECHNICAL REPORT 32-1597

A5

NYINVAL
“NA3d

Wi

{00 ¢

PAGE Ig
QUALITY

ORIGINAL,
OF POOR

78




techniques using both enhanced and unenhanced ERTS
images. Some a priori information, available by inference
from data collected in the adjacent Area A, was used to
help to make decisions in the test area. However, the
geologic map constructed from ERTS images was
produced without any direct field evidence. Later, the test
area was mapped in the field to evaluate the accuracy of
the ERTS map. Figure IV-C-5 shows faults determined
from the ERTS images and faults identified by field work.
The geologic map compiled from ERTS data, the
Geologic Map of Arizona (Ref. IV-C-5), and the map
compiled from field data are shown in Fig. IV-C-6.

a. Structure. A comparison between the Geologic Map
of Arizona and the ERTS-derived map of Area B shows
that the ERTS map contains structural information

12 15
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35%5' 4 ERTS MAP |35 45!
(a)
|
112°115'
1350 45"

350 45'4GEOLOG | C MAP)

NN
DHIERN

I
N
12° 15 '\
5 0 5 10 15 20
mi
50 5 10 15 20 25 30
km

Fig. IV-C-5. (a) Fault map derived from ERTS images. (b)
Fault map derived from field observations. Solid black
feature is a basalt outcrop
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entirely absent from the state map. Comparison with the
field-derived map (see Fig. IV-C-5) shows that the two are
in excellent agreement. All major faults recognized in the
field were identified in the ERTS images. The short
northwest-southeast faults mapped east of the Moore
Tank fault system were not recognized in the ERTS
images. Field studies indicate that these faults have only
minor topographic expression and stratigraphic displace-
ment, and therefore would be difficult to see in ERTS
images. The two northeast-trending faults mapped from
ERTS images east of the basalt outcrop could not be
verified in the field, and no logical explanation for these
features can be given.

b. Stratigraphy. Six different geologic formations were
distinguishable in the ERTS images: basalt, Moenkopi,
Kaibab unit 6, units 4 and 5, B-1-2-3, and alluvium.

Owing to the great difference in contrast, basalt
outcrops and associated talus deposits were easily
identified. Of the five areas of Moenkopi Formation
mapped from ERTS images, four correspond accurately to
field-mapped outcrops. The fifth area, on the southwest
side of the railroad, corresponds to units 4 and 5.
Confusion may be due to the similarity of Moenkopi
Formation to the sandstone and shale of unit 5. With this
exception, the Moenkopi Formation was accurately
identified. The Geologic Map of Arizona identifies the
general areas of basalt, but does not accurately map the
Moenkopi Formations.

Excellent detail was recognizable in the ERTS images
among units of the Kaibab Formation. The eastern third of
the area was mapped from ERTS images as unit 6, which
corresponds well to the actual field-mapped area of this
unit; the other area of unit 6 in the center of the area
corresponds fairly well to the actual area of unit 6. All
areas mapped from ERTS images as units 4 and 5 are
generally correctly identified. The small areas at the
western edge of the map and the area along the southern
edge are reasonably accurate, with somewhat less
accuracy in the larger areas. Unit 2 was correctly mapped
from ERTS images except for the south-central part of the
area, which consists primarily of units 4 and 5. The two
areas mapped as alluvium from the images correspond to
actual field-mapped occurrences of alluvium.

Comparison with the Geologic Map of Arizona shows
that the ERTS map is a significant improvement. No
separation is made among the units of the Kaibab
Formation on the Geologic Map of Arizona, where it is
actually grouped with the underlying Toroweap Forma-
tion.
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8. Conclusions

Comparison between an ERTS-derived map and a field-
derived map shows that a reasonable reconnaissance map
can be produced from enhanced and unenhanced ERTS
images. Structural details are readily apparent and can be
delineated accurately.

Stratigraphic detail requires some degree of a priori
information and familiarity with the general physio-
graphic, topographic, structural, and geologic characteris-
tics of the region. Careful enhancement of ERTS images is
required to emphasize the maximum separation among
units. Even then, an ERTS-derived map is no better than a
combination soils and outcrop map, complicated by
vegetation. However, with some key ground control, an
ERTS-derived map can be greatly superior to existing
reconnaissance maps, as evidenced by the excellent quality
of the ERTS map compared with the present Geologic
Map of Arizona.

D. The Verde Valley
D. P. Elston

The northern Arizona test site, centered approximately
on the Verde Valley (see Fig. I-1), was selected originally
because it offered excellent exposures and good geologic
map coverage. In contrast to the Shivwits and Coconino
Plateaus, this site includes areas that have been mapped in
detail at scales of 1:48,000 and 1:62,500 (Refs. IV-D-1
through IV-D-8). However, a large part of the area has
been mapped only in reconnaissance at 1:375,000 scale for
the Geologic Map of Arizona (Ref. IV-D-9), which was
published at 1:500,000 scale. Part of the Geologic Map of
Arizona that includes the test site in north-central Arizona
is shown, without explanation, in Fig. IV-D-1, to allow
comparison with the ERTS-derived maps of geoluyic
details in Precambrian and Phanerozoic terranes.

1. Geologic Map

ERTS-1 images allow details of the distribution of
several of the geologic units to be improved with respect
to the Geologic Map of Arizona. The images, employed
with the detailed geologic maps, led to the monoscopic
and stereoscopic identification of the units shown in Figs.
IV-D-2a and IV-D-2b (see Fig. IV-D-2¢ for explanation).
The product is a regional geologic map referenced to a
near-orthographic photo-base. Geologic detail is degraded
with respect to standard geologic quadrangle maps, but is
improved with respect to areas that have been mapped
only in reconnaissance. A geologic map referenced to an
orthogonal photo-base allows evaluation of the relations of
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geologic units to physiographic, vegetational, and struc-
tural characteristics in a single display. The planimetric
geology could be transferred to a 1:250,000-scale topo-
graphic base to produce a preliminary geologic map. The
new photogeologic map has served as control for
evaluating stratigraphic units in the computer-processed
images.

Rock types exposed in the study area include reddish
and light gray granitic rocks and dark gray mafic rocks of
Precambrian age; red-brown to buff to light gray
sedimentary strata of Paleozoic age; and gray basalts and
light gray to white lake beds of late Tertiary age. Bedrock,
or bedrock on which only sparse vegetation occurs, is
extensively exposed in the region. However, the topo-
graphically highest parts of the area support extensive
stands of Ponderosa pine, and the major stream courses
(Verde River, Oak Creek, Beaver Creek, and Clear Creek)
contain stands of cottonwood and sycamore trees and
associated deciduous plants.

Basalt of late Tertiary age was easily discriminated on
the ERTS images, but, not unexpectedly, appeared similar
to gabbro of Precambrian age. A tuff-bearing area in a
basaltic flow sequence was identified and mapped in the
southeastern part of the mapped area. Such features are
not represented on the state map. Quaternary and
Tertiary sediments overlie and underlie the Tertiary
basalts, and were mapped with fair ease. Details of their
distribution were improved with respect to the state map.
However, details of the stratigraphy in the Paleozoic rocks
could not be resolved, although the red Supai Formation
of Pennsylvanian and Permian age was apparent on false-
color composites of the multi-spectral images. As a
consequence, all Paleozoic rocks were mapped as one
unit. In this respect, the Geologic Map of Arizona is far
superior. In contrast, more Precambrian units could be
identified in the ERTS images than are shown on the state
geologic map, and the ERTS “photogeologic” map is an
improvement for the older rocks. We conclude that ERTS
images at about 1:200,000 scale, used with conventional
photogeologic and field geologic techniques, can lead to
improved geologic reconnaissance maps.

2. Fault and Lineament Map

The most striking geologic aspect of the ERTS images is
the synoptic view provided of fracture and lineament
patterns that occur in basement rocks and in surficial
deposits that mask the bedrock and basement. Faults and
lineaments in north-central Arizona are shown in Figs. IV-
D-3a and IV-D-3b (see Fig. IV-D-2c¢ for explanation). The
faults are from published maps. In many cases, the trace
of a fault was less clear than the trace of nearby
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Fig. IV-D-1. Geologic map of north-central Arizona from Geologic Map of Arizona (see Ref. 1V-D-9)
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Fig. IV-D-2a. Geologic map of north-central Arizona compiled from published and unpublished
information on ERTS-1 images




Fig. IV-D-2b. Geologic map of north-central Arizona shown in Fig. IV-D-2a superimposed on
background of an ERTS-1 image
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lineaments. For purposes of illustration, faults are shown
as heavy lines in Fig. IV-D-3 to allow them to be
distinguished from the lineaments.

The test site in north-central Arizona lies within the
structural boundary of the Colorado Plateaus province,
and only comparatively simple high-angle normal or
gravity faults displace the Paleozoic and Tertiary rocks.
Thus, where Precambrian rocks are exposed, the structure
observed principally reflects structure of Precambrian age.
The dominant Precambrian fault and lineament systems
trend northeast and north. In contrast, northwest-trending
faults and lineaments appear mainly to reflect compara-
tively recent structural adjustments in the Tertiary period,
and they lack the laterally continuous characteristic of the
northeast- and north-trending systems. The Precambrian
structural grain has been imparted to the overlying
Phanerozoic rocks, and the major fault and lineament
systems have been sites of renewed structural adjustments.

86

The Oak Creek fault in the northeastern part of the
mapped area, which is seen to displace only Paleozoic and
Tertiary rocks, almost certainly overlies a north-trending
fracture system in the basement analogous to the Shylock
fault in the south-central part of the mapped area.
Northeast-trending lineaments occur near Williams,
Arizona, in the northern part of the mapped area
(35°45’N, 112°12’W). Their trends parallel those of
strongly developed Precambrian faults in the Grand
Canyon to the north. Eruptive centers of the late Tertiary
San Francisco volcanic field in the Colorado Plateau are
localized along these lineaments. Presumably, northeast-
trending Precambrian faults, analogous to the Chaparral
and Spud faults in the southern part of the mapped area,
underlie parts of the Plateau.

Results of the evaluation of computer-enhanced images
for stratigraphic mapping and structural control are given
separately in Section VI.
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Fig. IV-D-3a. Fault and lineament map of north-central Arizona. Faults (heavy lines) are compiled
from published information, lineaments from monoscopic and stereoscopic analyses of ERTS-1
images
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Fig. 1V-D-3b. Fault and linement map of north-central Arizona shown in Fig. 1V-D-3a superimposed
on background of an ERTS-1 image
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V. Applications

Although the water application was not a planned
geologic study of the ERTS investigation, it was a
beneficial and potentially significant offshoot. This section
contains a discussion involving this application as it
pertains to the three major areas of study.

A. Water on the Shivwits Plateau
I. Lucchitta

Although annual precipitation on the Shivwits Plateau is
sufficient to support pifion-juniper forest as well as the
rich grasslands that make the area especially suitable for
cattle ranching, the Shivwits Plateau actually has little
water. There are no flowing streams, few springs, and
insufficient ground water shallow enough to be tapped
economically by wells. Ranchers rely almost entirely on
catchment basins (tanks) that fill with runoff on the
infrequent occasions when the washes are flowing. In even
moderate drought, water must be hauled for great
distances. A geologic study such as the one involved in this
investigation is one of the best ways to determine possible
locations of shallow ground water.

The layered sequence of Paleozoic age that underlies
the Shivwits Plateau is composed chiefly of carbonate
rocks (limestone and dolomite), which generally are
permeable and act as aquifers, interbedded with shaly
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rocks, which are impermeable and act as aquicludes (see
Fig. V-A-1). Perched ground water, therefore, occurs at
several levels in the Paleozoic section, wherever a
substantial carbonate sequence overlies a “tight” shale.
The most notable examples are the base of the Muav
Limestone, which overlies the Bright Angel Shale, and the
base of the Coconino Sandstone-Toroweap Limestone
sequence, above the Hermit Shale (see Fig. V-A-1). Both
are marked by spring lines. The Muav water is deep in the
Grand Canyon, about 1100 m below the rim of the
Shivwits Plateau, and thus inaccessible. The water at the
top of the Hermit Shale is 200 to 330 m below the rim.
Although some of the springs related to this water table
have been developed, especially along the Grand Wash
Cliffs at the western edge of the Shivwits Plateau, most of
them are inaccessible.

The caprock over most of the Shivwits Plateau consists
of the Beta and Alpha Members of the Kaibab Formation
of Permian age. The Beta Member, more than 65 m thick,
consists of carbonate and is highly permeable; it overlies
the thick and relatively permeable Toroweap Formation,
also of Permian age. The Alpha Meber overlies the Beta
and consists of gypsiferous siltstonc nd minor limestone.
This unit also is permeable, and in many places has
formed a karst topography through solution of the
gypsum. Consequently, rain falling over much of the
Shivwits Plateau sinks readily into the ground and finds an
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aquiclude to impede its downward progress only 150 m or
more below the surface.

Part of the Shivwits Plateau is capped by basaltic lava
flows and the associated effusive centers, all of Cenozoic
age. These lavas are fractured and permeable. Field
observations show that almost all springs on the Plateau
are associated with the lavas, indicating that a perched
water table exists at the base of these rocks wherever they
overlie an aquiclude. This water table generally is less
than 65 m below the surface.

Neither the Alpha nor the Beta Member of the Kaibab
Formation forms good aquicludes; consequently, no
perched water table and no springs exist where the lavas
lie directly over this formation. Instead, all known springs
associated with the lavas occur where the latter overlie
either the shaly Moenkopi Formation of Triassic age, or
clayey sediments of Cenozoic age. The most promising
locations for development of ground water can be
determined by first answering the following questions:

(1) What is the sub-lava distribution of the Moenkopi
Formation and of the Cenozoic sediments?

(2) What is the direction of water flow at the base of
the lavas?

(3) Are there any geologic features such as faults that
are transverse to the direction of flow and thus can
pond the water?

ERTS pictures and the Geologic Map of Arizona show
that the lavas on the Shivwits Plateau are elongate in a
north-northwest direction and typically blanket the
erosional feather edge of the Moenkopi Formation on the
underlying Kaibab. This pattern is repeated in many
places in northwestern Arizona (Fig. V-A-2). Strata on the
Shivwits Plateau dip gently northeast to east-northeast;
thus, north-northwest is approximately the direction of
strike. Lavas northeast of the axis of elongation of the
flows rest on an erosion surface cut into the Moenkopi and
sloping southwest toward the axis (Fig. V-A-3). In several
places the lavas both overlie and are overlain by pebbles
unmistakably derived from the Shinarump member of the
Chinle Formation, a resistant ledge-forming conglomerate
directly above the Moenkopi Formation. These relation-
ships can be explained only by postulating that the lavas
flowed down a broad strike valley, whose northeast side
was formed by a scarp capped by the Shinarump, which
shed its debris southwestward into the valley both before
and after emplacement of the lavas (see Fig. V-A-3). The
gentle southeast side of the valley was formed by strata of
the Kaibab Formation dipping approximately northeast.
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Field mapping of the basal contact of the lavas shows
that, in the northern part of the lava field, the lavas flowed
north-northwestward down the old strike valley, which
also is the present direction of ground-water flow at the
base of the lavas. East of the axis of the valley, the slope
of the lavas’ base, and therefore the direction of ground-
water flow, is approximately west. Faults trending at a
high angle to these flow directions tend to interrupt the
flow of ground water, thus ponding the water on the
upstream side of the fault.

Many faults on the Shivwits Plateau are older than the
lavas and thus do not cut them. Of the faults that do cut
the lavas and that have the orientation specified previ-
ously, the most prominent is one, well visible on ERTS
pictures, that has a dip-slip displacement of more than 100
m and a strike length of 32 km (see Fig. V-A-2). Along
most of its length, this fault is associated with springs,
several of which have been developed. Two wells, both
productive, have been drilled on the east side of the fault.
Although small amounts of water probably can be
obtained where the fault cuts the side of the old valley,
the most promising place for future development is along
the axis, where water tends to concentrate. It is likely that
the shallow-water resources in this area have scarcely

been tapped.

In the southern part of the Shivwits lava field, a regional
direction of flow for the lavas can not be determined with
certainty. The basal contact most commonly slopes gently
to the west. If this slope is primary and not the result of
post-depositional deformation, it probably represents the
slope along the east side of the old valley. It is likely that
ground water at the base of the lavas has no regional flow
pattern, but rather flows toward local lows formed by pre-
lava erosion and typically consisting of pre-lava stream
channels.

Over most of the southern part of the lava field, the
Moenkopi has been removed by pre-lava erosion. Conse-
quently, there is no widespread aquiclude to perch water
at the base of the lavas. However, pre-lava Cenozoic
deposits are not uncommon. These deposits, which consist
of lake beds, channel fill and regolith, in part clayey, tend
to be concentrated in the pre-lava erosional lows. Most of
these lows consist of broad channels, each of which is the
lowest part of its drainage basin. The lows, therefore, form
sumps for the ground water in the lavas; they are also the
place in which impermeable Cenozoic deposits are most
likely to be found. Because of this, the lows are the most,
and probably the only, promising places for development
of shallow-water resources in the southern part of the
Shivwits lava field. This contention is supported by the
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Fig. V-A-2. ERTS-1 picture of the western Grand Canyon region, centered on the Shivwits Plateau,

showing the Shivwits and Uinkaret lavas flowing north-northwest in the direction of strike. Also

shown is the Wildcat fault, which cuts the Shivwits lavas and ponds the shallow ground water in
the lavas (NASA picture ERTS E-1015-17431, Aug. 7, 1972)

presence of one of the best springs of the Shivwits Plateau  the interior of the Plateau can not be determined by visual

at the base of the biggest channel known, where Cenozoic =~ means or by geologic observations in the field. A project is

deposits are especially thick. being developed to determine the best geophysical

techniques for finding these buried channels because, if

The channels can be seen only where they are truncated  this project is successful, the results can be widely applied
by the sides of the Shivwits Plateau. Their continuations in  in prospecting for water in the arid West.
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B. Water on the Coconino Plateau
R. L. Squires, E. M. Shoemaker, and M. J. Abrams

The development of adequate supplies of water on the
Coconino Plateau is critical for the livestock industry of
the area, which in 1973 was about 45,000 head, and to
some extent for the tourist industry. During investigations
in the Cataract Creek Basin of the Plateau, it was
recognized that shallow, perched ground water associated
with the Kaibab Limestone could be found by the means
discussed in this section.

Because of the aridity of the climate, and rapid
downward percolation of the scant precipitation, water
must be obtained through three principal sources:

(1) Tanks formed by earth dams bulldozed across
natural drainages.

(2) Deep wells that reach the water table (see Fig. V-B-
1).

(3) Water hauled at great cost from considerable
distances.

Tanks are an unreliable source of water as most of the
rocks that cap the Plateau are so pervious that there is
little accumulation from runoff and, in many instances,
tanks remain dry all year. At some ranches, the water
obtained from a single existing well is distributed to
strategically located storage tanks through an expensive
system of pipes.

As a production capability of as little as 400 liters of
water per day can be utilized profitably, a possible
solution to the problem of adequate water supply is to
develop shallow wells. One of the few such wells existing
is at the Globe Ranch, near the rim of the Grand Canyon,
where a small amount of water is produced from a shallow
hand-dug well in a sandstone lens within the Alpha
Member of the Kaibab Limestone. This well produces
water for the ranch at a rate of 4000 liters/week. Through
detailed mapping of the Globe Ranch area, it was found
that the perched ground water was associated with a
sandstone lens in unit 5 in the Alpha Member (see Section
IV-C) of the Kaibab Limestone (see Fig. V-B-2). The
sandstone is interbedded with red claystone and siltstone,
which form an impervious layer beneath the sandstone.
The perched water table is only 5 m beneath the surface
at the site of the well. Recharge occurs from local runoff
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and from direct precipitation on the outcrop belt of the
sandstone.

Unit 5 was mapped over an area of about 80 km? in the
vicinity of the Globe Ranch (Fig. V-B-3) to explore the
possibility of developing this aquifer. Subsequently, 14
exploratory wells were drilled near the hand-dug well,
with negative results. Based on stratigraphic and structural
considerations, a new location along a normal fault, about
8 km east of the Globe Ranch, was selected for drilling
operations. It was anticipated that water might be
structurally trapped within the downdropped block of the
fault. Four shallow test holes were drilled, and all
encountered water. These four water-bearing holes, now
being monitored, will be tested to determine the potential
production of water from the local sandstone aquifer.

Analysis of ERTS pictures can be a viable means of
mapping unit 5, which is typically reddish-brown in color
with red colluvial slopes developed on this clastic unit.
The task of mapping its distribution is greatly facilitated
by color difference pictures produced by computer from
the raw data tapes (see Section VI). The results of this
study show that shallow ground-water supplies in the
Alpha Member of the Kaibab Limestone can be found by
an inexpensive program of exploratory drilling in conjunc-
tion with ERTS-aided geologic mapping.

C. Water South of Flagstaff
D. P. Elston

R. DeWitt, ground-water geologist for the City of
Flagstaff, in Arizona, reports that ERTS images of the
north-central Arizona test site at 1:200,000 scale, with
accompanying lineament map (see Fig. IV-D-3a), were
used with conventional aerial photographs and with
topographic maps to locate an area of inferred maximum
fracturing in upper Paleozoic rocks along the north-
trending Oak Creek fault in the Woody Mountain well
field, south of Flagstaff. These pictures allowed the
identification of apparent major fracture systems in strata
beneath a cover of lava flows, and their projection into
intersections with the Oak Creek fault. This led to
selection of a location for a new, large-diameter (550 cm),
deep (~610 m) cable tool well for Flagstaff, which was
started in October 1974 and will require 1 to 2 yr to
complete.

A highly detailed lineament map (1:6,000 scale) of the
Woody Mountain well field, made using the AP/C
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Fig. V-B-3. Simplified geologic map of the Globe Ranch area, Coconino County, Arizona, showing
test hole locations
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photogrammetric plotter at the U.S. Geological Survey,  the basalt cover in the well field. Apparently, minor

Flagstaff, and low-altitude aerial photographs, when crackling of the basalt flows that overlie the Paleozoic
compared with existing subsurface information, was not  strata near the Oak Creek fault does not reflect the
considered useful for predicting fractured ground beneath  pattern of major fracturing in the underlying strata.
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VI. Evaluation of Computer-Enhanced
Image Products

A. F. H. Goetz, R. L. Squires, |. Lucchitta, D. P. Elston, and
M. J. Abrams

Computer enhancement of ERTS images is necessary to
extract a subset of the 200 million bits of information
contained in each frame, which is useful to the investiga-
tor. Experience has shown that only about one-tenth of
the full informational content of an ERTS image can be
usefully displayed at one time on film for interpretation.
In general, certain types of enhancements are useful for a
wide variety of areas; others are useful only if scene-
dependent parameters are incorporated in the enhance-
ment procedure.

In order to avoid duplication, the use of computer-
enhanced products was mentioned but not discussed in the
geologic mapping studies reported in Section IV. The
evaluation and use of images enhanced by computer
image processing, as given in Section III and in Appendix
B, are discussed in the subsequent parts of this section.
The three areas (Shivwits Plateau, Coconino Plateau, and
Verde Valley region) are considered together under the
discussion of each type of enhancement product. Because
the primary effort in image evaluation was made in the
Coconino Plateau, this area is considered first in each
enhancement discussion. Other areas are mentioned by
comparison only.

Evaluations of the enhanced products were made by the
individual most familiar with the area. No cross checks
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were attempted. Each individual selected a number of
features, structural, physiographic and stratigraphic, and
subjectively rated them for detectability on a scale <. 1 =
poor, 2 = fair, and 3 = good. The results from each area
were compiled in a slightly different way, as apparent in
Tables VI-1 through VI-3.

In the Shivwits area, the evaluations were made mainly
with color composites of several spectral bands viewed on
an International Imaging Systems (I2S) viewer. Table VI-1
shows the types of enhancements and the number of
combinations evaluated. In order to permit comparison of
the overall value of the various combinations of transpar-
encies, the percentages of poor, fair, and good ratings
were tabulated for each combination in the categories of
structure and stratigraphy. The percentages were then
multiplied by ten and added within each category for a
total point value for each combination. A sample of this
procedure is given in Table VI-2. A final tabulation is
given in Table VI-3. A discussion of the results of the
Shivwits analysis is given below.

A. Contrast Stretches

The simplest form of image enhancement is a contrast
stretch in which the brightness data distribution is
expanded or stretched to fill the dynamic range of the
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Table VI-1. Types and number of observations made on 12§
viewer in the Shivwits Plateau region

Color-filter
combinations
applied to each
group of enhanced
transparencies

Number of
geologic

Combination of
enhanced trans-
parencies (three
used at a time)

observations
made

Gaussian stretch, 14 238
negative
5G. 4G, 6G

Ratio. negative, 18 324
with atmospheric

correction

5:7.4:5.4:6

Ratio. positive, 18 324
with atmospheric

correction

4:7.4:5.5:4

Ramp CDF-, 6 108
positive
4C. 6C. 7C

Difference. 3 54
negative
5-4,4-7.4-5

(9]

Log ratio. 36
positive, with

atmospheric

correction

4:5, 4:6, 5:7

Individual linear 3 54
stretch, positive
41, 61. 71

Standardized 1 18
linear stretch,

positive

4S,6S.7S

Log difference. 3 54
positive

7-4, 54, 6-4

Totals 68 1210

display medium, in this case film (see Section III). Black
and white transparencies are made of each band or band
combination and are evaluated in the I2S viewer alone, in
pairs, or in triplets.

Automatic or standard stretches in which a previously
defined quantity of data (usually 6%) is intentionally lost to
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saturation at the dark and light end of the display are
performed on the data automatically. Individual stretches
require the judgment of the analyst in determining what
part of the data is to be discarded in order to maximize
the display of useful information. Nonlinear contrast
stretches, to expand a portion of the data in the display
domain at the expense of properly displaying the
remainder, are extremely useful. Because of the log
dependence of film density on exposure, a type of
nonlinear stretch already is inherent in the film display.
For this reason, both negative and positive film transpar-
encies are made routinely.

In the study of the Coconino Plateau area, a detailed
analysis was made of contrast-stretched images. Strati-
graphic nomenclature is given in Fig. IV-C-2.

1. Standard Linear Stretch

In images of the Coconino Plateau, 13 different
structural, physiographic, and lithologic features were
chosen with which to determine the value of the products.
Table VI-4 shows the features chosen and the evaluations
for each band of the standard linear-stretch image.

Although the positives taken collectively are superior to
the negatives in terms of contrast and amount of useful
geologic information (see Table VI-4), the band 4 positive
was generally poor in terms of fault information. This
particular band in the other stretches contains some of the
best resolution for faults.

Individual negatives of bands 6 and 7 show details of
drainages along the highlands between Heather monocline
and the southern rim, whereas the negatives of bands 4
and 5 did not.

The poor discrimination of rock types obtained in the
combination of two or three of the positives (5, 6, and 7) is
inadequate to distinguish salient stratigraphic differences
throughout the plains area. Only the vegetation-caused
broad color zone north of Valle could be differentiated.

In one of the combinations of the negatives (4, 5, 7),
there is some distinction of the Triassic Moenkopi ( &Rm )
at Valle, but the distinction is not that conclusive.
Elsewhere, the ®Rm and the plains redbeds are totally
indistinguishable. Stratigraphic details in the plains for this
specific picture, as well as with various other combinations
tried, are essentially nonexistent. With the 5, 6, 7 negative
combination, the vegetation-caused color zone north of
Valle is apparent. Combinations of only two standard
linear-stretch images are much less useful in terms of
usable information than are the ternary combinations.

JPL TECHNICAL REPORT 32-1597
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Table VI-2. Cumulative points for the combination of difference picture transparencies 5-4
(negative), 4-7 (negative), and 4-5 (negative)

Points for individual transparency-filter combination

> Number of Number of Number of o
Filters Category . - . ; Points
poor ratings tair ratings good ratings
5-4 blue Structure 4 (X1)+ 2(X2)+ 1(X3)= 11
4-7 green Stratigraphy 1 2 7 26
4-5 red - — — —
Total 5 4 8 37
5-4 green Structure 3 3 1 12
4-7 red Stratigraphy 2 3 S 23
4-5 blue I — —
Total 5 6 6 35
5-4 white Structure 2 3 2 142
4-7 blue Stratigraphy 0 5 7 314
4-5 green — iy
Total 2 8 9 458
Percentages of poor. fair. and good ratings for transparency combination
Number of Number of Number of Number of
Category A : . : :
= determinations poor ratings fair ratings good ratings
Structure 21 9 8 4
Percentage 42.9 38.1 19.0
Stratigraphy 32 10 19
Percentage 31.3 594
Total 53 18 23
Percentage 34.0 434
Cumulative points for transparency combination
Structure: 10[(42.9 K1)+ (38.1 X2)+(19.0 X 3)] =1761
Stratigraphy: 10[( 9.4 X 1)+ (31.3X 2) +(59.4 X 3)] = 2502
Total: 10[(22.6 X 1)+ (34.0 X 2) + (43.4 X 3)] = 2208

4Denotes best value in each class.

2. Individual Linear Stretch

To produce an individual linear stretch, the analyst
studies the histogram of the image (frequency of DN vs
DN) as well as the image itself and determines which
features must be enhanced and which can be sacrificed
when the brightness distribution is stretched to fill the
dynamic range of the film.

JPL TECHNICAL REPORT 32-1597

As with the other stretch images, the positives of the
individual stretch images have better contrast than do the
negatives. The positives, taken individually, are useful for
the analysis of faults and limestone contacts. The
combination of 4, 5, and 7 also provides excellent fault
details, especially for the Moore Tank fault system. This
combination is judged to be one of the best pictures for
fault details, but it is not as outstanding for the plains area
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Table VI-3. Cumulative points for transparency combina-
tions analyzed

Structural Stratigraphic
feature units

Transparency

. Total
combination

Standardized 1286 1500 1412
linear stretch,
positive
4.6,7
Individual 2190% 2089 2130
linear stretch,

positive

4,6,7

Gaussian 1580 1408 1465
stretch,

negative

5.4.6

Ramp CDF. 2002 2158 2101
positive
4, 6.7

Ratio, with 1704 1747 1731
atmospheric

‘orrection,

positive

4:7, 4:5, 5:4

Ratio, with 1331 1282 1305
atmospheric

correction,

negative

5:7, 4:5, 4:6

Log ratio, with 2002 1550 1737
atmospheric

correction,

positive

4:6, 4:7, 5:7

Difference, 1761 25024 22082
negative

5-4, 4-7, 4-5

Log difference, 2136 2129 2132
positive
7-4, 5-4, 6-4

4Denotes best value in category.

as the band 7 gaussian stretch. No distinctive rock types
could be discriminated with any random combination of
two or three of the images. In fact, in most combinations,
the fault details were negated and the limestone contacts
were blurred.
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The only outcrops that could be discriminated in the
combinations of the negatives (4, 5¢, 6g) and (4g, 5p, 7g)
were those of Rm in the Valle area. Scattered outcrops
of Rm elsewhere, as well as scattered redbeds throughout
the plains, have the same characteristic color as the
outcrops around Valle. The ®Rm outcrops at Valle and
Redlands Camp are sharply delineated, but elsewhere the
®’m and other redbeds are less distinct and somewhat
blurred. In the combination (4g, 55, 6g) the larger outlier
of volcanic rock southeast of Valle shows up quite
distinctly, and there is a faint suggestion of a vegetation-
caused color zone just north of Valle. The combination of
(5, 6, 7) yielded excellent depiction of the faults just west
of Howard Mesa, but no useful lithologic differentiations
could be obtained except around Valle. Table VI-5 gives
an evaluation of the individual linear-stretch images.

The individual linear-stretch color combination of bands
4, 5, and 7 produced the most usable image of the Verde
Valley test site in north-central Arizona. Stratigraphic
units as well as structure were more usable on this image
than on any other combination of enhanced images.
Comparisons of this image and the ratio combinations are
given elsewhere in this section. In the Coconino Plateau
region, the combination of individually stretched bands 4,
6, and 7 yielded the best rating of any enhancement for
structural features, as shown in Table VI-3.

3. Gaussian Stretch

The gaussian contrast stretch is designed to force the
brightness distribution function to closely resemble a
gaussian function. Although in many instances the
distribution already approximates a gaussian curve, some
distributions are skewed in such a way that most of the
image would become abnormally light or dark when
stretched linearly.

In the Coconino Plateau image, the gaussian positives of
bands 4 and 7 deserve special mention because of their
remarkable resolution of structural features of the plains
area in Area A (see Fig. IV-C-1). Band 4 is the most
outstanding of all processed ERTS images in its depiction
of the monoclines in the area. It also has usable
information regarding the distribution of limestone
contacts, primarily between units 4 and 6, in the plains
area. Band 7 is the most outstanding of all processed ERTS
images on the Coconino Plateau for physiographic and
secondary roads details (Fig. VI-1).

The combination picture of these two positives (4greens
Trea) yields an excellent representation of the faults,
monoclines, physiography, and cultural details. In the
northwestern plains area, there is faint differentiation
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Table VI-4. Evaluation of features in a Coconino Plateau standard linear-stretch image

C , 4 5 6 7 4 5 6 7
ategory (pos) (pos) (pos) (pos) (neg) (neg) (neg) (neg)
Structure
Faults 1 2 2 2 2 2 2
Moore Tank fault system 2 3 3 3 2 1 1 2
Faults in Tb 1 2 2 2 1 2 2 2
Heather monocline 3 3 3 3 3 2 2 1
Total 7 10 10 10 8 7 7 7
Lithology
Tb escarpment (including
Tb outliers) 1 2 2 3 1 3 3 2
Qb escarpment 1 1 1 1 1 1 2 1
Red Butte 1 2 2 1 b 1 1 1
Tb vs rim vegetation 1 1 1 1 1 1 1 1
5 vs 6 Hualapai Hilltop 1 1 1 1 1 1 1 1
LS contacts 1 2 2 1 1 1 1 1
Total 6 9 9 8 6 8 9 7
Physiography
Physiography 1 2 3 3 1 2 2 2
Cultural features 1 3 2 3 1 2 2 2
Total 2 5 5 6 2 4 4 4
Structure 58 83 83 83 67 58 58 58
Lithology 33 50 50 44 50 44 50 39
Physiography 33 83 83 100 33 67 67 67

Total enhancements: 54

between pB-1-2-3 and 4-5-6 outcrops. Elsewhere, the
limestone contacts between 4 and 6 are faintly visible. The
features of the Mt. Floyd volcanic field and the southern
rim are not clearly represented. Vegetation is a uniform
color throughout the area.

Three-component composites of the gaussian positives
fall within two general types. Those that included band 4
show some discrimination of. rock types. In these cases,
units B through 4 are distinguishable from units 5, 6, Rm,
and Qal. Such stratigraphic discriminations, however, are
much more subtle than those encountered in ratio images.
The composites that did not include band 4 show no
stratigraphic differentiation. The same effects were

JPL TECHNICAL REPORT 32-1597

observable with the ternary combinations of the gaussian
negatives. The stratigraphic separations, obtained when
the band 4 negative was used, were faint and inferior in
contrast compared with the positives. Results of the
gaussian image analysis are given in Table VI-6.

In the Verde Valley images, the color combinations
using gaussian stretch images yielded superior discrimina-
tion of detail in high albedo units. The gaussian stretch
images of the Shivwits Plateau yielded generally poor
results compared with other enhancements. As evidenced
in later comparisons, the value of a specific enhancement
is scene-dependent for which no hard rules have been
devised.
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Table VI-5. Coconino Plateau individual linear-stretch image evaluation. Results in percentages

— 4 5 0 7 4 5 6 7
ategor (pos) (pos) (pos) (pos) (neg) (neg) (neg) (neg)
Structure 83 75 83 83 58 58 58 75
Lithology 50 44 39 39 39 39 33 33
Physiography 38 38 63 85 38 25 25 50

Total enhancements: 52

4. Ramp CDF Stretch

The ramp cumulative-distribution-function (CDF)
stretch is formed by defining the sum of succeeding values
of members of pixels in the brightness distribution,
beginning at 0 DN, to form a linear ramp function. This
type of enhancement has the property of increasing the
separation among low pixel values in the display at the
expense of separation in bright areas.

In the Coconino Plateau region, ramp CDF positives
are far superior to negatives in terms of apparent contrast,
as can be seen in Table VI-7. In the combinations of two
or three positives, there is some discrimination of rock
types. Areas of redbeds, including ®’m and Qal, are
discernible from non-redbeds. Combinations without band
4, however, show less distinctive rock-type discrimina-
tions. The combination 4¢ (pos) 5g (pos) 7 (pos) was
unusual in that the ®m outcrops are slightly different
colored than the Alpha Member redbeds in the plains
area. As with the other ternary combinations of the
positives, the Heather monocline is enhanced, and there is
no distinction between Tb and southern rim vegetation.

The discrimination of rock types is extremely poor in
the ternary combinations of ramp CDF negatives.
Stratigraphic and physiographic details are blurred or
almost blacked out in the plains area. Just north of Valle, a
broad color zone is distinctive in most of the pictures. This
color zone is due to vegetation effects. In none of the
combinations is there any distinction between Tb and
southern rim vegetation. The combination of the band 5
and 7 negatives shows excellent fault details in Area B
near Quivero. In fact, this combination is judged to be the
most outstanding of all examined ERTS images for this
area. With the addition of band 6 to this 5 and 7
combination, the drainage system along the southern rim
becomes more apparent.
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The ramp CDF stretch rated highly in defining both
structure and stratigraphic units on the Shivwits Plateau,
as seen in Table VI-3. As might be expected in the Verde
Valley images, structure and physiographic detail were
strongly enhanced in the dark basalt areas and dark red
Paleozoic sediments at the expense of the lighter units.

B. Ratio Images

The reasons for producing an image of two ERTS
spectral bands is given in Section II. Suffice it to say that it
allows for a substantial increase in contrast by removing
brightness variations due to topographic relief. However,
as discussed below, ratio images are useful for lithologic
discrimination in areas otherwise lacking contrast.

Evaluation of the ratio images for the Coconino Plateau
was conducted in a different, more complete manner than
the preceding contrast-stretch evaluations. As ratio images
were shown to be more useful for determining boundaries
between lithologic units and vegetation groups, a new set
of seven separate categories or discriminators was chosen.
Table VI-8 is a compilation of results obtained for both
ratio and log ratio images. There is little to distinguish
among the two types in the relative ranking of individual
ratios. Therefore, they were not listed separately in the
table. Also included in Table VI-8 are the rankings for
ratios with atmospheric correction, as discussed in Section
IL

The differences between the apparent information
content of positives and negatives are vanishingly small so
that no separate listings are given in Table VI-8. Similarly,
the reciprocals of the stated ratios can be considered to
contain an equal amount of information. However, when
two reciprocal ratios, for instance 4:7 and T7:4, are
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Fig. VI-1. Gaussian contrast-stretch print (band 7, negative), showing superior display of structure
within areas of vegetation on the Coconino and Kaibab Plateaus

sandwiched, the result is not a uniform gray because of the discrimination data in the flatland areas of the Coconino
nonlinear film-transfer curve. This fact allows color Plateau.
presentation of data in both light and dark areas of the

image. The 4:7/7:4 combination is especially useful Color combinations of any two positives or any two
because these images contain the main lithologic boundary ~ negatives, in general, contain about as much informative
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Table VI-6. Coconino Plateau gaussian-stretch image evaluation. Results in percentages

Cat ) - 5 6 7 4 5 6 7
i (pos) (pos) (pos) (pos) (neg) (neg) (neg) (neg)
Structure 92 67 67 92 67 42 42 58
Lithology 44 44 44 44 33 39 39 56
Physiography 33 50 50 100 50 50 50 83

Total enhancements: 56

Table VI-7. Coconino Plateau ramp-CDF-stretch image evaluation. Results in percentages

Chtepnrs: 4 5 6 7 4 5 6 7
L (pos) (pos) (pos) (pos) (neg) (neg) (neg) (neg)
Structure 83 75 67 83 50 33 42 33
Lithology 50 39 50 50 33 33 44 39
Physiography 50 67 67 100 33 33 33 33

Total enhancements: 51

data as the color combinations consisting of three positives
or three negatives. The dual and ternary combinations of
positives or negatives that contained an image from the
group (4:6, 6:4, 4:7, 7:4) have fairly good contrast and
sharpness of details. Dual-ratio pictures that involved a
combination such as 5:6, 6:7 are poor. The composites
judged to be the most noteworthy consisted of ternary
colored combinations of either positives or negatives
which involved a mixture of images from the (4:6, 6:4, 4:7,
7:4) group and the other images. Composites utilizing a
4:5 (or 5:4) and 5:7 (or 7:5) image yield distinctions among
vegetations in the Mt. Floyd volcanic field, southern rim,
and Valle area. Such effects are true for both positives and
negatives, but color filter selection is critical for bringing
out the full measure of the vegetation differences. The
image 4:5¢, 5:7Tg, 7:4p (positives) was better than most in
distinguishing: (1) B-1-2-3-4 from 5-6, Moenkopi, and Qr
derived from Moenkopi, (2) vegetation differences within
the Mt. Floyd volcanic field, and (3) vegetation zone north
of Valle. The same combination of images in 4:5¢, 5:7g,
T:4white (negatives) is especially useful in distinguishing Qb
outcrops and Alpha Member stratigraphic details in Area
B and along the Moore Tank fault system.
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In the Verde Valley region, the ratios were strikingly
poor in their ability to present accurate lithologic
boundaries. As can be seen by comparing the two images
in Fig. VI-2, the color composite made from the
individually stretched bands 4, 5, and 7 is superior to the
color ratio composite. At first glance, this fact is puzzling
in view of the successful application of ratios to the
Coconino Plateau. However, the albedo contrasts among
Verde Valley basalts, marls, and red Paleozoic sediments
are large and any discarding of data by means of computer
processing will destroy the pre-existing high contrast
among units. Difference pictures on the Shivwits Plateau,
which represents an intermediate case, proved to have the
greatest information content.

1. Log Ratio Images

Log ratio images are produced by applying a log stretch
to a ratio image. This increases the contrast in the dark
part of the image. On the Coconino Plateau, ratio and log
ratio images were most useful in differentiating among
lithologic units. The color combination of 4:5;, 4:7,
7:4white (negative) shown in Fig. VI-3 proved to be the
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Table VI-8. Ranking extending from 1 to 6 of ratio images with and without atmospheric correction
in the Coconino Plateau

Category Area % 4:6 4:7 3:6 5:7 6:7
I Structures and limestone contacts
Without correction 3 2 1 S
With correction 3 2 1 5 4 6
11 Faults in Tertiary basalts
Without correction 1 5 4 3 2 6
With correction 1 5 4 3 2
111 Vegetation in Tertiary basalts
Without correction 1 6 S 3 2
With correction 1 6 5 3 2
v Grand Canyon, southern rim:
vegetation
Without correction 1 6 5 3 2 4
With correction 6 5 4 2 1
\% Tertiary basalt escarpment
Without correction 1 3 2 4 6
With correction 1 6 ) 3 2 4
VI Quaternary basalt
Without correction 3 2 1 5 4 6
With correction 1 3 2 S 4 6
VII Moenkopi Formation
Without correction 3 2 1 5 6
With correction 3 2 1 5 6

most outstanding in terms of stratigraphic information of
all other composites examined in this study. In general,
there is no significant difference between results oobtained
from ratio or log ratio images.

2. Ratio and Log Ratio Images with Atmospheric
Correction

The application of an atmospheric correction has the
most effect upon band 4. The result is a general decrease
in contrast because of the first-order removal of residual
topographic shading. In some cases, the limestone contacts
are enhanced, but in areas in which the physiographic
information is an important parameter, the atmospheric
correction is detrimental. All ratios studied on the
Shivwits Plateau contained an atmospheric correction. In
general, they were inferior to difference pictures.
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C. Difference Pictures

Difference pictures are made by taking the difference
between images in two spectral bands. If the numerous
factors such as instrument calibration and atmospheric
transmittance were known, the result would be the slope
of the spectral reflectance curve. However, these factors
are not well known, and no attempt is made to account for
them. The difference picture can be considered to be a
product intermediate between a linear-stretch image and
a ratio image. Some brightness effects due to topography
and overall albedo remain, while a greater contrast stretch
is available than in a single image.

In the Coconino Plateau, the ratio images offered only
slightly more information than the difference pictures.
Ranking among the difference pictures is identical to that
shown in Table VI-8 for the ratios using these same bands.
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be of value because of the almost unlimited number of
possible combinations.

E. Filtered Images

The portion of NASA picture ERTS E-1014-17373 .and
5), covering the Coconino Plateau. was processed using
spatial filtering techniques to enhance structural features.
Figure VI-4a shows the effect of a 1- bv 35-element
horizontal line filter, and Fig. VI-4b shows the use of a 35-
by l-element vertical line filter. These filters are designed
to enhance high spatial-frequency detail at the expense of
radiometric information (see Appendix B'. The centrast in
local areas is increased to the maximum without reference
to the rest of the scene. Thus, low-contrast, small features
in the original scene are emphasized as much as are the
features with high contrast; features that trend in the
direction of the long axis of the filter are removed. while
perpendicular-trending features receive maximum en-
hancement. This characteristic is demonstrated in Fig. VI-
4a, which exhibits no horizontal striping. while Fig. VI-4b
shows enhanced striping perpendicular to the direction of
the vertical filter. However, filters of this type exhibit
“ringing” effects which can be seen as apparent conjugate
jointing pattern trending approximately 20" to the
direction of the filter. This artifact must be considered
during interpretation of the image.

A comparison was made for structural detail between
filtered images and simple contrast-enhanced frames. An
overlay was constructed which showed lineaments derived
from both filtered images. The map produced was not
significantly better than that produced from the unfiltered
image. However, this may be because the major directions
of structural features are northwest and northeast. Filters
oriented perpendicular to these directions would provide
superior results.

F. Sequential Image Differencing

Temporal differencing of ERTS images is useful for
change detection as well as for possible identification of
units based on differences in the photometric function or
scattering properties. An attempt was made to observe
differences in surface units based on sub-resolution texture
by examining differences in the sidelap regions of ERTS
images taken 1 day apart. The approximate 8° difference
in photometric phase angle was not expected to be
sufficient to separate any but the largest differences
between units.

Figure VI-5a was formed by registration and differenc-
ing of ERTS pictures E-1014-17373, August 6, 1972, and
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E-1015-17431, August 7, 1972. The registration is ©
ously not perfect because of the inherent stereo infors
tion in the images and because of the extra pixe
introduced to normalize the scan line length see

Appendix B).

If no differences in albedo or photometric function were
present, the image would appear uniformly grav. Light
and dark areas are, respectively, lighter or darker in the
August 7 frame than in the August 6 frame. Clouds were
present in the northwest corner of the August 6 frame.
The cloud just north of area 3 was present in the August 7
trame.

Part of the image coincides with the area on the
Coconino Plateau mapped for this report. In order to
determine whether the anomalous areas corresponded to
lithologic units, an overlay of the geologic map was made
to fit the image. The light area (1) coincides with extensive
exposures of Moenkopi Formation. There is not complete
agreement, however, as adjacent outcrops of Kaibab
Formation units 2, 4, and 6 also appear light. Outcrops of
Moenkopi Formation to the west of area 1 are not
anomalously light.

A second broad, light area (2) extends from the Aubrey
Cliffs across the Mt. Floyd volcanic field, in which there is
no correlation with either areas of basalt outcrop or areas
mantled by alluvium. The anomaly crosses boundaries
indiscriminately. Southwest of the volcanic field, the
anomaly is in an area of Kaibab Formation, and again
crosses unit boundaries within the Kaibab Formation.

Area 3 occurs in the vicinity of Frazier Well, and area 4
to the south in Aubrey Valley. To determine whether
there was any coincidence of the anomalies with geologic
units, a tracing of Twenter’s geologic map (1962) was
overlain with the difference picture. Area 3 is associated
with Kaibab Limestone. However, to the south the
anomaly is associated with Quaternary alluvium. Area 4
also coincides with alluvium. Moenkopi Formation
exposed at Frazier Wells does not coincide with any
anomaly.

The dark areas coincide to some extent, but not
completely, with vegetation cover as identified on the 5:6
ERTS ratio and on the Williams 2° topographic sheet.

It is clear from this discussion that the light areas are
not associated with one lithology. A more logical
explanation is moist ground due to spotty precipitation on
August 6. On that day 0.18 cm of precipitation was
recorded at Seligman, according to U.S. Department of

JPL TECHNICAL REPORT 32-1597

-~




Fig. VI-4. NASA picture ERTS E-1014-17375-5 processed to enhance high spatial-frequency detail.
(a) Processed using a horizontal line filter. (b) Processed using a vertical line filter.

Commerce climatological data. Because the anomalies  August 6 image and the August 24, 1972, image (NASA
appear when compared with data from the next day, rapid  picture ERTS E-1032-17373). Area 1 is equivalent in Figs.
drying must have occurred. VI-5a and VI-5b and has approximately the same shape.
This is significant because heavy rainfall was reported on

In order to test the validity of the anomalies, an 18-day =~ August 13 and 14, with Grand Canyon Village recording
difference picture (Fig. VI-5b) was made between the  2.84 cm and Seligman 0.12 cm. The dark area north of
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Fig. VI-4. (contd)

area 1 in Fig. VI-5b may be residual dark soil on  zust
24.

Note that, in the overlap region between Figs. VI-5a
and VI-5b, a dark region in Fig. VI-5a which corresponds
to the vegetation area does not appear in Fig. VI-5b. As

120 AL P[\C“ IS
ORIGINAL PAGE
OF POOR QUALITY

the photometric geometry is almost identical in the
images comprising Fig. VI-5b, no dark area would be
expected. Therefore, a probable explanation for the dark
area in Fig. VI-5b is a difference in photometric or
scattering function between vegetation and non-vegetation
areas, a logical explanation since the points observed in
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(o) IMAGES ACQUIRED 1 DAY APART (AUG.6 AND 7, 1972) IN BAND 7

Fig. ViI-5a. Difference pictures showing temporal changes in

the Coconino Plateau. Misregistration is attributed to

parallax. ERTS was 150 km farther west on Aug. 7 than on

Aug. 6. (NASA pictures ERTS E-1014-17375 and E-1015-
17431)
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the right half of the August 7 frame were observed by the
spacecraft at a greater phase angle than the same points in
the left half of the August 6 frame. Because the
photometric function of the vegetation, especially needle
trees, is more peaked at zero phase, the vegetation should
appear darker than soil with a more Lambertian scattering
behavior. A more thorough study of difference images is
required to verify the value of using photometric-function
differences to identify remote-sensing units.

G. Summary

Computer-enhanced image products, in general, display
more useful information than does an unenhanced image.
Contrast-enhanced images without mixing different spec-
tral bands are the most useful products for locating
structural, physiographic, and cultural features. The best
type of enhancement to use is scene-dependent and in
most cases subscene-dependent. That is, it is necessary to
survey the unenhanced image taking into account the
relative and absolute brightness of the features before
deciding on a particular enhancement. On the Coconino
Plateau, comparisons of Tables VI-5 through VI-7 show
that overall there is little to choose among different linear
and nonlinear stretches, but that individual feature classes
show large variations in evaluation of usefulness.

Ratio and difference images are generally better than
single-band stretched images for the detection of strati-
graphic details except in areas in which large albedo
differences exist. Here, such as in the Verde Valley, a
suitably stretched additive color composite provides the
best lithologic differentiation.

In general, atmospheric correction does not help to
discriminate among units, although it is of some value
when spectrum matching on an absolute basis is at-
tempted.

Scene-dependent processing based on the skill and
experience of the interpreter seems to be the best means
of obtaining the ultimate information from an ERTS MSS
scene.
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Fig. VI-5b. Difference pictures showing temporal changes in the Coconino Plateau. Misregistration

is evident in areas of high relief. Clouds, cloud shadows, and ground wet from recent

thundershowers are visible temporal changes (NASA pictures ERTS E-1014-17375 and E-1032-
17373)
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VIl. Conclusions and Recommendations

A. F. H. Goetz

A. General Remarks

ERTS images proved valuable in this investigation to
obtain a broad synoptic view of the terrain. Unprocessed
ERTS images, particularly those taken at low sun angles,
revealed a wealth of new structural information and
enabled a broad regional study to be made of the tectonic
history of the southwestern Colorado Plateau. Because of
the lack of regional continuity available in air photo
mosaics and the lack of time and manpower to carry out
such a study by conventional means, this study might not
have been possible without the use of ERTS images.

It must be emphasized, however, that ERTS images are
only a tool in the geologists’ arsenal, albeit a very useful
one. Reconnaissance mapping is feasible with ERTS
images, but even with the aid of computer image
processing, as demonstrated in the mapping of Area B on
the Coconino Plateau, ambiguities are evident which can
be resolved only by field checks.

B. Image Processing

Computer image processing has been shown to be both
valuable and necessary in the extraction of the proper
subset of the 200 million bits of information in an ERTS
image to be applied to a specific problem. The methods,
which include modulation-transfer-function correction,
contrast stretching, and color ratio compositing, among
others, facilitate for the geologist a display of pertinent
data which can not be obtained from unprocessed images.
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An example is the comparison of Fig. IV-C-1, an
unprocessed image of the Coconino Plateau, with the
color ratio composite of Fig. VI-3. This comparison shows
the dramatic increase in the amount of lithologic
information available to the interpreter, as evident in Fig.

VI-3.

The types of image enhancement best suited to a
specific area vary. As demonstrated in this investigation,
simple contrast enhancement, before forming a color-
additive composite of three bands, is all that is necessary
in areas such as the Verde Valley region in which large
albedo variations are present among geologic units of
interest. Difference pictures formed by color compositing
three spectral difference images seem to provide the best
separation among geologic units in areas such as the
Shivwits Plateau, where moderate contrast is visible in
unprocessed images. Ratio and log ratio color composites
provide the best contrast among rock and soil units which
show little or no separation on unprocessed black and
white images. The Coconino Plateau is an example of an
area in which a ratio image can be used most effectively.

C. Spectral Information

Spectral reflectivity information obtained from the four
MSS bands can be correlated with in situ spectral
reflectance measurements after path radiance effects have
been removed and a proper normalization has been made.
However, the absolute identification of lithologies is
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precluded by the non-uniqueness of spectral reflectivity
information in the wavelength region covered by ERTS.
The data are most valuable for mapping p rposes in
distinguishing among telegeologic units that can be
identified later by field checks.

D. Geologic Results

A new detailed map of the major fault systems in a
90,000-km? area in northern Arizona was compiled from
high-altitude photographs and pre-existing published and
unpublished map data. With the use of ERTS images,
three major fault systems, the Sinyala, Bright Angel, and
Mesa Butte, were identified and their full extent measured.
Each system was extended to almost twice its previously
mapped length. Although the displacements are small
within the Phanerozoic rocks, correlation with gravity and
magnetic anomalies suggests that these systems are related
to Precambrian structural trends. In order to explain
aligned linear margins of the anomalies, large displace-
ment of the crystalline Precambrian rocks is postulated to
have occurred on these faults.

A study of the boundary region of the southwestern part
of the Colorado Plateau and Basin and Range province
shows that the boundary between the two crustal blocks is
old, relatively sharp, and has been more or less fixed since
the beginning of Phanerozoic time. The two regions have
been subject to the same stress fields, but a more
competent crust within the Colorado Plateau has resulted
in much more subdued deformation.

A new hypothesis for the late history of the Colorado
River has been formulated. In Miocene time and earlier,
the Lower Colorado Drainage did not exist. The Upper
Colorado crossed the Kaibab Uplift and flowed northwest-
ward. The Little Colorado River and Cataract Creek
flowing in the same general direction were tributary to it.
During or shortly after the opening of the Gulf of
California, 4 to 6 m.y. ago, a stream developed in the
Basin and Range province approximately along the
present Lower Colorado River. This stream eroded
headward and eventually captured the Upper Colorado
Drainage west of the Kaibab Uplift, forming the course of
the present day river.

E. Applications

A byproduct of the regional studies in each of the three
areas was the identification of possible sources of shallow
ground water, a scarce commodity in these regions.
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On the Shivwits Plateau it was recognized that the
Shivwits lavas fill an old strike valley, part of which is
underlain by Moenkopi Formation, an aquiclude. Local
runoff water is trapped at the base of the porous lavas
along the axis of the valley. Near the northern end of the
flow a prominent dip-slip fault interrupts the sub-lava
drainage forming springs, some of which have been
developed. However, a promising place for future
development of shallow water resources in this arid area is
along the axis of the old valley.

On the Coconino Plateau it was recognized that
sandstone lenses, underlain by clay, within unit 5 of the
Alpha Member of the Kaibab Limestone, form perched
aquifers, collecting local runoff water in structurally
favorable areas. Drilling on the Globe Ranch confirmed
this hypothesis. The extent of unit 5 has been mapped
over a 5000-km? area, and a potential for water at less
than 15-m depth exists throughout the area.

South of Flagstaff lineaments detected first on ERTS
frames were verified on conventional aerial photographs,
and the resulting map was used to infer maximum
fracturing in upper Paleozoic rocks along the north- to-
south-trending Oak Creek fault in the Woody Mountain
well field. A site for a large-diameter, deep cable tool well
for Flagstaff was chosen; drilling began in October 1974.

F. Recommendations

The ERTS-1 multi-spectral scanner (MSS) system
provided magnificent pictures in four spectral bands from
a vantage point new to most geologists. The moderate
resolution and small subtended angle in the image
provided an uncluttered view of large areas and provided
insights not obtainable using conventional aerial photogra-
phy. There are, however, several shortcomings that should
be considered in future Earth-observing instruments.

1. Resolution

The desire is always for increased rather than decreased
resolution. In the case of ERTS, an increase of a factor of
3 in linear resolution would make possible the further use
of textural and geomorphic information as well as provide
an added ability to detect stratigraphic units. The former
is important because the geologist uses a great deal of
spatial context information to arrive at decisions in
photointerpretation. This ability is severely hampered
with the present ERTS system.
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2. Number and Location of Spectral Bands

In order to obtain a greater separation among geologic
units when using multi-spectral information, the band-
passes should be chosen optimally based on field spectral
information. A study is underway to use the spectral
reflectance data obtained with the portable field reflec-
tance spectrometer (see Appendix E) to make objective
decisions on bandwidths and band positions. A preliminary
conclusion is that a band centered in the 1.6- and 2- to 2.5-
pm region would be valuable in separating soils and rock

types.

3. Overflight Times

A significant bias has been introduced into the structural
interpretations based on ERTS data by the restricted
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range of sun azimuths encountered with a sun-synchronous
orbiting spacecraft system. On ERTS images all north-
west-trending structures are made almost invisible. A
different view would be obtained by using afternoon
overflights. It is hoped that digital filtering techniques can
be developed to overcome this problem largely by
enhancing preferred directions and adding them to the
original image.

4. Radiometric Calibration

Better radiometric calibration and higher signal-to-noise
systems are required to eliminate the disconcerting
striping problems encountered in ERTS-1 data. In order to
facilitate better absolute determination of spectral
reflectance for more accurate rock identification, new
systems should contain inflight-calibration procedures of
the full optics system.
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Appendix A

Image Processing System Considerations
and VICAR

F. C. Billingsley

Many practical factors must be considered in the design
of a digital image processing system in order to achieve
maximum efficiency of the total system, including the
analyst. Some of these are discussed below, followed by a
brief discussion of the software and hardware systems used
in the processing for this investigation.

1. Throughput Speed

Two primary factors that affect throughput are the
efficiency of the operator in the input and output (I/0)
operations and the actual computer running time. The
considerations here and in the section on software
philosophy are based on the use of general-purpose
computers for digital processing.

In a production system, the required throughput
quantities soon become sufficiently high that the efficiency
of the operator/analyst in defining image areus to be
scanned, determining reference areas, and inputing other
data become major considerations. Because a major part of
the operation time of the system may be occupied by the
analyst, his efficiency must be given top priority short of
sacrificing processing capabilities.

Because the data in a digital image number typically in
the millions, and each of these must be separately
manipulated by the computer to perform even the
simplest image processing task, careless programming
almost invariably leads to programs that are limited by the
arithmetical speed of the computer, not by 1/0 data rate.
However, careful use of techniques such as lookup tables
significantly reduces the amount of arithmetic required.
Therefore, it is anticipated that any modern central
processor with instructions for manipulating individual
pixels of data is adequate for digital image processing.

The required core size is dominated by the number and
distribution of the picture elements in the input picture(s)
which influence the photographic density at each point in
the output picture. In functions such as geometric
transformation or spatial filtering, the number can be
large. Typical programs can operate with as many as six
lines of input data and two lines of output data being
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required simultaneously. Assuming a maximum of 4000
picture elements (pixels) per line, these buffers alone
require 32,000 bytes of core. The program itself requires
additional space.

In a total digital image processing system, the computer
is interfaced to external input and output devices. The
170 interface of the central computer must, therefore, be
flexible.

A most important factor in the throughput of a system
is its own peripherals, i.e., its tape drives and disks. A
4000- by 4000-pixel picture recorded at one picture line
per logical record occupies a full 740-m reel tape at 800-
bpi packing intensity. Because the computer is often likely
to be 170 bound, the time required to read a picture from
tape can be taken as a basic image processing time unit.
This time unit is almost 4 min for a fast tape drive. For
the standard slow tape drives often tied to mini-
computers, this time becomes 30 min. A large disk is
required to contain one 4000- by 4000-pixel picture; an
IBM 2311 disk is only half of the required size.

Throughput speed can be drastically altered by using
special devices such as parallel processors or hybrid
peripherals in conjunction with a normal computer. For
example, the use of a parallel processor for convolution
operations involved in convolution filtering or cross
correlations can reduce the time for these operations by a
factor of between 5 and 10. Peripherals such as
convolution and Fourier transformation hardware, and
computer-controlled optical or analog electrical processors
can be considered during system design to minimize
expected lengthy processes.

2. Software Philosophy

Even in a production environment, the task of
continually developing new software is never complete.
Therefore, a programming system is needed to facilitate
the development of new software and to provide simple
means for its incorporation and use. The system should
require a minimum of programming knowledge and data
inputs from the analyst, and should perform the 1/0
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processing and routine bookkeeping. This language should
be designed to allow the analyst to perform easily and
quickly multiple processes automatically on one or more
pictures.

A general set of design desiderata could be stated as
follows:

(1) The fundamental philosophy of the system is that
the image analyst, in accomplishing his picture
processing, calls for execution of one or more of a
group of programs from the system library. He can
enter parameters at the time of execution to suit his
particular needs, as the library programs will be
written to be flexible in application. These programs
will have been previously debugged and docu-
mented, and will be available to any analyst upon
request. A continually growing system is thus
provided as various analysts require new processes
and write the required executable programs.

~

(2) Processing programs will be written so that each
performs one useful function; however, a complete
job may require from two to twenty to be run
sequentially. A shorthand notation is required for
doing repetitive jobs, and data-set handling must be

automated and eliminated from the user’s worry.

(3) Much picture processing can be accomplished using
normal general-purpose computers and the standard
Fortran batch processing software. As this is not
particularly efficient, however, with large numbers
of pictures to be processed, special attention in
writing the processing programs must be given to
reducing or bypassing the inefficient parts of the
Fortran language and/or programming in machine

language.

(4) If the computer is dedicated to this application,
there is no a priori reason to use its operating
system. However, the operating system normally
provides basic data-set management capabilities
along with reasonable I/0 routines and program
cataloging and fetching techniques. It is, therefore,
appropriate to use the operating system as the
supervisor for the machine and to avoid any
modifications to it in order to save time and effort in
learning, modifying, and debugging the system.

(5) As parameters for different routines necessarily vary,
there is no completely standard format possible.
However, it is desirable to keep parameters simple
and easy to use so that manuals will not have to be
repeatedly consulted for each program in order to
set up a job.
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(6) Normal production runs involve many pictures.
Frequently, there are 25 or more pictures placed on
one tape normally separated by file marks, which is
a natural and efficient way to separate pictures.

(7) Much redundant effort would be expended by many
programmers if each had to include tape-position-
ing, parameter readers, label updating, unblocking,
and buffering routines that were similar. It is
desirable to remove these and other repetitive
processes from the programmer and place them
once in a supervisor, which also saves core and
ensures standardization of these functions.

(8) The designed system must reduce the core require-
ments of programs, as core shortage is a continuous
problem.

(9) Identifying historical information for tape and disk
files will be printed whenever a file is used.
Apparent device independence between tape and
disk will be supplied by common I/0 routines.

3. VICAR: JPL Image Processing Language

An image processing laboratory should make available
to the analyst an efficient data-handling system for the
development of algorithms and for recording, processing,
and displaying pictures. To facilitate the use of the system
by the analyst and to enable him to call rapidly for new
processes, an image processing software system based
upon English language commands has been designed for
the JPL Image Processing Laboratory (IPL). This system
requires a minimum of programming knowledge and data
inputs from the analyst, and automatically performs the
I/0 processing and routine bookkeeping. This language
has been designed to allow the analyst to perform easily
and quickly multiple processes automatically on one or
more pictures. This is accomplished with a simple set of
commands which, together with the required numerical
parameters, are submitted as a card deck or via an
interactive console.

Only a supervisory program is permanently resident in
core. Various processing programs as required are read
from the disk libraries to the core by the control
commands, thus minimizing the amount of core that must
be reserved for programs. The system contains special-
purpose I/0 routines designed for picture handling. These
routines are used instead of the normal Fortran 1/0
routines, which saves considerable space in the program
libraries and obviates the necessity of writing them for
each processing program. As a result, the writing of
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processing programs (which may be either assembly
language or Fortran) is considerably simplified.

a. Standard format. A standard format has been
established for both tape and disk data sets. All of the
standard video image communication and retrieval
(VICAR) processing programs are designed to operate
with this standard data-set format.

Video samples are normally represented as 8-bit data
bytes. With the data converter feature of the IBM 360
tape controller, both seven- and nine-track tapes may be
logically equivalent. The standard tape format in use at
JPL is an IBM-compatible seven- or nine-track tape
written with odd parity at 800 bpi. Each reel of tape may
contain up to 99 files, determined only by the size of the
files. Each file contains one video frame and is followed by
a trailing file mark. The last file on a reel must be followed
by two trailing file marks.

All data are recorded in an 8-bit mode, compatible with
that specified in IBM SRL A22-6866. On seven-track tape,
the 8-bit data samples are written in a mode where three
8-bit data bytes are recorded on tape as four 6-bit
characters.

Tapes from outside sources should meet these standards
generally, but may be at other tape densities. For use
within the system, these tapes are transcribed; standard
EBCDIC labels containing picture identification and size
data are added because the system uses this information in
setting up and carrying out the various tasks.

b. Writing the processing program. As indicated by the
previous discussion, the various programs called for
execution must have previously been written and debug-
ged and be available in the system library. These programs
may be written either in Fortran IV or in assembly

language.

To eliminate the Fortran 170 package, programs are
normally designated as subroutines, in which case reading
or writing of the picture, reading cards, and printing
messages on the line printer must be handled by special
CALLS that are available in the system library. The read
and write CALLS are especially designed for picture
processing, and will input or output one line of a picture
or a segment of a line each time encountered. The various
data conversion and printing CALLS provide their
functions in formats appreciably simpler than that used by
Fortran.

Because routine bookkeeping, tape handling, and other
housekeeping functions are provided by VICAR, the
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executable processing program is appreciably simplified.
The processing program is organized approximately as
follows:

(1) After the normal Fortran INTEGER, REAL,
EQUIVALENCE, etc., set-up statements (if Fortran
is used), the required data sets are defined and the
parameters called.

(2) Any required preprocessing using the parameters is
then performed.

(3) One or more lines of the picture(s) are called using
CALL READ.

(4) Required processing is performed on these picture
lines.

(5) Resulting output picture line is written on the
output data set using CALL WRITE.

(6) More lines are read, processed, and written until the
end of the picture.

¢. Advantages. This system has been in use at JPL since
1966 on an IBM 360/44 computer. The language has
proved to be easy to use, after an initial learning period,
and makes possible much simpler and more error-free
deck setups than would be possible without it. The
supervisor and system concept have simplified the
programming of applications programs by about 25% and
have made the programs more efficient in execution, using
less core than would have been possible without the
system.

Primary advantages over separate programs are:

(1) Easier to use due to standardization of procedures
and formats and reduction in the number of control
cards.

(2) Saves time and money in programming by providing
buffering, housekeeping, label processing, and many
other capabilities to the programmer.

(3) Allows interaction between programs which would
otherwise be difficult for a user to control.

(4) Can be improved in the future without necessarily
modifying all programs.

(5) Faster execution because of elimination of returns to
the operating system between tasks.

The various programs utilized in this experiment are
described in Appendix C.
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4. JPL Image Processing Laboratory

IPL, which has evolved over the past decade to support
the growing requirements of the unmanned planetary
exploration program, is the laboratory in which all of the
ERTS image processing described in this report has been
accomplished. The system, as shown in Fig. A-1, is
described in subsequent paragraphs.

a. Central computer. The central computer is an IBM
360/44 equipped with four IBM 2400 tape drives, four
IBM 2314 disk drives, a multiply-summation processor
(MSP), a standard complement of I/0 peripheral devices,
and an interface unit for on-line connection to external
electronic equipment such as the present interactive
console and the Image 100 system and parallel processor.

The system operates under the IBM 44 Programming
System (44PS) using a special-purpose supervisor (VICAR)
as the primary user language (described above).

Recently, a two-partition (foreground/background)
version of 44PS has been installed which allows two
concurrent data queues to be processed. The capability
allows an analyst to work interactively on the console
described below, while not unduly slowing down the batch
processing in the other partition.

The interactive console has been developed to facilitate
on-line image processing with operator interaction. The
development of image processing techniques and the
determination of the parameters to be applied during the
processing are frequently subjective, and require the
continued attention of the analyst. In this interactive
procedure, the analyst examines his latest results and
selects further processing accordingly until the desired
result is achieved. To optimize the use of analyst and
machine time, the interactive console may display before
and after images at each step in the processing. The
operator interacts through the keyboard, calling up the
processes he desires and entering parameters. Principal
components of the console include two scan-converter
storage systems, television monitors for high-quality 1039-
line video display, and a Polaroid/CRT recording display
capable of high-quality 1024- by 1024-pixel images.
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b. Video film converter. The video film converter
(VFC) provides a flexible means of transferring images
from optical to digital form and vice versa. Image data can
be entered into the computer from digital tape or 70-mm
film. Processed images can be transferred directly between
these media through the translator in an off-line mode.

The VFC is a high-resolution flying-spot scanner/film-
recorder device on which film images are either scanned
for input or exposed on output. The minimum scanning
spot, 25 pm in diameter, is stepped at the rate of 150 us/
element. In the input mode, samples are digitized to 8
bits, providing 256 levels of gray. Beam positioning is
repeatable to within 5 pm. The VFC active film area is
approximately 55 by 75 mm, allowing it to handle pictures
up to about 2000 by 2500 pixels. Horizontal and vertical
pixel spacings are independently adjustable.

The converter translator contains a mini-computer for
some simplified picture operations, such as simple contrast
stretches and masking and annotating the images, which
are related to scanning and recording. Three digital tape
decks are provided to allow maximum operational overlap
and throughput capability.

c. Photolab. The IPL operates its own small photolab
for developing film under precise photometric control and
for making enlargement prints. The regular JPL Photolab
is utilized for color printing.

d. Image 100 console. This console contains a stand-
alone image processing system of moderate capability,
solid-state refresh memory with color television monitor
and a hardware multi-spectral classifier and preprocessor.
It is operated stand-alone and eventually will be used as a
smart terminal to the 360/44.

e. Coordinate digitizer. This device allows digitizing of
coordinate locations to increments of 25 um over a 1- by
1-m area. It produces computer tapes that can be read
and processed by VICAR programs in the 360/44.

f. Precision film scanner. This scanner can scan color or
black-and-white films over an area of 25 by 25 cm at
variable spacings down to about 1 wm. The output consists
of computer tape, which can be read and processed by
VICAR programs in the 360/44.

129



jdv1
DHINOVW
wvliold

1OULHOD
Jdv1

Lplal

TOYINOD
As1a

HONNd QYVD —dg
YILMIdAL ——
YIAVIY AYVD ——

dIINd I ——

SIARA
AS1a

wajsAs Buissadsoid aSew) ‘1-y ‘Siy

3dV1 DILIND YW 1vLIDIa

3dvl
wv191d

YINNVIS WIl4
NOISID3dd

XdW M

[xwsu]

XWSH

43LNdWOD

ORIGINAL PAGE I
OF POOR QUALITY

-
— <4 rrwoeuwu<Uw

SLONAOYIOLOHd
ANy Wl
310SNOD
TO¥INOD
ANV AV1dSIa
JO¥INOD 1 IAILDWIILINI
vl TE?ZOU W14 03dIA
L1-dad l_
VIIWYD
1dv1 AdOD-Q¥VH
LIOIg aloy¥viod
¥3Z11191a
3LVNIQ¥00D
Wy 3110SNOD
“ 1 10¥INOD ERRNE
N
o HOSS300H A VeI S
3 131IVavd m/ ||||| \u
b ._.
. _ ;
0 WYY e ] /. /
D U _ /\

! 001 39VWI

: 4OSS3ID0Yd VI I1LdO
J3TOIINOD ATV LIOI1a

JPL TECHNICAL REPORT 32-1597

130



Appendix B
Digital Processing of ERTS Images

A. R. Gillespie and F. C. Billingsley

Procedures and goals of image processing are discussed
in this appendix in the following categories: (1) Image
Preparation, (2) Rectification, (3) Cosmetics, (4) Analysis,
and (5) Display. A detailed description of the ERTS multi-
spectral scanner (MSS) is given in Refs. B-1 and B-2.

I. Image Preparation

EROS supplies users with ERTS images stored in a
spectrally interleaved format on four computer-compati-
ble tapes (CCTs). Each tape contains two records of
annotation describing the imagery and one-quarter of the
four-channel image. Some calibration data describing the
response of the 24 MSS sensors to an illuminated gray
scale of known density are stored in tapes 1 and 4, which
also contain the left and right edges of the image.

Images are supplied in EROS format and must be
converted to VICAR format before processing at the JPL
Image Processing Laboratory (IPL) to take advantage of
existing software. VICAR (see Appendix A) is an image
processing supervisor originally developed by IBM for
JPL. It is characterized by simple, standardized input/
output (I/0) and usage rules and by an extensive library of
applications programs and procedures. Its format requires
from one to five 360-byte records appended to the digital
image. These records contain picture dimensions and
annotations describing the scene and processing history.
This information is extracted from the two EROS label
records.

Under VICAR, the different channels of a multi-spectral
image are usually not interleaved so that a complete
ERTS image of four spectral channels is stored as four
separate images, each containing the entire scene in a
different spectral region. Because data can be conve-
niently stored and accessed in 8-bit bytes (28 or 256 gray
levels), ERTS images are rescaled from the supplied 7-bit
data (MSS bands 4, 5, and 6) or 6-bit data (MSS band 7) to
fill the entire available 8 bits. This rescaling is required
before MSS band 7 can be compared with the other
channels.
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Il. Rectification

Images acquired by the ERTS MSS contain several
geometric and radiometric distortions that must be
corrected to allow accurate comparison with data from
other sources. Rectification is the name given to this
process. There are two broad classes of distortion:
systematic and scene-dependent. Systematic distortions
are caused by idiosyncracies of the satellite and imaging
system; they are easily identified and removed. Scene-
dependent distortions are more difficult to define than
systematic distortions, and thus more difficult to correct.
An example of scene-dependent geometric distortion is
parallax; an example of scene-dependent radiometric
distortion is detector hysteresis.

A. Geometric Rectification

Geometric rectification is accomplished by programs
(see GEOM, LGEOM, SKEW, ASPECT, EGEOM in
Appendix C) that rearrange the location of features in an
image. This can be accomplished in two ways:

(1) The actual location of the picture elements (pixels)
can be changed.

(2) The pixel grid can be retained and the individual
pixels assigned new gray levels, which is called
“resampling.”

Although both approaches are used at IPL, the first
technique is used only for simple geometric corrections
such as correction of the aspect ratio, which is the ratio
between the scales (meters per pixel) in the horizontal
(sample) and vertical (line) directions of an image.
Resampling is a flexible, powerful technique, and there
are several different approaches (see Figs. B-1 and B-2). In
all of them, some attempt is made to recreate or model
the scene which was sampled to form the image. This
modeled scene is then resampled to yield an image with
the desired geometric characteristics. Because of limita-
tions in the size of the memory of most computers, it is
necessary to model the scene only locally, in the vicinity
of a desired resampling site. This can still consume a large
amount of time. Unfortunately, the severity of image
degradation resulting from resampling increases as the size
of the local area and the computation time decrease.
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Fig. B-1. Nearest neighbor and bilinear interpretation resampling techniques

In resampling an image, a feature in the scene to be
located at pixel (i,j) in the geometrically correct image
being constructed will be found at (x,y) in the distorted
image. Only rarely will x and y coincide with pixel centers
in the input image. Resampling techniques differ in the
method by which the gray level (DN), which should be
stored at pixel (i,j) of the output picture, is derived from
the input picture. Principal algorithms to accomplish this
are discussed below.

1. Nearest neighbor algorithm. DN;; is assumed to be
the same as the DN of the pixel closest to the location
(x,y) in the input picture. The closest pixel (k1) is found
by:

k = integer part of (x + 0.5)

I = integer part of (v + 0.5)
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so that

DN.

IJ =

DN, ,

Nearest neighbor algorithms are generally the fastest of
the resampling algorithms; however, they suffer from the
defect that the local geometry may be inaccurate by up to
2172 of the instantaneous field of view (IFOV), or the size
of a pixel on the ground. Worse yet, the pixel from which
the gray level is derived shifts suddenly from the pixel just
before the correct resampling location x,y) to the pixel just
after it. This problem becomes annoying during digital
picture comparisons because, while the registration of
detail in the two images may be perfect in one location,
elsewhere there is misregistration. This is illustrated in
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Fig. B-2. Resampling by convolution. (a) Cross section of
response of diffraction-limited imaging system to an impulse
of unit intensity at x = 0. Amplitude = sin (x)/x (sinc
function). (b) A scene (dotted line) can be reconstructed by
the superposition of sinc functions centered at the various
sampling locations (pixels). Resampling requires computa-
tion of the intensity of the scene only at specified locations
(resampling sites)

Fig. B-3, which depicts a time difference picture showing
changes in Arizona over 1- and 18-day periods. The
vertical bands in Fig. B-3a result when sudden jumps in
the resampling positions in the two pictures, from which
the difference pictures were made, are out of phase.

ERTS images supplied by EROS have typically been
resampled using a nearest neighbor algorithm to force the
number of samples per line to be constant.

2. Bilinear interpolation algorithm. DN;; is found by
using an interpolation scheme with the four nearest pixels
surrounding resampling location (x,y) to determine the DN
at (x,y) (see Fig. B-1). If (x,y) lies between samples k and k
+ 1 and lines [ and | + 1, then the gray level at (x,y) can
be found by using Eq. (B-1):

DN, =(y = D[(x = k)(DN; ., — DNy)
—(x — k)(DN,

+1,k+1 — DN1+1,k)]
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(a) IMAGES ACQUIRED 1 DAY APART (AUG. 6 AND 7, 1972) IN BAND 7

Fig. B-3a. Difference pictures showing temporal changes in

the Coconino Plateau. Misregistration is attributed to

parallax. ERTS was 150 km farther west on August 7 than

on August 6. Vertical swaths of misregistered data (see

right center) are artifacts introduced by nearest neighbor

interpolation (NASA pictures ERTS E-1014-17375 and
E-1015-17431)

which reduces to:

Dny =(x - k(y - I)DNI,kH + DNI+1,k

— DN,

e — DN

I+1,k+1

(B-1)
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(b) IMAGES ACQUIRED 18 DAYS APART (AUG. 6 AND 14, 1972) IN BAND 7

o B o Pt

Fig. B-3b. Difference pictures showing temporal changes in the Coconino Plateau. Misregistration is
evident in areas of high relief. Clouds, cloud shadows, and ground wet from recent thundershowers
are visible temporal changes (NASA pictures ERTS E-1014-17375 and E-1032-17373)

The frequency response in one dimension can be found
by taking the Fourier transform of the triangular
convolution kernel (h) shown in Fig. B-4d:

a
= _ X x\0
hbilinear B _/\_ - (1 - a_) ¥ (l % E)

-a +a x=0

—i2nf x
b x dx

Hyitinpar =
ORIGINAL PAGE IS

134 OF POOR QUALITY

where f, is the frequency in the x direction and 1/a is the
sampling interval. The integral in Eq. (B-2) may be
rewritten as:

sinnf a

nf.a

Hbilinear -

(B-3)

This function has zeros at integer multiples of f, = 1/a
cycles/sample.

In normal resampling of digital imagery, a = 1; also,
the convolution kernel is not the continuous function
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Fig. B-4. Image degradation during resampling when the resampling site is midway between original
samples

described in Eq. (B-2), but consists of weights which are
the amplitude of the parent function h at values of x
determined by the distance of the resampling site from
the nearest samples. Thus, if the resampling site is 25% of
the distance from sample n to sample n + 1, the two
weights are found at x = -025 and x = 0.75. The
frequency degradation increases as x goes to 0.5 (Fig.
B-4d). Extension of the above argument to two dimensions
is straightforward.

3. Convolution algorithms. Resampling using a bilinear
interpolation algorithm involves more computation time
than resampling using a nearest neighbor algorithm, but it
is significantly more accurate. Accuracy can be improved
further by increasing the number of pixels in the vicinity
of the resampling location from the nearest 4 to the
nearest 16 or more.
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Image degradation caused by a multi-spectral scanner
should be spatially independent (examination of ERTS
MSS images supports this contention), and the radiometric
response of an MSS is essentially linear (or can be made
linear). Therefore, spatial-frequency degradation is con-
stant over an image. The superposition theorem is valid
under these circumstances.

If a function is band-limited (the Fourier transform of
the image has zero energy at frequencies higher than
some @), the function can be reconstructed exactly from a
set of discrete samples:

fn = anx

where n = ...-1, 0, 1..., provided that 2w/Ax > 2w,
(i.e., 0.5 cycle/sample at ).
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The reconstruction formula in one dimension is:

Jx) = E j;IA.\‘
n
= E f;d'\, sinc [n(_\' = nA.\‘)/Ax]

n

sin[7(x — nAx)/Ax]
(x — nAx)/Ax

(B-4)

Reproduction of f using a series of sinc functions results
in a uniform spatial-frequency response out to a frequency
of wy = m/Ax, so that the relative spatial frequency
content of the image is undisturbed. Because of this, the
original continuous function will be reproduced exactly at
all points between the samples as well as at the samples
themselves. Thus, the resampling process consists of:

(1) Reconstruction of the continuum function in two
dimensions from neighboring samples.

(2) Resampling the reconstructed continuum at the
desired points to produce a new image.

It is generally too expensive and time consuming to
compute the site in an image corresponding to each pixel
in the resampled image. Because systematic distortions
generally change slowly over an image, a control grid can
be established for the resampled image in which the
distortion is measured about every 50 pixels. Resampling
sites for pixels that do not coincide with control points are
formed by interpolation from neighboring points (see Fig.
B-5).

The optimum function with which to reconstruct the
continuum is sinc x, as indicated in Eq. (B-4). However,
this function decays slowly; we have found that as many as
+19 samples (in one dimension only) are required for
adequate reconstruction. Figure B-4 shows the modulation
transfer function (MTF) for an impulse located at the
origin in an image that has been resampled at x = 0.5, y
= 0.5 using summation limits of +e, +19, and +5. The
MTF is the modulus of the Fourier transform of the
response of a system to an impulse (the point-spread
function, PSF). Thus, the MTF can be described as the
function whose amplitude is given by Eq. (B-5).

1/2
— 2 2
amp ;= (Rf + If) (B-5)
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where amp is the amplitude at frequency f, and R and I
are the real and imaginary parts of the transform.

Clearly, amplitude at higher spatial frequencies in the
MTF of the resampled picture decreases as the summation
limits are decreased. At limits of +5, this technique yields
results comparable to bilinear interpolation.

Rifman (Ref. B-3) and Simon (Ref. B-4) have experi-
mented with various functions to use in place of the sinc
function in Eq. (B-4). These functions do not require as
large summation limits as the sinc function, but their
MTFs retain a high amplitude at frequencies less than w,
= m/Ax (the Nyquist frequency). Two of these functions
and MTFs of impulses resampled by using them are shown
in Fig. B-6. The Fourier transformation and its properties
are discussed in Refs. B-5 through B-7.

It is important not to confuse loss of frequency response
during resampling with degradation during acquisition of
the image. The goal of resampling is to minimize
computing time while preserving the original frequency
response in the resampled image. Image intensity
degradation during resampling is most severe for resam-
pling sites that are far from existing pixels, and negligible
for sites close to existing pixels.

Compensation for the spatial-frequency response of the
ERTS MSS is accomplished using a different set of
programs than those used for resampling because the
scene intensity between pixels need not be computed. The
spatial-frequency response of the ERTS MSS is controlled
primarily by the sampling aperture. Figure B-7 shows the
approximate aperture size compared with the x (sample)
and y (line) spacings.

A real scene is composed of an infinite number of
impulses, or point sources. An image can be considered to
be made by the superposition of all impulse response
functions (also known as aperture functions or PSFs)
obtained from each of the individual impulses in the
scene. Thus, we can write:

Ci(x,y) = //s(u,v)h(x+u,y+v)dudv

+noise(x,y) (B-6)

where i(x,y) is the image in the x,y plane; s(u,v) is the
scene in the w,v plane; and h(x = u, y + v) is the PSF,
centered at x,y.
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Fig. B-5. Displacements that will map control points from their found locations in the (distorted)
input picture to their desired locations in the geometrically corrected output picture

By recognizing the relation between convolution and
the Fourier transformation and ignoring the noise term,
we can express Eq. (B-5) as:

I(x,y)=S(u,v)H(x tu,y+v) (B-7)

where I, S, and H are the Fourier transformations of the
image, scene, and impulse response, respectively.

By performing this transformation for the aperture
shown in Fig. B-7, we have:
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+a +b
1 6—127r(fxs+f_vy)

2a2b

dx dy

aperture

—a -b

where 2a and 2b are the dimensions of the IFOV in the
line and sample directions; x and y are the distances
between pixel centers in the line and sample directions;
and f; and f, are the frequencies at which the first zeros of
H occur. This yields, after some manipulations:




~ [sin (2nf.a)
Gp(’"!l()'(' X i 27‘_/\[1
(B-8)
[ sin (27/.b)
Hau'rnu" 5 = ——‘
! “. i Zn_/‘\,b

The first zeros of this function occur at 2wf b = m and
2mf.a = m. Thus, because 2b = 0.9y and 2a = 1.3x,

by = 090 - 1.1 cycles/sample

1
I, = = 0.77 cycle/sample

The PSF of the imaging system thus can be considered to
be a low-pass filter with a spatial-frequency amplitude
response as displayed in its MTF in Fig. B-7.

The Fourier transform of the scene is recoverable from
an image for which the impulse response is known:
S(uyv)=1I(x, _1')H_1(x+u, ytv) (B-9)

where H-! is the inverse of H, provided that H has no
zeros in the range of interest.

Frequency response can be restored either by convolu-
tion of the image with a filter kernel created from H-!, or
by multiplying the transform of the image by H-! (Eq.
B-9), and then taking the Fourier transform of the product
to yield a corrected image (Fig. B-8). In either case, it is
necessary to know the PSF of the MSS. In the absence of
ground calibration data, this can be found by examination
of the image of an impulse or of a sharp boundary
between two homogeneous regions of significantly differ-
ent brightness. From the Fourier transform of an intensity
profile across such a feature, which contains all spatial
frequencies in the known proportions, the degradation of
response of the MSS, as the spatial frequency approaches
the theoretical limit of wy = m/(2Ax) (0.5 cycle/pixel),
can be calculated. Figure B-9 shows the MTF of MSS band
4 in the scan (sample) and track (line) directions, measured
from agricultural fields in the Mojave Desert in California.

Equation (B-9) states that perfect frequency response (at
frequencies less than w() can be achieved by transforming
the product of the transform of the degraded image (I) and
the inverse of the transform of the PSF (H-!). However, H
typically becomes small at high frequencies, and its
inverse becomes large. Figure B-8 shows the effect of
using such a function to restore frequency response in an
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image with “white” noise. The overall signal-to-noise ratio
for the corrected image is worse than before because the
noise does not decrease in amplitude at high frequencies.
To overcome this difficulty, H-! is modified to reduce its
amplitude at w;, A Wiener filter is one scheme for
modifying H-! (Ref. B-8):

2 7—2
-1 = OTFg +SNg

w OTF

(B-10)

where OTF (optical transfer function) is the Fourier
transform of the PSF, SN is the signal-to-noise ratio, and w
is the frequency. For additive noise, SN decreases with ;
thus, H"V becomes increasingly smaller than H-! as
approaches w.

In practice, frequency restoration is performed by
convolution because it is expensive to transform large
images. The filter kernel (h in Eq. B-6) is the Fourier
transform of the modified H-! and can be represented
typically by a 15-line by 15-sample matrix of weights.
Figure B-10 compares a frequency-restored image made
from a CCT to a picture of the same image supplied by
EROS.

4. Systematic geometric distortions encountered in MSS
imagery. Systematic distortions introduced in ERTS MSS
images include skewing and scale distortions.

Skewing is caused by the rotation of the Earth during
the 25 s required for ERTS to scan a single frame (185 km
on a side). Typically, this skew is about 3°, but varies with
latitude as the angle between the tangential component of
the rotation of the Earth and the velocity of ERTS
changes:

E(¢) = E(¢) — T(9) (B-11)
where E'(¢) is the velocity of ERTS projected onto the
rotating Earth, E(d)) is the velocity of ERTS projected
onto an inertial Earth, and T(d)) is the tangential velocity
of the Earth at geocentric latitude ¢ (Fig. B-11).
Obviously, |E/(¢)) = |E(¢)!, which is nearly constant [IE(¢)!
=~ 7.4 km/s]. Because the scale in meters/pixel in the line
(track) direction is a function of |E’(¢)l, and the scale in
the sample direction is a function of the scan mirror
velocity and thus independent of IE(¢)l or |E/(¢)l, the
aspect ratio (ratio of meters per line to meters per
sample) also changes as a function of latitude.

An additional complication is introduced because the
ERTS MSS acquires six lines at a time. Thus, compensa-
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(e) CUBIC SPLINE FUNCTION

AMP = 1 - 2x2 - Ix1% 0 5ixl <1

AMP = 4 - BIx| = 5x% - Ixl %;

1=ix| <2

- a
o -
2 =
E z
= =
b3 <
<
0 |
T \/
1
|
] 1 - i 1 J
-2 -1 0 1 2 3 s
x FREQUENCY, cycles pixel
{b) LAGRANGIAN CENTERED FUNCTION
nn=! L /n=1y nej-l Z-OF
AMP = (=n'! (x =)
(n=-1 / \
-1
k==i
i£0 L5
1+ n = NUMBER OF INTERPOLATION
POINTS
a8 i = ORIGINAL SAMPLING LOCA- o
2 TION RELATIVE TO x 2
. E
z
3 :
0 N o
1 | 1 ]

i
-2 =1 0 1 2 3

FREQUENCY, cycles/pixel

Fig. B-6. Image degradation during resampling. Fourier transformation of an impulse after
resampling by convolution with a cubic spline function (see Ref. B-3) and a lagrangian centered
function (see Ref. B-4). Resampling site is midway between original samples

tion for skew must not disturb the geometry within these
six line groups, or swaths, which is independent of
spacecraft position. Samples from successive lines in a
single channel are acquired one-twelfth of the dwell time
apart; consequently, each line within a six-line swath must
be offset to the east by one-twelfth sample (or about 5 m)
from the preceding line.

Correction for skewing requires two pieces of informa-
tion: angle of skew and correct aspect ratio. The correct
aspect ratio (A) is found by using Eq. (B-12):

___|E@) K6
2a —Ry) tan(6/2LLC)

(B-12)

where p is the scan frequency (13.62 Hz), a is the distance
of ERTS from the center of the Earth (7285.82 km), R, is
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the distance from the surface of the Earth to the center at
the geocentric latitude ¢, 8 is the field of view of the MSS
in the cross-track direction (11.56°), and LLC is the
number of samples taken per scan (usually about 3220).
The value of R, can be determined in many ways, Eq. (B-
13), which assumes the Earth to be an oblate spheroid, is
probably sufficient:

R

00
R = + elev
o (1- e% sin? ROQ)I/2
(B-13)
1/2
2 2
. (Ryo)”—(Rg0)
2 2
(Rggo)
139




(a)

1 I A
| I
| 1
| |
+ | + : 2b=0.9y

| |
| |

______ J
M- -"-~-"--- 1

AMPLITUDE

0 0.5 1.0
SPATIAL FREQUENCY RESPONSE, cycles/pixel

Fig. B-7. Sampling intervals and field of view of the ERTS
MSS. (a) x is in the cross-track (scan, or sample) direction; y
is in the track (line) direction. Instantaneous field of view at
sample i is indicated by solid lines, and at sample i + 1 by
dashed lines. Pixel centers are represented by +. Cross
sections of optical fibers in the MSS are square. (b) MTF in
the line and sample directions is controlled by the sampling
aperture

Here €, is the Earth’s second eccentricity and elev is an
altitude correction that compensates for deviations from
the spheroid.

|0 = [IE‘<¢>12+ LOIE

- = 1/2
= 2|E(®)[|T(#)] cos(az, - 90°)

(B-14)
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Fig. B-9. Measured frequency response of MSS band 4

where az, is the azimuth of the projected ERTS velocity
E(¢) and ¢ is again the geocentric latitude at the sub-
ERTS point. The sub-ERTS point is specified in the ERTS
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(a) PORTION OF ERTS 1102-17274, MSS BAND 5,
SHOWING THE WILCOX PLAYA (ARIZONA)

NS AT P s
(c) SAME SCENE AS (b) AFTER RESTORATION OF CORRECT
FREQUENCY RESPONSE, USING CONVOLUTION FILTERING

ORIGINAL PAGE IS
OF POOR QUALITY

o o ¢ (.‘*ez‘"

(b) SAME SCENE PRODUCED FROM THE CCT

Fig. B-10. Frequency-response correction. (a) Fourth-generation picture of the master retained at

EROS Data Center. This picture is typical of film products available to the user. (b) Bit errors have

been removed in this second-generation picture and the pixel density increased to suppress

frequency-response degradation from the film recorder. (c) Pattern revealed after restoration (see
’ lower-left corner) is a new subdivision
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a = FIRST LINE OF IMAGE

b = LAST LINE OF IMAGE, TAKEN 255 AFTER a. DURING THAT
TIME, ROTATION OF EARTH HAS CARRIED THE SCENE
RECORDED AT o BY A DISTANCE c EASTWARD TOa',

a = ANGLE OF SKEW

Fig. B-11a. Skewing of image caused by the Earth's
rotation. Change in aspect ratio is caused by component of
c in track direction

data by its geographic, or geodetic, latitude (see Fig.
B-11b). Geocentric and geodetic latitudes can be related
by using Eq. (B-14):

(o] =(1—e%)lan o' (B-15)
where ¢’ is the geodetic latitude and € is the Earth’s first
eccentricity:

2 2
(R00)7 - (R900)
€ = (B-16)
(Rgo)?

The magnitudes of E(¢) and T{¢) can be found by using
Egs. (B-17) and (B-18):

2nR¢ cos ¢

| T(o)| = (B-17)

SD
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Fig. B-11b. ERTS and Earth geometry

where SD (= 86164 s) is the duration of the sidereal day;

'.’77R¢

T cos (¢p' — &)

|E(s)| = (B-18)

where 7 (= 6216 s) is the period of ERTS and ® is the
geocentric latitude of ERTS. ® must be computed from

¢

a

b =¢' +cos!
N¢. (1- ef) cosz¢'—R¢ cos¢sing

(B-19)
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(B-20)

A theorem of Clairaut (Ref. B-9) defines the azimuth of
ERTS as:

(B-21)

B f B
az. = sin
g ! (cosfb)

for ¢ = constant = sin i, where i (= 99.114°) is the
inclination of the orbit at the ascending node. Equation (B-
21) is valid for a circular orbit. The azimuth at the sub-
ERTS point of the orbit projected onto the Earth can be
found by using Eq. (B-22):

tan (%) ] (B-22)

= té —1 TV
az¢ an [ o (d)' — q})

az must be found to solve Eq. (B-14).

The skew angle («) can now be found from Egs. (B-14
and B-17) using the law of sines:

T

- (B-23)
| E(¢)

o =sin sin (azd) — 90°)

(For a detailed discussion of this problem, see Ref. B-9.)

The actual compensation for skew is generally per-
formed in two steps. The first step (program SKEW)
offsets swaths from their neighbors by an integer number
of pixels such that, when the correction to the correct
aspect ratio is made, the angle between a vertical line in
the correct image and the edge of data will be . SKEW
thus uses a nearest neighbor resampling algorithm. The
second step may be performed during playback, in which
case lines in the picture being created on film are spaced
A times farther apart than the samples (see Eq. B-12 and
Fig. B-11a). Alternatively, the image output by SKEW can
be resampled in the line or sample direction using an
interpolation algorithm to normalize the aspect ratio in
the image itself. Lines and samples in a picture created
from such an image would be the same distance apart.
Because some playback devices are not built to handle
data with a non-unity aspect ratio, both approaches are
useful.

JPL TECHNICAL REPORT 32-1597

Scale distortions in ERTS MSS data have a variety of
causes. Variations in the altitude of ERTS cause changes
in its angular velocity, and also changes in the arc of
surface subtended by a scan. However, the scale change in
the line direction, which is linear with the angular
velocity, is not the same as the scale change in the sample
(scan) direction because the angular velocity varies with
a%’? (Kepler’s third law), while the arc subtended by a scan
varies. Scale distortions caused by changes in altitude thus
result in a different aspect ratio and can be corrected as
discussed. However, altitude variations in the orbit of
ERTS are slight (5 km out of 914 km) and result in small
scale changes only, so altitude generally is ignored as a
cause of geometric distortion.

Changes in the ERTS attitude introduce a more
significant distortion in the MSS imagery. Nominally, the
MSS is aligned with the local zenith (pointed toward the
center of the Earth), and the scan mirror oscillates normal
to the direction of motion. Yaw is the rotation of the
spacecraft about the local zenith vector, and is reported
not to exceed +0.7°. However, only the heading of ERTS
is reported with the imagery, and that only to the nearest
degree, so the yaw must be inferred from the difference
between the reported heading and the computed azimuth.
Because of truncation or roundoff errors in the heading,
the expected error in the value of the yaw is as large as
the yaw itself. The yaw affects imagery as an additional
skew, whose magnitude varies from about 25% of the total
skew at the equator to 100% at ¢ = +81°, where E and T
are colinear. The yaw, if identified, can be removed at the
same time as the skew distortion.

Pitch, or rotation of the spacecraft in the direction of
motion, does not change the distance between swath
centers, but only the line dimension of the individual
IFOV. This results in some geometric distortion and
frequency-response modification, but is not corrected at
the IPL.

o

Roll, or rotation of the spacecraft around E(¢), does
introduce some error in the sample direction of the image,
which is similar to and removed with the distortion caused
by foreshortening at the edges of a scan (see Fig. B-12).

Because the dwell time (integration period for each
sample) is independent of the scan mirror deflection, the
difference between pixel centers, as well as the IFOV in
the sample direction, is a function of the deflection. The
ERTS roll effectively adds a constant to that deflection, so
that:
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Ax(n) = 0.5 range {cos [(n + 1)1,/6/2+ B,J

— cos [(n — 1)r,/0/2+6, ]] (B-24)

where Ax is the IFOV in the sample direction at time ¢ =
ntyf8/2, or at sample n, both measured from zero at the
time the scan mirror deflection is zero; a and R, have
already been introduced as the radii of the ERTS-1 orbit
and the Earth’s surface, t; is the dwell time of the MSS
(9.95 ps), f is the scan mirror oscillation frequency, 6 is the
total deflection of the scan mirror during an oscillation,
and 0, is the roll of ERTS. The distance of ERTS from the
sub-ERTS point can be found using the law of cosines (see
Fig. B-11b):

1/2
range = [qu> +a% - 2R¢ a cos (b — d))] (B-25)

Foreshortening causes a scale change of about 0.05%
from the center of a scan to the edge, resulting in a
cumulative distortion of about 0.62 km, or about 11 pixels.
A roll of 1° will increase this to about 1.83 km, or about 32
pixels. Thus, the removal of distortion attributable to
foreshortening and roll is important, particularly if the
MSS image is to be compared with an image taken at a
different time by a different camera. The program GEOM
is used to remove foreshortening and roll and is computed
using a spheroidal Earth rather than the flat Earth of Eq.
(B-24). Control points are established every 25 samples.

Unfortunately, neither the roll nor the pitch of ERTS is
reported on the CCTs, and the user must deduce them
from the supplied sub-spacecraft and line-of-sight coordi-
nates. While this is possible, precision is limited by the
failure to report the yaw.

The attitude of ERTS is corrected periodically. We
have observed distortions of about 15 pixels, which we
attribute to this cause, in the relative position of
identifiable features near the corners of a 7-1/2-min
topographic map. Currently, we either do not compensate
for attitude correction or compensate for it during image
registration by identifying features in two images, or in an
image and a map, and forcing their coincidence.
Registration is discussed below in more detail.

Systematic geometric distortion is also introduced in the
sample scale by irregularities in the scan mirror velocity.
Because the mirror oscillates back and forth instead of
rotating, it must accelerate and decelerate each scan.
Cumulative distortions on the locations of features are as

144

much as eight samples. The scan velocity distortions can
be removed at the same time foreshortening is corrected.

Changes in the period of the oscillating scan mirror
over a long period of time result in a different number of
samples per scan, because the dwell time is constant.
When the user receives a CCT, the number of samples
has been adjusted to 3240, using the nearest neighbor
resampling algorithm. Typical acquired line lengths range
from 3216 to 3224; thus, the number of samples per line is
increased by an average of 20. This is accomplished by
periodically inserting a “synthetic” pixel, which is assigned
the DN of its neighbor. The scheme used for line-strength
adjustment is clearly identified in Ref. B-1 and is not
repeated here. It is important to remove these synthetic
pixels and to normalize the sample scale by interpolation
if the image is to be compared to any other, as discussed
earlier (see Fig. B-3). The sample scale is normalized using
program ASPECT at the same time the aspect ratio is
adjusted.

5. Scene-dependent geometric distortions. The only
scene-dependent distortions encountered in ERTS imagery
are introduced by deviations of the shape of the Earth
from its model (an oblate spheroid is used at the IPL) and
by parallax where there is considerable local topographic
relief. A deviation of 10 km in the radius of the Earth
from its predicted value results in a change of scale of
only 1%; nevertheless, the deviation from the predicted
radius is accepted by program SKEW as a user-supplied
parameter. Parallax presents a more difficult problem. A
feature with a height of 1 km at the edge of an ERTS MSS
image will be displaced two samples compared with its
location if it has a height of 0 km.

If the same feature is visible in an adjacent image, it
will be displaced 2 pixels in the opposite direction (see
Fig. B-13); thus, the relative displacement is 4 pixels. This
effect hinders temporal comparison of images, because it
makes registration of images containing any topographic
relief a tedious, time-consuming chore (see Fig. B-3).

Registration of different images of the same scene
generally involves locating the same features in both
images and resampling one or both images to cause their
coincidence. The selection of features is usually done
manually, but the precise translation required to cause
their coincidence can be found using an automatic cross-
correlation program (REGISTER). However, coherent
noise, such as the six-line striping present in ERTS
imagery, confuses REGISTER and similar programs, so
some caution must be exercised in their use.
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Fig. B-12. Effect of spacecraft roll on MSS viewing geometry

In theory, digital altitude maps (Fig. B-14) could be used
to predict distortions caused by parallax as well as to
predict various radiometric conditions. However, this
remains to be done, at least on a production basis, at the
IPL and elsewhere.

B. Radiometric Rectification

The goal of radiometric rectification applied to ERTS
imagery is to cause the digitally encoded gray levels (DN)
in the image to be a linear representation of the scene
brightness. Systematic distortions are introduced by each
of the 24 sensors comprising the MSS, and more distortion
may occur as optical parts become dirty or as the
electronics age. The calibration of the 24 sensors is
described in Ref. B-1. Each of the six sensors in a single
spectral band has a slightly different spectral response in
addition to differences in sensitivity. Coefficients for linear
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equations were devised to normalize the response of each
sensor to the Goddard Space Flight Center (GSFC)
illuminating sphere. In flight, the voltage output by each
sensor is recorded as the sensor views a linear neutral
density wedge which is illuminated by an incandescent
tungsten lamp. The gray scale is scanned each 147 ms, and
the response of each sensor is used to modify its
characteristic linear equation. However, the response to
the gray scale (which is included in the calibration data in
tapes 1 and 4 of the CCTs) is reported only six times, with
redundant measurements at three different densities.

A typical calibration report from a CCT is shown in
Fig. B-15. The presence of residual striping in MSS
imagery after GSFC’s radiometric normalization
prompted, in April 1973, an empirical revision of the
constants used in the linear corrections. However, the
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Fig. B-13. Parallax in adjacent ERTS images. Viewed from A,
point F has an apparent displacement of 6P; viewed from B,
the displacement is -8P

continued presence of subtle striping is still annoying to
the analyst. This striping becomes more noticeable as the
image is adjusted for optimum contrast, and often
becomes the most dominant feature after ratioing of
channels (Fig. B-16) or classification.

The origin of the striping is difficult to identify, and
hence the striping is difficult to remove. Removal of the
radiometric rectification imposed by GSFC can be
achieved because the coefficients of the linear correction
equations are reported in the calibration data. However,
the simulated raw picture can have more, or less, or about
the same striping as the rectified image. Rectification
using second-order polynomials fit to the reported
calibration sequence instead of a linear approximation
yields in conclusive results. Certainly, some striping can
be attributed to truncation, and perhaps some to
nonlinearities in the sensor response, but sudden onsets of
severe striping within an image suggest a source external
to the sensors themselves. If some striping is imposed
externally and if it varies with time, then its removal
based on the internal calibration data is not possible, and
other approaches must be tried.

Before the sensor response can be normalized, it must
somehow be characterized. One possible method requires
finding a number of large, homogeneous regions of
different albedo which will be observed by ERTS in the
same frame. If the reflectance spectrum at each site can
be monitored on the ground while ERTS is overhead, then
satisfactory light-transfer characteristics can be devised.
However, the scarcity of suitable sites coupled with the
difficulty and expense of simultaneously monitoring their
reflectivity reduces the usefulness of this approach.
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Fig. B-14. (a) Digital topographic map. Elevation ranges

from sea level (DN = O, black) to 1275 m (DN = 255,

white) in 5-m increments. (b) Irradiance map. Irradiance for

any sun position S can be predicted. The map was created

with the sun's azimuth = 97° and elevation = 39°. By

varying the sun’s position, the analyst can predict optimum
lighting conditions for a scene

Locally, each sensor comprising an ERTS spectral
channel can look at a different target; however, over a
sufficiently large region, each sensor will encounter the
same types of scenes in the same proportions. Thus, the
probability-density function (PDF) of each sensor from the
same channel should be similar. Any differences can be
attributed to irregularities in the sensor response. It
follows that manipulating the data from each sensor in a
way that causes the sensor PDFs to resemble each other
will reduce radiometric noise. For instance, the means and
standard deviations of the six sensor PDFs for a given MSS
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Fig. B-15. In-flight sensor calibration for NASA picture ERTS

E-1111-04340, MSS band 4, sensor 1 only. Sensor response

is reported in compressed DNs so that the reported DN is

proportional to the log of the sensor voltage. If the sensor

response were linear to scene radiance, compressed DNs

would be linear with gray-scale density. Crosses indicate
reported samples (from CCTs)

band can be made to agree by applying a different linear
contrast stretch (Eq. B-21) to the data from each sensor:

DN'ijk = aDNi/k +b (B-26)
where DN is the gray level at line i sample j of MSS
sensor k, and a and b are empirically determined
constants. However, some striping still persists after the
means and standard deviations of the PDFs agree.

Assuming that deviations (e.g., skew) of the sensor PDFs
from gaussian distributions invalidated the above ap-
proach, we attempted to cause agreement by enforcing
Eq. (B-27). This equation redistributes gray levels so that
the total frequency of occurrence from DN = 0 to DN =
N is the same (or almost so) for each sensor:

¥
P(DN,k) = E P(DNK,, )

DN=0 DN=0
forall N =0<n <255

where P is the frequency of the occurrence in sensor k of a
gray level DN.

The persistence of striping after application of the
contrast manipulation described by Eq. (B-26) suggests
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that striping may be attributable, in part, to scene-
dependent effects.

1. Scene-dependent radiometric distortions. The scene
being imaged by the MSS may introduce distortion in two
ways:

(1) Because the spectral responses of the sensors
comprising an ERTS band differ slightly, the relative
response may be different for a strongly colored
(saturated) scene than for a pastel (unsaturated)
scene.

(2) ERTS MSS sensors, like most photo sensors, may
suffer from hysteresis (Fig. B-17).

The first effect could introduce striping locally, and may
not be removed if the scene were treated in aggregate.
The second condition exists when the response of a sensor
to a stimulus is partly dependent on the recent history of
the sensor. For instance, a sensor that has been saturated
usually requires a short time to regain the sensitivity it
possessed before it was over-stimulated. If the hysteresis
of a sensor can be specified, its effects on the radiometry
can be removed by convolution filtering; however, the
filter kernel will differ for different scene brightnesses.

VICAR application program POLYFLTR applies a
convolution filter whose kernel is a function of a
parameter of the image being filtered, but because we
have not defined the hysteresis characteristic of the ERTS
MSS sensors, we have not explored its use.

Efforts to relate MSS radiometry to “ground truth,”
determined by observers using the portable field reflec-
tance spectrometer (PFRS) in selected study areas while
ERTS was overhead, are given in Appendix E and in
Section II.

I1l. Cosmetics

Cosmetic programs attempt to make a picture look
better to a human observer, even though the information
content of the picture is not increased. The removal of
coherent noise is a particularly important application.
MSS striping removal belongs in this category, and in fact
is the only application of cosmetic programs to ERTS
imagery generally required.

Severe striping can be removed after identifying the
sensor producing it, usually by careful inspection. Each
line produced by the offending sensor can be replaced by
interpolation from adjacent lines. In the case of striping so
severe that recovery through rectification techniques is
hopeless, offending lines can be easily identified by
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Fig. B-17. Hysteresis. Hysteresis occurs when an instrument

response to a stimulus is a function of the recent history of

the instrument. Figure shows the sensor response as scene
radiance is first increased, then decreased

automated examination of the PDFs. Program ERTSFIX
performs automated identification of striping and random
bad lines of data, followed by replacement of the
offending lines by interpolation.

Subtle striping also can be reduced by unsupervised
convolution filtering, typically using a one-line subtractive
box filter with from 31 to 301 weights in the sample
direction. Such a filter suppresses low-frequency variations
in DN, displaying only local departures from average
number.! By examining only one line at a time, gross
brightness differences between lines are reduced.

Striping also can be removed by supervised convolution
filtering. The filter is oriented in the vertical (track)
direction; the weights are found from the Fourier
transformation of a “notch” filter, which is fit to a power
spectrum of the image (Fig. B-18). The notches are
centered on the frequencies at which noise is observed
(0.166, 0.333, and 0.500 cycles/pixel). The shape of the
notches is specified to ensure that the product of the filter
spectrum and image spectrum shows no noise spikes. Such
convolution filters tend to have a large number of weights
(about 301), so it is generally economical to rotate both
the image and the convolution filter 90° before filtering.

Finally, for small images or sections of images, striping
can be removed directly in the Fourier transformation.
While automated procedures exist that will identify as
noise those spikes having an amplitude greater than

1 The number of weights in the sample direction determines the degree
of low-frequency suppression.
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ambient by a specifiable amount, it is often more
convenient for the analyst to identify noise by inspection.
Identified noise in the Fourier transform is replaced by
interpolation, and the cleaned image is recreated by a
second Fourier transformation.

For a discussion of convolution filtering, the reader is
referred to Ref. B-10, and for a discussion of the removal
of coherent noise in the spatial domain to Refs. B-11 and
B-12.

IV. Analysis

Analysis of ERTS images is a diverse field limited only
by the ingenuity and resources of the analyst. Neverthe-
less, programs created to assist the analyst fall into three
categories: (1) statistical procedures, designed to extract
information from a single image; (2) comparison proce-
dures, designed to relate or compare different images of
the same scene; and (3) classification procedures, designed
to interpret a multi-channel image with the analyst’s
supervision.

A. Statistical Procedures

The analyst can compute and display any statistical
measure of image data over any area contained in the
image. The most common measure examined is a
histogram describing the PDF. The PDF indicates the
frequency of occurrence of each brightness level, or DN,
over the area examined, and is a necessary input to
programs that modify the contrast within an image. The
PDF can also be computed for two or more dimensions
(channels), but display of the PDF is difficult for more than
two channels. One use of a two-dimensional PDF is shown
in Fig. B-19 and discussed in Section 5 of this appendix.

The mean and variance or standard deviation of DNs
within local regions can be found from the local PDF. By
choosing training areas representative of themes the
analyst wishes to discriminate in an image, the analyst can
estimate the effectiveness of an image or a single channel
within a multi-channel image at separating the desired
themes.

A common measure of separability between two classes

of data is given in Eq. (B-28):

5312
[Hoiy = Hoiin ]

Miaoy + Mg

(B-28)

149



AMPLITUDE (PEAK-PEAK), DN

AMPLITUDE

DN

AMPLITUDE (PEAK-PEAK),

150

30

20

1

1 ol J

0 0.1

SPATIAL FREQUENCY, cycles/LINE

(a) ONE-DIMENSIONAL SPECTRUM OF NASA ERTS 1014-17373
SHOWING RADIOMETRIC STRIPING AT FREQUENCIES 1/6, 1/3,

1/2 cycles PER LINE

0.2 0.3 0.4 0.5

THE CLOUDS)

1 1 1 1 J

0 0.1 0.2 0.3 0.4 0.5
FREQUENCY
() "NOTCH" FILTER DESIGNED TO REMOVE STRIPING MEASURED IN
SPECTRUM

T T T T

| | | ] \
0 0.1 0.2 0.3 0.4 0.5

(d) SPECTRUM OF ERTS 1014-17373 AFTER FILTERING. THE
FILTER USED (c) WAS TOO STRONG, EFFECTIVELY ADDING

FREQUENCY

LOW-AMPLITUDE STRIPING OF OPPOSITE SENSE TO IMAGE.

THIS MAY BE CORRECTED BY ADJUSTING FILTER AMPLITUDE

IN THE "NOTCHES"

Fig. B-18. Removal of radiometric striping using ‘‘notch” filters

ORIGINAL PAGE IS
OF POOR QUALITY

(b) ERTS 1014-17373, MSS BAND 4, BEFORE FILTERING
TO REMOVE STRIPING (VISIBLE EXPECIALLY IN

(e) NASA ERTS 1014~17373 AFTER FILTERING TO
SUPPRESS STRIPING

JPL TECHNICAL REPORT 32-1597



~
wv
v
2
Z
(a)
0
255
~0
wn
1%
&
Z
(a)
0

where d;; is the distance separating class i from class j in
channel k, p, is the mean DN, and p, is the variance

within a class.
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(i) and w(j) are weights that can be assigned to a class,
and can be used as a measure of reliability of po and p.

This technique can be extended to estimate the effective-

JPL TECHNICAL REPORT 32-1597

151




ness of a single channel at separating large numbers of

themes or classes:
n n
D, = E 2 dj;
i=1 =1

Channels of an image can thus be ranked in effectiveness
at separating specified themes by ordering them in terms
of Dy, called the divergence.

(B-29)

Equations (B-28) and (B-29) can be extended to measure
the distance between data clusters in the n-dimensional
space created by a multi-channel image (Ref. B-13):

K~V (M - M) (B-30)

where K is the covariance matrix:

[~ 1

e L ~_L§:.

kf/ T n #i) n *(l)

L 1=1

= n

X | v(j) - Lt E v(l)
n

L =1

(B-31)

and M is the mean vector.

The above techniques form a procedure for selecting
those channels necessary and sufficient for image classifi-
cation (discussed below).

Statistical measures, which are made of many local
areas within an image, can themselves be displayed as a
picture, thus preserving spatial relationships. Typically,
such a picture is created by convolution filtering of an
image. Thus, the local mean of perhaps a 3- by 3-pixel
area, or “window” can be created using a convolution
filter with a 3 by 3 weight matrix in which each weight is
equal to 1/9 (a simple low-pass filter). Similar filters can
be devised to represent other statistical measures. Two
such filters that have been used create a directional
gradient picture in which the one component of the
gradient of the brightness or intensity of an image is itself
represented as a DN, and a “laplacian” picture in which
the one- or two-dimensional second derivative is measured
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at each pixel and displayed as brightness. Other proce-
dures can be used to compute the variance or standard
deviation locally and display that measure as a brightness
in an image. Pictures such as these last four discussed
emphasize scene detail, or “activity.” They are dark
where there is little high-frequency information on an
image, but bright where there is more. Thus, they can be
used to help select training areas, for classification of an
image, which should be homogeneous (or dark). Con-
versely, although bright high-activity areas are poor for
training areas, they are good control points for cross-
correlation programs seeking to register the same region
in different images. Results can sometimes be improved by
performing the actual cross-correlation using the laplacian
picture instead of the original picture.

Filtering techniques, either by convolution or in the
spatial frequency domain, can be used to enhance or
suppress features with certain spatial frequencies or
orientation. However, feature selection in remotely sensed
data has proved unsatisfactory to date for geologic
applications, largely because real features on Earth are
difficult to define carefully. For instance, linear features
such as earthquake fault zones, jointing in crystalline
rocks, and exposed lithologic boundaries are easily
recognized by all beginning photogeologists. However,
this recognition is performed by a sophisticated brain
which has had years of experience imposing linear
structure on scenes and patterns. Detailed inspection
shows that the fault is locally not visible; the lithologic
boundary is not truly straight. Nevertheless, simple
pattern enhancement and recognition has proved useful in
some fields, especially in analyses of internal ocean waves
in ERTS imagery (Ref. B-14).

B. Image Comparison

Information obtainable from an image can be increased
by using more than one spectral channel or monitoring a
scene over a period of time.

Detection of temporal changes occurring in a scene is
most naturally accomplished by subtracting one image of a
scene from another taken at a different time. Figure B-3 is
a “difference picture,” made between ERTS images of the
Coconino Plateau on August 6 and 7, 1972. The bright
regions correspond to soil darkened by rain that fell in
periods between the times the pictures were taken.

Because the images were acquired from different
positions (at latitude 36°N, ERTS passes about 150 km
farther west each day), the images had to be carefully
registered before comparison. However, especially in
mountainous or hilly portions of the scene, residual
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misregistration is apparent. The difference in DN between
a pixel in one image and a corresponding pixel in the
other may range from -255 to +255; usually, however,
this value is close to zero unless some change in the scene
has occurred. Thus, encoded DN differences must be
rescaled so that all data lie within the permitted range of
0 to 255 DN, and there must be sufficient contrast for the
analyst to see changes in the picture. This is accomplished
by a linear contrast stretch, so that:

DN'I.]. = a[DN](l.j)— DNZ(U.)] +b (B-32)

where DN,, DN,, and DN’ are brightnesses at pixel (i,j) in
the input pictures (1,2) and the difference picture, and a
and b are constants determined empirically from the PDF
of a sample difference picture, or predicted. Typical
values of a and b are 2 and 128, respectively, so that “no
change” is represented as midscale gray DN = 128), and
differences of +64 DN are saturated white and black.

Multi-spectral comparisons usually involve image
ratioing techniques rather than image differencing,
because one goal is to exaggerate color differences
(deviations from gray) at the expense of albedo informa-
tion. The DN difference of the same feature in green light
and in red light at noon and at 4:00 p. m. reflects the
change in illumination intensity, even though the color has
not changed. However, if light scattered from the sky is
ignored (i.e., illumination color), the ratio between the DN
in red and in green does not change. Articles documenting
the development of this procedure are listed in Section III
of this report.

The algorithm used to construct a “ratio picture” is
similar to Eq. (B-32):

, DN iy
DN.=a | —| +t5b

ij
DN,

(B-33)

The coefficients a and b are required to scale the ratio
information, which can range from 0 to <, to 256 gray
levels for storage. Despite the great potential range
available, ratio values that occur in comparisons of ERTS
MSS bands generally fall between 0.25 and 4.0. The
coefficients a and b are determined empirically from the
PDF of a sample of the image to be ratioed, just as they
were for temporal comparisons. They are chosen to
maximize the contrast while centering the PDF on mid-
gray (DN = 128). A typical value for a is about 400 and
for b is -300, but these vary considerably with different
scenes and spectral bands.

JPL TECHNICAL REPORT 32-1597

Ratio pictures are extraordinarily useful in geologic
applications, because they exaggerate subtle color differ-
ences in a scene, and many geologic problems require the
distinction between rock types which may appear to be
quite similar. However, ratioing suppresses the ability of
the analyst to discriminate between rocks with strikingly
different albedos, but similar reflectance spectra (for
instance, between dark basalts and bright marls; see
Section VI).

Ratio techniques also enhance random noise, or
coherent noise that is not correlated in different bands.
Thus, even subtle striping, which may not be noticeable or
objectionable in a contrast-enhanced single-channel image,
may become severe (Fig. B-20).

Atmospheric effects may also become visible in ratio
pictures, because diffuse light scattered onto a scene is
strongly colored blue. As the incident angle of direct solar
illumination decreases, the blue light scattered onto the
scene assumes a larger share of the total illumination. To a
sensor viewing this scene, the effect is that the color of the
scene is partly a function of topography. Because the
scattered light from the sky can be predicted (as a
function of altitude and aerosol content; see Refs. B-15,
B-16, and Section VI) and because it does not change too
significantly over an ERTS MSS scene, it can be removed
by modifying Eq. (B-33):

DN'. =g DN,y — atm,

, +b (B-34)

DN, jjy — atm,

where atm; and atmy are the DNs that the MSS sensors
would record if the scene were illuminated only by light
scattered from the sky. These quantities can be estimated
by examination of dark, gray features shaded from the sun
by large clouds (see Section II). In some cases, removal of
atmospheric scattering does increase contrast between
features, but the signal-to-noise ratio is decreased.

Contrast between features in ratio pictures is greater if
the ratio of DNs is larger than unity than if it less. To
illustrate this, assume that there is a scene with two
features viewed in two channels, A and B (see tabulation
below). Feature 2 is colored; feature 1 is gray. The
separation between features 1 and 2 in ratio picture A:B is
0.5, but between the same features in ratio picture B:A it
is 1.0, twice as great.
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DN(1) DN(2)
Channel A 100 50
Channel B 100 100
Ratio A:B 1.0 0.5
Ratio B: A 1.0 2.0

The characteristics of the ratio picture are explicitly
stated in Egs. (B-35) through (B-37), where x and y are
DN of the input pictures.

R=x/y (B-35)
Rix=1/y (B-36)
R/y = —x/y* (B-37)

There is less contrast between features if the DN of the
numerator picture is smaller than the DN of the
denominator picture, as demonstrated in Eq. (B-35).
Another way of looking at this is that for half of the
possible combinations of x and y, x < y. Yet forx < y, 0 <
R< 1, whileforx>y, 1 <R< oo,

This situation can be modified by examining the
logarithm of the ratio picture:

R=aln(x/y) +b (B-38)
OR/dx = a/x (B-39)
OR/0y = —afy (B-40)

Thus, equal changes in the DN of the numerator and the
denominator pictures result in equal changes in the log
ratio picture. If the analyst must examine images with
features of different colors, so that the numerator picture
is brighter in one instance and the denominator picture in
another, the log ratio may be preferable to the ratio
picture because the average contrast between features
will be greater.

All image comparison algorithms discussed above can
be executed with the single program RATIO, which
utilizes a 256- by 256-byte lookup table to perform the
actual arithmetic. The use of a lookup table considerably
decreases the execution time for large images.

Image differencing can be considered as a matrix
operation. Thus, Eq. (B-32) can be rewritten as:
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DN,
DN'=a (1 - 1) +b
DN,

(B-41)

Dimension rotation involves a similar matrix operator:

cos 6 sinf DN1
=a +b (B42)
DN4 —sinf cos @ DN2

where DN, and DN, are input channels, DN3 and DN, are
output change channels, 8 is the angle of axis rotation, and
a and b are required to locate the output DN within the
permitted range of 0 to 255. Clearly, Eq. (B-41) is a
special case of dimension rotation in which only DNj is
computed, for an angle of -45°. The angle 6 can be chosen
to optimize feature separation (see Section III and Ref.
B-17). Such an operation can be performed to reduce the
number of channels input to a classification program
without significantly reducing the information input (Ref.
B-18).

C. Image Classification

In recent years considerable effort has been devoted to
multivariate analysis, or classification of multi-spectral
images.2 A simple example will help to explain multivari-
ate analysis. Figure B-21 shows the Mojave Desert viewed
by the ERTS MSS in bands 4, 5, 6, and 7 (corresponding to
green, red, and reflective infrared light).

Agricultural fields in the three bands are dark in green
and red light, but bright in infrared. Bare desert soil is
gray in all bands, and the alluvial fan and some of the bare
rocks are dark in all bands. Thus, crops can be
discriminated from bare soil by identifying pixels with low
DN in bands 4 and 5, but high DN in band 7.

Figure B-22 depicts the spectral response of the four
materials visible in Fig. B-21 (NASA ERTS picture
E-1144-18015): alfalfa, grass, sand, and loam. Figure B-19
shows the locations of these four materials in each of four
“decision spaces,” each of which displays the correlation
of feature DNs in channel pairs. Such a decision space is a
two-dimensional PDF.

The two colored materials, alfalfa and grass (whose
brightness varies in different spectral bands), occupy
different regions of each two-dimensional space. Each of

2Some of the discussion of this section is taken from Ref. B-18.
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Fig. B-20. Comparison pictures of Verde Valley
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Fig. B-21. Mojave Desert viewed by MSS in four bands on December 14, 1972. GRN = band 4, RED
= band 5, IR1 = band 6, and IR2 = band 7 (NASA picture ERTS E-1144-18015)

the four classes of material has a unique spectral signature;  could remove one or more of the original classes trom
that is, each class can be distinguished from the others  “unique” status. The decision space is not limited to two
based on its position in the decision space. It is important ~ dimensions; however, a simple graphical representation is
to recognize that consideration of a hypothetical fifth class  not possible for more than three dimensions.
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Fig. B-22. Relative radiances of four surface materials
viewed by ERTS in the Mojave Desert (see Fig. B-21)

Classification of an image involves partitioning the
n-dimensional decision space into zones defined by the
positions of the classes specified as significant by the
analyst. Each pixel from the image will lie within one
zone or another, and thus can be called similar to the
pixels used to define that specific class. Figure B-23
illustrates one simple division of a two-dimensional space
into four defined zones.

In this case, the centerpoint of each class is determined
first. Then the locus of points equidistant from these three
centroids is plotted, producing the three line segments as
shown.? These lines form decision boundaries. In this
example, the unknown point would be associated with the
class “alfalfa.” Many similar schemes for partitioning the
decision space have been devised.

Bayesian classification methods are based on the
assumption that data for each defined class form a
“cluster” in the n-dimensional decision space which acts
as a gaussian distribution. Decision boundaries form
hyperellipsoids whose dimensions are specified by the
analyst as a function of the scatter within the cluster.
Typically, the length of the axes of the ellipsoid are from
1 to 2 standard deviations. During classification, each pixel
is assigned to the class with the closest cluster center. If

3When more than two dimensions (spectral bands) are used, this locus
becomes a surface rather than a line.

JPL TECHNICAL REPORT 32-1597

255

DNpss 5

e UNKNOWN

ALFALFA

0 N 255
DNpmss 6

Fig. B-23. Simple decision boundaries. Division of the MSS

5/MSS 6 decision space with equal probability boundaries,

assuming equal variances in the four class clusters.

Boundaries are thus perpendicular dividers of lines joining

cluster pairs. Usually, cluster variances are different, and
more elaborate schemes are required

the DN ntuplet is not enclosed by any decision
boundaries, the pixel is classified “unknown.”

The demonstrated success of bayesian classification in
separating agricultural themes (or classes) attests to the
validity of the assumption of gaussian statistics, at least for
some situations. However, data clusters in nonagricultural
arid regions, largely devoid of vegetation, are not
necessarily gaussian, but can and do form a continuum
with neighboring clusters. Such clusters may be strongly
oriented, with a great amount of scatter in one or more
directions. In this case, the analyst may wish to define
decision boundaries. Figure B-24 shows a simple scheme
in which the boundaries are parallelepipeds in the
n-dimensional decision space. This scheme allows rapid
classification (by table lookup) and is satisfactory when the
various materials cluster far apart. Irregular boundaries
can be approximated to a satisfactory degree by grouping
a number of parallelepipeds into a single defined class that
may more closely match the set of training samples.

At the IPL, bayesian classification is performed by
VICAR program BAYES, while parallelepiped classifica-
tion is performed by FASTCLAS. Because a parallelepi-
ped does not adequately describe a gaussian cluster whose
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Fig. B-24. Parallelepiped decision boundaries. (a) Diyision of
cluster space by surrounding each center with rectangles
whose size is related to variances of each material and the
relative importance of making correct decisions about each.
(b) Treatment of overlap areas when a decision must be
made without using any more dimensions. (c) Buildup of
irregular decision space by grouping rectangles

major axis is not aligned with any axis of the decision
space, FASTCLAS has a provision to use the bayesian
algorithm as required.

Perhaps the most important and difficult task in image
classification is not the application of the classification
algorithm, but the selection of data classes that adequately
delimit and define the themes of interest to the analyst. To
be useful, a class must be separable from all others and
must be significant to the analyst. For example, it is
purposeless to define a class describing a theme called
“iron ore deposits” if the spectral response of the iron ore
is not distinct from other materials in the image to be
classified. There also is no reason to define such a class if
no one is interested in locating iron ore deposits in the
region under study.

There are three approaches to obtaining data from
which decision boundaries can be esiablished. Only one
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approach is fully developed; that approach requires the
analyst to specify areas which, in his opinion, typify the
list of themes he has chosen. These are referred to as
“training areas.” Statistics gathered by examination of the
training areas are used to establish the clusters that define
a class of information. In an extension of this approach, a
“signature bank” may be established which contains
statistics defining a very large number of themes. Thus,
the analyst can extract the statistics from the “signature
bank™ rather than from training areas in his image. In a
further extension, called “unsupervised” classification, the
analyst may allow the computer itself to define themes by
inspection and separation of the n-dimensional PDF
(decision space) into clusters. Neither of the last two
approaches has yet been completely successfully imple-
mented.

Clearly, careless definition of themes or specification of
training areas can result in a poorly classified or even
misleading thematic map. The thematic map produced by
image classification is itself an image. Each theme
specified by the analyst is assigned a unique gray level, so
that all pixels belonging to the same theme have the same
DN.

D. Evaluation and Comparison of Image Enhancement
and Classification Techniques

Image enhancement and classification techniques are
used to allow the human analyst to see more information
in a processed picture than is evident without processing.
However, the two approaches are quite different.
Enhancement procedures are used to optimize the display
of a parameter or parameters implicit or explicit in the
image. A user may wish to display the color within a
scene; he can ratio images of the scene viewed in different
spectral bands, or he can decompose blue, green, and red
intensity images to form images describing hue, saturation,
and intensity. In either case, he has isolated information
describing the color of a scene, in the first case by
excluding spatial-intensity variations and in the second
case by isolating them. The analyst has now isolated
spatial color variations, which he can interpret to create a
map of the scene, but the computer has not yet
interpreted the image in any way. Before the user allows
the computer to classify an image, he must supply an
interpretive scheme to the machine. Usually, as described
above, this is done by example: the user names training
areas that typify classes of materials in the scene in which
he is interested. The computer then decides, pixel by
pi:-l, which defined class or training area most closely
resembles the local scene. In this manner, an interpretive
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map is constructed which describes the scene to the
analyst.

Each example has its advantages. Classification allows
the analyst to use a large number of channels (currently 12
at JPL) to interpret a scene. These channels may represent
disparate parameters such as texture, intensity, and
temporal differences, or any scalar field that can be
measured (Refs. B-19 through B-21). Using enhancement
only, it is difficult to construct a meaningful image relating
channels that represent different parameters of a scene. It
is also difficult for an analyst to interpret multiple pictures
of a scene (Ref. B-22) because it is difficult to remember
detail from the first n pictures while examining the (n +
1)th picture. Multiple-image display techniques can
increase to three (color) or four (color and stereo) the
number of enhanced images that can be viewed simulta-
neously; however, this remains a drawback inherent in
enhancement methods.

A classified image is actually a thematic map, which can
be interpreted easily by persons who may not be
sophisticated photointerpreters. However, the process of
classification is inherently exclusive; only the actual
decision is available to the viewer, while the large amount
of data from which the classification was made is
discarded. Consequently, the viewer does not have the
necessary information to resolve ambiguities (when a pixel
equally resembles more than one defined class) and
uncertainties (when a pixel resembles no defined class). In
fact, without supplementary images, the user may not
even be able to determine when a decision is ambiguous
or uncertain. In many disciplines it is sufficient to note
that the thematic map constructed has a confidence level
of, for example, 2 standard deviations; that is, all pixels
classified fell within 2 standard deviations of the centroid
of the cluster defining a class. However, this is not always
satisfactory.

Classification requires more manipulation of data than
does enhancement, and thus can be significantly more
expensive. The cost of a bayesian classification is roughly
proportional to mn(n + 1), if m is the number of defined
classes and n is the number of channels. Enhancement
techniques are variable, but tend to be more economical.
For example, construction time of a ratio picture is only
slightly greater than the time required for the computer
to read the two input pictures and write the ratio picture.
This time can be from one to two orders of magnitude
smaller than the time required to classify an image.

We have found enhancement techniques to be superior
in differentiating different lithologic units in three arid
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regions in Arizona and Nevada. In each area, the geology
was well known from conventional mapping.

1. Coconino Plateau. Figure B-25 shows a comparison
of a thematic map constructed by bayesian classification
with a color display made from three different log ratio
pictures; also shown is a geologic map of the same area.

The thematic map accurately depicted the distribution
of basalt. Alluvium and units 4 and 4 near Moore Tank
(see the stratigraphic column in Fig. IV-C-2) were
generally correctly identified. Recognition of the g-1-2-3
unit northeast of Redlands Camp was fair, as it was in the
areas north and northwest of Long Point and near Moore
Tank. However, unit 6 (Moenkopi Formation) could not
be distinguished in the thematic map.

The color ratio picture allows the analyst to distinguish
all six units. The best separation was achieved for the
Moenkopi Formation and basalt; for these units, the ratio
picture is almost as accurate as the geologic map.
Recognition of the other four units ranged from good to
poor.

2. Verde Valley. Figure B-26 is a comparison of a
geologic map of the Verde Valley with a false-color
composite picture with enhanced contrast and a thematic
map made by image classification.

Two geologic units were accurately depicted in the
thematic map: Qg and Ts, (see Fig. IV-D-2c¢ for
explanation of terms). Although Tvb and pCmsv were
generally well distinguished, in the south they were
misidentified, primarily because of the vegetation cover
and confusion of bedrock-derived alluvium with its source.
pCqd and pCgb were correctly identified locally; pzu, Ts),
and pCg were not recognized at all.

Interpretation of the enhanced false-color picture was
successful in identifying Ts, and Tvb; these units have
high contrast with their surroundings. Ts; and pCgb were
difficult to distinguish. The other units were correctly
identified, at least locally.

3. Goldfield. Figure B-27 is a comparison of a color ratio
picture of Goldfield, Nevada, with a thematic map,
constructed with no confidence threshold, so that each
pixel is assigned to the most similar class. The color-coded
legend deciphering the color ratio picture was constructed
from the mean DN of the ratio pictures in the frames
taken in regions chosen as training areas for the
classification map. (The actual classification was performed
by VICAR program LARSYS, based upon the bayesian
algorithm developed and implemented at the Purdue
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Fig. B-26. Classification vs enhancement for part of the Verde Valley. (a) Geologic map. (b) False-
color composite of enhanced ERTS MSS Bands 4, 5, and 7. (¢) Computer-classified image
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Laboratory of
commercially. Subsequent extensive modifications to the

\pplied Remote Sensing and available

algorithm have resulted in the replacement of LARSYS by
BAYES at the IPL.
?

The color ratio picture and the thematic map were
fairly successtul in agreeing with the geologic map. with
perhaps two interesting exceptions. The thematic map
identified 1« wider range of alluvial deposits and detritus-
covered pediments as PLAYA, LT. (green). This is not
surprising. because the playas are filled with material
derived from neighboring rocks, transported by streams.
However. the color ratio picture shows emphatically the
wide range of materials classified as ALT. LIM. (altered
zone with limonite). In part, the difference between the
two versions is illusory. The ratio picture includes ALT.
LIM. as one end (brown) of a continuum extending to
PLAYA, LT. (orange), and the thematic map depicts only
the extremes, using the dissimilar colors red and green. In
this case, representation of the entire continuum is

HYDRDTHERMAL
IN THE

GOLDFIELD

LEGEND

o

COLOR RATID ENHANCED PICTURE
ni4s5=8 msS6=8 mse7:= 18

TEST

appropriate because of the actual similarity of the
materials. In other instances, the extra separation in
visibility afforded by arbitrary color assignment is
warranted. It is interesting that while neither approach
unambiguously identifigs the rich altered zone at Goldfield
and distinguishes it from its surroundings, the color ratio is
more successful at.this task.

V. Display

Display procedures are designed to present to the
human viewer as much information as possible in a
convenient useful format. Perhaps among the most useful
of these procedures is the family of contrast enhance-
ments, or stretches.

Photographic prints have excellent spatial resolution,
but only mediocre density resolution. Transparencies,
which can range from complete absorption to complete
transmission of light, are somewhat better.. They are,

ALTERATIODN DETECTIDN
ARERA

(NEVYADA)

CLASSIFICATION MoP
LARSYS USED MSS 4y 5y 6+ AND 7

Fig. B-27. Hydrothermal alteration detection in the Goldfield, Nevada, test area
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however, limited by the photographic process, which must
represent the entire range of brightness (which is infinite)
as a finite medium. Only a limited range of brightness can
be faithfully represented; this is called the “dynamic
range.”

A digital image does not suffer from as severe a
restriction of dynamic range as the picture. To display the
dynamic range of the ERTS MSS in a picture requires 127
recognizable density levels. A densitometer can discrimi-
nate between gray levels only 0.02 density units apart, so
the density range thus required exceeds the 1.8-unit range
typical of recorded digital images.

The second problem that complicates photographic
display of digital images is that the human eye is not as
discerning as a densitometer. The human may be able to
distinguish 15 or 20 discrete gray levels, if adjacent and
with sharp boundaries. Thus, in order for a human eye to
see subtle variations in brightness contained in a digital
image, the contrast must be increased. This is inconve-
nient to do onboard ERTS, as one sensitivity setting of the
photosensors must be able to record the wide range of
brightness encountered over the Earth with minimum
saturation. The contrast is therefore modified before
display, so that gray levels actually are encountered on an
image are separated as much as possible in the photo-
graphic picture of the image.

Figure B-28 shows a raw picture, and three different
versions of it created by applying different contrast
stretches. The histograms below each picture depict the
PDF of the stretched image.

The linear stretch (Fig. B-28b) is created by mapping
each DN encountered in the raw picture (Fig. B-28a),
pixel by pixel, to the stretched picture being created using
a linear equation.

DN';=aDN,; +b

where i is the line and j the sample of a specific pixel, and
a and b are specified coefficients. In practice, coefficients
for linear and other stretches are found automatically by
algorithms (e.g., ASTRTCHZ2) that allow a certain amount
of saturation at each end of the PDF of the stretched
picture.

The gaussian and ramp CDF stretches (Figs. B-28c and
B-28d) are performed by distributing gray levels to force
the envelope containing the PDF to resemble a gaussian
distribution on a ramp. The ramp CDF stretch requires
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some elaboration. The cumulative distribution function
(CDF) is:

CDF(n) = P(DN) (B-43)

DN=0

where P is the probability or frequency of occurrence of a
given DN in a picture, and n is a DN within the dynamic
range. The CDF of the stretched picture resembles a
ramp, or the envelope containing the PDF resembles a
line with a positive slope. Ideally, the ramp CDF picture
has equal numbers of pixels at each gray level.

Occasionally, an image of a scene with a high brightness
range may be encountered, so that any contrast stretch
performed will saturate large portions of the original PDF.
Spatial filtering to suppress gross changes of brightness
over the image while exaggerating local (higher-fre-
quency) changes can be employed to increase the analyst’s
ability to discriminate detail; however, there is a loss of
ability to relate brightness from one locality to another.
(Figure III-5 shows a picture filtered in this way.) Usually,
filtering is conducted by convolution because it is more
economical for large pictures.

Spatial filtering also can be used to display structural
features, which are characterized by a certain spatial
frequency range and orientation. Figure B-29 shows a
region in the relatively featureless Coconino Plateau
before and after filtering with a horizontal line filter.

When choosing the appropriate stretch to display an
image, the analyst must also consider the peculiarities of
the film recorder. Most film recorders, including the video
film converter and the Optronics film recorder at the IPL,
have transfer functions that map DN linearly to film
density. Thus, light transmitted through a transparency is
proportional to 10PN. However, the DN in an image is
often proportional to scene radiance (this is true of ERTS
MSS images), so that the light transmitted through the
transparency is really an exponential function of the scene
radiance. To linearize this transfer function, the digital
image must be stretched so that the DN is proportional to
the log of the scene radiance. Other complications can
arise from irregularities in the density DN transfer
function. This can be corrected by means of a table
stretch in which the correct output DN is specified for
each input DN.

The film recorder also can act as a low-pass filter when

it produces a picture from an image. This can occur if the
actual spot or pixel on the picture being created has a
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(a) DATA AS CONTAINED ON CCT. (b)  LINEAR CONTRAST STRETCH:
EMPIRICAL ATMOSPHERIC SCATTERING -
CORRECTION HAS BEEN MADE: DN' = 2.23 DN - 82.5

DN' = DN-15

(c) GAUSSIAN STRETCH (d) RAMP CDF STRETCH

Fig. B-28. Contrast stretches. (a) Image as received from EROS with atmospheric correction
applied. (b) Linear contrast stretch. (c) Gaussian stretch. (d) Ramp CDF stretch. (NASA picture
ERTS E-1337-17325-5)
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(a) BEFORE FILTERING

AMPLITUDE

(b) AFTER CONVOLUTION FILTERING USING
1-LINE, 35-SAMPLE WEIGHT MATRIX

0.5
SPATIAL FREQUENCY

(c) MTF OF FILTER IN BAND 6

Fig. B-29. Box filtering to enhance structural features. (a) Picture before filtering. (b) Picture after
convolution filtering. (c) MTF of filter (NASA picture ERTS E-1014-17373-2)
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Fig. B-30. Increased pixel density by resampling image.
Severity of the low-pass filter is lessened without sacrificing
flat-field reproducibility

gaussian cross section, so that the actual density at a pixel
center is derived in some part from the density at
neighboring pixels. This effect can be lessened by reducing
the spot size, but this could have unwanted consequences.
In a region of homogeneous brightness (a flat field),
individual pixels become increasingly visible, first as
ripples in the supposedly uniform surface, as the
magnitude of the intensity of the pixels between pixel
centers is reduced, and finally as discrete bright points set
in a grid. The introduction of such a coherent pattern to
the picture is all the more undesirable because the human
eye is sensitive to coherent signals (or noise).

One solution is to increase the pixel density in the
display picture by resampling the image. This effectively
reduces the severity of the low-pass filter without
sacrificing flat-field reproducibility (Fig. B-30), but is
expensive.

A practical way to increase the amount of information
that can be displayed in a single picture is to use color. To
convey information, there are three variable parameters in
a color picture: hue, saturation, and intensity. The use of
color allows the viewer to recognize a greater number of
classes of data than does a black and white picture. (The
color picture also can incorporate all gray levels.) Because
of this advantage, color has been exploited as a tool to
optimize the display of singcle-channel images (Refs. B-23
and B-24). Color display of classified pictures is an
example of this technique. Color display is accomplished
by the application of three different table stretches to a
picture, creating three color component pictures. Each
DN or DN range in the input picture can be represented
by a unique DN triplet in the three output pictures. Each
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output picture is then assigned a primary color (blue,
green, and red), and a color composite created using an
additive color viewer, or a color film recorder. By
substituting different image channels for each of the three
component pictures, the analyst can create a false-color
picture from ERTS imagery which has the same color
scheme as conventional infrared color film. However, the
user also can use difference or ratio pictures as color
component frames. The value of these color display
techniques has been illustrated above.

Just as a raw ERTS image makes a flat low-contrast
picture in black and white, so does it make a flat low-
contrast picture in color. A simple solution is to contrast
stretch the component pictures, which must be done
carefully. The analyst must create a picture utilizing the
full range of available lines. By stretching the component
pictures so that their PDFs look similar, this effect can be
achieved. However, more precise control is available if
the analyst first converts his component blue, green, and
red pictures (these need not be acquired in blue, green, or
red light) to more suitable dimensions.

Conversion to chromaticity coordinates is straightfor-
ward. Let DN, = DN of the blue picture, DN, the DN of
the green picture, and DN; the DN of the red picture.
We can define three new dimensions, g, r, and intensity
(INT), which are related to the acquired DN by Egs. (B-
44) through B-46).

INT = DN, + DN, + DN, (B-44)
g = DN,/INT (B-45)
r = DN,/INT (B-46)

g and r (along with b = DN,/INT) are known as
tristimulus coordinates (Ref. B-25). A more usable
chromaticity space, defined by the Commission Internatio-
nale de I'Eclairage (CIE) in 1931 is given by Eqs. (B-47)
and (B-48):

0.490r + 0.310g + 0.200b
x = (B-47)
0.66697r + 1.13240g + 1.20003b

0.17897r + 0.81240g + 0.01063b
y = (B-48)
0.66697r + 1.13240g + 1.20063h

_INT is the same as in Eq. (B-44).

A chromaticity diagram (see Fig. B-31c) relates all
possible display colors (i.e., all hues and saturations) to the
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possible x- and y-coordinates (Ref. B-26). Notice that the
sum of x and y cannot exceed INT. Figure B-3la and
B-31b show relations of the probability density in raw and
stretched ERTS data to the x and y coordinates,
respectively, for a picture of a scene with a wide range of
color. Instead of stretching the blue, green, and red images
to create a good color picture, we can stretch x and y
pictures to control hue and saturation, and the INT
picture to control intensity. Subsequently, the blue, green.
and red pictures can be recreated and the color picture
made. However, it is also possible to decompose the blue,
green, and red images that describe hue (HUE), saturation
(SAT), and INT (Fig. B-32).

All DN triplets must lie within one octant of a
Cartesian space bounded by the positive DN, DN,, and
DNj; axes. The line on which the three DNs are equal is
associated with the color gray and can be called the
“achromatic” or “equal-energy” axis. However, DN, DN,
and DNj represent intensities, and INT is the scalar sum of
DN,, DN, and DN3;. We must rescale the DNs in the
blue, green, and red images so that we can consider INT
as a vector. Thus, we seek a value k such that

1/2

INT = (kzDN% + k2DN3 + k2DN§> (B49)
By using the identity of INT (Eq. B-44), we see that

DN, + DN, + DN,

k= —————5p (B-50)
DN? + DN? + DN?
Our rescaled blue, green, and red DN are:

DN| = DN, (B-51)
DN; = DN, (B-52)
DN; = DN, (B-53)

We can now define a spherical coordinate system in
which the north vector corresponds to the achromatic axis
and with an origin that coincides with the origin on the
(DN,, DN,, DN,/ space. Let us constrain the new
coordinate system so that the projections of the (DN,
DN,, DN;) axes into the equatorial plane lie at longitudes
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of -120°, 0°, and + 120°, respectively. We now define hue
as the angle about the polar (achromatic) axis, measured
from green = 0°; saturation is defined as the co-latitude.
The two reference systems are related by two rotations.
The first rotates DN}, DN,, DN3)’ 45° about DNy’ so that
DN/ is in the equatorial plane of (HUE,SAT,INT); the
second rotates (DN}, DNy, DN3)” by cos™! (0.667!/2) about
DN " so that DN,"” coincides with the achromatic axis.
Now HUE and SAT can be defined in terms of DN, DN,
and DN3. INT has already been defined.

HUE = tan™{(DN}'/DN3') + 7 (B-54)
SAT = cos (DN} /INT) (B-55)
Equation (B-34) reduces to

4 . DN; - DN}

HUF = tan +m (B-56)
DNI' — 2DN 2 + DN3'
and Eq. (B-55) reduces to
_, [ DN} + DN + DN,

SAT = cos t (B-57)

312 NT

Saturation can be represented better as the ratio
between the found saturation and the maximum saturation
allowed at a given hue, remembering the constraint that
all data lie within a single octant of (DN}, DNy, DN3)’.

Now a three-channel image can be expressed as three
new channels: one describing hue, one saturation, and one
the intensity of the original image. By using any available
VICAR program, each of these pictures can be manipu-
lated freely as an independent image before reconstruc-
tion of a new (DN), DN,, DN3) image to be used in color
construction (Fig. B-33). As an example among the
limitless possibilities, saturation can be set to 100%,
intensity to 300 DN, and hue can be adjusted with a ramp
CDF stretch so that the reconstructed color picture
contains only saturated hues in equal amounts at a
constant intensity. Alternatively, a picture displaying only
vegetation (which is red in the standard false-color
scheme) can be modified so that variations in red or the
original picture, reflecting subtle changes in vegetation,
are stretched to occupy the entire spectrum.
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HUE 0° 120° 240° 360°
GREEN RED BLUE GREEN

(a) HUE

Fig. B-32. Construction of pictures representing hue, saturation, and intensity from a triplet of ratio
pictures (NASA picture ERTS E-1156-17280)
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PASTEL

100%
SATURATED
(b) SATURATION

Fig. B-32. (contd)
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DN

(c) INTENSITY

Fig. B-32. (contd)
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AFILTER:
ARROW:
ASPECT:
ASPECT2:

ASSURE:

ASTRTCH2:

AUTOSAR:

BAYES:

BOXFLT:

CHROMDIA:

CHRMHST:

CHRMWGT:
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Appendix C
Computer Program Descriptions

A. R. Gillespie

Performs two-dimensional asymmetrical convolution filtering.
Draws a north-pointing arrow on ERTS pictures.
Performs one-dimensional resampling (bilinear interpolation).

Performs two-dimensional resampling (using bilinear interpolation,
lagrangian centered function, or spline function).

Tests a classified picture (thematic map) for proximity to the
indicated spectral cluster; pixels exceeding a specified distance are
reclassified as “unknown.”

Performs an automatic linear, ramp cumulative-distribution function
(CDF), or gaussian contrast stretch on an image. The percentage of
the input picture allowed to saturate black or white is controllable. A
ramp CDF contrast stretch redistributes input digital numbers (DN)
to enforce the condition that all gray levels in the output picture
have the same frequency of occurrence. A gaussian contrast stretch
modifies the input histogram to resemble a gaussian distribution.

Finds pixels whose DN deviates by more than a specified amount
from the average of adjacent pixels. Digital numbers that exceed the
allowed variation are replaced by interpolation. AUTOSAR is used to
remove bit errors and bad line segments.

Classifies an image with up to 12 channels to produce a thematic map
using the bayesian algorithm.

Applies a two-dimensional low-pass “box” convolution filter (with all
weights = 1) to an image.

Creates a chromaticity frequency diagram from a three-channel input
image. Coordinates of the chromaticity diagram (x, y) are the same as
those used in standard colorimetry. The output picture depicts the
frequency of occurrence of DN triplets with chromaticity values (x,
y). The x- and y-axes are discretized into 201 levels, ranging from 0 to
100%. No coordinates above the line x = -y + 100% can be
occupied.

Computes histograms of the x- and y-chromaticity coordinates from a
chromaticity diagram. The x-histogram represents the projection of
the frequency distribution onto the x-axis; similarly, the y-histogram is
the projection onto the y-axis.

Weights the histogram output by CHRMHST to compensate for the
fact that the chromaticity diagram is a triangle. Because of this, the x-
and y-chromaticity-coordinate histograms showing a uniform fre-
quency distribution would be ramps.
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COLORST#: Transforms a three-channel imdge into color coordinates of hue,
saturation, and intensity or x- and y-chromaticity coordinates, and
intensity.

CONCAT: Creates a composite (concatenated) picture from up to 10 input
pictures of the same size.

CONTOUR: Creates a contour map showing iso-DN levels from an input picture
and optionally overlays it on an image. In this way, topography,
temperature, or any scalar field can be directly and visually related to
scene detail.

CROSS: Determines the translation necessary to register scene information
between rectangular areas in two images. Calculates the sum of the
squares of the differences between corresponding DN levels of a
rectangle in image 1 and a rectangle in image 2. This process is
repeated, moving the rectangle in image 2 by 1 pixel each time, until
a matrix of registration coefficients is constructed. The minimum
value yields the best registration.

DIFFPIC:  Arithmetically computes the DN difference between two input
pictures, scales the difference, and creates from it an output image.
The input images can be displaced from each other.

DISPLAY: Displays a picture or portions of a picture on a line printer using the
high-order 6 bits of data (64 gray levels) to determine which
character to print.

EGEOM: Performs geometric transformations of an input picture. Requires a
rectilinear grid of control points similar to GEOM, but intensity
resampling is performed using bilinear interpolation, a lagrangian
centered function, or spline function.

ERTSCAL: Linearizes the light-transfer function of each sensor in ERTS multi-
spectral scanner (MSS) imagery using inflight calibration data.

ERTSFIX: Removes “striping” in ERTS MSS imagery by forcing agreement of
means and standard deviations for each of the six sensor histograms
per spectral band. Replaces spectral bands by interpolation as an

option.

EXPAND: Increases the size of an image by repeating each pixel rather than by
interpolation.

F: Fast and flexible byte arithmetic program accepting one or two input

pictures. Utilizes a 256- by 256-byte lookup table to apply a chosen
function. The table may be generated under parameter control or
may be read from a disk or tape storage.

FANCY: Creates color-separation pictures from an input picture with up to 51
gray levels. Designed to create color maps from classified pictures.

FASTCLAS: Classifies an image using statistics produced by STATS to create a
thematic map. Spectral clusters in n-dimensional space are
approximated by parallelepipeds. In case of ambiguity, the cluster
may be approximated as a hyperellipsoid and bayesian classification
performed.
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FASTFILI:
FASTFIL2:

FFT1:
FFT2:

FFTIL:

FFTPIC:

FILTER:

FLOT:

FOTO:

GEOM:
LGEOM:

GEOMA:

HD:

HIST2:
CLSTR:
HISTO:

HISTLOC:
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Convolve an image with a high-pass filter in one (sample only) or two
dimensions. Filter used is a subtractive equal-weight filter with
dimensions n by m. As an option, FASTFIL2 creates the low-pass
picture and/or histograms of the output.

Compute the one- or two-dimensional complex Fourier transform. An
option exists for the computation of the inverse transform.
Transforms must have horizontal and vertical dimensions equal to
powers of 2.

Performs one-dimensional frequency space filtering of harmonic noise
using the fast Fourier transformation algorithm. Noise spikes are
removed one line at a time by either amplitude notching or by linear
interpolation of the complex spectrum of each line across the
harmonic noise spectral spikes. The output picture is the retrans-
formed image including spectral corrections. POWER can be used to
determine frequencies to be filtered.

Processes VICAR format complex Fourier transforms or complex
pictures extracting, reorganizing, and automatically scaling various
functions of the complex data for image display. Available functions
of the complex input include amplitude, intensity (squared ampli-
tude), phase (with or without sign), real part, and imaginary part.
Linear or logarithmic scaling before output can be performed for all
functions except phase.

Performs two-dimensional convolution filtering followed by a linear
transformation to scale the output. FILTER differs from AFILTER in
that the filter weights must be symmetrical about the vertical and
horizontal lines passing through the filter center.

Rotates a picture 90° clockwise or counterclockwise, or rotates at
180° out of the image plane about its horizontal or vertical axis.

Creates a polaroid picture of an image.

Effects geometric transformation of images using bilinear interpola-
tion resampling algorithms. Geometric control is input via a
rectilinear grid of control points over the output picture, describing
the location of the same points in the input picture. LGEOM is a
multipass version of GEOM and is more efficient if large vertical
translations are required.

Differs from GEOM in that it accepts a nonrectilinear control grid,
but still performs bilinear intensity interpolations.

Stretches pictures to compensate for nonlinearities in the D - log E
response of the video film converter. User may specify a desired
gamma for his film output.

Construct two-dimensional histogram depicting correlation of DN in
two channels.

Creates histogram data set in VICAR format for use in display
programs and contrast modification programs such as ASTRTCH2.

Assigns specified output DN to all pixels with DN pairs falling within
specified rectangles in the two-dimensional histogram.
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HSTAD:

INSECT:

LAVE.:

LEGEND:

LIST:

LPLOT:
LPLOT2:

LSIGMA:

MAG:

MAPGRID:

MASK:

MOSAIC:

NSPACE:
OPTRONIX:

PICAVE:

PIXC:

PIXGRAD:

PIXH:

PIXJRK:

PIXPIK:

Adds from two to ten histograms in VICAR format to create a new
histogram.

Combines two pictures of unequal size to form a composite picture.
May be used to mosaic two pictures or to replace a portion of one
picture with a portion of another.

Calculates DN averages of a row or column in a digital image.

Annotates classified pictures, constructing rectangles of constant DN
used to denote a spectral class and labeling them with English
descriptions.

Produces decimal printouts of a picture or portions of a picture.
Optionally displays histograms of the examined regions.

Provide analog plot of DN values along an arbitrary straight line
through a picture. LPLOT produces data in a format compatible with
a stand-alone Calcomp plotter. LPLOT2 produces a VICAR format
image of the same data.

Calculates DN standard deviation for a line of data in a digital image.

Generates parameters for GEOM. Fetches GEOM to alter picture
size and aspect ratio.

Overlays pixel reference grid on an image. (Grid interval is 25 pixels.)
Each grid line consists of alternating black and white 5-pixel
segments.

Prepares digital image in VICAR format for display as a film picture.
Pixel grids, gray scales, wall clock date and time, and the VICAR
processing history label are shown along with the picture.

Mosaicks up to ten input pictures to form a composite output
picture.

Performs matrix multiplication of n-dimensional images.

Pre-stretches a picture to compensate for nonlinearities in the light-
transfer function of the Optronics film recorder.

Arithmetically averages up to ten input pictures to create an average
image. Input images may be displaced from one another.

Performs complex arithmetic on two complex (i.e., complex *8) input
arrays, one or both of which may be specified as constant. Addition,
subtraction, multiplication, and division are possible options. One or
both input images may be conjugated.

Calculates local DN gradients and displays them in two pictures. One
picture contains the scaled gradient magnitude; the other contains
the gradient direction encoded as an integer.

Performs fractional fixed-point arithmetic on pictures using half-word
storage.

Removes synthetic pixels inserted by Goddard Space Flight Center
(GSFC) in ERTS MSS images to standardize sample scale.

Extracts each n't line and each mth sample to reduce the size of a
picture.
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PIXSTAT:

POLYFLTR:

POWER:

PSAR:

QSAR:
RATIO:

REGISTER:

ROTATE:
ROTATEZ2:

SAC:

SAR:
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Calculates statistical quantities in local areas surrounding each pixel
in an input picture. These quantities are scaled and written in the
corresponding pixel of the output picture.

Applies convolution filter to a picture. Filter weights used may
belong to one of five different filters; the appropriate filter can be
varied during processing, based on some parameter of the image
being filtered (e.g., local brightness or variance of brightness).

Computes one-dimensional power spectrum of a specified portion of
a picture. The square root of the power spectrum is displayed on the
line printer, and a file is written on an output tape suitable for
plotting on a stand-alone Calcomp plotter.

Adjusts DN in up to 100 polygonal areas (specified by vertices) or
rectangles by user-specified amounts.

Adjusts DN in rectangular areas only by user-specified amounts.
Computes parameters for F, causing F to apply
DN, - constant,

DN'=a - b (1)
DN2 — constant ,

DNJ — constant,
DN' =log | a - b (2)
D/\'2 — constant ,

DN' =a (DN, — DN,) - b (3)

or

DN' = log[a (DN, - DN,) - b] (4)

to produce a digital image comparing two input pictures. Determines
coefficients a and b so that the resulting probability-density function
(PDF) optionally occupies a 256-level dynamic range, and the
distribution is centered on DN’ = 128.

Aligns two images depicting the same scene, based on correlation of
selected regions within the input pictures. Parameters are generated
that allow GEOM or GEOMA to effect the desired geometric

transformation.
Rotates a picture +90°.

Rotates a picture any number of degrees about a specified point.
ROTATE?2 is slower than ROTATE.

Orders MSS input pictures in decreasing effectiveness at separating
specified “classes” of information. Selects minimum number of input
pictures required for classific: on. Fetches FASTCLAS or BAYES to

perform the actual classificati: .

Copies pictures from one data set to another. Replaces specified
rectangular areas with data interpreted from the perimeter.
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SCALE:

SHADY:
SKEW":

SKEWCON:
SLICE:

SPREADG:

STATS:

SYNBLU:
LUTSFBPG:

TAPEZ2:
TEXTAD:

TRNAREA:

VMSS:

WTGEN:
WTSIN:
WTGNI1:

Appends distance scale (kilometers and miles) and/or gray-level scale
to picture.

Introduces shading and contour lines on an image.

Compensates ERTS images for geometric distortions caused by
Earth’s rotation and satellite’s orbit during data acquisition.

Concatenates two pictures that have been SKEWED.

Performs density slicing on a single input picture. Produces three
output pictures for color combination.

Causes the six individual sensor PDFs (histograms) to resemble a
specified sensor PDF in ERTS image.

Produces data set required by classification programs FASTCLAS,
BAYES, and SAC, which contains means and covariance matrices
describing polygonal regions in multi-spectral images specified by the
analyst. A maximum of 12 channels of data is allowed.

Accept the green, red, and first infrared bands (MSS 4, 5, 6) of an
ERTS image and predict a blue band that may be used to synthesize
a “natural” color image.

Manipulates data stored on tape.

Superimposes user-specified English messages and/or outlines
rectangular areas on an image.

Finds DN means and standard deviations for polygonal areas in an
input image with up to 10 input channels. (i.e., accepts up to 10
registered input pictures).

Converts ERTS images from the GSFC EROS format to VICAR
format. Specifically, data are segregated by spectral channel; each
individual channel image is assigned a standard 360-byte VICAR label
and is subsequently managed as though it were an independent
picture. -

Generate convolution filter weights if a filter modulation-transfer
function (MTF) is defined by the user. WTGEN generates
symmetrical two-dimensional filters. WTSIN allows the MTF to differ
vertically and horizontally. WTGN1 computes a one-dimensional
filter only.
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Appendix D
ERTS Image Processing Sequence

A. R. Gillespie

The ERTS computer programs described in Appendix C
are used in the following sequence:

(1) Data Preparation

TAPE2. Checks for tape errors, missing data.

VMSS. Converts to VICAR format.

ASTRTCH2. Performs linear contrast stretch and picture
display.

(2) Geometric Rectification

INSERT. Replaces missing data lines with interpolated
data.

PIXJRK. Removes ‘“‘synthetic” pixels added by Goddard
Space Flight Center.

GEOM, LGEOM, GEOMA, EGEOM. Compensate for
aspect ratio, roll and pitch of satellite, foreshortening
caused by viewing geometry, and nonlinearities in the
scan velocity of the multi-spectral scanner (MSS) mirror.

SKEW. Compensates for the Earth’s rotation during
picture acquisition.
ASPECT. Resamples to set the aspect ratio to unity.

WTGEN, WTSIN. Define convolution filter to restore
uniform spatial-frequency response.

FILTER. Applies filter to restore uniform spatial-
frequency response.

CROSS, RECISTER. Register images taken at different
times, or register images to maps.

(3) Radiometric Rectification

ERTSCAL. Reduces striping using inflight calibration
data.

ERTSFIX. Removes striping by matching means and
standard deviations in the sensor histograms (probabil-
ity-distribution or probability-density functions, PDF).

SPREADSG. Reduces striping by forcing the cumulative-
distribution function of each sensor to be similar.

STRETCH. Performs nonlinear “table” stretch to cause
radiometry to agree with ground observations.

(4) Cosmetics
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ERTSFIX. Replaces lines with severe striping by interpo-
lated values.

SAR. Interpolates across large blemishes.

AUTOSAR. Detects and removes bit errors and bad line
segments.

FFT2, FFT1. Perform Fourier transformation of an image
to identify and remove coherent noise.

(3) Analysis
(a) Extractive routines

LIST. Displays on a line printer pixel listings, histograms,
means, and standard deviations of rectangular areas
within a picture.

TRNAREA. Computes means and standard deviations of
polygonal areas in a multi-channel data set.

STATS. Computes means, standard deviations, and
covariance matrices for polygonal training areas in a
multi-channel image. Creates data set containing these
statistics for use in classification programs.

FFTI1, FFT2. Perform one- and two-dimensional Fourier
transformations.

POWER. Creates one-dimensional power spectrum.

HISTO. Creates histograms and stores them in a VICAR
format data set.

LAVE. Displays mean digital numbers line by line.

LSIGMA. Displays means and standard deviations line by
line.

CHROMDIA. Displays chromaticity PDF for three-
channel images.

HIST2. Creates two-dimensional PDF and stores it in a
VICAR format data set.

(b) Dimension modification: image comparison
NSPACE. Performs dimension rotation and reduction.

COLORSTR. Transforms a three-channel image in radi-
ance coordinates (e.g., blue, green, red) into a three-
channel image in color coordinates (e.g., hue, saturation,
and intensity, or x-chromaticity, y-chromaticity, and
intensity).
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REGISTER. Registers automatically two images of the
same scene.

CROSS. Prints out correlogram that indicates translation
providing best registration for a small region in an
image pair.

PICAVE. Averages up to ten images.

DIFFPIC. Differences two images arithmetically.

PIXH. Performs flexible half-word arithmetic involving
one or two input pictures.

F. Performs fast, flexible byte arithmetic (using lookup
table) for one or two input pictures.

RATIO. Predicts best linear transformations (stretch) to
scale ratio or difference pictures into 8-bit output, then
fetches F to perform the required operation. Useful for
temporal or spectral comparisons.

(c) Creations of new dimensions of an image

PIXSTAT. Creates means, standard deviations, or local
variances.

PIXGRAD. Provides local gradient magnitude and
direction.

FILTER. Creates local second derivative of digital-
number surface (laplacian filter)

FFT2. Enhances specific spatial-frequency bands.

(d) Classification: automated interpretation based on
extracted data

HISTLOC. Two-channel classifier.
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BAYES. Bayesian classifier that accepts up to 12 channels
of image data.

FASTCLAS. Parallelepiped classifier that consults BAYES
to resolve ambiguities in up to 12 channels of data.
Faster than BAYES.

SAC. Classifier that optimizes operation of FASTCLAS
and BAYES by limiting the number of channels
examined to those required to achieve separation of
classes.

(6) Display

STRETCH. Performs linear and nonlinear contrast
modifications.

ASTRTCH2. Performs automatic linear and limited
nonlinear contrast modifications.

F, HD, OPTRONIX. Compensate for nonlinearities in film
recorder.

MASK. Annotates an image for display.
TEXTAD. Adds annotation within the image.

SCALE. Appends kilometer scales and/or gray scales
within an image.

ARROW. Inserts a north-pointing arrow.

SLICE. Performs density slicing for color display of a
single-channel image.

FILTER. Emphasizes different spatial spectral features.
Enhances local contrast.

CONTOUR. Superimposes contours describing a scalar
field (or image) on a picture.
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Appendix E
Portable Field Reflectance Spectrometer

A. F. H. Goetz

I. Purpose set gain levels. In operation, all results are reduced to
spectral reflectance values for comparison of areas

At the start of this ERTS investigation and through measured under various lighting conditions.

involvement in other ERTS research in progress, it

became obvious that field measurements of surface .

i A. Optical Head
spectral reflectivity would be necessary to:

An artist’s view of the optical head is shown in Fig. E-2.

1) Determine the effects of atmospheric absorption and .
( . £ In sequence, the beam enters the instrument at the left

scattering on ERTS spectral image values.

(2) Establish a set of criteria for quantitative image
analysis through computer image processing.

(3) Assist in the selection of the best set of spectral
bands for geologic mapping in future missions.

(4) Establish the correlation between field-measured
surface spectral reflectance and the necessarily
small, selected samples measured in laboratory
reflectance equipment.

To span the wavelength range of the Skylab S-192
multi-spectral scanner (MSS) in the reflective portion of
the spectrum and ERTS MSS bands required a spectral
coverage of 0.4 to 2.5 pm. However, no instrument
marketed covered the spectral range at the resolution
desired or was sufficiently portable for field work in
remote areas. In fact, existing specialized systems required
a vehicle and generator power to record and analyze data.

The system described here was designed to meet the
following criteria:
(1) Backpack, field-portable.

(2) Complete coverage of the spectral region 0.4 to 2.5
pm with moderate resolution (AA/A = 0.02 to 0.04).

(3) Stability over a wide range of temperatures.

(4) Digital data recording.

Il. The System

The portable field reflectance spectrometer (PFRS)
system consists of a separate optical head and amplifier-
recorder assembly (see Fig. E-1). In the field, the
electronics pack is worn continuously by the operator.

Fig. E-1. Portable field reflectance spectrometer in operating
position. Backpack contains the amplifiers, power supply,

The'optical head, mounted on a trip.od, is hand-held, but is and digital recording electronics. Optical head contains the
carried on a pack frame when moving from area to area. chopper, circular variable filter, thermoelectrically cooled
A hand-held meter indicates the signal level and is used to detectors, and preamplifiers
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and is interrupted by a 280-Hz vibrating reed chopper. A
relay lens focuses the incoming light on the slit directly in
front of the filter wheel and by way of a beamsplitter onto
a total field detector. The circular, variable-filter wedge
(see Fig. E-3) defines the wavelength and, in the three
opaque sectors, allows for the insertion of engineering
information onto the data stream. A second lens focuses
the beam on a 1- by 6-mm detector.

The PFRS is capable of operating in a 0° to 50°C
environment. Both the total field and the spectral
detectors are PbS, thermoelectrically cooled (or heated) to
15° + 0.02°C. By stabilizing the temperature of the
detectors, a major source of signal drift is eliminated.

The total field detector monitors the total irradiance in
the field of view as a function of time. By correcting the
spectral detector output for irradiance fluctuations over
the 30-s scan period, it is possible to operate under high
cirrus cloud conditions and to maintain reasonable
accuracy in reflectance measurement.

B. Recording Electronics

Figure E-4 is a functional block diagram of the
recording electronics in the backpack. Both of the
detector channels, spectral and total field, follow parallel
amplification and synchronous demodulation paths to the
multiplexer. Signal measurement and recording occur at
90-ms intervals. Sample-and-hold circuitry is used for
integration within the sampling interval. Analog-to-digital
converters follow the multiplexer circuit to ensure
compatibility of the signals with digital cassette recording.

During the time that spectral measurements are made,
four 12-bit words, consisting of the filter-wheel position,
total field detector signal, and spectral detector signal, are
recorde:! along with file number and gain states in each of
the detector channels. When the three opaque segments
of the filter wheel (see Fig. E-3) are in the field of view,
engineering measurements such as battery and power
supply voltages as well as optical head and backpack
temperature are multiplexed into the signal channels.
These diagnostic measurements have proved useful in
interpreting anomalies in the field.

Additional digital circuitry formats the signals for
recording and controls the filter-wheel rotation. Power is
supplied by a 6-V silver zinc battery with a capacity of 80
A-h. In order to conserve power, only the detector coolers
and the preamplifiers are energized when the unit is in a
standby condition. When a run is initiated, the DC-to-DC
converters are energized; filter-wheel rotation and digital
recording automatically begin after a 2-s warmup period.
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At the end of the rotation, the system automatically
returns to ‘e standby condition. A file counter that
utilizes lov ower-drain circuitrv remains energized
continuously, even after the front panel power switch is
turned off, so that no file count error is possible.

I1l. Operation

When in the field, the optical head is mounted on a
tripod about 1.3 m above the surface with the long axis of
the slit oriented along the solar azimuth. The surface arca
covered from this height is approximately 200 cm?.

Gain settings for both signal channels are made by
manually setting the filter to approximately the 0.7-um
position, the point of maximum signal observed on the
hand-held meter. The response of the PbS detector is
sufficiently flat that only one gain setting is required for
the 0.4- to 1.4-um range. An automatic divide-by-2 gain
change is made for the last segment of the filter wheel. A
spectrum of the surface is taken, followed immediately by
measuring a standard in the same orientation. Fiberfrax, a
ceramic wool insulation used as the standard, has a surface
that is renewable by peeling the upper layer and pressing
the surface flat. This is an important factor, as contamina-
tion is inevitable under field conditions.

It is possible to record 100 spectra on the two sides of
one digital cassette. With battery power sufficient to
record about 700 spectra, an operation of about 2 and 3
days between charges is possible.

A set of interface electronics known as a “playback
box,” which is capable of displaying the file number and
accessing the beginning of any desired file, operates the
tape recorder within the backpack unit at a field
headquarters. A digital-to-analog converter is included for
playback on a strip-chart recorder. This unit acts as a tape
controller and interface to the computer for analysis. The
spectra are reduced and analyzed with the aid of a PDP
8/e computer and plotter.

IV. Results

Figure E-5a is a typical raw spectrum of a rock surface
(andesite). The atmospheric water lines at 0.95 and 1.14
pm are apparent; the 1.4- and 1.9-um water lines are
saturated, and data in those regions are not plotted. Figure
E-5b shows a reduced spectrum obtained by taking the
ratio of the sample and standard spectra poiat by point.
Residual effects of the 0.95- and 1.14-pm telluric water
bands appear because the signal-to-noise ratio is reduced
within these bands.
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Fig. E-3. Composite circular variabie fiiter wheei with
indicated positions of the four ERTS and twelve Skylab
$-192 MSS bands
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Fig. E-5. (a) Raw spectrum of an andesite sample. (b)

Spectral reflectance spectrum of an andesite sample derived

from the ratio of Fig. E-5a with a measured spectrum of
Fiberfrax
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