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INTRODUCTION 1

This study was performed by the International Business Machines (IBM)
Corporation in Huntsville, Alabama for the George C. Marshall Space Flight
Center under contract NAS8-30749.

The purpose of the study was (1) to define the recommended SEPS Com-
puter System design using performance, reliability and cost as ‘the prirary
design parameters and (2) to perform a breadboard'demoestration of selected
system design elemenfs."Redundancy=fmplementation was emphasized and the
Hybrid Technology Computer (HTC) version of the Space Ultrareliable Modular

Computer (SUMC) family was used as the basis for evaluation.

In 1972 and 1973, IBM performed two SEPS Cbmputer System design studies

(References 1 and 2). These studies, along with IBM's ongoing HTC deve}pp—

ment activities, provided the foundation for this study. In addition, the
. SEPS Phase B Concept Definition Study was being performed concurrently with
| fhie study. Maximum-advaﬁtegevwas taken to utilize information developed:in
- . that study to enhance. the results of this Low Cost study.and to insure com-

- patibility of SEPS Program Requirements.‘
.:j;_TWO-majgr_areas were addressed in this studyﬁ

1) Systems Ehgineefing effort which consisted ¢f developing cqmpﬁter

. software and interface requirements, performing a redundancy
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management and reljability analysis, and defining a computer/1/0
design. Sections 3, 4 and 5 and Appendices A and B. of this report

document this effort.

" 2)  Construction of a SEPS fault tolerant memory breadboard and demon-
stration of its operation. See Appendix C for documentation of

this effort. -

The SEPS subsystem whfch contains the computer is called the Command
Computer Subsystem (CCS) and consists of the.computer, custom input/output,
(1/0) unit and tape recorder for mass storage of telemetry data. This study
is concerned only with the design of the computer and I/0 urit. However,
the reliability analysis was performed for the éomp1ete CCS including the
tape recorders. Data for the tape recorders was supplied to IBM by Rockwell

International Corporation.




STUDY SUMMARY 2

A study summary chart is shown in Table 2-1. The chart compares the
£CS design which was developed during this study with the previous CCS design
(Reference 2), Figure 2-1 gives a top-Tevel block diagram of the CCS.

A summary of major study results follows:

e e st i

The SEPS Low Cost Study effort was begun with a review of past SEPS
reports produced by IBM and Rockwell Tnternational Corporation. The
purpose of this effort was to update our fami]iarizaﬁion with past
studies and to identify SEPS subsystems requirements changes which
might impact the CCS requirements or interface definition. Based

on this review, it was concluded that because of the stringent

SEPS reliability requirement the SEPS computer configuration would

include a fault-tolerant memory (FTM).

The SUMC has been baselined as the CCS computer. In particular, the
Hybrid Technology Computer (HTC) version of the SUMC was chosen.
Because of the advanced state of development of the HTC, a much
higher conf{dence Tevel in the computer dasign is possible now than
in previous studies. The HTC is a developsd machine which has been

delivered to MSFC. Fault tolerant aspects of the HTC are in an

advanced state of development and a breadboard of the fault-tolerant’

memory was fabricated as part of this study. Accurate estimates of

component failure rates and piece-part counts have contributed to-

R
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‘Table 2-1. SEPS CCS Design Summary
PREVIOUS DESIGH e
o L CURRENT 1973 1975 '
(_ICS FUE{CTION/PARAMETER : GOAL DESIGN TECH - TECH .REMARKS i
.Hémory' size (1 6-]Bits) Unspecified,' 24K 16K o : Same Current design Tncludes '
- " {n50% Contmgency) {n50% Contingency) 4K % buffer
CPU Speed Requ'lrement Unspeeified <6 <5 - Same
- {KAPS) _ , j
nght (Kg) 8.1 16.5 6.6 3.9 Excludes tape rec.
) =20 36.3 14.5 8.7 }
Vo‘lume (m3g Unspecified 0,020 0,006 0.0 Fxcludes tape rec. ;
- : 1210 . 364 216 —
Slze {cm) . *linspecified . 25.5:456x14 T0x23%25.5 10x14%25,5 | Excludes tape rec. - _
© (i) 10x22%5.5 4xox10 _4x5.5:10 . Lo
:Avarage Powar {watts) < 40 42.4 - 23 g Inc%udes tape rec. and !;
SR S ; assumas power switching
Interface Requirements Unspecified ~UUINTQUT o INj QBT Same 3
. DI 38| & ANA &
v RIS 151 273 DIG 198} 2 :‘
_ . ama 210l o DIS 95] 188 {
Reliability '» 0.85000 p.QSDéB 0.9715 Same Current design includes 1
_ : tape recorder, 45 TH Q——
storage and PAY functions P
. ! : - i
Technology _ , ' b
o HMemory Unspecified N-N0S-LSL N-MOS-LSI CHOS-LSE !
. Logic Unspecified TTL-LST TIL-#SI CHDS-LSI”
,anuter - ) ' —
Cell Data Flow : Unspecified T6-bit 8-bit Same . P
- Avg Processing Speed . . : '
(KPS, Unspecified - | “a250 , niDo - Same - !
. Instruction Set Unspecified.: | S/360 TC2 -Same . i
- Instruction Length Unspecified 16/32/48 16, Same i
: Data I'.Ot‘d Length - Unspecified 16/32/64 16/32 Same i
Input iner 30+ 0.3 vDC ‘Nominal 28 YDC Nominal 28 VDC Same . 1
_ - unregulated unregulated ;
Thema] 5 . _ :
Gperating (°C) * Unspecified ~55% tg +80° -55° to +80° -Same _
tandby-+(°C) Unspecxﬂed ' ~55% to +]125° -5_5‘f io +'125‘: Same . i
‘—:;*‘;"t:-“r./.‘“rn = = - P T "":“k T o
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increased confidence in the reliability and redundancy management

analysis performed during this study. (Refuwwence Section 4.2.2).

A requirements analysis was performed which emphasized CCS signal
interface definition and refinement of the previous software sizing -
study. Through coordinated efforts with the SEPS Phase B Study
concurrently being conducted, a detailed 1ist of interface signals
and characteristics was developed. The baseline computer memory

is 24K of 16-5it words. This includes 4K of telemetry data storage

and approximately 50% contingency. (leference Section 3).

One of the major tasks of this study was to define the redundant
custom I/0 design. Emphasis was placed upon defining i/0 hardware
to interface the CCS with other SEPS subsystems. A trade_stqdy was

performed which resulted in incorporating into the custom I/0 most

~of the functions which had been previously performed by Remote

Acquisition Units (RAU). (Reference Section 4.2.3).

A reliability and redundancy management analysis was performed USing'
updated study groundrules. The advanced state of development of the

HTC also permitted mora accurate estimates of component failure rates

‘and piece~part counts. The CCS reliability goal of 0,95 for a three-

year, unmaintained mission was met. This was accomplished con-

" sidering the additional impacts of (1) an “increased memory size,. .

24
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(2) additional equipment in the I/0 to perform most of the RAU
functions, and (3) inclusion of tape recorders as a part of the CCS.

(Reference Section 5).

Additional trade studies were performed which contributed to the CCS

baseline definition. Results of these studies are:

-

~  Incorporate 4K 16~bit word telemetry data storage in main memory

rather than having a separate redundant buffer storage (Refer-

ence Section 4.2.4).

Adopt the centralized data acqufsition concept within the custom

I/0 rather than having several RAU's distributed throughout the

SEPS vehicle. (Reference Section 4.2.3.2.1).
Since the fault tolerant memory is crucial to meeting the SEPS

reliability goal, it was chosen as the computer system element

which woﬁ]d be breadboarded. (Reference Appendix C).

2-5
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cCS REQUIREMENTS 3

This section contains an updated electrical interface definition and an

updated estimate of the onboard software requireménts in terms of memory

capacity and computer speed. The study reflects changes which have occurred

in the SEPS study grouhdru1es and SEPS subsystem desigt since the previoﬁs

study (Reference 2) was comp1eted The major assumptlons which 1mpact ra-

qu1rements definition are Tisted below:

Signal conditioning and formatting is done by the £CS for all sub-
systems except thé'solar array and propﬁlsion subsystems |
Ten ion engines are baseline

Eight power processors are baseline

Four Hg propellant tanks are base]1ne _ _ _

SEPS for planetary missions has 16 RCS thrusters and both hydrazine
and krypton RCS propeilant. SEPS for earth orbital missions-has 26
RCS thrusters using hydrazine |

SEPS for planetary missions has high gain communication antenna, an
X-band and S-band system. SEPS for earth orbital missions has TY

system

Interface between the CCS and each pawer processor in the propulsion
subsystem consists of one serial dﬁgita1.channe]'for‘SEndﬁngrcommands
~and for receiving status data '
Local rémote.écquisiﬁionTUhifs are']ocatédfat.the.501ar array wings
%o convert and mu1t1p]ex solar array curren®, voltage and temperature

'-'measurements

ek
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3.1 INTERFACE DEFINITION

'Ear1y*ihxthe study an effort was undertaken to deffhe-défailed CCS's%gnaT
interface data. The result of this effort is shown in summary form in Tab]e

3-1, and detailed interface definition is g1ven in Append1x A.

‘Generally, the interface requirements increased from the previous study.

More emphas1s was placed on Interface def1n1t1on dur1nq this study and more
' deta11 was available for other sybsystenms. The data deveToped in this sect10n

' was used 1n def1n1ng the custom I/O des1gn (Reference Section 4. 2 3)

'3, 2 SOFTNARE SIZING

A thorough software s1z1ng review was conducted of the two previous
studies which IBM performed (References 1 and 2). . This review a]ong w1th co-
ord1nated effort with the SEPS Phase B study concurrent]y bETHQ conducted

permitted an-updated_software s1zqng.to be developed..

©3.2,1 MAJOR CHANGES -

Below is a summary of the major baseline software sizing changes from

the data developed in. Reference 2, . Comments are applicable to both SEPS plane-
tary-and earth orbital missions unless otherwise frdicated. Table 3-2

.-Sum'mi‘:i_tff_iZes_ the -gha_n-g_es S

w3 2 1 1 Memory Capac1ty

 Total memory storage capac1ty reqU1rements decreased by appFoX1mate1y 67

- for SEPS- pTanetary missions and ncreased by approX1mateTy-6%-f0r SEPS earth

.  3-érr'i;f;' L

1 kYo omimd
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- Table 3-1. - SEPS CCS Interface Requirements Summary

CCS OUTPUTS | CCS INPUTS

o - Dl - DIS ANALOG | DIG - DIS - . ANALOG
Guid., Nav. & Att. Control 20 58(84) 0 12 32(46) - 86(107)
Propulsion - .~ . - 8 . B2 . -0 0. -~ .40 .. .16 .
Communications - 8(a)  14(313) 0o |3 0 - 31{28)
CCS/DHS. | 3(6) 12 0 1o 4 4
solar Array o 4 10 0 2 B R R
Structures & Mechanisms 2(0) 70 0 2(0)  26(22) 15

_ Thermal Contrel -~ .- 0 -~ 0 0 o. o . 0.
Power Distribution 0 18 o |o 19 27
*Attached Science Package 16(0)  39(0) o | 19(0) 18(0)  29(0)

TOTALS 61(42) 273(259) O

;7 151(143) - 210(199)

__*P1anetary mission; only '

NOTE: Uhen Earth 0rb1ta1 mission interfaces are d1fferent from P1anetary mwss1on
- interfaces, Earth 0rb1ta1 1nterface reqU1rements are enc]osed in :
parentheses ERE R _ : fvnd

e




Table 3-2. 'SEPS Software Sizing Summary

 PLANETARY ] EARTH ORBITAL
S uas - IS ) MAS | 5
o - ~ MEMORY ' SPEED ~ MEMORY ~ SPEED MEMORY  SPEED . MEMORY  SPEED
- Executive 2175 . 0.72 2175 072 | 2175 072 - 2175 - 0.72
 Propulsion . 1476 0.92 1476  0.92 '} 1476 0.2 1476 0.92
Attitude Control 4465  0.67 2483 . 0.8 4465  0.67 - 2688  0.85
Gu1dance & NaVTgat10n* 110 0.03 110 0.03 462 0.02 2087 . 1.14
\ L o | (11007)  (2.50)
Data Handling®™ 485 013 742 0.14 485 0.13 765 0.14
Communications = 1193 0.29 - 1934  0.47 | {030  0.15 71386 = 0.24
Solar Array 180 0.35 180 0.15 180 ,0.15 - 180  0.15
Power Distribution . o 0 . 30 015 | o 0o . 350  0.T5
Mechanisms RS 17 A 105 0o ‘27 0 1250
Theriial 0 o o 0o 0 o 0 0
:Redundancy Management 1795 1.31 1597 - 1.19 - 1945 1.31 1747 1.29
PR S o - - (2197)  (1.59)
o \5c1gnce_pay1gad 0 o0 200 0.01 | - -

11986 “ 422 - 11352 459 12345  4.07 12989  5.60
: . AL | (22439)  (7.26)

~ *Includes Approach Gu1dance Sensor '
**Does not dinclude 4K telemetry data requxrements
Memory sized in 16-bit words ' -
. .Speed sized in thousands of eqU1va1ent add= operat1ons per second (KAPS)
( ) Ind1cates h1gh aUtgnomy G&N (0pt1ona1) _ :

|




- orbital missions excluding the 4K telemetry buffer which was added to main
- memory (Reference Sectioh 4.2.47). Major items which contributed to these

changes are given below.

Attitude Control

This software sizing decreased by nearly 50%>ref1éctihg'the'Chahge f?bm

processing stir mapper sensors to processing star tracker equipment.

Guidance & Navigation

 This software module increased from approximately 500 words to abprdxie
mately 2000 words for earth orbital missions, ref]ecting the réquirement to
perform more G&N functions onboard. Examples are: vehicle and target state

propagation, laser radar processing for rendezvous, and rendezvous guidance.

Data Hand]ing

' The data handling function increased approximately 35% due to additional

telemetry measurements to be processed.

_'Communicatipng

Planetary mission sizing increased approximately 60% and earth orbital

;_miésion-sizing-ihcrgased approximately 40% due to the identification of addi-

tional ground commands which must be processed onboard.

Power Distribution

This ‘is new software that has been sized for this study. Previously no -~ -~ -

" software had been requived for the control of equipment in this subsystem.

S35




- Redundancy - Management

This software sizing had a net decrease of less than 10% due priwarily to -

the addition of commuriications subsystem redundancy management and the decrease.

in data handling and e¢lectrical functions.

- Science Payload

~This s new software sizing that has been sized for this study to provide

support to SEPS pTanctany mission pay]oads. Previous studies did not consider

payload function 1091c. ’

3.2.1,2 CPU Speed

' Total CPU speed requirements increased by approximately 9% and 38% for

p]anetany and earth crb1ta1 m1ss1ons, respect1VeTy. The major items which

contn1buted tc the 1ncreases are 11sted below

Att1tude Contro1 |

| CPU speed requ1rements for this funct1on 1ncreased about ZGA due to the B
1ncrease in the numben of 1nstruct1ons requ1red for ait1tude reference and i

* TVe/ReS processing,

GU1dance & Nav1qat1on

For earth orb1ta1 m1 s10ns, the 1ncrease 1n the CPU speed reou;rements'-

.. for this function accounted for'a1most a]T .of the tota] change Add1t1ona1

;;G&N funct1ons were added to the base11ne SEPS w1ch the. vehncTe state propaga-aer ]

- tion: executTOn rate. acccuntdng Ffoy-most: of‘the 1ncrease

T
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Cbmmunications

‘Additional commands which were added during this study caused an increase

in the execution rate.

3.2.2 DETAILED SIZING DATA

Tables 3-3 and 3-4 give the summary software sizing requirements for the 3

SEPS planetary and earth orbital missions, respectiVETy._ Appendix B_gives

the detailed sofﬁWare siiing*requiﬁements for'the SEPS p1anetafy éha'earthE

orbitaT missions. A descr1pt10n of each software function is g1ven be1ow.:_ _

Comparisons are made W1th the prey10us stydy (Reference 2).

3,2.2.1 Executive 5
No changes are recommended to the EXecut1ve funct1on 51z1ng for. e1ther ;
“the pTanetary or earth orb1ta1 missions. | See Page 5-14 of Reference 2 for,a f
~ detailed description of the Executive function. }é
%
3 2 2.2 ProEuTs1on . 'é
Contact,was made with Hughes Research Laborator1es (HRL) by Rockwell E%
International, HRL recommended no sizing changes for this function, See _f
‘Page.6~]6 of Reference 2 and Page A-15 of Reference ] for.a,detai]ed deserip-' ?
tion of propulsion subsystem subtasks.: '
3,2:2.3 Attitude Control |
Inertial Attitudg;Reference ~ This software sizing was s1ight1y'rede§igned o
“to addeattitudewekrbrﬁddmpEnséﬁ{Qn»andﬁto change SOhe3détabfh"STﬁ§1é"brécfgiﬁhihfw_'*” "i
.
3-7 :
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e TabTe SEPS P1anetary Mwss1on Software 5121n9 Summafy | e T

INSTRUCTIONS  DATA TOTAL  SPEED -
(16-BITS) .~ (16~BITS) {16~ BITS) - (kAps) . g

. EXECUTIVE RS- S ) : s 1060 275 072
'ff__PROPULSION S w3 w 0e

, ‘ATTITUDE CONTROL R |1 e e o8

© GUDANCE AND NAVIGATION s 80 10 0.3

‘*“ DATA HANDLING* *f R ;_ 5  .10 ‘f 1f6027‘ 782 f“ 0.4
. COMMUNICATIONS Gt e i 193 0.47
SOL@R:ARRAYj  IR TR R 150, 30 C180 ¢;1s

PONER DIST... Lo B .:jso. o 200 380 . é,15 > R -
MECHANISMS ;gf BRI 0 15 s 0 o
THERMAL F T R -iu“_
REDUNDANCY MANAGEMnNT o ::,' 5 _5 1242 _  355 1597 139 :_ o
SCIENFE PALD s s 20 o000 | E

TonAL T ST St (1 I - I

1 *Does not*‘in‘cﬁ'lu‘d a &Y =+_1emeiry.data"frequi‘remen‘ts;-_. '_
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© Table 3-4.  SEPS Earth

CEXECUTIVE
‘PROPULSION E
~ ATTITUDE CONTROL
Qj:_‘GUIDANCE AND NAVIGATIOV

T ' DATA1HANDLING*._f B
COMMUNICATIONS
f 'soLARfARRArfj |
. POMER DISTii
B gMECHANISMs

i THERMAL

jREDUNDANCY MANAGEMENT

TOTAL

LT ( ) - H19h autonomy G&N (opt1ona1) _
‘*Does not 1nc1ude 4K te?emetny data requ1rements

0rb{ta1”Mi$§ioU Software Sizing Summary

INSTRUCTIONS  DATA

(16-BITS)

1115
1203
1853

1820
(9330)

140
1064
150

150,

0
0
1342

(1642

- (16-BITS)
1060
273

835

277
(1767)

625"

322

30-.
200
125

405
(555)

TOTAL
- (16-BITS)

. 2175
1476
2688

2097

'f(11097)
65
1386
o180
350
125 -
0.

72989
(22439)

SPEED

(KAPS)
0.72
0.92
0.85

1.14
(2.50)

0.14
0.24
0.15
0.15

" 1.29

(1.59)

5.60
(7.26)




- Star Tracker Processing - The previous SEPS study had baselined the use of

star.mappers rather than star trackers. This sizing reflects a substantial

- reduction in storage requirements which vesulted with the change to star

trackers. The difference in the amount of data required for planetary and
earth orbital missious is due to the larger star table required for the earth

. ] '
orbjtal missions,

TYC/RCS Processing - This module sizing increased slightly due fo the
current TVC design having all engines gimballed rather than having only four
engines gimballed for voll control and pitch and yaw contro] performed by X-Y
translators. The larger sizing for earth orbital m1ss1ons ref]ects the re-

quirement for RCS translation control for dock1nq.

For more detail on the att1tude control subtask descr1pt1ons see Page .,

6-16 of Reference 2 and Page A-18 of Reference 1.

13.2,2.4 Guidance and Navigation

Pianetary M1ss1ons

No change is recommended for this sizing. SEe Page 6-~17 of Reference 2

for_fLrther details.

Earth Orb1ta1 M1ss1ons

This sizing was changed s1gn1f1cant1y from the 1ast study'to refJne and

- .. incorporate fgngt1qns.wh1ch.had.prevnpus]y~beeneident1f1ed as. -optional. ~Two: = . .

cases were sized:




1) Low Autonomy case where significant ground interface is invelved, with
communications taking place once each day. _ _
2) High Autonomy case where minimum ground contact is involved, with a

near optimal guidance scheme programmed onboard.

‘The baseline selection is the low autonomy case which is consistent with
“current Rockwell International studies. However, the high autonomy concept
is being retaired as an optional configuration. Reference 12 documents a -

study by IBM concerning low vs. high autonomy SEPS.

Detailed software G&N subtask descr1pt1ons for the baseline SEPS concept

" follows:

M1d course Gu1dance -

A po]ynom1a1 gu1dance scheme was se1ected for the baseline s1z1ng. Th1s””"
~ scheifie generates polynomIals of guidance commands based on an 1ndependent var1a—
b1e whirh 1s chosen to yleid the s1mp1est poTynom1a1 The two ax1s QU1dance

commands are used as 1nputs to the att1tude cantrol routwnes

| State Propaqat1on

_ Th1s software moduIe 1ntegrates the equat1ons of motion to determ1ne SEPS |
ve]oc1ty and pos1t10n These parameters are used to determ1ne the 10ca1 vert1- i
r‘s_cal rcfercnce,frame:andﬁthc,argument_of latitude, . Parameters may. be. updated

_from the ground.
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Sun Direction Determination
- This routine computes the sun vector and transforms the data to the

computational coordinate system to generate attitude control commands, HNor-

. mally, sun sensor output data is used by th1s routine, but it is capable of

determ1n1ng the location WTthout sUn sensor 1nput

Navigation Update

For the base]nne Tow—autonomy concept navigation Updates are not calcu-

~lated onboard but are transm1tted to the SEPS by ground command

Target State. Propagation

This*routine'ihtéQraﬁ&s:the“équatioh of motion of the target to determine

target position and-velocity., These peremeters can be updated from the ground.-

Laser Radar Processinq

This routine smooths and b1ases the 1aser radar data to 1mprove the data o

accuracy for rendezVous.

RendEZVOUS Gu1dance

Th1s routine USES the veh1c1e state Vector, the target state vector, and

___1aser radar 1nformat10n to determ1ne the re]at1ve pos1t10n and c]oS1ng rqtes ,'5_:_3

f of tke SEPS W1th the target and to compufe the QU1dance commands requ1red for

f_;rendezvous

ot o b o g i A SR g T e bl




Mode Contro]-

The mode control commands are associated with the phases of the mission,

-such as mid-course, coast, rendezvous, and docking. The mode commands are

set to initiate the required functions during the different mission phases. .

3.2,2.5 Data Handling

This function has been incorporated into the CCS. Two subtasks were

sized:

Telemetry Processing

This software sizing was increased due to an jncrease ih the number of
~ parameters to be telemetered from 336 to 578 for planetary missions and 601
for earth orbital missions. See Page 6-17 of Reference 2 for additional
details. | | | |

DataStorage Management
This item replaces and expands upon the "Tape Recorder Control” sizing

contained in Rockwell International study Exhibit E. In addition to tape

recorder control, there is the requirement to control the buffer storage. Ad-
difional 1dgic is sjzed to controj the trénsfef of data”betwéén buffer stbrége"

- (in main memory) and the recorder, and between these components and the com-

- munications subsystem.

.......




3.2.2.6 Communications

Planetary Missions

Antenna Pointing and Control - This sizing was increased slightly to

account for the Togic required to switch low gain antennas automat1ca11y. See

Page A-27 of Reference 1 for additional detail.

Command Processing - This sizing is based upon processing 324 ground
commands with 55 requiring special command processing. This includes 64 and
14, respectiVETy; for science payload commands. See Page A-27 of Reference

-1 for additional details.

Mode Control - See Page A-27 of Reference 1 for details.

-

Farth Orbital Missions

Low Gain Antenna Switch - This software was added to account for the

logic required to switch low gain antennas automatically.

Commaind Processing - This sizing is based upon processing 259 ground

commands with 39 requiring special command process1ng See Page A-27 of

”'Reference 1 for add1t1ona1 details,

Mode Control - See Page A-27 of Reference 1 for details.

- :'-3 2 2 7 So'[ar Ar"ray

-——-—-———-—‘n—

| Solar Arrav Lenqth Contro1 ~ This s1z1ng has been redueed to reflect that"

| ,the so]ar array 1ength contro] is commanded from the ground and na automat1c :

3-14




control is provided on board (i.e. automatic solar flare detection). Some

Togic is still required to respond to the ground commands.

Peak Power Computation

- This software was added to more accurately determiné peak power available
from the solar arrays. A power curve will be stored in the onboard compﬁter
and periodically Updated by monitoring the real available power from the solar
arrays. This data will be used by the propulsion subsystem for power ]evel

and power margin mahagement,

3.2.2.8 Power Distribution

~ In previous studies, the only power distribution software that was con-
sidered was associated with redundancy management (i.e. no power distribution
control software was sized). For this study, however, the onboard computer
will perform the logic necessary to perform functions such as power calcula~
tions, battery charging control, orderly power down of equipment to the
keep~alive mbde; 1n1tia1-equipmént power-up sequencing, and measurement feed-
back monitoring. Since detai]ed operating modes ahd_computer functionéi
requirements for pbwér distribution héve not been.défined -this.sbftware '
sizing est1mate is cons1dered pre11m1nary, and emphas1s shou1d be p]aced on

refining th1s s1znng dur1ng f011ow-on studies.

.3.2.2.9 Mechanisms

Pnahetaty M1ss10ns B

~ The oniy change to this software was a reduut1on in *he Antenna Deploy-

ment sizing to. reflect that the-0mn15antennas_dggn0t_requjre_dep]oyment. See .

Page A-31 of Reference 1 for additional data.
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- Earth Orbital MiSsions

' The-onTyeChange“to'thiS'scftware'was the deletion of the function .= -

Antenna Deployment because the omni antennas no tonger require deployment,

See Page 3-10 of Reference 7 for additjonal data.

3.2, 2710- Thermal

There 1s no software 1og1c required for the thermal subsystem. Al

B heacers are thermosiatncal]y control]ed with ground oVenr1de command

capab]11ty.

3.2, 2'11 Redundancy Manaqement

B Planetary M15510ns

CCS/DHS

The s1z1ng fer the computer and data hand11ng was comb1ned 1nto one

-sizing. The_computer_s1z1ng_wgs,left unchanged The only data hand]mng func- B

tions which were sized were temperature and servo. phase detector mon1tor1ng

“'of the tape recorders to detect fa11ures so that the redundant tape recorder : '

‘ cou?d be used

Power D1str1but1on

-" This s1z1ng comb1ned the 51Z1nq for Eiectr1ca1 PoWer and Stage Power and

g -VD1str1but1on functxons.




on the following component5° v Te]emetry Section (TTS) Transmjtter, TS
©3.2.2,12 : Science Pay]oad

__.pIt_spe91f1ca11y includes a Scan-Platform-and Magnetometer Bias con;ro1 A]so, -

- functions ‘in. response to a ground command to.initiate the science sepsors. i

e e T

. Communications

This software was. added in this study to perform redundancy management 61
the fo11OW1ng components:  S-Band TWTA, ¥-Band TWTA, S-Band Exciter and.

Receiver.

a'*See'Page A-31 of Reference 1 for additional details.

' Earth Orbital Missions

 Deltas are the same as'planetary missions with the following ekceptions.

Gu1dance/Nav1qat1on

Added add1t1ona1 s1z1ng for the autonomous G&N case to account for more

detailed redundancy management that is required. | =

Communicat1ons

' Th1s software was added in th1s study to perform redundancy management

Exc1ter, S- Band Exciter and Rece1ver.

~This. software module was added durang this study to ref?ect onboard

computer requ1rements for a LVp1ca1 science package for a p1anetary m1ss1on

a sma11 amount,of5additionaiisoftwarefwas inc]uded to provide SimpTe,sequenc1ng,

b b




CCS FUNCTIONAL DESIGN 4

4,1 GENERAL

This section describes the definition of the baseline CCS design. Recent

changes have occurred in the SEPS program which had to be eva1uated to deter-

LY

mine their CCS design implications. These changes were:

1

Updated_éoftware sizing requirements (Reference Section 3.2)

- Updated CCS interface definition (Reference Section 3.1)

- 1976 technology cutoff date

- New CCS reliability allocations (Reference Section 5)

~ Addition of dual redundant tape recorde}s to the CCS

-  Requirement for the CCS to temporarily store up to 4K of 16-bit
telemetry words (Reference 4.2.4 below)

- Inoorporation'of the bulk of the SEPS subsyetem data acquisition

functions into the CCS (Reference 4.2.3.2.1 below).

Various computer conf1gurat1ons were COHSTdePed to determ1ne the most
cost effect1ve design which could meet the SEPS requ1remenos The CCS re11a—
: b111ty requ1rerent of’U 95 for a three-year, unma1nta1ned m1ss1on was fhe re-
qu1rement wh1ch was the conf1gurat1on driver. To meet th15 strIngent reqU1re~

ment, the fauTt to]erant memory conf1gurat1on was chosen based on cost, we1ght
: .and volume cons1derat1ons. (Reference Sect1on 5 for the Re]iab111ty and
.;Redundancy Management Analys1s) And, in partacu]ar, the fau1t tolerant ver-

_sfon of the HTC was chosen to comprise the baSTC,element of the CCS




4.2 DESIGN CONSIDERATIONS AMD DESCRIPTIOM

4.2.1 TECHNOLOGY SELECTION

The previous study CRefefence 2) carried two technology baselines, one a
1973 TTL baseline and the second a 1975 CMOS baseT{ne. The current study
groundriule is 5'1976 technology, and IBM has selected this to be TTL for the |
following reasons. First, custom low-volume/Tow-cost CMOS chips are not
currently available nor projected to be available by the 1976 time period
because 6f vendor policies which directly impact customization. Principle
CMOS vendors are tending to dffer low prices for very high production devices
and to discourage custom chip designs with higher prices, because small quanti-
ty buys of customized CMOS produces Tow and unpredictable yields., Second, the
failure rate data for LSI CMOS devices is not as reliable due to their
relative newness as compared with the Tong term, wide data base developed for
TTL devices derived through extensive military, NASA, and commercial usage.
Third, Tow cost custom TTL or bi-polor LSI is available with integration Tevels
greater than 130 gates per chip from high volume commercial users.. Finally,
MSFC support of the SUMC in the highly reliable and fault tolerant areas is
being deye]oped.in TTL Togic. Examples are the design of system logic chips
for the translator and the demonstration of a desian of a TTL compatible

fault to]eranf memory.

’Biﬁpdlor'te¢hh0109y se1ect1on does not preclude the use of 6théf technolo- -

gies required for special applications, An example is the use of N-MOS Basic




Storage Modules (BSM's) that uniquely satisfy the single bit-per-BSM require-
ment as defined in the previous SEPS study report (Reference 2) for the fault

tolerant memory.

4.2.2 COMPUTER DESIGM

After reevaluation of the computer considering the revised requirements,
no significant changes were found to be necessary to the basic computer
configuration as proposed in the previous study. A five fault tolerant
memory, redundant CPU's, error correction transiators, power supplies, switch-
ing circuits, and support harrware were found to be PEQUired to meet the CCS
reliability goal. During this study period the Hybrid Technology Computer
(HTC), a member of the SUMC family of computers, was delivered to MSFC. Its
increased programming flexibility derived from the Systems/360 instruction
set and its functional slice packaging technique (a CPU/slice} are representa-
tive of the concepts necessary for the implementation of the functionally

redundant low cost SEPS cdmputer.

4.2.2.1 Main Memory .
The fundamental approach of the five fault tolerant main memory has not

changed from that pkesented in the previous study except that the maximum

memory size estimate has increased to approximately 13K of sixteen-bit words,

To maintain adequate contingencies, 20K words of storage are necessary

to provide about 50% spare memory capacity without incorporation of a ax

telemetry memovy buffer (Reference Section 4.2.4 for a trade study concerning.-.

incorporation of the telemetry buffer into the main storage). For 8K x 1 bit
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Modules (BSM)} are requ1red (16 for data, 6 for check bits, and 4 spares).

'SOme'séparate'memoby support Togic is also necessary. For 20K of storage, 78

BSM's are réquired 5% BSM S conta1n1ng one 8K x 1 bit chips and 26 conta1n1ng

"one K x T bit ch1ps The depopu]at1on of 26 BSM's he]ps to conserve power, '
To minimize non- recuPPTng costs, full addressing capab111ty s reta1ned for a
potent1a1 memory 1ncrease to 24K x 16 bit words. Full popu]at1on of three N

GIN pages wou]d requ1re 78 BSM 5 conta1n1ng one 8K X 1 bit ch1ps.

412.2{“ Trans1ator/CPU
Trans1ator , | o
Des1gn of the trans]ator has produced three s1gn1f1cant 1mprovements.}A

Two involve the input/output reconfiguration switches.

First, the BSM input reconfiguration switches have been eliminated. When

- a failed BSM is detected, a spare BSM is assigned the same bit position as the

failed BSM. Both receive data after correction is achieved by the trans-

lator in an automatic read-correct-write cycle.  The output of the failed BSM
is. then disconnected, but its input remains connected. Only one BSM reassign-

- ment-is made at a time as opposed to adding a ‘BSM at the end of & word -and e e

"bump1ng" the contents of each BSM d-# one pos1t1on. This was ‘equivalent

*to a-shifting operat1on and- involved more BSM sW1tch1ng hardware +than 1nd1v1dua1

repTacement. In addition, the new technique shou]d be faster¢r

.:aid_f.u.;:_qqa;-;. -
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The second change 1n the concept ref]ects that it js more afficient to
des1gn trans]aters in conaunct1on with the CPU and to- ded1cate a transTator |
to a CPU rather than sw1tch1ng a translator between CPU's. This prEc1udes

'uneven d1str1but1ons of trans1aton and CPU S and e11m1nates sw1tch1ng com-

o p]ex1ty betWeen CPU/tr ns1ator.

The third design improvement was its implementation in se1f—testing
(similar to tvo rail) logic wh1ch is dynam1ca11y se]f—check1ng and a11ows
1mmed1ate 1nd1cat1on of a transTator error, Spare trans1ator/CPU's can then

be switched into the system upon'error detection.

Four SUMC CPU options with an 8K x 16-bit non-fault tolerant memory were
_ cons1dered for CPU trades, and trade data are presented in Table 4-1, _The_
prev1ous base11ne was the 8~bit SUMC CPU executing 47 aerospace instructions.
As seen from this tab]e, ‘the 16-bit data flow TTL- LSI CPU has an, advantage

in programming ease using the $/360 86 instruction set because 1t‘1s a fam111ar

set easily programmed.w1th-extens1ve software too]s available to_the programmer, . . -

[ ) -

Its average power is not s1gn1f1rant1y higher than the others, and in a tri-

"'plex conf1gurat1on the failure rate results inan o8 ceptab?e re11ab111ty for i

three years (Reference Section 5 for reliability deta11s) Its we1ght is
'comparab]e with a1l other CPU cand1dates except the N-HOS LSI but that |
techno1ogy has a h1gh deVe]opment cost and r1sk A11 un1ts haVe adequate

thnoughput capabj?;ty» fhe h1gher the spead prOV1ded the 1OWer the average




Table 4-1. SUMC CPU Trade Data -

FLOW

DATA |

TECHNOLOGY

INSTRUCTION
SET

SYSTEM
POMER
PEAK/AVG
(WATTS)

CPU
FAILURE -
RATE .
X106

SYSTEM
WT
(Kg)

SPEED
(KOPS)

| RELATIVE

DEVELOPMENT
RISK -

SYSTEM

NON-RECURRING
COSTS

(RELATIVE)

| SYSTEM
'RECURRING
COSTS -

(RELATIVE):

g-BIT
8-BIT
| s-sr7

16-BIT

TIL LSI
TIL LSI
N-MOS LSI

TTL SI

4 (TC 2),47

$/360, 80
5/360, 80
$/360, 86

- 160/13

45/10
54/11
25/8 -

2.82
4.42
2.59
5.56

3.6

3.6

1.4

4.6

150
- bb
100
250

BRN
1

1.4
R

0.9
0.8

< (HTC)

0 Previbus Baseline - 1973 Technology-

oo Recormmended Current Baseline.




power required since a low duty cycle is possible and power switching can

effectively reduce the average power consumed. The 16-bit HTC has the largest

speed capability of these options and, hence, the‘most potential for power
savings by selective power switching. Finally, the development and production
costs of the 16-bit data flow HTC are significantly lower because it is a
developed product which will be partially qualified for space environments in

time for the SEPS missions (MIL-E-5400 Class 2X).

4.2.2.3 Clock

Continuous clock signals must be supptied to the memory and translators.
| Accordingly, the previous study proposed a design for fault tolerant ciock and
logic timing circuits. TMR plus one spare redundancy was proposed in the
orevious study (See Figure 4.1.3 of Reference 2), and this redundancy has been

retained in this study.

The previous study recommended that the dual redundant power supplies be
operating at all times which allowed for powering the TMR plus spare clocks.
In this study phase it was found more advantageous from power and weight

considerations to cperate only the TMR oscillators and clock circuits until
| switchOVer to a reduhdant power supply can be achieved, nohﬁna11y within 10
msec. S1nce power must be retained on the mono11u;1c N-MOS memory at all
times, it is recommended that_sma11 battery power supp11es be inciuded in

~ the CCS to power clocks, reconfiguration switches and main memory in the
. event of bue.or regu1ated‘pOWef supply failure. Nofmeiiy,‘the béﬁteﬁfes
_wou]d be f1oat1ng 511ght1y under norinal bus 1eve1s but kept charged by the B

power d1str1but1on subsystem at a tr1cL1e charge rate
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4,2.2.4 Reconfiguration Control

The reconfiguration control concept for the CCS has not changed from the
previous study (See Reference 2, Figure 4.1.6) except that a more‘definitive
technique for attaining high coverage has been deéigned for the CPU, translator
~and powey supply. For the CPU a coded self-test is currently being evaluated
under contract to MSFC which will detect CPU faults. The previously defined
CPU window timers are retained; however, the CPU self-test is now predominately
macro-oriented rather than microcoded, It requires approximately 150 mach-
ine instructions énd an execution time of about 1.6 miiliseconds with the
base11he CPU executing a System/360 fixed point instruction set. Since the
CPU speed is high and SEPS computation time requirements are low, the self-
test may be run many times per second making it highly effective., HNote that
no additional microprogrammed Control Store or microcontral read-only-memory

(MROM) is requived for this approach, which uses three elements for CPU fault

detection:
(a) Special macro tests
{b) Hardwired window GO/N0O-GO timers
(c) Use of existing machine check and program check interfUpts'to Stop

the GO/NO-GO timer

4q2.2.5 Power qup1yn_ |

- _Awthreevp0wer'supp1y configuration has.beeh retained;}however, théy are'_
- now. implemented fn‘the.highly re1iab1e hybrid design curfént?y used.in tﬁe HTC.
A winimum of 10 mi]liseconds power switchaver time to an essentially‘no—]oad N

- or standby supply has been demonstrated, The minimal current to be drawn by

4.8
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the supply and its recovery time to within specification 1imits requires fur-

ther study for this particular application. No-load on suppiies tends to cause

instability and to sTow power-up events, while partial Toad (<20%) dissipates
useless power and contributes to unreliability, Acceptable switchover times

need to be established for CCS detection, reconfiguration, and restart.

To conserve power the CPU, translators and main memory are placed in a
low power mode when not being actively used. This is particuiarly beneficial
for SEPS app]icatibns because of its Tow duty-cycle requirement. ON/OFF
‘demand power switching is used for the CPU and translators and the utiliza-
tion of a Tow power mode is used for the memory. Memory voltages are lowered
when an 8K x 16-bit module is not enabled. Lowering supply voltages retains
memory content while reducing consumed power. Reconfiguration switches and |
TMR clocks are powered at all times. The active tape recorder is powered
only during infrequent write/dump modes. Only cne customized I/0 is powered
at a time. However, certain portions must remain powered in the operating

I/0. This topic is discussed more fully in Section 4.2.3.

Table 4-2 presents average CCS power requirements including power supply

inefficfency of 65%.

4.2.3 CUSTOM I/O DESIGN

One of the maaor tasks of this study was to rEV1ew, reassess and vev1se

 the pre11m1nary des1gn of the custom I/O documented in Reference 2. Emphasis:
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Table 4-2.  Average‘CCSﬁPower Requirements -

20K MEMORY + 4K TM BUFFER

.COMEﬁTER*__fi __; o o 204
'TAPé;RECORﬁéR B '_ .' 2.0
4KIQUFFER E | 46

—— e

43.3 WATTS

% INCLUDES 16-BIT CPU & ALL BSMs POWERED
* %k DOES NOT TNMCLUDE GIRCUITS EXTERNAL TO CUSTOM 1/0

© 24K MEMORY (NO TM BUFFER)

28.1
12.3
2.0

——r———

———re
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was placed upon defining I/0 hardware to interface the CCS with other SEPS

subsystems.

4.2,3,1 General Description

The custom I/0 provides the capability of interfacing the general pur-
pose SUMC computer with the SEPS subsystems. It is composed of two identical
halfs, but only one-half of the I/0 is powered-on at any given time. To

further conserve power, power switching techniques are applied inside the 1/0.

The custom I/0 contains a redundant command subsystem interface for accepting

ground commands. Al1 custom I/0 operations, with the exception of the command
subsystem, are controllied by the CPU. Data flow to and from each I/0 section
is via two sixteen-bit buses, which interface with three CPUs via the switching
Togic. A block diagram of the custom I/{l interfaces with the CPUs and the

other SEPS subsystems is shown in Figure 4-1.

A hybrid I/0 approach was baselined fbr the SEPS program. This means
that the I/0 physical package contains most of the required receiver and
driver circuits necessary to interface directly with each subsystem. Direct
interface is achieved with all SEPS subsystems, except the solar array and
the propulsion subsystems. Serial data transwission is used to interface
with these two subsystems. This centralized approach to data acquisition is
the major difference between the current design and the design documented in

Reference_z.
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Each half I/0 sectioh contains an ‘input section, an output section
and.a timing and control section. The input section contains receivers,
converters, registers and gates necessary to control the input signal onto
the 16-bit data bus. The output section contains registers, gates and
drivers'to generate the required outputs to the varjous SEPS subsystems. The
timing and control section interfaces with the CPU switching logic and directs

bus traffic.

Output signals from each half 170 section, which are driving a simplex
subsystem, are diode isolated and connected together inside of the I/0. Sim-

plex inputs to the I/0 are internally connected to both half sections.

The command interface Togic of the I/0 is Triple Modular Redundant (TMR);

Three identical sections contain receiver circuits, 16-bit input registers

and decode/control logic. The register outputs are connected to the I/0 input

bus through voter isolation circuits. Interrupt flags from the command
interface logic advise the CPU when data is being received and/or when the
command register is full. Special commands can be received which bypass the

normal CPU input path.

The custom I/0 will direct and control data to and from the telemetry
buffer whether the buffer is Tocated in the fault tolerant main storage
(base]ine) or as an external unit. Telemetry formatting is performed by
software. . Data fetch commands are generated by the CPU and responses from

the subsystems are loaded divectly into the telemetry butfer. Discrete outputs

“for controlling the tape recorder and buffer (if external) are channeled

directly to discrete output registers in each I/0 section.
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The following sections describe trade studies which were performed and

"give details of the I/0 design.

4.2.3.2 T1/0 Design Trades

Two major design trades were conducted during this study. One was
centralized vs remote data acquisition, and the other was an interface

circuitry concept trade. These analyses are described below.

4.2.3.2.1 Remote'Versus Centralized Data Acquisition

A study was performed to determine the relative merits of a ceﬁtra]ized
acquisition unit vs a set of remote data acquisition units for data collec-
tion; concitioning and.control. This section dgscr%bes the advantages of

each approach and recommends a baseline design.

Remote Data Acquisition

A system utilizing remote acquisition units which converts, formats and

codes/decodes data remotely from the CCS and communicates that data to and/or

from a centralized interface device via a single channel is shown in Figure

A-2A. This system would utilize a standard-design remote unit placed as re-
quired at the major subsystems. The advantages of a remote acquisition sys-
tem are discussed below:

a. EMI characteristics ~ Conversion of analog signals would take place

in close proximity to the subsystem where the analog measurements
. were being taken. The transfer of data to/from the centralized
unit would be in the form of a digital wOrd; therefore, certain

erﬁor=¢hECk1hg (at least parity) could be easily accomplished,

14
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b. Maintainability - Maintainability prior to launch would be enhanced

by the use of six RAUs as opposed to one centralized I/0. Logistic
spares for the smaller RAUs could be easily handled, tested, and

stored.

(]

due to the fact that a small isolated space near the subsystem could
be used to mount an RAU, ‘A centralized I/0 would require a larger
area for mounting.

d. Heat dissipation - Heat dissipation on a distributed system is more

even. This results in few, iT any, "hot spots“_and better heatl

trensfer qualities for the equipment bay.

Centralized Data Acquisition

A centralized 1/0 1s one 1in which alt multiplexing, conversion,_coding
and formatting is done at a'centralized Tocation, usually a single structure,
and the interface with the CPU is made via a single data path. A block dia~
gram of a typical centralized I/0 is shown in Figure 4-2B. Advantages of a
centraiized I/0 are listed below:

a. Spacecraft size - The small size of the SEPS equipment bay ]ends

itself to a centralized approach with the Tongest cable run Tess.

than ten feet.

b.. Equipment size and weight - The centralized approach would save
weight and volume. Fewer partitioning walls, structures and con-
~ nectors would be required. Volumetric efficiency would be enhanced

by more efficient usage-of input/output circuitry, i.e., a standard

4'.-].6

Physical mounting - Mounting of a set of RAUs would be more expedient, -




I/0 for an RAU might have only 40-50 percent usage at one Tocation
and another subsystem would be overloaded with few or no spare I/0
circuits. In a centralized approach, the input/output circuit can
be distributed evenly among various subsystems.

c. Power distribution - Power distribution to the I/0 circuitry is

greatly enhanced by the centralized approach. With a1l 1/0 cir-
'cuitry Tocated in one structure, power distribution is internal
to the'I/O box, thus minimizing noise and IR Tosses in the power
Tines. In a remote acquisition system redundant power would be
distributed to each remote acquisition unit. This would increase
power supply regulation prablems, noise problems on pover lines
and cable weight.

d. Reliability - In a single structure, reliability is enhanced since
switching control Tines are self-contained and are not cabled
external to a centralized I/0 box. This saves weight, reduces the
possibility of noise injection on switching Tines, and increases |

reliability.

Conclusions

Table 4-3 gives a summary of the centralized vs remote data acquisition
analysis. Primarily because of advantages in weight, power and reliability,
a centralized approach is recommended. However, there are two SEPS subsystems.
which should be treated as special cases. These are the solar arvay and |

propulsion subsystems. - -
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_Solar array subsystem - There are approximately 250 temperature, voltage .

‘and current measUrements»origihating.Tn'the solar array subsystem. Because
of the volume of measurements to be handled, it is recommended that a combina-
tionimu1tip1exer/ana1og#digita1 converter be Jacated at each solar array wing .-

to reduce the number of input signals to the CCS, ' B

Propulsion subsystem - The power processor units in the propulsion sub- g
system contain analog/digital converters, conditioners and formatters which
accomplish the function of data acquisition. Therefdre, the only accommoda-

tions vrequired of the I/0 is to interface with serial digifa] iines from the

Lkt e b et

propulsion subsystem.

4.2.3.2.2 Interface Circuit Concepts
SEPS CCS interface concepts must be defined prior to detailed hardware

specification. Three important inter-related factors must be considered in

- selecting interface circuit concepts. They are: o o E
1.  Electromagnetic interference compatibility : - | !
2. Failure independence related to redundant.intérfaces T ) _ e

3. Failure detection philosophy associated with redundancy management.

High eTectrOmaénetic interference levels are anticipated: on SEPS because
'70ffthéin015e4§enérating-héthre~of-the.soTar.eiectric-enginesti.A1thuugh-5pe¢ifig_;%:
;1evé]s have not been deﬁermined;'interference signals coqu easily be greater
xifhaﬁ?fhe three:V01{S”e2peCfEd ﬁé“a7reSuTt Qf'Vikﬁﬂg7e2péﬁiencé”(ﬂeférence.3);-Tfm;3=3--.-i}
Techniques are available to permit reliable operation in a nbisy'enVironﬁent' ' |

~ without risk.  However, these techniques are more complex than-those used on -




T r——

- Viking. - In addition, CCS reliabiiity requirements dictate I/0 redundancy,

This consideration is also instrumental in defining interface concepts.

Related to interface definition is failure detection and redundancy

- management. - Redundancy management can influence both 1/0 circuit design and

the quantity of circuits involved.

This section treats each of these aspects independently and then

recommends concepts which take combined aspects into account. -

EMI Interface Interconnection

Methods of minimizing EMI effects are well understood. Principles
can be applied to inter-unit communication to reduce unnecessary interference
and permit proper operation in a relatively noisy environment. Since the
CCS signal interface consists of several hundred measurements and commahds,
overdes1gn could resu]t in excessive reliability, power, weight and cost

penalties, Thus, tradeoffs are in order.

The approach rECGmmended is to employ conservative engineering practice
when pena?tnes are not severe and de51gn so that noise. reaect1on levels are

prediciable and can be improved by add1t1ona1 sh1e1dﬁng. Clar1f1cat]on of

~ this point is -the subject.of the following discussion.

‘Fundamentals of EMI compatibility aFE.WETT~documented.(Refefgnces,é-to_?)w_

Interference is unwanted signa® noise coupled directly by power distribution

“eircuits. or indirectly by radiation and conduction (common impedance current -

420




kb b T L T L L e e b B e EECEECIEE kel TV T R bt sl A

"'paths); Noise injection directly through the power system is controlled by

unit power supply requirements and is not discussed here. O0f interest is the
interference introduced via signal interface wiring. Fundamentals are re-

viewed briefly prior to evaluating interconnection options.

EMI Compatibility

'Iﬁterferencé coupling is accomplished by'e1ectric field (capacitive

_COup11ng),_magnetip field (inductive coupiing), and common impendance conduc-

tion. The most troublesome radiation coup1ing is via strong, low-impedance

- magnetic fields. Key parameters for reducing magnetic field coupling are

shown in Lenz's Law:

= pd p
where,
V = open circuit induced voltage

n = number of turns
A = circuit area
B =

magnitude of the field

é%-= time rate of change (frequency)

~ Thus, inductively coupled interference voltage can be reduced by decreasing

the interference field strength, B, the circuit area, A, and the interference

frequency. .

©Shielding is generally effebti?é in reducing electric field energy, -

“independent of frequency, and magnetically coupled energy at high frequency.

 Conversely stated, éhiéTdinQVHasfminima1 effect in attenuating strong magnetic =~

e PR




fields, especially at Tow frequency, so that reducing the area of the inter-

face circuit is important.

Figures 4-3 and 4-4 taken from Reference 5 illustrate this point., Six-
teen circuit configurations are shown (Figure 4-3) along with the induced
voltages (Figure 4-4). The greatest difference in pickup occurs between cir-
cuit #5 and circuit #6. Civrcuits #1 to #5 provide an alternate return path
through the ground plane, thus increasing the area of inte:ference exposure,
Shielding has 1itﬁﬁe effect at the Tow 400 Hz interference test frequency.
When the ground plane return path is not provided, twisting the signal wires
reducés circuit area {and provides some canceT]étion) and further minimizes

interference pickup.

LoveTand and Goodwin (Reference 8) tested several cable types and also
compared EMI susceptability to an unshielded reference wire. Their work (see
Figure 4-5)_a1so i1lustrates the aforementioned principles but, in addition,
shows the cable/shielding effectiveness as a function of frequency. Circuit
configurations for their tests were similar to circuit #4 for the coax sampie
and circuit #9 for the twisted shielded pair. Note that significanf inter-
ference attenuation over a wide frequency range is demnnstrated via balanced
transmission and twisted shielded cabling. Shielding accounts for high

~frequency noise rejection and twisting, and balanced reception provides low
frequency rejection. 'Ba1énced reception is implemented via transformers,

-velays and differential amplifiers.
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.Mohr (References 9 and 10) formulated expressions for predicting inter-
ference coupling levels in various cable types above a ground plane. His
analysis includes noise sources of both a sinusoidal and transient nature.
Figure 4-6 is a graph from Reference 10 showing coupling from a transient

source into (1) an unshielded specimen, ind (2) a shielded RG58C/U coax.

Parameters were selected as representative of a typiéal SEPS cable configuration.

For a quantitative example applicabie to SEPS, consider two parallel
five-foot cables, }mpedances as given in Figure 4-6, and a 10 ampere current
transient of one microsecond rise time. Coupling into an unshielded cable
will produce a peak interference signal VC = 0.19 times 10 amps times five
feet = 9.5 volts. Into the shielded line V, = (0.0014) (10)(5) = 0.07 volts.
Thus, shielding can be extremely effective if interference coupiing can be
restricted to higher frequencies via radiated paths. The amount of coupled
interfarence is a direct function of frequency, but fortunately the magnitude
of Tow fregquency noise is also lower. Curve one, of Figure 4-7, illustrates
noise induced into an RGSBC/U'éample as a function of frequency. As indicated,
shield effectivity begins at about 1 KHz. Curve two shows the typical effect
of double shieTding. This curve was generated by squaring the shield attenua-
tion factor provided by RG58C/U and is shown for illustration only. It does
suggest that high frequency noise can be substantially eliminated by properly

applied shielding, and that noise from one to 10 KHz will be most troublesome.

In the previous discussion, all coupling is from a single interference

cable source into a single test specimen. The analysis is obviously magnified .

when hundhéds:bf‘cabTés are involved. Often noise is pickéd ﬁp'by'ciréuits
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- that are inadvertently created by ground connections (ground Toops). Tbe
subsequent result is that reference ground potentials vary, causing apparent
shifts in signals that rely on a common ground referance (sing1e-ended trans-
mission). Since shielding is ineffective at low frequency, good reference
ground potentials are difficult to maintain, especially in large vehicles
(large areas). Although the SEPS vehicle is relatively small, the high
interference levels make it difficult to maintain a good ground reference sys=
tem. A good reference system should be possible, however, if Tow jmpedance

ground Joops are avoided.

From the above discussion, the following general conclusic:s and

recommendations are proposed:

0 SEPS ‘interfaces should avoid Targe circuit areas and ground Toops.
This approach minimizes magnetic field pickup and makes shielding
effective.

0 Interfaces should employ balanced receiver devices extensive1y;
This éréates configurations similar to circuits #6 to #16 in
Figure 4-3. | | |

.0 Cab]es and unit assemblies shouId employ sh1e1ds to protect aga1nst
transient and high frequency noise. |

o  On critical, Tow 1evg1, or high accuracy measurements, balanced
transmission and recéptidn oVer twisted shielded éable shou]d.ﬁé

- considered.

Spec1f1c cab11ng deta11s and s1gna11ng character1st1cs shoqu be addressed

in follow-on Phase B stud1es.
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DriVer/Receiver Options

Interface driver/receivef circuits can be classified as one of three
types: (1) single-ended (SE}, (2) double-ended (DE), or {3) differential

(DIFF}. Circuits can be linear (analog) or non-linear (lagic).

Definitions

Single~ended driver circuits use a ground or other dc level as a refer-
ence return. The signal voltage rises relative to this reference and is
analogous to on/off binary signals in communication theory. This circuit
configuration is generally the simplest and has the Towest failure rate.
Signal swing may be either positive or negative with respect to the reference

voltage.

Double-ended driver circuits are defined to be dual, single-ended drivers
with complementary outputs (i.e., one swings positive while the other swings
negative with respect to the other). Double~ended drivers generally do not

have a balanced output impedance with respect to ground.

-

Differential drivers are dual output circuits with Tines balanced with
respect to ground. Signal~voltages on the Tines also swing in opposite

palarity relative to each other.

Single-ended ?eceiverAcircu1ts, which again are the least complex,
measure input vo1tagés with respect to a fixed reference. The reference,

generally grpund, is relative to the receivers power supply system. Input
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signal sources accordingly must be connected to the receiver's power supply

around..
Doubie-ended receiver circuits are dual, single ended receivers.

Differential receivers have differential amplifier input circuitry and
provide an output proportional to the potential difference between the two
input lines. Differential receivers also exhibit common mode rejection

properties.

Practical Interface Options
Figure 4-8 illustrates six candidate driver/receiver pairs. Each 1is
discussed briefly below:
o  Single-ended to Single-ended (SE to SE)}
Although the simplest circuit combination, single-end to single-end
- tyransmission schemes require a common ground reference and transfer
accuracy is no better than the ground system. Wiring connections
are analogous to circuits #1 to #5 of Figure 4-3, which are the most
noise sensitive. In addition, the single-ended Togic or discrete
receiver is a threshold detection device with a fixed threshold.
Noise susceptability is established by (1) the accuracy of the
signal gquhd'reférence,'(z) ﬁhe signal amplitude, and (3) the.
threshold setting.
o Single-ended to Differential (SE to DIFF)
~This comb1nat1on uses the simple unbalanced dr1VEr into a baTanced

d1fferent1a1 receiver. The s1gna1 at the receiver output 1s "
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referenced with respect to the two input Tines and, in the ideal
case, independent of receiver power supply references. Since the
driver is unbalanced, the circuit combination provides Tittle or
no common mede rejection. As indicated in Figure 4-8, when used
for digital signals, the output of the differential receiver frant
end will stil] require a threshold detection circuit.

Double-ended to Double-ended (DE to DE)

This configuration could be considered for digital communication.
It provides 1ittle noise immunity, but it is noise and failure
detectable.

Double-ended to Differential (DE to DIFF)

This configuration is especially attractive for high rate digital
communication. Ground reference shifts appear as common mode and
are rejected by the receiver. It also provides common mode rejec-
tion to noise coupled onto the transmission cable to an extent
determined by driver output impedance balance.

Differential to Double-~ended (DIFF to DE)

This configuration is simitar to the double-ended to .doub]e~ended
circuit but offers some add1t10n31 ground reference shift
insens1t1v1ty

D1fferent1a1 to D1fferent1a1 (DIFF to DIFF) |

'Th1s is the least noise suscept1b1e and genera11y 1nvo1ves the most

complex c1rcu1tny It provides high common mode reaect1on aga1nst

both ground reforence and externally coup]ed noise.
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Isolation |

Electrical isolation techniques can be 1sed with the interface c{rcuit
options} Isolation schemes utilize transformers, Tight emitting diodes or
relays., Isolators will eliminate requirements for a ground reference and

tend to make drivers and receivers act as differential devices.

Table 4-4 provides a summary of signal method comparison. The table

ilTustrates that no one method is best for all signal applications.

Failure Isolation Options

Standby sparing redundancy is planned for the I/0. Effective redundancy
management'dictates that any single failure in a function should not prevent
the spare unit from operating. Since at Teast dual redundant input/output
ggctions are required, all interfaces with the I/0 will invdTve failure
to1erange considerations. In some instances, redundant sources and output

sinks are also involved.

Implementation of redundancy can employ cross-strapping or single-string

apbroaches with cross~-strapping generally providing highest reliability. How-

ever, cross-strapping also places the greatest demand on redundancy management

and design detail. -Failure isolation considerations discussed here apply to

cross-strap applications.
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NOISE CMR © NOISE PHR RELIABILITY  COST/
REJECTION  (TYPICAL)  SUSCEPT DISS | SIZE
1. SEto SE (TR T (0) 1 1 3 33
2. SE to DIFF (< Th) 1 (0) 1 2 2 2 2 1/2
3. DEtoDE  (<Th) 1  [Detects 2 2 2 2
| _- : | CM p -
4. DE to DIFF W) 2. (o112 2172 2 2 2
“5.. DIFF to DE (v) 2 fpetects 2 1/2 1 1 1
= : : [ ;
| | | oM 2
6. DIFF to DIFF (v.) 3 (>40db)3 3 1 1 ]
1LEGEND . |
© RELATIVE RATINGS: 3 IS BEST, 1 IS LEAST ATTRRCTIVE_
5 - 'LESS THAN BUT APPROXIMATELY EQUAL TO
~ Th = THRESHOLD VOLTAGE WHICH DEPENDS ON SIGNAL AMPLITUDE
- Vg = STGNAL VOLTAGE
a*ﬁ~mmmmmmmz
CMR = EDMMON HODE REJECTION
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Practical isolation options include the following:

0 Active Isclation - dual output drivers and/or receivers are employed.

0 Resistor Isolation - when loading effects such as shorts permit,
resistive isolation is often the most economical.

0 Djode Isolation - logic signal with unidirectional current flow can
use diodes to isolate electrical short failures. Diode isolation
usually requires powering-down the unused spare.

0 Field Effect Transistor (FET) Isolation - FETs can be used for

Tinear signals and Tow level logic if impedances permit.

Combinations of the above are candidates for the SEPS I/0 design with the

best method determined by the sighal characteristics, criticality and transfer

accuracy.

Recommended SEPS Interface Design

Input Signals

Figure 4-9 summarizes the recommended configurations for redundant signal
input interfaces to the I/0. Most of the various signal types anticipated
for SEPS are included. Specific signal handling treatment will be required

in the generation of hardware specifications.

Output Signals -

Figure 4-10 summarizes recommended the configurations for redundant CCS

outputs.
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1. GENERAL ANALOG INPUTS

SUBSYSTEM 1/O NO. 1
o + AN M
\/ & *TVVW U
X
CONDITIONED, SINGLE—END
OR DIFF DEPENDING ON
ACCURACY AND LEVEL A l——— ——
| 110 NO. 2
i .
L
2. TEMPERATURE/PRESSURE/POTS (SINGLE STRING
RECOMMENDED WHERE PRACTICAL)
I/0
SECTION
I NO. 1
SENSOR NO. 1 __Y 52 XCITATION
BRIDGE —e —
NET | '
| A .
& U |—
o -
PREAMP WHEN REQUIRED | L
[ 1/0
_ SECTION
| NO. 2
|
EXCITATION
|
SENSOR NO. 2 l )
SAME AS ! 4 M
© ABOVE f = U =
l 1.

Figure 4-3. Recommended Input Interface Concepts
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3, SIMPLEX TEMPERATURE/PRESSUREAOTS

A

SR W ey

SUBSYSTEM
{POT SHOWN)

4, SERIAL LOGIC

>|

5. DISCRETES (PRELIMINARY]

SINGLE ENDED .-

* 5VOLT OR GREATER

LE}IELS

<P <D

SWITCH

l—-—-EXCITATION .

D,

D

DRIVER

. F_iguf_*e 4-9. ,Re_cjommehdéd 'I'np_ut _'Interface Concepts (Cont) | _

12 VOLTS OR GREATER

/

4-38

NO.2
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AP S, S
. . .

I
1
|
6. SWITCH CLOSURE !
|
+V
SUBSYSTEM
E"
T‘U . S8
L o "I/0 SECTION NO. 1
hd +V 4 '

SE

I/0 SECTION NO, 2

Figure 4-9.. Recommended Input Interface Concepts (Cont)
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NOTE; SIMPLEX SUESYSTEMS SHOWN USE ISOLATION RESISTORS
FOR CROSS STRAPPED REDUNDANT SUBSYSTEM CONNECTIONS,

1. ANALOG
NO ANALOG QUTPUT REQUIREMENTS HAVE BEEN IDENTIFIED FOR SEPS

2. SERIAL DIGITAL & TIMING
- SUBSYSTEM

/0
NO. 1
A"‘"D——‘ Q AAAM—]
Ao Ty
Br ] g |
) ST S
=
| -/

3. DISCRETES TO RELAYS & ISOLATED LOADS

1/0 SINGLE ENDED PULSED OR STEADY
NO. 1 DRIVER 12'TO 15 VOLTS

/ /

é ISOLATED LOAD

PAR REMOVED FROM
INACTIVE /O

1/0 : »—

NO. 2

Figure 4-10. Recommended Output Interface Concepts
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/
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. Figure 4-10. Recommended Output Interface Concepts (Cont)
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Recoinmendations include consideration for EMI, as discussed prewiously, as
well ds faiiure isolation. The treatment is general and accordingly each
signal interface definition will require a review of all trade considerations

in follow-on Phase B studies.

4,2.3.3 Recommended I/0 Design

The recommended I/0 design is a hybrid design utilizing a centralized
I/0 with two remote acquisition units to handle high density signals to and
from the solar array and propulsion subsystems. The I/0 contains redundant
input circuitry, output civcuitry, I/0 timing and control, command interface,
and data handling circuitry. A block diagram of one-haif of the custom I/0
section is shown in Figure 4~11, and Figure 4-1 shows the overall I/0 block

diagram.

The basic I/0 design utilizes the common parallel input and output data
bus concept. Data flow from the CPU to the I/0 is accomplished via a 17-bit
output bus which transmits both address and data on a time-shared basis. The
I/0 timing and control circuitry checks parity of the incoming data, decodes
the I/0 address, gates the data onto the output bus and generates a load
strobe to the selected output register. Input data to the I/0 is conditionéd
or converted (in the case of analogs), then gated onto the input bus to be
read by the CPU. Ih the case of a read command, the timing and control cir-
cuitry checks parity of the commﬁnd word (address) from fhe CPU¥ decodés the
command, issues a strobe pﬁ]se to gate the data onto the I/0 input bus, gen-

erates a parity bit, and gates the I/0 input data to the CPU. In the case of

both a read and write command, the I/0 timing and control circuitry generates

all "handshaking" commands necessary to interface with the CPU.
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The I/0 provides the interface between the telemetry buffer, Tocated in
main storage, and the tape recorder or TM transmitter. The CPU collects TM

data from I/0 inputs, stores this data in the TM buffer in main storage; then

when the buffer is full, the data is read to the tape recorder or TM downlink.

The I/0 provides all timing and control signals to the tape recorder or TM

transmitter to perform this operation.

The design of the I/0 section is divided into three major categories:
Input Circuitry, Output Circuitry, and Timing and Control Circuitry. Each of

these is discussed in detail below.

4,2.3.3.1 1/0 Input Circuitry

The custom I/0 input circuitry 1s divided into the following categories:
critical discretes, housekeeping discretes, parallel digital words, serial
digital words, and analog inputs. Storage will be provided for 7 ¢  put

types with the exception of housekeeping discretes.

A typical group of critical discrete inputs is shown in Figure 4-T2. The
output of the receiver circuit is connected to the clock input of a D flip-
flop; the D input of the f]i@uflﬁp is.cohnected to a logic level "one". ThE_
Teading edge of the discrete input will clock a "one" into the storage qgll.
The Q side of the f1fp-f1op_is connected to a 16-input NAND gate ‘to generate
an interrupt 1eve1_fo the CPU. The level of 1nterrupt will dictate to ‘the
CPU which iﬁput chénnei is fo”be serv1ced ro11ow1ng read command from the
_ CPU the I/0 timing and control c1rcu1try w111 1ssue a c1ear command to the _

channe] which will reset all of the 16 bits of the dlscrete 1nput group
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Critical discretes will be grouped into 16-bit patterns. This is done.to
facilitate the reading of the discretes onto the I/0 16-bit input bus. Each

group of 16 bits will generate a unique interrupt Tevei to the CPU.

Housekeeping discretes will not be provided with storage elements in the
I/0. These discretes will be polled at a regular interval dictated by the
program resident in main memory. These discretes wiil also be grouped into
16-bit patterns as were the critical discretes. The grouping will be done with
respect to the sampling rate of the discretes. The housekeeping discretes will
be buffered by a receiving circuit and gated onto the input bus by a decoded

read command from the I/0 timing and control circuitry.

Parallel digital words transmitted from a subsystem to the 1/0 will not be
stored in the I/0 if storage for that word 1is provided in the subsystem. If
no storage is provided in the subsystem, the parallel word will be Toaded
into a parallel/parallel register in the I/0. A block diagram of a typical
paraliel word from a SEPS subsystem to the I/0 is shown in Figure 4-13. As
was the case with critical discrete inputs, critical digital words will gen-
erate an interrupt to the CPU. A decoded read command from the I/0 timing aﬁd
control logic will gate the stored data onto the input bus. Non-critical or

housekeeping words ﬁ111 be polied by the CPU at a predetermined rate.

Serial digital data received by the I/0 will be loaded into a serial to
parallel register, as shown in Figure 4-14. The CPU will read the parallel
output by vissuing a read command for that data channel. There are three pos-

sible methods of clocking. the serial data from the subsystem to the I/0:
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T 1) The subsystem could generate and supply the load command and thé

~ clock to the 1/0; »2) The 1/0 could supply the clock to the subsystem for
c]ocking;. 3) The subsystem could generate a self-clocking code such as
Manchester II. At the present time the best in terms of simplicity, relia-

; bility, power and volume is item (1). This scheme is shown in Figure 4-14,

The relatively high number of analog inputs dictates the use of a two-
Tevel analog multiplexer. A block diagram of the I/0 analog input multiplexer

is shovin in Figure 4-15. A two-level analog multiplexing scheme will be used

to receive and process ana]og'inputs to the custom I/0. This will allow the

multiplexing of up to 256 singie ended analog inputs or 128 double ended

analog inputs.

The first Tevel of multiplexing consists of up to 16 16-input mux cir-
cuits., The subsystem analog inputs are connected to the inputs of these multi-
plexers. The outputs of each of the first level multiplexers (16 of 256) are
connected to one of the 16-input channels of the second level mux. The output

of the second Tevel mux (1 of 256) is connected to the input of a buffer circuit

for’ impedance matching and error reduction. The output of the buffer circuit is

connected to the input of the A/D_converter. The converted analog channel is

TR

. gated onto the input bus to the CPU in the same manner as the discrete inputs.

The analog addréss register receives eight bits of analog address From
the I/0 timing and control section for each and?og channel to be read by the

CPU. This address is broken into two four-bit address codes. The four low

] g
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4

order bits select one of the sixteen inputs at each of the first Tevel mux's;
the four high order bits select one of sixteen inputs of the second level
mux {i.e., the high order bits select the output of one of the First level

mux's) to be routed to the A/D converter for convefsion.

4.2.3 3.2 1/0 Qutput Circuitry

The custom I/0 will provide discrete, serial digital and parallel digital
word outputs to various SEPS subsystems. These outputs will be controlled by
the CPU. In order to perform this function, the I/0 will receive from the
CPU a command, a write addreés, and 16 bits of data. The I/0 is structured
such that the 16 data bits will be set onto a common 16-bit parallel output
bus; the decoded address will then be used to gate and strobe the data into
the proper output register. A1l .iscrete outputs will be high level (+28 Vdc)
capabie of driving the specified subsystem Toad impedance. Serial and parallel

ocutput words will be TTL compatible.

A simplified block diagram of a group of high level discrete outputs 1s
shown in Figure 4-16. The data which appears on the I/0 output bus will be
strobed into a 16-bit holding register Ey a decoded load command generated by
the I/0 timing and control circu{try. If the discrete to be issued is of the
pulsed type, the load command will also start the pulse generation circuitry,

which is a counter set to generate a pulse of specified duration. The output

- of the pulse generation circuitry is ANDed with the output of the output reg-

ister. The output of the AND gate will control the high Tevel driver {shown as

an PN transistor), turning ON for the length of time set by the pulse circuitry.

Isolation diodes are connected in series with the output to provide failure

protection for both halves of the redundant I/0 section.
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Figure 4-16. High Level Discrete Qutput Circuitry
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Serial and parallel digital outputs of the I/0 are shown in Figure,4-17.

Serial outputs are generated when the I/0 receives a write command from
the CPU for a specific serial word. That word is Toaded parallel into a parallel
to serial register. The data is then clocked serially to the subsystem. The
clock is also routed to the subsystem where it may be used to clock in the
serial word. ®arallel digital outputs are simply loaded into a holding register
by the I/0 timing and control circuitry and presented to the receiving subsystem

through drivers.

4,2.3.3.3 1I/0 Ti-ring and Control Circuitry

The 1/0 timing and control circuitry provides all timing signals, load
and control signals, data routing, address decoding, parity generation and
checking and generation of all "handshaking" signals with the CPU. The I/0
will be power cycled in order to conserve power when a particular function is
not in use. However, the control circuitry which interfaces with the CPU and
the critical discrete inputs are in a powered state at all times, A block dia-

gram of the timing and control section is shown in Figure 4-18.

Communication between the CPU and the I/0 is accomplished via a 17-bit
output bus (IOBO)}, a 17-bit input bus (I0BI) and seven "handshaking" control
Tines. Primary communication to and from the 1/0 is accomplished by the Direct

Qut and Direct In sequences.

Write Sequence

To load data into an I/0 discrete output channel, parallel digital wcrd,
channel, . - serial digital output channel, the Direct Out sequence is

followed. This sequence is shown in Figure 4-19. In this figure, negative
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levels are active and a sequence of events is depicted rather than actual time

intervals.

To start a write operation to the I/Q, the CPU issues the IOCMD command
and places the I/0 register address on the I/0 output bus (IOBO) 1ine simultan-
eously. The I/0 will issue a data request signal (IODREQ) to the CPU which tells
the CPU that the command was received. The information on the IOBO Tines is
parity checked and parity is stripped; if parity is good, the sixteen data bits
are Toaded into the I/0 address register. The address information is decoded

and gate conditions are set (Read/Write, DO/DI, channel number, etc.).

The DREQ Tine is then deactivated, signifying the compietion of the first
word transfer. Following delays and settle time, the DREQ 1ine is activated
by the 1/0, starting the.second word transfer. The second word is the data
word which 1s parity cheéked, strippad, and placed onto the I/0 output bus.
Following a small delay, the timing and control Togic generates a LOAD QUTPUT
strobe which is ANDed with the decoder gates to gsnerate a load pulse to one
unique I/0 output register. The sequence is then terminated by the I/0

degctivation of the second DREQ signal.

Read Sequence

To read data from the I/0 discrete inputs, analog inputs, serial and
=arallel 1inputs thé Direct In sequence will be followed. This sequen¢e is
shown in Figure 4-20. The CPU starts the sequence with simultaneous issu-
ance.of.;OCMD and the seventeen bit parallel word which designates the 1/0

input channel address that the CPU wants to read. Parity is checked and
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stripped, and the command word is decoded. Decode gates are conditioned to
allow the strobing of the selected word onto the I/0 input bus. In the case

of the apalog inputs, the analog address register is Joaded with eight bits

which will select the propér analog channel to be routed to the I/0 converter.

The handshaking sequence for a Direct In sequence is the same as that
for a Direct Out except the second word (data word) is on the input bus Tines

and parity is generated for this word in the I/0.

The formatting and bit allocation for both the Direct In and Direct

Out sequence are shown in Figure 4-21.

Critical Input and Telemetry Readout

When a critical input is received by the I/0, the input circuitry will

generate an interrupt which is unique to that input group. The I/0 timing

and control circuitry will store this interrupt, generate a code word, and
generate the necessary interrupt handshaking signals to the CPU. When the

CPU receives an interrupt, it will perform a Direct In sequence to read the
critical input register. Following this operation, the I/0 intervupt register
will be cleared unless another interrupt has been received during the sepr-
vicing of the first %nterrupt. in that case, the next interrupt will bg

processed.

The telemetry buffer will be jocated in iain storage for the baseline
SEPS design. Therefore, TM data will be accumuiated by poTiing TM channe®s

and Toading (via Direct In sequence) into the allocated 4K word buffer. In

459

s ¥ i iy




B AT s

| SO | I [ e e | E——— [P Fa et
COMMAND WORD -~

c 1 2-3 4 5 § 7 8 p 10 1 12 13 14 15 16

PWR T READ | ANA ADDRESS
- DATA WORD ~N

00 % 2 3 4 5 7 8 8 10 11 12 13 14 15 18

o DATA o P

[
~ Figure 4-21. Direct In/Direct Out Format and Bit Allocation
’ - S - " e ] T T T

o i
|
; .!
]
' |
4
!




~order to read this data out to either the tape recorder or the TM transmitter,
a sequence called Buffered I/0 will be performed. In this sequence, the CPU
will, when the buffer is full, issue to the I/0 an address command followed

by a sequential reading of the buffer. The I/0 will alternately parallel

Toad and then serial output the buffer data at a 32 kbps rate to the tape
recorder or TM down 1ink at a 1 kbps dats vate. The transfer of buffer data

is under the control of the CPU.

Power Switching

In order to conserve power, the I/0 will employ power switching. The
spare 1/0 will be completely powered down, but the operating I1/0 will power
only the section of the I/0 which is being used. The %iming and control
section and the critical inputs will be powered at all times. The discrete
outputs, serial outputs, parallel ocutputs, telemetry outputs, analog inputs,
serféT inputs and housekeeping discretes will be power cycled to conserve

power.

Error Detection

The custom I/0 will employ a BITE register, parity bits and feedback

to detect equipment malfunctions.

As previously stated in this section, word transfer between the C?U and
1/0 will contain a parity bit. 0Odd parity will be checked by the I/0 before
any function is performed. Should a parity'error be detected, an interrupt

will be issued to the CPU by the I/0.
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A BITE register will be provided in the I/0 design to check bus trans-
fer. The BITE register will be loaded by a Direct Out sequence. The BITE
register is then read by a Direct In sequence. This will serve to check both
the I/0 input and output buées, I/0 timing, I/0 parity and some I/0 decoding

circuitry.

It is recommended that certain output signals from the I/0 be func-
tionally wrapped to an I/0 input to provide end-to-end verification of a
correctly commanded I/0 output. On the issuance of a discrete output to a
relay, an unused relay point could be used to tie to a discrete I/0 input.
Tdeally, the discrete input would take place following the completion of the

commanded action.

4,2.4 TELEMETRY DATA STORAGE TRADE

A trade study was performed to determine the recommended method of
implementing a telemetry buffer to tempohari1y store telemetry data prior
to transferring the data to either the tape recorders or to the communications
subsystem. The options were to provide a separate, redundant 4K 16-bit word

buffer or to incorporate the additiona1"3%5mage requirement in main memory.

Functional requirements for the operation of a telemetry buffer are:

1.  Housekeeping data is to be received from SEPS subsystems at
32 bps.

2. The computer formats the data and transfers it to the buffer at
32 bps. '
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-3, Uhen the buffer is full {every 2000 seconds), the buffer transfers

data to the tape recorder at 32 Kbps, taking approximately 2 seconds.

4. Once per week, the ‘tape recorder transfers data to the buffer at
1 Mbps until full.

5.  The buffar then transfers the data to the communications subsystem !
at T Kbps.

6. Steps 4 and 5 are repeated until all the data js transmitted to
the ground.

7. A11 data transfers are under control of the computer or ground
command.,

8. The buffer need not be random access (operation is first in-first

out).

P . e

Using these assumptions, a preliminary design was performed for a
separate buffer using Tow power off-the-shelf CMOS devices except for TTL
line drivers. A non-redundant version has a volume of apprdximate1y 4000 ¢m3,
weighs 4.6 Kg and consumes approximately 5 watts of power‘inc1uding an

assumed 65% power supply efficiency.

Table 4-5 summarizes the results of the trade. System reliabiiity in-

cluding the TM function in the CCS is higher with three separate TM buffers;
however, the overall CCS reliability is still adequate with the 4K buffer
in the fault tolerant memory. Five faults are tdleratedywith-a 24K memory.

vs. two faults with a redundant external buffer. The trade is'approximateiy

. evert ih power required since memory utilizes a Tow power switching mode when - L

not addressed. Developmenﬁ cost favors the buffer in tmain memory. Tha'ZOK
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Table 4-5, TM Buffer Trade Data

SYSTEM PARAMETER

CCS Reliability

Redundancy

20K F.T. MEMORY +
SEPARATE 4K TM BUFFER

0.95650
Tolerates 2 Faults

24K F.T. MEMORY
0.94991]

Tolerates 5 Faults

ces Poweb (Average) 43.3 Watts 42.4 Watts

Dev. Coﬁfs* 5 <1

Recurring Costs* 5 2

:Height Déﬂta | +14 Kg (+30 Lb) Negligible

Tnterconﬁeation»CompTexity ' High Yery Low
- *Re1ative costs on a scale of 1-10. Higher numbers represent higher costs.




of memory requires the integration costs of three slices (8K + 8K + 4K).of I
main storage; each is identical except the BSM;s on the third page contain
half the number of chips as those on the 8K pages. However, development and
production of the separate triplex TM buffer is unioue. To go from 20K to

24K no redesign is required. Recurring costs for a 24K memory are only the
cost of fully populating an existing designed 8K page. Finally, a weight
penalty of approximately 14 Kg is incurred with a separate memory. The weight
of additional memory chips to go from 20K to 24K is negligible, less than the
allaowable tolerance on the weight of conformal coatings applied to slices or

boards from computer to computer. Finally, the interconnections of three

.separate 4K buffers is more compiex than that of the.addition of 4K of storage

to a proven 20K fault to’-rant memory.

Considering the above, a 24K fault tolerant memory has been baselined,

incorporating the 4K telemetry buffer in main memory.
4,2.5 CCS BASELINE DEFINITION

4.2.51 General : ?
Figure 4-22 presents a block diagram of the SEPS CCS baseline. The main 5
differences from the Reference 2 baseline are:
0 The HTC was recommended as the baseline CCS computer. It has a

16-bit data flow CPU capable of executing 86 System 360 instructions.
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USE DR DlECLD!-IJHﬁ OF THIS PATA IS USE DIsC!
E' SURJECT TD AESTRICYION ON E' OR ‘ LDSI-FHI: g‘rﬁt‘:’rﬁ:ﬁ?ﬁ
THE TITLE I’AGE Dl‘ mls DOCUMENT THE ‘l'l'l’lE PAHI: OF THIS DOCUMENT

0, An increase in size of the 5 fault tolerant memory from 16K of
16~bits to 24K of 16-bits, which includes 4K telemetry buffer and
approximately 50% contingency.

0 An increase of one transiator and a philosophy which dedicates
translators to CPU's.

0 The addition of two tape recorders.

0 A redesigned custom I/0 which incorporates most of the subsystem
RAU functions and from which miscellaneous vehicle sensors (pressure,
bridge networks, etc.) and relays are excited.

o Smatl standby batteries to power memory, clocks and reconfiguration
switches {n event of momentary loss of bus or regulated power
supply. '

0 Recommendation to not use high order language for software
programming.

This computer configuration is similar to that proposed by IBM to MSFC for
the Large Space Telescope (LST). Table 4-6 gives details of the HTC

characteristics.

e

4,2.5.,2 Computen/I/O Physical Characteristics
y _

Packaging concepts for SEPS-are as follows:

T. MNo cable harnesses are used for reliability improvement
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Table 4-6, SUMC/HTC Characteristics

Type:
Organization:

Storage:

Capacitys

Storage Cycle Time:
Addressable Unit:
Internal Data Flow:
Instruction Set:
Instruction Length:
Pata Word lLength:

Interrupt Facilities:

Typical Execution Times:

General-Purpose, Stored Program, Paraliel

~ Fixed Point, Binary, Integer

Monolithic Random Access: 650 NS {N-MOS)
Interface

65,536 bytes with density 8K x 16-bits
650 NS

8-bit byte

16-bit Paraliel

.86 Fixed Point Standard S$/360 Instructions

16/32/48 bits
16/32/64 bits

Single hardware with multilevel capability
through hardware and software mechanization

Instructions: 16-Bit Data Flow CPU
Add (Register to Register) 2.0n S
Add (Register to Storage) 3.2 S
Multiply (32 x 32 Operand) 28.0 u S
Average Processing Rate . 250 KOPS

"Features:

C -

78 PO

S/360 ProbTlem State Compatible
Input/Output

Direct Memory Access,
- Buffered 1/0

Externally Initiated

Program Iiitiated

_ Interrupts _
‘Storage Protect - Block, 512 Words
\ Pparity - Byte
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and Jow cost. A1l interconnections are via multi-layer
- interconnection boards.
2. Pluggable assemblies are used for ease of in-process test-
ing and repair. .
3. Maximum use is made of LSI (consistent with technology)
for minimun weight and increased reliability.
4. Multi-chip hybrid packaging of LSI logic is used to in-

crease cirvcuit density.

Modular Packaging Design Considerations

The SEPS packaging concept includes modular sub-assemblies using fiix-
ible printed wiring circuitry for electrical interconnections along with the
multi-layer interconnaction board (MIB). The sub-assemblies containing elec-
trical components mounted on the MIBs are self-contained modules as illustrated
in Figure 4-23. The unit assembly will be composed of the required modules
electrically plugged into the backpanel and mechanically attached to the side

rails of the structure as shown in Figure 4-24.

Page type and thickness vary and depend upon the style and type of
'electrical componénts used. Also, page thickness varies because of the number
_pf interfacing 1lines between MIBs and backpanel necessary to make them self

contained. The pages consist of two MIEs bonded to each sidé'of'an aluminum
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(1) AGE CONN>/ zZ

(7) 170 CONN. \

 Figure 4-24. _Compute;/ilo Unit Assembly Packaging

%

BOTTOM COVER

X PHYSICAL CHARACTERISTICS:
Size: 25.5 x 56 x 14 cm
Vol: 0.02 m3
We: 16.5 Kag




" heat transfer frame. Two 120 pin connectors are attached to the upper edge
of the MIB to provide a pluggable interface with the motherboard/backpane?
assembly. The page frame side surfaces are mechanically attached to the side
rails which comprise the side of the unit assembly structure and also act as
‘the heat transfer interface bétween the page, unit assembly and the heat
transfer medium. The mounting feet on the end of the structure and the side
rails are the heat transfer interface (bottom cover heat sink). The main
frame of the unit structure is U~-shaped and has mechanically attachable side

rails and covers for ease of assembly and accessibility.

Special circuits are contained in modules and utilize hybrid technology.
Each circuit is a mix of monolithic chips and thick Film components. Special
circuits are of various sizes with 1" x 1" being the most common. Logic chips
are also packaged in hybrid submodules, typically 5 or & chips per container.
Figure 4-25 {llustrates che multi~-chip packaging concept. Memory chips, because

of a uniform and relatively small interconnection, are packaged more densely.

The hybrid power supply components are attached to a frame and make elec-
trical interconnect with a printed wiring board using solder lands. The sub-
assembly 1is pluggable to the backpanel and is attached to the side rails of

the frame. External connectors are provided for prime power input.

Externi] interface circuits are connected through high density circular
connectors wh1ch have pr1nted w1r1ng board solder ta11s on the end of vear _
removab1e p1ns. These connectors 1nterface d1rect1y with the motherboard and o

are fastened to the U~5haped ma1n frame. .
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A summary of'ComputeU/&/o packaging characteristics is praesented below: h
S o _ o S Reg

Size (L x Wx H) o 25.5x56x14 cm o -
Volume o o o2 - o %,

leight . 16.5 Kg | I %
Total No. of Pluggable Pages e o

No. Power Supplies 3 ' ’ :

g




REDUNDANCY MANAGEMENT AND
RELIABILITY ANALYSIS 5

5.1 GENERAL
Since the last study was performed (Reference 2) some basic groundrule
changes occuried which had significant impacts on the CCS reliability and
redundancy management, These were:
(1) CCS reliability goal was changed from 0.9703 to 0.9500 for a
three-year unmaintained mission.
(2) Dual redundant tape recorders are a part of the CCS. Tape recorder
reliability is 0.99981 for dual tape recorders for a threes-year
mission Tifetime (Reference 11).
(3) CCS shall be capable of storing 4K of 16-bit words of telemetry
data and periodically transmitting this data aifher to tape recorders

or to the communications subsystem.

In order to accommodate these changes, a reliability and redundancy
management analysis was performed. Major inputs to this analysis were the
results of trade studies and analyses which were performed and are documented
in other sections of this report. These are:

(1) Utilize a Hybrid Technology Computer (HTC) with a 16-bit data f1ow,

NMOS memory technology, and bi-polar CPU Togic design (Referencg
Sections 4.2.7 and 4.2.2). | o

(2) Incorporate the data acquisition function of data conyersion,‘fore

matting, and code/decoding into the CCS with fhé'excebtfoh of two

'subsystem 1nuerfaces' solar array and propu1s1on subsystems |

'(Reference Sect1on 4.2.3.2, 1)
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(3) Incorporate the 4K-word telemetry buffer into main memory
(Reference Section 4.2.5). |

(4) Memory size requirements, including contingency and the 4K-word
telemetry data storage requirement, is 24K of 16-bit words (Reference

Section 3.2.1).

For this study all CCS component failure rates were refined. A much
better extimate of failure rates was possible with the current CCS configu-
ration because they are predicated to a large extent on hardware that has been
de11veréd. The HTC has been delivered to MSFC, the translator design is
approximately 90% developed, and the fault tolerant memory breadboard is being
fabricated. - This permits a much more accurate prediction of failure rates
and piece-part counts than was possible in the previous study. The failure
rates assume high reliability parts procurement and fabrication programs and

extensive component burn-in and screening.
5.2 COMPUTER -

' 5.2.1 MAIN MEMORY

The organization, operation, and redundancy management techniques of the

- fault tolerant memory was not changed from that presented in the previous study. .

The memory size was increased to 24K of 16-bit words, however, and the switching

- circuitry between the memory and CPU/translator was-simplified by changing the-- -~

way spare bit planes are used. Now spare bit planes -are switched as specific
replacements for failed memory planes thus leaving uneffected d11 the other -
memory planes containing no errors., (For additional explanation see Section

. ___._4-.2;2‘.2)_.‘.__
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Early in the study an analysis was peﬁformed to vrelate memory reliability
wi%h'memOPy:siZe and'wifh the number ofhmamory fau1ts fo be accommddated. This
was necessary input into the trade study concerning the Tocation of the 4K word
telemetry Buffer (Reference Séction 4.2.5), Figure 5-1 summarizes thisrdata;'

For memory sizes'greater than 16K, a_five fault tolerant memory is'required.

Because of the inherent nature of the fault tolerant memory design, the
on/off failure rate ratio was assumed to be one, since all segments of memory

are potentially required at any time. Coverage was assumed to be 0.99,

5.2.2 CPU/TRANSLATOR N |

Trade data was developed to assist in the performance of thé.trade étudy
docunented in Section 4.2.2.2 to determine the baseline SEPS CPU. Table -1
summarizes this data. Even though the reliability ~f the selected configdration
was the Towest of the candidate concepts, it was adequate to meet the overall

CCS reliability goal.

The CPU redundancy management scheme of having 3 CPUs with one operating
and 2. spares was retained.  Fault detection continues to be implemented by.

CPU self-tests and GO/NO-GO counters. A current study underway for MSFC

indicates the-addjtionfof'microcOde'storagE parity checks will be necessary-to

achieve the assumed CPU coverage of 0.99.. However, this is a small 1mpact.0n:

:;the#deSign;;_An bn/dff fﬁiiﬁré rate ratic of 4 was used.
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TTL-LSI

Table 5~1. Summary CPU Trade Data ,
CPU 'Instruction | Failures 3 Year
Configuration Set % 10~6 Hys. | Reliability | Comment
8-Bit Data Flow TC-2 (47) 2.82 0.99974 | Previous
Baseline
TTL-LSI
8-Bit Data Flow $/360 (80) 4.20 ~ 0,99857 Candidate
TTL-LSI
8-Bit Data Flow $/360 (80) 2.59 10.99922 | Candidate
N-MOS - LSI
16-Bit Data Flow /360 (86) 5.56 0.99769 | New
Baseline

A change was made in the number of translators from that baselined in

the prévious Study.

It was determined that significant CPU/trans1ator

switching circuitry cou1d be saved by hav1ng three trans1ators, one dedicated

to each CPU,

5.2.3 CLOCK

- The clocks and associated oscillators are physically part of the power

“suppties.

3 powerededown-ataany,time because of the necessity to maintain mgmory_cycling )

in failure recovary'strategies

'However, as discussed in paragraph 4.2,2.3, the clocks cannot-ﬁé

Tﬁerefore, the clocks are tripie-modu1ar;

' ;_,redundant (TMR). with ane" spare off as proposed in the Drev1ous sfudy

Coverage and the an/off failure rate ratio were assuined to be 0. 99 and f,

| "-respect1Ve1y.
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5.2.4 POWER SUPPLY

Similar to the previous study, three hybrid power supplies are neéessary
to meet the reliability goal fTor SEPS and to achieve a balance of allocated
reliability within the CCS.. Only one supply is powered-on at a time. Detec-
tion and reconfiguration is achieved by measurement of over and undervoltage
and overcurrent. Simple diode isolation of supply voltages probably can be
achieved with adequate regulation. Coverage and on/off failure rate vratio

were assumed to be 0,99 and 4, respectively.

5.2.5 RECONFIGURATION SWITCHING

The Togical methods of reconfiguration presented in the previous study
were re-examined and found to be adequate. However, packaging of these
switches was not. Accordingly, this study treated the'subject and allocated
a conservative unreliability estimate to the many redundant switches which
achieve the crosstrapping of functional elements (i.e., memory to 3 CPU's
and 3 CPU's to 2 custom I/0's}. The major factor in the design is the number
of interconnections vérsus the number of gates required for switching. MSI
flatpack technology yields the highest number of available Teads/gate while
LSI chib technology yiers the greater number of gates/lead. A detailed
design was not possible within the scope of this contract; therefore, only
an apnroximaﬁion of a faiTufe rate could be accomplished. Thé reconfiguration
switches were assumed to be a combination of MSI flatpacks and LSI chips-.
operating“as TMR with a powefed-off spare. Coverage and on/off failure rate

~ ratio were assumed to be 0.99 and 1, respective1y,

5.2.6 RECONFIGURATION CONTROL UNIT/SWITCH OVER DETECTOR- UNIT:

The unit which detects failures (except in memory) and d1rects subsequent

actions is the_reconfqurqt1op-controigunjt[swqtcheoyer detector unit. It
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contains the status reglsters for a11 spares, receives the varfous fau1t
-detection s1gna15 (CPU, I/O Power SuppTy) and TSSUES commands to the -
reconf1gurat1on switches upon detect1on of a fau1t Reconf1gurat1on may be
commanded from the ground via the custom I/0 thus bypass1ng the CPU, ATso -
conta1ned in th1r unit is a GO/NO-GO window timer wh1ch must be reset dur1ng
a preset time gate, or else a backup CPU or custom 1/0 will be SW1tched in.

S1nce th1s unit must be h1gh1y re11ab1e and possess mask1ng redundancy,

TMR/spar1ng technique is again proposed 11ke-the prev1ous study. Coverage and

on/off failure rate ratio were assumed to be 0.99 and 1, respectively.

5.2.7 TAPE RECORDER
A reliability of 0.99981 for the dual-pedundant tape recorders (one

operating and one povered-off) was groundruled for this study (Reference 11).

- 5,3 CUSTOM I/0

| “The custom 170 is prfmari]y dual redundant with TMR logic for critical
circuits such as the command interface 1ogic and interrupt Togic. One-half
of the redundant I/0 and the TMR logic is Operafing andltne'othér one-half
is powered-off.- Ervor detection is provided by a BITE register, parity
 cheeks and feedback wrap tests. Fadjt detecﬁion'wiTT result Tn7fne genenaa'
tion of an 1nterrupt to the CPU to automat1ca11y sw1tch to the spare IIO

section. Reference'Sect1on 4-2 3 for more detail on the redundant des1gn |

aspects of'the cusfom I/O Coverage and on/off fa11ure rate rat1o were assumedd,

" to be 0. 99 and 4, respect1VeTy

5. 4 TOTAI s

F1qure 5 2 15 a summary b]ock d1agram shoW1ng component fa11ure rates,

d'component redundancy 1evels and component re11ab111ty for a SEPS three-year, l_H Z f_f:'
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unmaintained mission. Total CCS reliability is calculated to be 0.95059,
‘which exceeds the CCS reliability goal of 0.95000. Additionally, it should
be noted that tﬁe above reliability estimate includes the unreljability con-
~tributed by equipment performing (1) telemetry formatting, storage and -

| recording functions and {2} the bulk of data acquisition, formatting, and

conditioning for the other SEPS subsystems.
Tab1e'5—2 summarizes the CCS component redundancy characteristics.

Table 5-2. CCS Component Redundancy Characteristics

Component Redundancy Characteristics _ o

Main Memory 5 Fault Tolerant (4 spare bit planes)

Translator 1 Active, 2 Spares Off (Corrects 1 memory failure)

CPU 1 Active, 2 Spares Off

Power Supplies 1 Active, 2 Spares Off (With battery backup)

Clock TMR + T Spare Off (Masking Redundancy)

Reconfiguration ' ' : -

Switches TMR + 1 Spare Off (Masking Redundancy)

Reconfiguration . | - :

Control Unit TMR (Masking Redundancy) ,

Custom I/0 | | 1 Active, 1 Spare Off (Selected Circuits are TMR)

Tape Reédfder 1 1 Active, 1 Spare off ' ‘
5-9.
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Appendix A - Signal List Definitions:

Souyce:
_Destination:

Type:

Class:

No, of Wires:

Impedance:

~Voltage:
Resolution:

No. .of Words:

© Sampling or
Update Rate:

GND/CCS
Logic:

Where signal originates

Destination of signal

Typically orie of following:

Discrete (DIS)

Analog (ANA)

Digital (DIG)

Typically one of the following:

a, Critical Command (Cr Cmd)

b. Moncritical Command (N Cmd)

c. TM data measurement (TM)

d, Control data measurement (Control)

The number of signal wires coming into I/0 or exiting from
I/0

The impedance that must be driven by the I/0 circuits or the
source impedance of signals to be measured by I/0

Nominal .voltage levels (or range) of outptits and inputs.

Resolution of digital or analog input/output signals,

Where a signal contains multiple words, this column indicates.

the quantity.

Self Explanatory.

 Indicates if onboard logic exists to initiate the command or if-
it is a ground command only. A "CCS" indication in this column

does not preclude it also being initiated from the ground..
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:Eﬂfdance,:ﬂavigatioﬁ'and ControT Signal Ifiterface List {cCS Outputs)

; o B _— SampTing '
‘ ] _ _ No. ’ " Mo. : : '
B T v o . ' . © of _ X . Resolu- = of -Updata - GND/CCS
_-signai Name/SymbOT " ’ _ . Source Dest. Type -Llass ~ Wires. Imped. Voltage tion Words Rate = Logic .
Gyro #1 Enable/Disable = CCS eyro DIS Cr Comd One - TBD 28V. © NA WA As Reg'd ces
:EG.er ga Enab]elMsab]e : w ' " : [ o ) M- LS u . 1] ) " n . o n
_Gym #3 Enab]e/Disah“{e : 0w n S -n " n o B L kg i S
. .Sun Sensnt"#] 'Eﬂ‘ab.lE/D'Isab‘IE . : BN | § SUH _SEHSO'I" 1 n W - " X . [ A o # n - . . i
-Sun Sensor 22 Enabla/Disable .« v o 0 n u " " oo Coom H _ "
.. Sl.m SEHSO)’ #3 Enab'le’!riisab‘le ) . ) 4] L .ll ) n n n . ] -on H ) i .
'Stﬂr’ 'Tl"aCkél" g'i Enab‘le/Disah‘le R[S - } Stﬂf' n ] ) L 1} : n . n ] . . ®
: - Tracker . . .
:Star Tracker #2. EnabTe/D15ab1& n o oo " " " oo SR "o i Lo
:‘ACS Elec Enab'le/msab]e Iy ACS ‘Elec " ", oo " " ! v - GND
“ACS Mode Control . 4" v nIs (7y " Seven  “ - o " " ces .
“Son Thruster 1 Pitch Gimbal © . " LI DIG u T8D u . TBD 0.35%  Ope f Coom ‘
~Ion Thruster 2 Pitch Gimbal - " " oo " " oo " oo " " .
Ion Thrust_e,r 3 Pitch Gimba] P 5 " " " w o " n " u‘ 1 n
-Ton Thruster 4 Pitch Gimbal L " " " oo "o oo " W W
~Ton Thruster 5 Pitch Gimbal - n " " no e u " o " u
Ion ThrUStET‘ 6 P‘Itch G-‘mbaj . - ]} ) ([} [} n 1 n n . . ] !I N 1
'Ian Thruster 7 Pitch Gimbal B n o L : no i ) oo * o "o
g IDI‘I Thr'uster B P'l tch G'Imbiﬂ % w n 1 14 it n 1] ]} n- n .
_IDﬂ Thruster g F]tCh Gimba'i . ; >1| . L 0 k1] . it n ‘ 1l n 1] - n
~Ton Thruster 10 Pitch Gimbal .~ " e " " " o R,
) Ton Thruster 1 Yaw Gmba] o "o [ n " 1 : ] N P . " " C o n
.:-.IOR ThT‘UStEl" 2 Yaw G'lmbi-.ﬂ I oo " " " ) Rl 1 o n u o it it
- '.I_Ign Thl‘UStEr‘ 3 Yaw GImba] ‘ o u o w '-_-u' : t " o #® ' LI 3 o It
“Ton Thruster 4 Yaw G:‘f_mba'l * " " " w0 n " " I u : ..
“Yon Thruster 5. Yaw ﬁfmba] : : n n ] n .o " I " T om W a
“Ion Thruster 6 Yaw Gimbal . o - M R n " " o
-::IOI'I Thruster 7. Yaw GlmbaT T w. " on om " n " ' " w0 "
~Ton Thruster B Yaw Gimba.'l S n u n 1 o oo oow u " v S W
: IDn ThrUStEl" o Yaw Gmba.'l . v n n " B : u o W Lo m e : ft
_ Iun Thruster 10 Yaw Elmba] R " Ly L n. o Lo S oo # . n

B ] - s i O
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Signal Interface List

© signal Name/Synbo]
RCS Thruster 1 On/Off

* RCS Thruster 16 On/OFF
*RCS Thruster:17 On/0fT

0 - .
LR - e
N . -

' *RCS Thruster 26 On/Off

s .

RCS’Thrustgr 1 Heater Dn/ﬂff** o

-

RCS Thfﬁsté?ziﬁ Heater On/OfFf

*RES Thruster 17 Heater On/OfF -

.-

.
e

+ v 2 s

-Open/Closg:

RCS Hydrazine Isn]atlon.Valve 2

‘Open/Close. _
***RCS Krypton Isolation. Va]va 1
“Open/Close:

***Rcs Krypton Isolation VaJVe 2 ﬁ_

‘Open/Close:
RCS Hydrazlne Line 1 Heater

: On/Off
e *Rﬂs Hydrazme Line 2 Heater :
Un!ﬂff ‘ :

*Ear*n Urb1ta1 Mlss1uns ﬂnly'i

- *RCS Thruster 26 Heater Un[ﬂff 'f:
RCS Hydrazine Isolat1on Valve 1:

=

S NN S s

' ”Sbuﬁge Dest.

©Cs RCS.

Thruster

H 1 t

n 1

" -

1] i

11} n

e "

n n

3] H

0 ]

" it

n n

1 n

1 1

14 1]

1% 41

" n

1 [}

11 n

B "

i | i

i 1]

i i

i n

: Valve

" Valve

1 1

L} “

" Heater

i '

**ppejor 6 Tiring RCS thrusters, temp is wonitored for Tow threshoid Timit

***P!anetary mlssxons nnly, mxsszon dependent

¥ |
fo.

Type Class - Wires
nIs Cr Comd  One
w it "
.. i "
- 1 w
A N [1]
" n u
n in. 1]

" i
* " n
* " 0
* " "
u n I
n n n,
. n "
. _“ n
. it W
" . "o
n n ¥
I n u
o " n
. " n
.- n f
. t '
" " n
DIS Cr Comd Oie
DIS " QOne
W n’ n .
It : '|!-' |I.:
uf. uw "
liv' .1.1 : " :

Imped.
TBD

B S NI S SN B A

VoTtage- 

TBD

1 1
Sampling
No.. or
of Update
“ Vords - Rate
NA 1/Sec
‘0 n
" el
n 1
it A
" [I
n H
n w-
] "
1 18
o n
1} It
" 1/Kin
n "
14 13
4] .
n T
- n L1
18 an
i .
n n
H ]
n 1}
L1 1 X :v .
" 1710 Sec”
t I
(] 'll
] I
" As Req'd
u As Req'd

GND/CCS_

Logic

GHD

L]

T




.SignaT~Inte}facé List

:STQnaT:Némefsymbo1 Eﬂ- © Soupce - Dest.

k% RCS Krypton Line 1 Heater On/OFf  €CS Heater
Wik RCS Krypton Line 2 Heater.On/Off " -~ - . %
Ao B - CCS . FARAGS

- cCs - * aser Radar
*TY :

Typa  ~ Class
DIS Cr Comd
l.l A

T0 BE SUPPLIED

n

No.
of .
Wires  Imped. - Yoltage

One .. TBD ~ TBD
no K )

SampTing -
No. or '

Resofu~ of Update GHD/CCS
- tion YWords Rate . logic

NA NA As Req'd GND
o . ] B 1} . 1

= S ets, O e ESTIMATE 15 DISCRETES
cCs *Floodlights " » ® ‘ .

. o T " *Penlites BOo#.oo .
TOTALS. o pIG DIS  AWALOG
K ' " ‘Planetary 20 28 0 ;

© Earth Orbital 20 a 0
- *Earth-Orbital Misstons only.
-***planetary missions only; mission dependent .

e N




Signal Name/Symbol
Gyro:#I on/Off
Gyro-§2-0n/0ff':H
Gyra #3 On/0ff "

- Gyro §] Rotor Speed :

-Gyro #2 Rotcr Speed
Gyro #3 Rotor Speed

Gyro-#1 Temp

‘Gyro #2 Temp
‘Gyro #3 Temp

Gyro #1 Rate Gimba1 A

Gyro #1 Rate Gimbdl B
“Byra 42 Rate Gimbal A

Gyra ¥2 Rate Gimbal B
Gyro. #J Rate Gimbal A-

Gyru_?a Rate Gimbal B

Hsun SEnsor 1 Dutput‘A

75un Sensor 1 Dutput B

Sun Sefisor. 2 Output A

Sun Sensor 2 Output B
Sun Sensor 3. Output A'

Sun Sensor -3 Output B

-Sun Sensor 1 On/Off

‘Sun Sepsor 2 On/Off ‘
Sun_Sensor: 3 0n/0ff‘

Sun Sensor-1 Temp
Sun Sensor 2 Temp

Sun Sensoi~ 3 Tenp

‘(RM):f=Reduhdaqé&.Man&gemgnt-

© "Sourge -
“Gyro
]

Sm
H

i e

Guidance, Navigation and Control Signal Interface List (CCS

. Dest‘-
" CCS
1

LIV D m—

Inputs)

Type  ‘ Class ..

DIS Control

N 3

n 1 E

A Contro1
(RM)

A 1

A "

A' H

A 1

A n

A Control

A 1

A n

A 1

A n

A 1

DIG “

" )

1] n

1 1}

i n

n [[]

DIs ™

o i

b 1l

A ™

A 1

A "

[N SEVUNED S JEOVI SO UIUA S JU N e R =t A
. ‘Sampling
Na. No. ap : '
of S - Resolu-. of Update GND/CCS
Wires - 1Imped, Yoltage tion Words Rate Logie.
One 560a & MA " MA  AsReq'd  MA
I . " n i [t a ‘ T
It . It T o o i Coom
T " 0B 18t Min "
" " 1] ] n n H
] # " " _ M n i
" i " 0.5% " " n
it A " t A 1l "
[0 I n n " f u
it " TRD " 0 1/Sec "
T " " it n S H
] ©® n " ] -H bt
n it n u n 0 n
it " H ] n . n
n : " oo " n " "
™D " 18D 0.4% ] £ n !
! i u a ] n It -
1] 1 i 1 " 3 L}
B - W H it Ik n
l H [ n 0 M 1t
" " n 1 " n ‘ : «
One " ¢ NA v 1/Hin u
] " " u " @ oW
n " n u o o _ I
Two " 0-5¥ 1% " 1/¥in u
M i n o
" " " # " " ' u

AT W AT

§ e g & emn e

T T D TR R I R T Y IR ST IR S A e

Ny




| RS b o el 7 bt A LS [ ]

51 gnal’ Intj?fface Lt st
Signal Namelsmb01 SRR Source . Dest, Type
Star Tracker 1 Star Magnitude Star . tCs DiG
Tracker ‘
Star Tracker 2 Star’ Magmtude e o " "
Star Tracker 1 Angle'A’ C o " “
Star Tracker 1 Angle 8 [ - * L "
~Star ,Track_er 2 Angle:A R " o
. Sta.r TraCkEr 2 Al‘ig‘ie B e B oon " .
Star-Tracker 1 Temp - = w o . A
Star Tracksy 2 Temp: - "o " A
_Star Tracker 1 On/0ff" ' o " DIS
_-:Star Tracker 2 On/Off v " no
“Ion Thruster.1 Pitch Gimbal ™ . Actuator . A
R . e "
rﬂ’w . L N n n .
. -_: : ot I 1 .
i 1 n '_‘
Ion Thruster 10 Pitch Gimbal - " " AR
Ton Thruster 1 Yaw G{mbal : " v AR
ot i o :
- it " o
L ‘ : . : . " o
~ _Ion Thruster 10 Yaw Gimbal L " AR
" .RCS Thruster Valve 1 Status : xalve : DIS
v LI [ " . " .
. * n 1 .
: : ’ - i i '_ t .
BCS Thruster Yalve 16 Status wo u "
: RCS Thruster Valve 17 Status - :: :: "
s _' . - S : : T ‘ W :‘
* * [[; N -
B E * o " .' I -
- % RCS Thruster' \‘ah'e 25 Status . v ® "

“*Earth Orbital Missions only,

R et Ay — Ao i " ¥ . a el
Sampling

No. ' No. ar .
B of ‘ ' Resolu~ of Update GND/CCS
Class Mives  Imped,  Voltage - tion Words Rate Logic
Control TRD 560 0 TBD 124 T8D 1/5ec NA
" ] I " n T n i
" " "o n o 0122 o " "
" e n. n " n n "
" 1 w. " I H 1] e

n [ ] 1] " n i
T Twe 5600 05 1% NA 1/Min "

- . . b 1" 1 i . t
Control One " TBD NA: " 1/Min !
u n n u u " n n
Control Two TED " 1,358 NA /10 Sec #
" N " " 1 " "
" it n n " u n "
i M n " " 1 " "
" o " " tt n it "
] " " L] " n 13 ]
] 1 ] " n n " ]
n - n n 2 " ] n
" " " i " u n ’u

1 " " n - u o, 'l
0 " N " " " u "
(1] n L] ] 1 1t n 4
n 1N 1 1 1 n n [}
" One TBD n JdA u 1/10 Sec u
" n it f h u A . n
it " 1 tt ] ) ] " H

it 13 ] 1. 3] n ]
i " it n . 0 " H
" n u " " " b w
u " " u " u n W
® n " u " W u "
n n " n " " n 7
" " n " n u " "
U n " u " L] ] k]
n n " L n u - " * n




E;:i-,ﬁ", E=3 C fv?_“_]‘f"i_, 1 1 S o I O = e T duus S S ) e B2 = = F

- Signal Interface List - ) |
: . s Sampling :
- . No' . Non or . it
o - ' : . ' of _ . Resolu- . of Update GlD/CCS 1
Signal Name/Symbol - Source .  Dest. Type Class lives Imped. Voltage tion Words Rate Logic
RS Thyuster 1Temp . ° Thruster LGS A Control Two ~ TED  TAD 1 WA i/Min A
: - i 1 " * 1 " 1 n n n ] i
* n [ * £} 1] " n [ " u b
o o i " n s 1w Tt n o n " " " n . . I
' RCS Thrustar iS‘Temp . 0 u n i " Con u n 0 " I
* RCS Thruste'r' 17 Tem : u " ' n L} n [ 1t ] n 13 n
* ‘ R ST P on - n ) " u » n " u .
B y : o n * " u & 1 n n " n 1
* : n n " [ n " n " " n ] :
*. e E "t " " n u * n " u n u n 1‘
* RCS ThFUStEY éﬁ "I'emb ’ " n it I It " " m n o " . '—"-"‘“
RS Thruster 1 Pressure - T T R S S -
: ’ . . " n : 1 n w n n H 0 u . .
: n n n 1 " n " " n u
: ot . " " : " n u n " " " [
“"RCS ThI"USﬁEI‘ iﬁ Pressure - n " n " n " " W n n "
* RS Thruster 17 Préssure ; " " " s " " " " " u S —
) *.“_. o st A 1 " : n n 1t " 1 n " N
SR ST . ) W "o N " " n n " W " "
* D : _ " u . " n fn " u " u i 1
.%:.RCS ThI‘UStEI“ 25 'PT‘.ES?SUI"E . N n ] W 1] n u n ] n ] |
. R
“%Earth Orbital Missfons only - . ﬁ - ’ E - R
‘f
¢
!




B

STgnaﬁQInterface_List

Signal Hame/Symbol

RCS Hydra21ne Iso]at1un Va] el
Status

RCS Hydrazine Isolatinn Valve 2 -

g Sta‘tUS
% nes Keypton Iso1at1on Valve 1
. - Status :
- ** S Krypton Iso]at1on Yalve 2
~Status
RCS Hydrazire Tahk 1 Press
* RCS Hydrazime Tank 2-Press-
RCS Hydrazine Tank 1 Temp
* RCS Hydrazine Tank 2 Temp
- RCS Hydrazine Manifold Press
** pCS Kryptop Tank Press
- ¥ RCS Rrypton Tank Temp .
** RC5 Krypton Manifcid resg
RCS Hydrazine Line 1 Temp
. *RCS Hydrazine Line 2. Temp
** ReS Kpypton Line 1 Temp
.- **'ReS Krypton Line 2 Temp

TOTALS

*Earth Urhital Missions only

Source.

~Valve

Tank
1

-1
oo

.Tank

~Manifb1
%1ne

i :]
.n
FRAGS

*|aser
- ‘Radar
*TY

*Fload-
- Tights

Manifold "

d it
14

[

T

h_*Pen11tes n

' PTanefany
" Earth Orbital

**Plunetary miss1ons nn]y, mission dependent

4 ata)
A

A
A(2)
A

A
A

T0 BE SUPPLIED

© Class

Control

un
1]
H
"
]

Na.
of

Wires:  Imped.

One

DIG -
2

12

ESTIMATE

DIS
32
46

560 0

Sampling
- No. or
Resolu- of Update GND/CCS
Voltage - tion Words Rate Logic.
~ 'TBD HA NA 121G Set NA
1® 1l n {1} 113
it n nt it it
n 1 " [ 13 H
0-5Y 5% " 1/5ec v
H It 1 it
u 0.6% I -I Min ]
] n ki n
" 5% 1 'I/Sec ll.
n " 1] i "
u 0.6% u 1/Min i
" 5% n _.[/SEC 3
u 1% n 1 JMin 1t .
[ un n 1] i ]
n it n " n
n 1] 1 n "
14 DIS
12 ANALOG
. ANALOG
' 86
107
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* #._»‘* *'# * *

.:PropulsiOnfSubsystem-Signal Interface List #*(CCS Outputs)

_S1gna1 Name/SymboT _ f Source Dest.
‘Power Pracessor # ControT/Meas ces Pur Cond
‘Power Processor #2 Gontrol/Meas- " w
Power Processor #3 Cantrol/Heas ' "

Power ‘Processor #4 Contro1/Measi .0 "

“Power Processor #5 Caontrol/Meas n "

: Powar Processor #6 Control/Meas L.
 Power Processor #7 Control/Meas " "
‘Power Processor #8 Control/Meas " "

PC/Thruster Sw A] - o SH Matrix
PC/Thruster. Sw A2 ] ' " "
- PC/Thruster Sw Bl S " oo
" BC/Thruster 8w B2 ’ 1 "
’ PC/ThrUSter Sw C1 ' " ..
PC/Thruster Sy €2 . : v "
PC/Thruster Sw 01 - L o
_ PC/Thrustey Sw D2 _ ‘ " ¥

- PC/Thruster Sw El S oo
PC/Thruster Sw E2° : _ » "_

. PC/Thruster Sw F1 B "

. PG/Thruster Sw F2 - I "

- PG/Thruster Sw GT - ST no
PC/Thruster.Sw 62 . ° __ " .o
PC/Thruster’ Sw Hl - ' " "
"ECZThrustarsSw He . et "

o *Thesn 51gna]s 1nc1ude both: commands and measurements.

.

**Ascumes. 10 thrusters, 8 power conditioners, 2 Hg tanks.

- ®**CCS - PPU 7 bits gmessage data field bits 2-8)

. ,.-..

PPU - CCS 6 bits: (data response Tield bits 19- 24)
“#rkk(pen collector TTL 11ne driver -
*****24 b1t ﬂurd '

Type Class

bIG Cr Comd
I .
i n
[ .
1] n
" it
" ]
L} n
DIS ,
n at .
n H
It -n
n R
e ]
L n
[} L1
" 3
[ 1]
n "
: u
Hi 1
i 1
H [}
] ]

Gne each, twisted pair for clock, frame, and data In/out.

= D

to.

.af

‘Wires  Imped.
8 *}**
i "
n "
it u
1t i
1] "
n "
n * u
ne "
1 i
3 1
u 1
n ]
n 1]
" 1
" It
it [T
n "
1 ]
H H
w n
- 1t
n "
] "

=Y =3 =3

_ ResoTu-
Yoltage tion
ki hik
f n
n "

] n
L it
11 1
" 1]
At L
gBV NA
u 114
n i
1] 1.
i n
H n
n i
1 If
n 1"
i} [
n 1]
# n
11} n
i i3
n it

I

Sampling
ar
Undate
Rate

i

GND/CCS
Logic
CCs

n

H

n

H"
it




‘ SignaT?Interfacé_List

¢ : ﬁignafﬁﬂameISymﬁéT
Hg Tank Valve #Tfﬁpeﬁf
Hg Tank Vaive # C1ose

Hg Tank Valye $2- Open:
Hg TanK Valve #2. C?ose

Thruster #1 He Valve Gpen

Thruster #1- Hg Valve Close
" Thruster #2 Hg Valve Open

Thruster £2 Hg Valve Clase
Thruster #3 Hg Valve Open

Thruster #3 Hg Yalve Close.

Thruster #4 Hg Valve ( jen -
Thruster #4 Hg VaIVE.Closej

Thruster 5 Hg' Valve Open

Thruster #5 Hg Valve Clase-
. Thruster £6 Hg Valve Open.’ -

Thruster #6 Hg Valve Close

'Thruster #7 Hg Valve Open .-
Thruster #7 Hg VaIVe.c1ose

Thruster—#s Hg Valve Open .
Thruster #8 Hg Yalve Close

Thruster #9 Hg Valve Open

-Thruster #9 Hg Valve Close

“Thruster #10- ‘Hg“Valve Open-
_ThrUSter #10 Hg Valve C]ose

i TR RRCE Ly EHU D USSP U

e

L»-ﬁ f::; e :
HSaurce‘ fvaest.
€S -Valve Cont
‘ L Modu]e
- :

] n
i R
® -n
-'__l_l "
i n
K] “u
" n
“n n
n ]
1w it
al n
e W
n "
i ]
" "
{0 W
n it
n H
an u
" it
" #
it "

Type
DIS

Class

Cr Comd

No.
of

Wires .

One

Imped,
- TBD

Voltage
&y

— g st S vy
. ~ Sampling
: No. - or .
".Resoly~ - of Update GND/CCS

.tion . Words Rate - - Logic
NA N 2/bay - “GND
n n % ‘ n

[ " 1 i
» n n n

n " 1 1t

n ¥ L3

" i I, "

n " 2 a

a n T 0’

n 1" n "

] n w ]

n " i u

1 ] T3 n

u " n 1

"o n " n

n u .n. ]

1t n A n

" n Rl 1

" it H '

1t ” " ne

n " % u

n 0 n u -
1 1 n n

n f "




Signal Interface List _ . .

’ . . ~ Sampling
. : , No. B g - No. . or . '

- . , ' - of - o : Resoln-  of . - Update’ GND/CCS
Signal’ Name/Symbol Source Dest, Type Class Wires Imped. Voltage tion Words Rate Logic
Hg Feedline Heater #1 On/OFF = €CS  Heater DIS Cr Comd One  .TBD 28V NA NA © 2/Day GND
HgFeedcl.Tne H‘eater #2 Un/off i i . n . ) n n T H] H . n ]

Thruster Feedline Heater #1 On/0ff " v v . oo "o H o " "
ThruSter Feed1inEHEater #2 Oqfoff ) 111 v n . i H = n " n 1" . n Hj S n
‘Thruster Feedline Heater #3 On/0ff uo " | " e oom u ; u _ * -
Thruster. Feed']-ine Heater #4 On/Of-F T N 1l n ]| ] 1l n 11} . i } (13 . . l‘l.

- Thf‘UStE‘r‘ Feedline Hea"t_:'er £5 On/OFF " " u 1" n a " i " " "
Thruster Feedline Heater #6 On/Off " . " * o o, " " " N "
Th_’l‘USfQ‘P Fee-d'”ne He‘at‘er' #7 ‘0n{0_’ff st - n n " L] n o " n ] n [
Thruster Feedline Heater #8 On/Off B " " " " L " " " : i
Thruster Feed"l-ine Heater. #9 Onloff B [}] n ) n n L1 n n ] . 1t n
Th!"._UStET' F_EE_d_l'iﬂE He‘a-ter #]0 Onloff n , 1] ] n . n 1l | n» ) n . i n

ToTAL R ‘ e DIS - ANALOG

' B g8 = B 0




Propulsfon Subsystem Signal Interface List (CCS Inputs)

Signal Name/Symbol -

Source

Inputs from Power Processors have been accounted for in output Tist.

‘Spare PPU Sw Position
Spare Thruster #1 Sw Pos
Spare Thruster #2 Si Pos-
Hg Tank #1 Temp-

Hg Tank #2 Temp-

Hg Tank #1 Press

Hg Tank #2 Press

Hg Feadline #1 Temp

Hg Feedline #2 Temp
Hg Tank Valve #1 0Open/Close

Hg Tank Valve #g'Open‘01oSé _

EH Matrix

‘Hg Tank

Ei}

‘Lines

n
Valve
Control

“ModuTe

]

Dest. Type B
ccs pIsS ETO)
" DIS (9)
: D15 {9)
n i

1
i 1
an 1
4 |14
" DIS

Class.

Eontro1

™

No.
of
Wires

One
1

Voltage

. 28v
14

- No.
Resalu- - of
tion Words
NA CNA
u
n 1
1% n
n 43
i 44
4] 13
" "
1 it
N A "
it n

Sampling
or

“Update

Rate

TBD -
i

1/8 Nin

GND/CCS
Logic-




- ~S§§na1 Interface List

' . 2 © Sampling
‘ No. ‘ - No. or
L , o : of . : Resolu~ of Update GND/CCS
signal‘Name/Symbp1 e ) Source-' Dest. Type Class Wires Imped. Voltage tion Words Rate Lagic

Thruster #1 Hg Valve Open/Close Valve - CCs DIS ™ One TBD 5y NA NA - 2fhay NA
Thruster #2 Hg Vaive Open/Close " " " U et " " u 0 "
Thruster #3 Hg Valve Open/Close " o u " w o o n LA h "
Thruster #4. Hg Valve Open/Close no " " " " L u " oo u u
fhrustar #S'HQ Vaive 'Open/mose .o® n i It o n n It ] 1 : n
Thruster #6:Hg Valve Open/Close - u " " LA " i no ] L H u
Thruster #7 Hg Valve Open/Close o noo w n " n . r ] ] ' ®
ThruSter #8 Hg Va'[ve Upen/C]DSE ) 1} . [} [13 n 3 n 1} b1} . u it II.
Thruster £9 Hg Valve Open/Close n " " " R " " oow o
Thruster {10 Hg Valve Dpen/Close o iy " “ L " u i v u u
Thruster 1 Feedline Temp Line o A " Two 5600  0-5Y 14 u 1/Hour n
Thruster #2 Feedline Temp n n " . 1 " T it w . n 1t e
VTlfl‘l"uStEl“ #3‘:Feed'h'neuTemp k0 n . n ] " 1 n 1] [ ‘u . e
Thrugter g* F’eed]ineremp . it 1] s " n 1® ] . n . 1t '!l
Th?:liter‘ #5 Feadline Temp o " - v " I s I v n S TR 0

_ Thruster £6 Feedline Temp " " " . " " " " neooo "
'Th‘rustét‘ #7 ‘Feedline Temp " . u it n u n no it ] . n
Thrugtgr #8 Feed'l-ine Temp ‘n . " Hi n " 1 1 n -ll L] n
ihi‘USfEY' '#H_Feedl'ine; Temp i " ' LI n N " n n ) 1 n " ]
Thrugter 310 Feed'i-ine Temp . i - 113 . . ll. u 1 ] n o (1] 1] | n
ToTAL. . ' - DIG DIS  ANALOG
. B | ‘o 40 16
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Communications Subsystem Signal Interface List (CCS outputs){1)

:Signal Name/Symbal
. LGA Switch Reverse
(2) HeA Switch On/OFF -
(2) S-Band TWTA 1 Cn/Off

(2) S+Band THTA-2 On/OFf .

(2) X-Band TWTA 1 Gn/Off
(2) X—Band TWTA-2 On/Off.

-S<Band Exeiter 1.0n/0ff
5-Band Exciter 2 UnIOff

Receiver 1 On/OfF
~Receiver 2'0n/0ff 
Ranging On/0ff
THO T Un/Uff

THU 2 0n/0‘f L
THU Channel Select

TMU Z Channel Select
THI 1 flod Angle

TMU 2 Mz Ang]e
{3) TMU 1 Engr Data Rate

(3) THU 2 Engr Data Rate -
{3) THU 1 Science Data Rate

{3) M) 2 Science Data Rate

{2) X-Band Iso 5w Reversa :

Source

Ccs:
n .

Dest;
Switch
ll.
Control

Logic
on

Receiver
THU

Switch

Type

DIS
DIS

it *v'—'—’*‘ he I

‘No. .

af Resolu~
Class Wires Imped. Voltage . tion
Cr Comd One TBD 28V NA
n n s f Sm
u 1 u u n
ﬁ o [ 1] ]
" it n ® n
1 il it a0 "
" u . ] n n
n u u " 1
" n. 1" u n
u n n n n
u u " it "
1 u u u 1
ut n u " n
N Comd  TBD n TBD 2 Bits
" 1 " n - ® .
" n " u 7 Bits
] " 1 n oo
] H (] n 3 B.its
M 1 u " r
n n n A n 12 Bits
" u it it » .
n "

= } HGA gimbal commands/measuremenus are shown in structures and mechanisns
{2} Planetary m15510ns onTy

3

ttached science payﬂoad nn]y, p]anetahy miss1ons only

" 28y NA

No.
of
Words

NA
n

by At et e T b

R

‘Sampling
or
Update
Rate
<1764 Min
Once
<1732 Min

§1/64 tHin
i<’l1/3.z Min

1/6 Hour
TBD

<1/Day
un
4]

<1132 Min

<1764 Fin

N

GND/CCS.
Lagic

CEs
GND

€cs

i TR TR T

T

L. Tm-;:quz.a.u.;.u

i




FO e NS sosts S o SN icsnst N WSS SNSRI S SIR*OU S Zt S CRSNE R S S, e

 Sign§j'Interfa¢e.L1st

Sampling .
. No. ' : Na. or :
; - : : _ : of Resolu- of Update GHD/CCS
Signal Name/Symbol N Source’ Dest. Type Class Wires Imped.” Voltage tion ~ MWords " Rate  legic,
'h{4; TV FH ¥mitter Select - ces " Xmitter  DIS One 8D 28V MM NA TBD s
' 4 X Tv FM xmittET‘ ]Dnloff: e - n ] r 1 n H n [ L] . n
8 54) TV FM Xmitter 2 On/Off. . " " n . " n # o " & u
- 4) TV Hbd. Ext:i‘ter‘.’l“ﬂn/fo ) . o Exciter " BT n n H 1] I I
(4) TV Mod Exciter 2 On/Off | " oon H " o 1| om . [T o ) w
e DIG DIS ANALOG
TOTAL _ . i}
" Planetary ? 8 14 0
Earth Orbital e 4 13 0
" (4) Earth Orbital missions only




~ Comminications Subsystem Signal Interface List {CCS Inputs)

Sféhal ﬁame[Symbui

. CDmmand[Cnnf1guration Verify
THU 1 Osc Temp
THY 2 Osc Temp
THU 1 Subcarpier i Leve1
THU 2 Subcarrier 1 Level
TMU 1 Subcarrier 2 Level
THU 2 Subcarrier 2 Level
S-Band Exciter #1 Current

‘- S-Band Exciter #2 Current
S-Band, Exciter-#1 Output Level

S-Band Exciter #2 OQutput Level -

* S-Band TWTA T Current

* S-Band THTA Z Current
* S~Band TWTA T Temp

*5-Band TWTA-2 Temp -
¥ S-Band TWTA T Dutput Level

- * S-Band THTA 2 Output Leve]
* X-Band THTA 1 Current

% ¥-Band TWTA"2 Current
* X-Band TWTA ] Temp

"% Y.Band THTA 2 Temp -
o % ¥-Band TWTA.1 Output. Level

% %-Band THTA 2 Dutput Level
9 YaBand Oscyljator Temp

'_Q?PlanEtar&fmiss{cnss0n1y

Source

Dest.
CCS
n

Type

o}
=
@0

Ciass

M

Control

u

™

n
n
1
Control

n
L

1
u

1]
]

Imped.
TBD
1l

v Voltage

EBB

No.

e g e

Resolu- - of
tion Hords
8 Bits NA
0.1% b
1 n
1% n
n 1
1l "
n "
2y [H]

1l . 1]
it H]
1] n
_“ [ 1]

n n
n "
[} 1
1 1]
1 [}
4] L1}
113 ]
] bl 1}
11} 1
1t 11
u n
n 1]

Sampling
or
Update
Rate

<1/64 Fin

<1/32 Min

<1764 -Min
<1/32 Win
n

bl |

n )
<1764 Min
n . '

<1/32 Min

TBD

GND/CCS

Legic

St

U,
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" Signal Interface List ’ -
e = Lk Sampting -

‘ . - . . . ND-‘ ) ' . .. ND:. - or . .
e C . - o -of o Resolu- of - Update -  GND/CCS
-Signal Nane[S}tmbo] K Source Dest. Type _ Class Wires Imped. Voltage ‘tion Words ~ Rate . Logic
: ;f'Recmvar' 1 current - _ . PReceiver CCS A Control ~ Two = TED TBD 3% NA . <1732 Min NA
Rece-“’er 2 current . i, n A n n u 1t . " - NN | 1 H
: RECE]VE!‘ -[ Temp : o i n A " K Rl n . n " C <1f54 Hin n
. Receiver-2-Temp .- - . ° - .. " ‘A " " " " * " S "
“Recejver 1 AGC Level ey L A o " L L | no <1732 Min u
“Receiver-2 AGC Level- . " " A " A i Y u . L n n
. Receiver: 1 static Phase Error " I A ™ u " . _ 3% " _— ' *
JRECEWE]" 2 Static Phase Error o : * A R u L " S i : *
% TV FM Exciter 1 Cuprent = Exciter "7 A Contral w n " . <1/64 Min "
** w FM EXC'I ter‘ 2 CUI"]"EHt - [H ® . A Hn Rl w &} " it ® - u
*% TV M Exciter 1 Qutput Leyel - o “ A " " " meeo u " u -
*-A— Tv FM Exc-]'tar. 2 Uutput LEVE‘I ) n 1 A n ) n (] 1 u, 1t " . n
%% TY EM Xmitter 1 Current. ' imitter ¥ A o " w " B W <1732 Min u
*%TH FM Xmitter 2 Current . "o " A oo " " » # oo " oo
#* TV FM Xmitter 1 Temp: - " " A o ¥ - ® . " " <1/64 Min  ®
** TV FH xm.' tter 2 Temp ] ] A n " LW " n H n ]
:** TV Fil Xmitter 1 Output Level » nc A - L " » u .o © <1/32 Min b
** "v FM Xn-ltter 2 Output LeVe‘l n 10 A n o n 1® u n o n ) . n
Command Decoder A Output Decoder " DG » TBD » .  NA **% . As Req'd i
. COITJﬂaﬂd BechEr B Output i a DIG ] 13 .Il n n *kk " ) - I.I
o ) pI6 . DIS ANALOG -
¥ -ETOTAL ' . _
. Planetary R : .3 0 31
Earth nr.bftalf _ 3 o0 =

**Earth Urbita’l mlssions onI_V '
-;.s_'***'“ur:ber of command wnrds varies with the particmar command

.

e A g S ke £ a2 o TR T 17 |1 ORI e, AT I, T et e s g = ale e ta  —een n

T RTINS S T T

Lt e
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*CCS:Siéﬁa1fﬁntgrfacégListf(Uﬂthﬁt)*; :
 'jSigna1 Naﬁe{S&mbb1
”A%titdda étrur‘Commﬁﬁd Ll : _
;ipitch, ‘_'1 S ' R - TH Only  DIG NComd MA . HNA A
4Rl B N u " | B
_Attitgﬁg'Tfﬁnsiatioh'Command |

S S ’ vt o B n o " n B - u
s SRR no u ' " H n " n

f_q.Z‘ . ‘ ) n c !t- n n o i n

o |
- - Planetary : I 3 0 0
Earth Orbital - 6 . 0 0

il et

Soutrce nesf. Type Class Hires imped. Voitage

Cmamaiis)

RgsoTu—.
tion

0.35%

"

n
n

Tk EAMCCTA R VYR | J"*,,_':'_‘_n‘

-SampTing .

No.
of
Words

or
Update
-Rate

1/Win

o

5 *These signals are for TH pniy. The actual gimbal and RCS valve commands are shown in GNAC list. )
~**Earth Orbital missions only ' ' '

eND/eCs
Logic -

H
R
i
[
b
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Tape ﬁécordér Signa1‘IhterfacefList%(CCS‘Output)

: No.
R o o _ ' ' of g . Resolu-
Slgna1 Nam°/Symbo1 L Source  Dest. " Type Class Wires - Imped. Voltage : tion

* Tape Recorder T'Pwr On €65 - Recorder DIS  HComd One - TBD 28y NA
Tape Recorder 2 PwrOn - - o " Coa n " " " " "

Tape Recorder T Standby/Stop o o o W ow o n e
*Tape Recorder 2 Standby/stop & o " u E L _ " n n

Tape Recorder T’ Record o Lu L _ RS @ n e " o
Tape Recn“der 2 Becord -_ o .:u " ) u " E n n . "

Tﬂpe RéCDI'dEI“ 'I P]ayback . . n H LA - i . it n un L] "
wTape Recorder 2 Playback o " e " v e u o L
Tape Recorder 1-Rewind - v L " " - . "
Tapa'ﬁécofder Z'Rewiﬁd - : _:u , ..“n . " ' woo- u n n n

Tape Recorder T'Pwp OFf - " cow S meo oo " "
‘Tape RECOY‘dEY‘ 2 PWT‘ Uf.c ) . .'.H . h] " B ] " It n 13

N S L : DIG DIS - ANALOG .
L 0 10

."

*Ground commands 1n1t1ate st p1ayback Luwmand, CCS controls. subsequent connands unt11 all- data is telemetered.
**P]anetany missions only,

B ***Earth 0rb1ta1 mxssions on1y G :-f e
T S Yy

No.
of
Herds

Joe=—m

i R 4 '
1 . [

Sampiing

or
Update

:Rate'

Once
]

zﬁjHour

-n

2/Hr for .

g-HRINK

*4] MMeek

-:**TjDay

Once
u *

GND/CCS.
Logic

GHD
it
€6s
i

]
n

*GND/CCS

H

@

CCS '
u




) il L« 3 L S S S S N Suousc N SO0 SR SV SOV ST SN SRS S AUt ﬁ_i J— oitel

“Tape Recorder Signal Interface List (CCS Input)

: : SampTing
Na. No. or
_ of ResoTu- of - Update GND/CCS

'S1gna'l Name/Symbu‘l o Source Dest. Type Class Wires Imped. Voltage - tion Words Rate Logic
;Tape Rec T-Servo Phase ~ Recorder €CS A ™ Two TBD TBD 1% NA 2/Hour NA
Tape Rec 2 serVo Phase ) 1 n A u n ) un 11} 1T K L n . u
Tipe Rec 1 End of Tape u u DIS* Control One " L HA " 1750 DAYS u
Tepe Rec 2 End of Tape L " "% " o " " " u " "
‘Jape Rec 1. :Beginning of Tape - ' " u o ¥ " n n LI o u "
Tape REC 2 Beg-lnn-lng of Tape b 1l H * " n 1 n n 113 (1] _"
Tape Rec 1 Temp - ' ; n A u Two " u 0.3% " 1/Min "
Tape ReC 2 'I'en-lp~ . . it - .on A " 1% 1" 1 n 1 . 1 . 1
SR DIg DIs ANALOG )

TOTAL - AR 0 4 4 .
Hogical 2 PP | | - o

.




'551'gn2a1 -'nam'é/smbm

SA A Conta1nment L1d Re]eased
-SA B Containment Lid: Re1eased

SA A Extend -
SA B Extend.

,SA A Retract
‘SA B Retyact

SA A Parti] Retract/Extend
SA B Part1a1 Retract/Extend

A A Reconf1gure

SA B Reconfigure

SA A Rotate CCH
-SA B Rotate CCW

SA A Rotate CH

‘SA B Rotate CW

L ToTAL,

1

Solar Array Subsystem Signal Interface List (CCS Outputs)

' Soutce De;t.
“CCS SA
n it
0 i
n n
'“ ]
" n
[
nw 14
n SA
L] 1] o
Drive
4] ]
n it
it n
DIG
4-

=3 22

*Based on ) c]bSedéioop control using sun sensor and (2) temparature bias on inbound missions.

o S o BN i = 1 C 3
i
Sampling 5
of Resolu- of - Updale GNB/CCS - H
Type Class Wires  Imped. VYoltage tion Hords Rate Logic
Dis Cr Comd Cne 10Ka 28V NA RA Ones END
fl n 1I_ n n 4] 1 i i
Dis " 7] n n NA n <40/Mission " !
" ] k-] ] n ] i " uw F—-"'*“"‘
" ] it 1t " 1t u W n : o
I8 n i f 1 1 n 2 1 ' o
i n: It " n n u i "
1t n 1 " " T " H N . '
1 u It " " - [} " Once ] ’ .
ot n n n 1} n 13 1t n. ) o
DIG " u u " 8 Bits Onr  1/Sec £CS* .
w " n u n u " T " | _
1 " b} n n " 3 n W '
1] 1 " " 1] 2} n 1] n l
DIS ANALOG . . :
10 0 -
i
. S
' . T b. \-, [}/JZ
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. pp—— e et — e —— - - A
" Solar Array Subsystem Signal Interface List (CCS Inputs) oL " Sampling
Lo T _ ‘ : 0. 0. or :
: N S ' ' of | Rasolu~ of Update GND/CES
-~ Signal :.Hame/Symbq]_ . Source Pest. " Type Class Wires Imped. Voltage tion Words Rate . lagic
- SA A Secured 'SA Wing  £6S DIS Control (Qne 10K - 5V NA NA - 1/Sec NA N
SA B Secured . " " u I . " W u n . i : o
SA A Not Secur;ed L . " n - u u # » " w f n -
_ SAE th Secured: - : ) ’ . n Coom n [ " [0 n T " ‘ | "
- SA'A Containment Lid Not Released " " oo " oo n 28Y H i w Ll
~ SA'B.Containment. Lid ‘Not Re‘least_d M " . " u L " i - . *
SR A FUTI DEP]D,‘{&d . : n no : Tou " Cantrol 1 ] BV _ ." ' no o _ 0"
SA B Fu'l‘ly Dep'[oyed . 1 2 n . EL " A 1} a u L Il. . "
SA A Partiaily Deployed " B n o v u n " n " o
- SA B Partially Deployed Lo ° " o " " u " oo "
. SAA Retracted . . 1 o 1 0 [l " o n :_u 7 . 1
SA'B Re’cracted - 1" n n n u oo n ] ] u . #
) SA-A Temp " . Afar)> Three " 0-5¥ - 5% o " oo
- SAB Terisp L ) T T ' " EM y* T i n " i » n n
’ vsA A \"ﬁ'ltage : : : it " BLATV* I Two 1 n 1% . 1 " 1
At Sﬂ,vB VD'I tage o . " [ t‘q‘l n H u n 1% n it . "
SA A Currénf - 5 t " A(‘u * H " . H n n 3 i "
SA'B Current e - W o h _ A(‘H; w P n n " m a "
SA A Unentation Pos . - ‘Drive €S A Control Four ' 20KR  Q-BY 3% HA 1/sec . NA
SA B O‘rlenta‘tlon‘ pus : _‘-_ll It ‘l'-. . 1] n n 1] " . t 1 = . . n
R . o bet  DIs . ANALOG
TOTAL. <. 2, 2 o2
A E 3 Temp momtoring by CCS for b1as1ng SA ang'le on mbound mission. ‘ ' _ ' ' .

For use in peak pDWer trackmg.

*%ssunié- 10;;&] A/D and multiplexing at SA vesulting in 1 serdal digital signal suppided to CCS from each solar wing.
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Structures and Mechanisms Signal Interface List'(ccs Butputs)

. Sampling
- ' No. No. or .
o o _ ‘ of' Resolu- of Update GND/CCS
- Signal Ngme/Symbuj : Sotirce Dest. - Type Class Hires Imped. Voltage tion Words Rate Logic
- Truss Attach Pyro A Fire ccs SEM - DIS* Cr Comd One 560 o 28V NA NA 10/Sec ccs
Truss Attach Pyro B Fire . on o u n n 1t T n u n - 1t
' Truss Rotate Pyro--h' ] n ] " n u 1 " " 1} n
. Tnuss Rotate Pyro B N - - . {3 ) nw 1] ] n P | ¢} n 1t T r
; BaSe SUIPPOI“t P_Yl‘b A F'H"E . [T " n 1 " Rl n n. il_. " ]
- Base SUPPOT‘t P.VI"O B Fire [ ] ] ] o “ st t it " "o W
s HGPL F'_V!'D A Fire : : ) it u ] n Ca it bl . B ] it ¥
** HEA P_YT‘O B Fire O ) n’ . ] " it o .n B I . " n . "
- Antenna Boomt Attach Pyro A Fire : " v " u # o " " H u "
* Anterina. Bgc}m Attach Pyro B Fire . . s u ] 7 u 1 n b n .oom
SA Pkg DEP] dy F_VT'D'A E'ir& .l n i® n it [} ¢ n 2} 1l u n
- SA\ Pkg Dep-loy P_yr'OB F.lr_e i} ] 1] " n n 1 t) . .H n I
. Sunshade Release Pyro A Fire " " " " " e f u b u o
. Sunshade Re'l easé P_Vrﬂ B F'il“& i . " n 0o n ) 1 u L 1t Ll ooon
: Thruster Re‘iease Pyro A Fire i n : n " u, o [0 it )] 1 1
" Thruster Release Pyro B Fire: " " " " " o “ . " .o rot
** HoA Clock Angle L o D16 " TBD 78D TED TBD TBD  As-Req’d n
** HER COﬂ& Ang]e ] o " : n o " " n 1 w on i u n n _
" Payload Release Pyro A Fire % w - DIS*® " One  560a 28V A 1A 10/5ec .~ 'GND
P&j’]oad ReIease Pyro B F.I.r.e 1w - |1 . - ) 1] A n u h 1] [13 i B 11
ke SC‘I Pkg/Boom Pyro A Fire ) it ] . " n n u It i o G 1t
F sci Pkg/Bnom P_yro B F'ET‘E . I % u _ " ] i ] ' Tt 1 n .
hwr Retract SA Pkg A i . ‘ n o, . DIS ] " 1t BT ll: n " n
l'ir* Retract SA Pkg B S n ) u t " .om n on 1 ' n 0 " n
*50 - 100 s pulse o '
. **Planetary missions only .
: ***Earth 0rb1ua] mmss1uns only




e T LSRN IS SRCHIE L I it e R B i B B =
Signa‘l"f'intei‘facé:' List : )
o - Sampling
Na. ~No. or . .
IR of ResoTut of  Update - GND/CCS
Signal Hame/Symbdl - Source Dest. Type Class Wires - Imped. “tion  Words Rate Logic
#x# Dockirig Mechanism Latch s S&M DI1S Cr Comd One - 560 @ HA “HA 10/Sec GHD
*%% Docking Mechanism Reléase .- w " oo " o " [ u . BT
E +* HiSCEI ,BHE_OUS (50) . L] n DIS(50). 13 ] ] . .|| H 1] T/Sec Soon
o _ DIG pIS ANALOG
TOTAL .. ' ' _
R Planetary 2 - 70 0
Earth Urbital 0 70 0
*Not speciFically defined at this time.
***Earth Orbital missions only

ST e s S e

s



T e e B e e e Dot s L T SN A AU SETSEEPEE . N . bl edd ]
:Structuresfand‘MeChanismé‘SigﬁaT Interféce,List.(CCS Inputs) : :
L - o o . - . Sampling
. N No.- - No. or . '
- G R L : of _— ' Resolu- . of Update GND/CCS
v Signa1'Name/Symbo1 - Source Dest. Type Class Wires Imped. VoTtage tion Words - Rate Logie
Truss Attach Pyro A Fired sa . CCS DIS  CrComd One  TBD &Y NA NA - 1/Min NA
Truss: Attath Pyra B Fired no n n " - " 1l ® "o wo H K
Truss Rotate Limit A u Con " " " " " n " # n
. Trass Rotate Limit B- S oo u u n " o u " L
** i6A Clock Angle x4 " DIG n " " n 0%  .TeD v b
*: HGFL Cone Ang'le " " " " n 1t it u n it %
'SA Pkg-Deploy Pyro A Fired " " DIS . " t " " u " "
-SA Pky Deploy Pyro B Fired " u A L " " n " " g n
S Pky A DEP]O.YEd : " * n " n n " " n " "
“SA Pkg B Deployed ) " " u n l u " n u " K
*-SA Pkg A Stowed " " W N " n 1t " n T it
* SA Pkg B -Stowed " n n " n n * " " " is
‘Sinshade Re'iease P_YI"O A Fired n 1] 1] n 1u 1 ] " ] n ]
"Sunshade Release Pyro B Fired “ " " u Ll u " " n M ".
‘Sunshade Deploy Verify u w " n n " " " # o n
“Thruster Releass Pyro A Fired " " " " 1 » 2 1 " i wo
. Thruster Pélease Pyro B Fired u " " " " » L U " wo "
‘Thruster/Actuator Released " " Ll u U 1 " u u " i1
¥ SCi Pka/Boom Pyro A Fired " " " " " n u " U " u
*r Sci Pkngoom Pyro B Fired n I it n ] It " [ 1} 1 ]
#* 5ci Pkg Stowed h 1. " i v 1 n n ] n i
* Docking Latch Yerify A n " h u " " u L " ] x
% Docking Latch Verify B u o " " i n n " " " v
 *Earth Orbital Miss‘ons only
- **P]_anetary mission. wnly

.
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© Signal Interface List o
‘ E . Sampling
. . Ho. : ' lo. or '
- _ of . Resolu-  of Update -+~ GRD/CES
- Signal Kame/Symbol o Source Dest. Type Class Wires Imped. VYoltage tion Words -~ Rate Logic
** HGA Pyro A Fired ‘ SEM ces DIS ~ Cr Comd . T8D TBD  5Y HA NA 1/Min NA
**.; HEA Pyrﬂ B Fil"ed . " 1 n i1 n u " 1] n 1" . i_l
*% fintenna Boom Attach Pyro A Fired " » " u " " v " " " »
*% Antepnaz Boan Attach Pyro B Fired " " " " " L u " " v "
** Antenna Boam Deploy Yerify n ) " ‘u n i : 7 n n I " 1
.- 'PayToad Release Pyro A Fired " " " . " u ® " " v 0
- pay-lc'ad RETEBSE PHT-'D B Fired 1t n n . n . " n ] " ll. n - o
" Base Support Pyro A Fired u n " u " " " g " " *
Base SUPFDI"t Pyl"ﬂ B F'i!"_Ed . L} ) n (4 n n " ‘lt i 1] n o
- Structural Strain Gauges - " " A(15) TH - TBD TBD TBD NA 1/Hour .
o DlG pis ANALOG S ) . +
CCTOTALS - ,
: _ Planstary 2 26 15
Earth Orbital -0 S22 15
~ - **Planetary mission only o _ ' .

et e
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“Thermal Control Subsystem Signal Interface

List

Signal Name/Symboi Source Dest. Type

There are 43 to 46 hedters ontboard SEPS.

heaters exist for the following:

TOTALS

*Earth Orbital missfons only

Qtl/OFF sequencing of these heaters is noymally by thermostat control. Ground overvide commands are
provided for contingency. These commands and temperature measwrements appear in the particular subsystem that they are associated with. Potential

DIG

Ho.

124
Class Wires Imped.

Hg Feedline Heaters
Thruster Feedline Heaters
RCS Thruster Heaters

RCS Line Heaters-

Sun Sensor Heaters

Star Tracker Heaters

*TV¥ Camera Heaters

*Laser Radar Heaters
Battery Heaters

DIS ANALOG

SampTling H

No. or !

Resolu- - of Update GND/CCS :

Voltage tion Words Rate Logic ;




C gy ey N : “y

Foenet

frrm—y e e

PDS Signal IhterfaCE'L{st (ecs Qutputs}{a}

Signal Hame/Symbol
Urbilical A On/Off
UrbiTical B On/Off

Retulator A-On/Off
Regulator B-On/OfT

‘Regulator Standby Onlﬂff

Canverter On/Off

Converter Standby Onlﬂff
Inverter A On/Off -

Inverter B On/0ff
Battery Charge A On/Off

Battery Charga B On/Off
Battery Charge A Hi/fLow

" Battery Chirge B Hi/Low

" Low Yolt Cutoff A On/C7f

Low Volt Cutoff B On/OfF
Safe/Arm A On/Off

SafEIArm B On/Off
-Keep Alive Only Un/ﬂff

PPU Converter On/0f* -

TOTAL

gl) 50-100 msec pulse :
2) Add1»1una1 component onioff commands{measurements are conta1ned in the various other subsystens.

-

Forvrrsnnt L e i ik i—-w
No.
- . of
Source Dest. Type Class Yires
oes T PDs pist cocond one
" L] 1l i n
4] n it " f
u " n M ]
n q i L} n
u n n ] ]
1 (14 n. n i
u u " " u
1 n n u n
u " " n u-
n 1 3] 1} it R
" " u 1t '
. " 3 u " ]
i I 1 n 1
n 1t fr H] 1
H n 113 1 it
u ] i n it
" n [ n 1
-DIG DIs. ANALOG
.0 18 0

. = =3
: Resolu-
Voltage tion
28y NA
n un
n n
m n
1 n
It 1
n 14
+3 1
] "
H 1
1 . 14
n n
1] "
it n
" n
n (]
113 5]
I 1]
" 1

. Sampling
No.’ or
of = Update
Words Rate
NA ymn'
1 i
1 n
i n
1 H
1T 4]
n [}]
VI| n
H ir -
n 1 )
n H
1" i
u 1/Min
" n
" 10/Sec
n u!'
" 1/Min
At i

GND/CCS -

Logic
GHD.
[}

LC5
T




G i

=

Voltage
28Y
1

ResoTu-~
tion

by

No.

of
. Words

§ B
i . [

Sampling
ar

- Update

Rate
1/Min
1"

GHD/CCS
Logic

WA

F==5? LANEIIC S N S I | 5::7:'_ PR SR el R

PDS Signal Interface List (CCS Inputs).
' | o,
. , o :

Signal Nama/Symbol Source  Dest. Type Class Wires Imped.
Unbitical A On/OFf RS ccs DIS Control  One TBD
Umbﬂ.ica.‘i B ﬂnlﬂff © [ I [ u ] n
Réguhtur A OnfOff L n n n " n
REg.u.EatDT B anﬂff “. n n L] 1] it
Regulator Standby On/Off " u n " " "
Converter On/OfF : ] n o " a 1
Converter Standby On/Off " n " u " "
Inverter A On/OfF * u n ] u u
Inverter 8 :Ui'l]Uf‘F n " " " 4] n
Battery Charge A On/OFT " " " " " n
Battery Charges B On/OfT n u " 1 i "
Battery Charge A HifLow u " " " " "
Battery Charge B HijLe u " " " n "
Low Yolt Cutoff A On/0fF " n " " n "
Low Voit Cuteff B .On/O7F " " 1 n i "
SafefArm A On/OfT " " 3 n u "
Safe/Arm B On/OFf * " " n " u
Keep Alive Only On/Off w " " u w »
peli Copverter On/Gff u u u n " N

~ SA Wing A Current # _ b A Control Two T80
SA Wing B Current " " A n " "
Power. Cond Current " u A " " "
SF\ ‘,'n'itage " " A ] n "
Converter Quipuy Current u u A u a "
Converter Standby Current " n A n " "
UC Bus Voltage " u A " " n

e CRTTITE T YU

= e

o i




Signal Interface List

Signal Name/Symbol
Battery Bus A Yoltage
Battery Bus B Yoltage

Battery Cell Al Yoltage
Battery Cell A2 Voltage

Battery Cell A3 Voltage
Battery Celi A4 Yoltage

Battery A Hatthours
Battery B Watthours

Battery A Current
Battery B Current

Battery Cell B1 Voitag.:

Battery Cell B2 Voitage -

Battery Cell B3 Voltage
Battery Cell B4 Voltage

AC Bus A Voitage
AC Bus B Voltage

AC Bus A Current '
AC Bus B Current

Battery A Temp
Battery B Temp

TOTAL

Spurce

PBS
n

Dest.
CCs
n

Type Class
A Control
A 1n
n i}
1] n
1] (1]
[} (4]
" u
" 1)
1} 1
n n
o 113
(1) 113
(¢] i
" n
L] 1
" n
" [f]
" [+]
n ]
n 1
ANALOG

27

No.

of Resolu-
Wires Imped. Voltage tion
) TBU EBD %%
u w oo ]

1] n [1] 14

"n 14 L] i

L1} i1 14 1]

L1} t n n

n n L] TBD
n 43 # TBD
1 (4 n 1 %
b1 [13 n 3]

n [11 [} n

(1] u 14 "

1] 1u n n

L [} n t

[} 4] n 2%
13 n n "

n n u A1

113 n t n

n [1] 1 '1 z

e e T

/==
Sampiing
No. or
of Update
Words Rate
NA TBD
n i
1 u
a [ 1]
n L]
n L]

BHD/ECS
Logic

§A

e bt b




Attached Science Package (Typical) Signal Interface List (CCS Outputs)*

Signal Name/Symbol

Scan P1£f Control:

Arm_Dezplo
Dep]oyp Y

Remove Cover
Scan Control On

Scan Control Off
Cone Slew ., sitive

Cone Slew Negative
Clock Slew Positive

Clock Siew Negative
Fast Slew Rate

STow Slew Rate
Harrou-Angle TVi#*
Start Frame

Start Scan
Calibrate

bData Read
Filter Wheal Advance

Beam Current Step
Exposura

Power On/Off-

*Planetary missions only
**Not on Out-of-Eeliptic mission

Dest.

P1tf
it

Type

Dis
1

No.
of
Class Wires

EBD gne
17 "
n 4]
n n
n n
n u
n n
" it
n n
1} L1
u One
1§ 1]
" TBD
u One
b TBD
n i}
4] n
" One

] F‘. . T T
Sampling
No. or
Resplu~ of Update GND/CCS
Imped. Voltage tion Yords Rate Logic
IBD IBD ?A ?A En:e END
1] " [ 1] 1 n i
L H n (L] n L] n
n 1 n n 1 n
" " " " 1/5ec CCs
(13 ] u n [ n
3| n n " 13 il
[1] n 14 u n L1]
1] n 1] 3] 1 I]O Sec :
1 n k] 1 1
1 " " NA 1/42 See £es
u n " n .
" " 4 Bits 1/Hour GHD
" " i NA 1742 Sec ¢Cs
L] u L] 3 B-i ts 1t i
4] [ 1] 4 B-i -ts fn n
[]] i} 0 6 B-i ts " 1]
" n ] NA <1 IHOur G“D

U
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Signal Interface List

Signal Hame/Symbol

TR Radiometer:™**

Power On/Off
{firror Advance

Channel Select
Gain Step
UV Spectramater:**(b)

Power On/Off
€alibrate On/Off

Raset Mux
Channel Select

Plasma Analyzer:

Power On/Off
High Yolt On/Off

Channel Sweep Start

Ion/Heutral Mass Spectrometer:**

Power On/Off
Ion Spectrum Scan .

Neutral Spectrum Scan
Gain Step
Radar Altimeter:¥*¥

Power On/Off
Gain Step

T A o i L e Gt
No.
of

Source Dest. Type Class Wires
ccs Radiom Dis TBD One
[1 n DIG 113 TBD
n n " " n

1] [} n in [}
GCS Spect DIS " {ne
1 " 1 ki ]

1 " n 1t "

n L] D I G i} TBD
cecs ANAL DIS " One
[ 13 1 u " ]

u n n 1 1
CCS Spect DIS " One
[{] " 1 n 113

n n " n u

" " DIG ¥ TBD
" Radar DIS " One
n " 1) 1] n One

**iot on Qut-of-Ecliptic mission
**ifncke Rehdezvous mission only
(b)0n Qut-of-Ecliptic -ission replace by UV Photopolarimeter _

\  —
 —

[BMGEE ~ = =
Sampling
Ho. or
Resolu- of Update
Imped. Voltage tion Words Rate
78D NA NA <1/Day
" u 2 Bits 1/5ec
" " 4 Bits 1/8 Sec
" " 4 Bits 1/Hour
n ] NA <i fﬂ ay
" u NA 1/Hour
" " NA 1/Sec
" " 4 Bits 1/10 Sec
u u NA Once
(4] n n n
n [ 1 H] 'I U Isec
u " Once
n n n 'I ISE I
n " [T "
v n 4 Bits 10/Hour
" " HA Once
" " 4 Bits T/Hour

i £ e AR ey B SR b ¢ e TS P R AT 7 TS TR T RO T R BT T T R T R VAR ¢ IS SRS R SR A R ST

= EE

GND/CCS
Logic

GND
CCs

n
L]

GND
n

CCs
n

GND
i
ccs

GHD
CCs

cés -
]

T T T

i



Signal Interface List

Sampling
NG. No. or
. of Resolu- of Update GND/CCS
Signal Name/Symbol Source Dest. Type Ciass Hires Imped. Voltage #ion Wards Rate Logic

Meteoroid Impact Opficai:

Pawer On/Off £es Sensor nIs TBD One TBD TBD NA NA Once GND
High vo'lt Onloff n n 1] 1] " n 0 1 n Unce un

Retarding Pot Anal:

Power On/Off ' ccs Anal DIS " One " " v NA Once u
Yoltage Step " u DIG " TBD " i n & Bits 1/10 Sec ccs
Plasma Yave Detector:
Boom Deploy _ ccs Detector  DIS " One - ° u " NA Once GND
SampTing Rate . " n DIG " 78D u v " 3 Bits 1/Hour Cs
Waveform Capture Start ® " DIs " u " " u NA Once n
E'Iec Dipo'[e SPEC Scan ) - n n 1 1] u n n 10 n [}} n
search Co-i'l Spec scan n 1 n 1 n n 113 11 . 1] [} H
LDQD AntErma SFEL‘. SCB.TI 1] n " ] u i [ 1] n 1] 1] n
wavef‘om Read 7 n ] 1] n . " n ] n [ "/‘IG SEC 1t
Paver On/OFf v " g " " oo " " Once 0
Magnetometer: '
Power On/0FF ces Mag DIS " One " o E NA Once "
B-“’as Sw PQS Advance 1 [[] n " [+ " 1l 11 u 1 ccs .
Bias Step X " " DIG " TBD " " " 2 Bits 1/Hour cCs
Bias Step Y . 1 n’ 1 1} 1" n n #H 1] n L
Bias step z n [} i L] n n n n n 13 1n .
Boom Depioy T " u DIS " One ¥ " u N4 Once GHD
Sensor Select : " L BiG " TBD v " u 2 Bits <1/Day "

DIG BIS ANAL

TOTAL 16 39 0

e e e o et et ki S AL i T A e s e e S
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Attached Science Package (Typical) Signal Interface List (CCS Inputs)*

Sampling
No. Ho. or
' of Resoiu- of Update GHD/CCS
Signal Name/Symbol Source Dest. Type Class Wires Imped. Voltage tion Hords Rate Logic
Scan P1tf Control:
Deployment Armed (2) P1t£F cCs DIS?Z} Control Two TED TBD A HA Once NA
Bnnm DEP]O,‘,’Ed L] n (4] 2 TM 1 u n (] [4] n i
Cone Angle : X " Y DIG Cont TBD " " 0.1% T8D 1/30 SEC A
c]uck Ang'le ] [ 13 n a i¢l u n n n 11 n
Control Puwr On n " B1s ™ Cne " " NA HA 1/32 Min "
Narrow-Angle TV:** )
Frame Count . Y €cs pic ™ TBD " " Count T80 1/Min n
Orift Rate : " " A n " n " 1.5% HA " "
Line Count " " DIG " " " u Count TBD n "
L.“‘ght Leve] o (L] A "w n f 1] ‘l% HA n n
Filter Position " " DIG ™ " " " Count T8O " "
Beam Current " " A Two " u 1% HA " u
v.id.icun Temp . [ n A TM - u n n [} " ] i
0pt1c5 Temp n " A TH ll. 1 n " [1] L] 1]
Camera Id " " DIG Cont TBD u o TBD TED . "
fower On " " 1) ] ™ One o " iy NA 1732 Min v
IR Radiometer:**
Mirror Position Radiom ccs DIG ™ TBD " v Count T8D 1730 Sec "
Channel MNo. . n n n ™ " 0 " Count n » ]
Datector Temp " u A(2) " Four v " .17 NA 1/8in " -
Detector vo]t * . n n A n TWO n n EH n ] .
Power On : “ "o DIS ;! One H " NA u 1732 Win "

*Planetary missions only
**Not on Qut-of-Ecliptic mission
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Signal Interface List

Sigral Name/Symbol
UV Spectromeier:**(b)

lux Step
Detector Temp

High Voltage
Channel

Power On

Plasma Analyzer:

Channel Step
High Voltage

Pawer On
I0N/Neutral Mass Speck:™*

Anode Voliage
Tonization Yoltage

Gain Step
Ion Current

Pover On
Meteoroid Impact Optical:

VYoltage
Power On

Retarding Pot Anal:

Yoltage .
Regative Ion Current ¢

Power On
Radar Altimetepri#+s

Power On
Gain Step

High Yoltage

**Hat on_Qui-of-Ecliptic mission
*iEncke Rendezvous mission only

Source

Spec
i

Sensor
"

ANAL
i)

Dest.

1 - 1
No.
of
Type Class Wires Imped.
™

DiG ™ TBD T8O TBD
A un Two n n
A n [1] n n
DIG ™ TBD " u
DIS ™ One " "
bIG (2) Cont TBD " "
A Cont Two " "
pIs ™ Dne " "
A ™ Tuo " "
A ] n k] "
DIG ™ TED ro "
A n Two . 1 n
Dié " One " "
A ™ Two v "
DIis Nk One " "
A ™ Two v b
A " n n n
DIiS ™ One " "
DI s TM 1 " |1}
DIG ™ ] 1} n
A Control Two " "

(b)Cn Out-of-Ecliptic mission replace by UY Photopriarimeter

. « fre e e i e e

4 A o B i 3 e A ST e B i T

Yoltage

Resolu~-
tion

Count
1%

0.1%
Count

NA

Count
0.7%

HA

17
1.5%
Cotint
0.1%

NA

1.5%
NA

1%

fi

HA

Count
1%

No.
of
Viords

TE0
NA

78D

NA

TBD
NA

NA

1

TED
NA

NA

HA

NA
One

HA

Sampling

or
Update
Rate

1730 Sec
0

1/4 Min

1{30 Sec

1732 Min

1}30 Sec
1/2 Nin

1730 Sec
1732 Nin

172 Min
1732 Min

1/30 S=c
"

/4 Hin

Once
1/Hour

GND/CCS
Logic

gsn A A A TR e
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Signal Interface Lisi
Sarpling
No. fNo. ar
of Resolu~- of Update GND/CES
Signal Name/Symbol Source Dest. Type Class Wires Imped. Voltage tion Words Rate Logic
Plasma lWave Detector: . .
Boom Deployed detector CCS Dis ™ One TBD TBD HA HA Onee NA
Sampiing Rate " " DIG u TBD " " Count 8D 1/4 Min ",
Waveform Capture Stopped " " DIS n One " S NA NA 1/30 Sec "
Spacecraft Potential " " A o Two - u 0.1% " “ "
DC Magnetic Field " " A " Two v " 0.1% " " "
VD] tage " n A(a) i S.ix n n ]% n n n
Power On " u BIS ™ One u " HA n 1/4 Min "
Magnetometer:
Boom Deployed MAG " DIS " One " " NA NA Onece "
Bias SW Position " " DIG(3) Control TBE n " . Count TBD 1/30 Sec ¢
Bias Voltage " u A(3) ™ Six u " 1% NA " n
Null Current # u A(3) " Six " " " " " u
Sensor Select " " DIG " T80 " " Count TBD " "
Pover On . " n Dis ™ One " " NA NA 1432 Hin f
DIG DIsS ANALOG

TOTAL 19 18 24

e e e A r— L At e i Lt i A aay i mamamig g
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APPENDIX B
SEPS DETAILED SOFTWARE SIZING

B-1
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SEPS PLANETARY MISSION
DETAILED SOFTWARE SIZING

B-2
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SUBSYSTEM/FUNCTION
EXECUTIVE

Task Management
Interrupt Processor
Discrete Processor

I/0 Supervisor

Power Up Initidlization
Math Utility Routines
Common Data

PROPULSIGN

Initialization
PPUfThruster On/Off Sequence
Performance Monitoring
Thrust Level Control :
Configuration/Reconfiguratio
Propellant Management

ATTITUDE CONTROL

Inertial Attitude Reference
Initialization/Reinitialization
Star Tracker Processing
Attitude Update

TVC/RCS Processing

Solar Array Orientation

Mode Control

INSTRUCTIONS
(16-BITS)

275

170
120
190
300

126
276
306
156
204
135

342

55
374
402
390
100
150

DATA
(16-BITS)

TOTAL
(16-BITS)

€25

80
=0
160
260
300
500

142
376
362
192
254
150

452

65
444
642
5563
140
177

RAX
EXECUTION
RATE

1/sec
2/sec
1/sec
1/sec
N/A

1/710 sec
N/A

1/sec
1/sec
1/sec
1/hr
1/sec
1/hr

1/sec
1/sec
1/min
1/min
1/sec
1/min
1/min

SPEED
(KAPS)

0.28
0.12
0.17
0.12

0.03

0.13

0.28
0.31
0.20

0.34
0.06
0.01
0.01
0.39

—————



SUBSYSTEM/FUNCTION
GUIDANCE AND NAVIGATION

Midcourse Guidance
Approach Guidance

DATA HANDLING .

Telemetry Processing
Data Storage Management

COMMUNICATIONS
Antenna Rointing and Control
Command Processing
Mode Cratrol

SOLAR ARRAY

Length Control
Peak Power Computation

POWER DISTRIBUTION
Equipment Control

INSTRUCTIONS
(16-BITS)

100
40

149
1300

75
75

150

DATA
(16-BITS)

70
10

592
10

31
374
10

15
15

200

TOTAL
(16-BITS)

70
40

692
50

180
1674
80

90
80

350

MAX
EXECUTION
RATE

1/10 sec
1/sec

1/sec
1/sec

1/sec
1/4 sec
1/min

1/sec
1/sec

1/sec

SPEED
(KAPS)

0.03

0.15
0.32

0.15

Loz

‘m’ i I
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MAX
INSTRUCTIONS DATA TOTAL EXECUTION SPEED
SUBSYSTEM/FUNCTION (16-BITS) (16-BITS) (16-BITS) RATE (KAPS)
MECHANISMS
Antenna Deployment 0 5 5 N/A 0
Solar Array Deployment 0 13 13 N/A 0
Other Mechanisms Seq. 0 17 17 N/A 0
Payload Sequencing 0 20 20 N/A 0
Miscellaneous 0 50 50 N/A 0
THERMAL
NG CCS LOGIC REQUIRED
REDUNDANCY MANAGEMENT
Attitude Control 300 152 452 1/sec 0.30
Guidance and Havigation 0 . 0 0 0 0
CCS/DHS 735 79 814 1/sec 0.73
Power Distribution 156 73 229 1/sec 0.16
Communications 51 51 102 1/10 sec ———-
Propulsion (SEE PROPULSION SUBSYSTEM SIZING)

SCIENCE PACKAGE
Instrumentation Control 160 50 200 1/10 sec 0.01

TOTAL 11352 4.59
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SEPS EARTH ORBITAL MISSION
DETAILED SOFTWARE SIZING
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' MAX
INSTRUCTIONS DATA TOTAL EXECUTION SBEED
SUBSYSTEM/FUNCTION (16-BITS) (16-BITS) (16-BITS) RATE (KAPS)
EXECUTIVE
Task Management 275 350 625 1/sec 0.28
Interrupt Processor 60 20 80 2/sec 0.12
Discrete Processor 170 80 250 1/sec 0.17
I1/0 Supervisor 120 40 160 1/sec 0.12
Power Up Initialization 120 70 260 N/A ——
Math Utility Routines 300 0 300 1/10 sec 0.03
Common Data 0 500 500 N/A e
PROPULSION
Initialization 126 16 142 1/sec 0.13
PPU/Thruster On/O0ff Sequence 276 100 376 1/sec 0.28
Performance Monitoring 306 56 362 1/sec 0.31
Thrust Level Control 156 36 192 1/hr ——-
Configuration/Reconfiguration 204 50 254 1/sec 0.20
Propellant Management 135 15 150 1/hr ————
ATTITUDE CONTROL
Inertial Attitude Reference 342 110 452 1/sec 0.34
Initialization/Reinitialization 55 10 65 1/sec 0.06
Star Tracker Processing 374 220 594 1/min 0.01
Attitude Update 402 240 642 T/min 0.01
TVC/RCS Processing 430 188 618 1/sec 0.43
Solar Array Orientation 100 40 140 1/min ————
Made Control 150 27 177 T/min _——
» . R ) .




MAX
' INSTRUCTIONS DATA TOTAL EXECUTION  SPEED

SUBSYSTEM/FUNCTION {16-BITS) (16-BITS) (16-BITS) RATE {KAPS)
GUIDANCE AND NAVIGATION

LOW-AUTONOMY-BASELINE

Mid-course Guidance 275 50 325 1/10 sec 0.03

State Propagation 900 100 1000 1/sec 0.90

Sun Direction Determination 240 27 267 1/min -—

Navigation Update 0 0 0 _—— —-——

Target State Propagation 150 20 170 1/min ——

Laser Radar Processing 65 35 100 1/sec 0.06

Rendezvous Guidance 150 35 . 185 1/sec 0.15

Mode Control 40 10 50 1/min ———

HIGH-ALTONGMY-CPTIONAL

Mid-course Guidance 6000 700 6700 1/10 sec 0.60

State Propagation 800 100 1000 1/sec 0.90

Sun Direction Determination 240 27 267 T/min m——ee

ffavigation Update 1000 500 1500 1/hr ———

Target State Propagation 150 20 170 T/min ———

Laser Radar Processing 400 110 510 1/sec 0.40

Rendezvous Guidance 600 300 900 1/sec 0.60

Mode Control 40 10 50 1/min ——
DATA HANDLING

Telemetry Processing 100 615 715 1/sec 0.10

Data Storage Management 40 10 50 1/sec 0.04
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MAX
INSTRUCTIONS DATE TOTAL EXECUTION SPEED

SUBSYSTEM/FUNCTION (16-BITS) (16~-BITS) (16-BITS) RATE (KAPS)
COMMUNICATIONS

Low Gain Antenna Switch 14 3 i N/A -

Command Processing 980 309 128 1/4 sec 0.24

Mode Control 70 10 80 1/min ——
SOLAR ARRAY |

Length Control 75 15 90 1/sec 0.08

Peak Power Computation 75 15 90 1/sec 0.07
PGWER DISTRIBUTION

Equipment Control 150 200 350 1/sec 0.15
MECHANISMS

Solar Array Deployment 0 13 13 N/A 0

Other Mechanisms Sequencing 0 17 17 N/A 0

Payload Sequencing 0 20 20 N/A 0

Miscellaneous 0 75 75 N/A 0
THERMAL

NO CCS LOGIC REQUIRED
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SUBSYSTEM/FUNCTION
REDUNDANCY MANAGEMENT

Attitude Control
Guidance and Navigation

CCS/DHS

Power Distribution
Communications
Propulsion

TOTAL

( ) - High-autonomy G&N (optional)

INSTRUCTIONS DATA TOTAL

(16-BITS)

300
100
(400}
735
166
51

(16-BITS) (16-BITS)

152 452

50 150

(200) (600)

79 814

73 229

51 102

(SEE PROPULSION SUBSYSTEM SIZING)

12989

(22439)

MAX
EXECUTION
RATE

1/sec
1/sec

1/sec
1/sec
1/10 sec

SPEED
(KAPS)

0.30
0.10
(0.40)
0.73
0.16

-

5.60
(7.26)
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APPENDIX C

THE FAULT TOLERANT MEMORY BREADBOARD

1.0 INTRODUCTION

The fault tolerant memory breadboard design was accomplished under Technical
Directive No. 28, Contract No. NAS8-20899. The design effort included the
system design and LSI chip design for a system to be flight packaged, together
with the design effort for the breadboard which functionally emulates the flight
system. That design was carried through fabrication, checkout and demonstration
to the C.0.R, under this contract number, The F.T.M. is the most critical of the
functional elements which have been described in this document as being mandatory
to satisfying the SEPS reliability requirements. Shown in Page C-2 is the Bread-
board Panel Layout which shows the versatility in exercising fault injection and
fault correction. The purpose of the breadboard is to demonstrate the error
correction and detection capabilities of the system and the fault secure properties
of the logic design. The principles of operation of the breadboard ave explained

in a paper entitled A MEMORY SYSTEM DESIGN WHICH CAN TOLERATE MULTIPLE STORAGE

ARRBAY FAULTS which is included and forms a part of this appendix.

2,0 PHYSICAL DESCRIPTION

The loglic portion of the breadboard is implemented in commercially available TTL
packages. These are mounted on an EECO plane with solderless wrapped interconnections.
Also contained on the plane are receptacles which accept three memory cards each
organized as 8192 X 9 bit arrays. The storage cards contain necessary support drivers
as well as address decoding. The cards are standard IBM commercial technoleogy and

contain the same monclithic LSI storage chips as will be used in the flight system.
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The EECO plane containing the circuitry is mounted on drawer slides and contained

in an OPTIMA housing., A display and control panel is also mounted rigidly to the
drawer slides. Access to the plane is obtained by sliding the front panel and

plane out of the housing. Access to both the top and the bottom of the plane

and to the front and the back of the control/display panel are thus obtained. Cabling

to the assembly is sufficiently long and flexible that the assembly may be removed

entirely from the housing and still operate.

Three regulated voltage supplies are mounted to the floor of the cabinet. A fan
which circulates cooling air to the plane is mounted on the rear of the drawer.
A suitable opening at the rear of the cabinet provides the air intake and a

perforated top allows venting of the exhaust air.

3.0 OPERATIONAL DESCRIPTION :

The breadboard is priwarily a manually operated system having no associated processor.
Provisions have been included within the design for expansion to a configuratioa

utilizing the breadboard as a fault tolerant portion of a CPU memory. Under this

B N RO S

expanded version, the CPU would also serve as the system controller via the I/0

interface. The operation of the breadboard is controlled through the mode control
switches whose basi¢ functions will be described. §
Reference the Fault-Tolerant Memoxry Panel Layout

ONLINE-QFFLINE - The online position of this switch is presently inoperable but

would be used to transfer control and data lines to the memory port of the Hybrid
Technology Computer (HTC). In the online position the breadboard would function as
an 8K halfword fault tolerant memory. In the offline position, the switch causes

the breadboard to be under manual control of the other mode switches,

-4

L:wi-_u_m _W-—n -



SINGLE CYCLE-FREE RUN -~ The single cycle position of this switch is the normal
setting. The free run position is provided for debug and causes the brea&board

to perform memory cycles continuously at approximately 600 KHz, In the single cycle
position, the breadboard will perform one memory cycle each time the START button

is depressed,

START - Depression of this button causes the breadboard to perform one memory
cycle each time it is depressed 1f in the single cycle mode or initiates the free

run mode.

READING and WRITING MEMORY - Aﬁy of the 8192 word addresses may be selected by
setting the desired binary address in a group of thirteen 'BSM ADDRESS' switches.
Binary data to be written into the selected address of memory 1s determined by the
setting of a group of eighteen 'WRITE DATA' switches, sixteen data bits, and two

parity bits (odd parity).

With the READ/WRITE panel toggle switch set to write, depression of the start

switch will cause the parity encoded word to be parity checked. If parity is
incorrect a 'CPU Parity' light comes on and the write cycle is converted to a read
of the same address. If the parity ‘s cofrect six check bits are generated, checked,
and stored along with the sixteen déta bits in the selected memory address. The

byte parity bits are not stored.

Read operations are performed by setting the address switches to the binary address

of the selected word, setting the read/write mode control switch to 'READ', and depress-

ing the start button. The word from storage is transferred into the SDR and the
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consistency of the data and check bits is determined in accordance with the error

encoding, Concurrently, byte parity bits are genevsted. If the word contains no

errors no error lights come on. However, if there is an error a single 'bit in

error' light will come on at the location of the errant bit. In the event there is

a double error a 'double data' error light will come on signe:ling the condition

but there is no indication of the locations of the bits in error, however.

FAULT-INJECTION - Faults can be deliberately injected into the system by means of

twenty-two 'BIT FAULTING' three position switches.

In the 'OFF' (center) positon no fault

is injected, the 'l' position causes the coxresponding bit location to be stuck-at-l

(s-a-1),and the '0' position causes the corresponding bit location to be stuck-at-0

(s-a-0). Thus none, any, or all bits of a word read can be faulted. This faecility

permits system behavior under multiple fault conditions to be readily observed.

In addition to simulating faults in the storage array, faults may be injected into

the translator logic to simulate faults in it. This is done by means of two sixteen

position wheel switches. The zero position of each switch inject: no faulte. The

remaining fifteen positions on each switch inject faults as follows: *

Switch Position Left Switch
0 : No Fault
1 Syndrome 1 partial
2 Syndrome 3 partial
3 Syndrome 5 partial
4 Syndrome 2 combined

Right Switch

No Fault

Syndrome 2 partial
Syndrome 4 partial
Syndrome 6 partial

Syndrome 1 combined

* Refer to Figure 4 of the paper for a description of partial and combined syndrome
outputs, and to Figure 7 of the paper for descriptions of the other signal parts.

ST L
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Switch Position Left Switch Right Switch
5 Syndrome 4 combined Syndrome 3 combined
6 Syndrome 6 combined Syndrome 5 combined
7 Syndrome P combined Syndrome R combined
8 Syndrome G combined Syndrome S5 combined
9 PRSVParity T XOR R
10 Spare Spare
11 Spare Error Analysis RCCO
12 Spare Exror Analysis Parity
13 Spare Super Parity
14 Spare Fail Corrector
i5 Spare . Spare

With the exception of the right switch position 14 the above fault injection

is done by inverting the signal on the line where the fault is injected. Since the
dynamically self-checking circuitry in the translator has both 0's and 1's on

the lines during normal operation, it is necessary to invert whichever value happens

to be present at the time of fault-injection in order to simulate faulty line values.

RECONFIGURATION - The breadboard provides for functionally replacing any one of the
twenty~two noxrmal bit planes with a spare bit plane. To be effective tie appropriate
correct irnformation must be written into this spare bit plane. The procedgre for
loading good informatién into the spare is to read each word including the bit from
the bit plane to be replaced, coxrecting the error if present with the hardware; then
storing the word at the same address but writing the correct bit inteo the spare bit
plane as well as the bit plane being replaced. This procedure is done once for each
word address, and when all word addresses have been restored, the spare bit plane

will contain all correct bits. Provision is made in the breadboard for performing
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this reconfiguration sequence automatically, on all or any selected portion of the
memory by means of the group of reconfiguration control switches. The CPU/Panel
switch is set to "PANEL', Three registers must be loaded for reconfiguration selected
by the 'REGISTER SELECT' switch. The word to be set in these registers are set in

the 'RECONFIGURE DATA' switches. All thirteen switches are used for 'WORD COUNT'

and "STARTING ADDRESS', but only six (0-5) are needed for 'SPARE ASSIGNMENT'. The
binary number representation is used for word count and starting address. The

spare agsignment code is the code utilized in the parity check matrix described in

the paper included in this Appendix. S8tarting address and spare assignment are

loaded first and word count ggggL The reason for this is that reconfiguration begins

immediately upon loading the word count.

Since there is circuitry in the breadboard for only one spare bit plane, speve
selection 1s not necessary; however, a pair of register select switches, now ineffective,
are on the panel in the event that multiple (up to four) spares capability should ever

be added,

There is a group of three 'STATUS' lights: 'WRITE COMPLETE' is lighted after a
write cycle is completed and is turned off when a new cycle is begun. BUSY and

ADVANCE are illuminated while a memory cyele is in process.

A "DISPLAY SP. ASGN' button causes the light in the 'BIT IN ERROR' row to be
lighted at the position to which the spare bit plane is assigned. The 'DISPLAY
BSM DATA' button, when depressed, causes the 'SDR DATA' row of lights to display

the input to the SDR rather than the contents of the SDR.

There are two 'RESETS' buttons. The one labeled 'ERROR LATCHES' resets only the

four error latches. The one labeled 'MASTER' resets the entire system.
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4.0 Conclusions

The original purpose foir the breadboard was to verify the design approach
for the fault tolerant memory system. All aspects operate as designed.
Faults may be injected at will. All single bit errors may be detected,
located, and corrected. All double errors are detected. Faults injected
into the translator clrecuitry are detected on the first operation. Partial
and total reconfigurations operate as designed, and the original BSM is kept
current along with the assigned spare bit plane. Thus all features of the

design operate as intended.

The breadboard will be a useful tool in the development of reconfiguration
strategies. The criteria for initiating reconfiguration has not been
determined. Clearly, a log of errors encountered - their bit position and
address location would be useful for determining system status., Reconfiguration
should be deferred until it is determined that there is a syst ~ ‘c fault in

a bit plane which causes many errors in that bit plane. It ha. .<¢en calculated
that an average of 92 random errors would be expected in an 8192 word memory
before a double error was encountered. Thus reconfiguring each time an error

is encountered i1s not an efficlent strategy.
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A MEMORY SYSTEM DESIGH WIIICIH CAN TGLERATE MULTIPLE STORAGE ARRAY 1:':\!.'1..'1'5‘r

C. E, HcCarthy
IBM Federal Systems Division
Huntsville, Alabama

ABSTRACT

The memory portion of an aerospace dipital com-
puter is typically much more prone to failure than
the logical/control portion, because of the larger
circuit count. Various approaches for tolerating one
or more memory fallures have been taken on past and
current aerospace programs -~ all dependent on mas-
sive replication to achieve the fault tolerance. The
advent of monclithic random access storage arrays pro-
vides an efficient means of achieving acceptable reli-
ability for the long term (e.g. 3 years) unmaintained
space missions currently being planned. The approach
involves encoding the stored words in an error cor-
recting code (ECC) and organizing the storage array
such that likely faults in the storage array manifest
themselves ag errors detectable and correctable by
the ECC.

A fault tolerant memory system for aerospace
applications 1s currently under development. Salient
features of this system are:

o Storage redundancy at the bit plane level
rather than at the whole array level.

o Completely self-checking, self-testing trans-
lator circuitry which utilizes the normal
data flow to dynamically check the translator
circuitry during normal operation.

o "Lookaside" correction which bypasses the
correctidn circuitry timing delays 1if corree~
tion is unnecessary.

¢ Level merging of the translator data flow
logic to minimize circuit delays.

o Code independent chip designs.

o Spare bit plane reconfiguration switching
which enables up to four spare bit planes to
replace any failed bit plane position.

o Recovery of all lost information from a bit
plane failure by reading each address locationm,
correcting the bit from failed bit plane if
necessary, and storing the correct bit in the
spare bit plane.

o Tolerance of up te five massive bit plane
failures by virtue of the error correction
code and four spare bit planes.

The storage array is to be comprised of basic
memory modules, developed for the NASA SUMC Computer
program. A breadbward demonstration model of the
system has been assembled, It implements the storage
array with the same storage chips that are used in
the memory module. The translator logic is imple-
mented in commercially available TTL logic. Exten-

'
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The hardware design and implementation was supported
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H. C. Carter
IBM Thomas J. Watson Research Center
Yorki own Heiphts, New York

J. B, White
HASA Marshall Space Flighr Center
Huntsviile, Alabamn

sive fault-injection capabilities are incorporated for
verification of the system operation, performing ex-
periments and developing reconfiguration criteria.

Background

Memory 1s not only a critical functional part of
any airborne or spaceborne computational system but is
also a major programmatic concern to each developer
and user. The reasons for this are perhaps obvious;
for most airborne and space applicstions, a major por-
cion of the cost, power, and weight can be atctributed
to memory; depending on the type of technology and
the amount of memory employed, memory systems in the
past have normally contributed between 65% to 85% of
the failure rate of the entire computational systen.
Although cheap, low powered, and highly reliable
operational semiconductor wmemories for airborne and
space applications have been projected for several
years, oaly recently have they begun to surface as
viagble flight options. Dur'mg the last few years,
discrete improvements in the development of large
scale integrated (LSI) circuits applicable to the
central processing unit (CPU) have made the ratio of
memory to CPU fallure rates even more unbalanced than
it had previously been.

The National Aeronautics and Space Administra-
tion (NASA) has employed fault-tolerant memories for
several years on numerous progroms. The Launch
Vehicle Digital Computer (LVDC) of the Saturn IB/V
program which was developed in the early 1960's re-
quired duplexed memory modules utilizirg parity check-
ing and sense amplifier current monitoring to resolve
conflicts in case of disagreecent in the duplexed
pair of modules. This approach reduced the failure
rate of a simplex memory by a factor of approximately
25.

The computational system for the Skylab/Apello
Telascope Mount (ATM) utilized an entire computer
system backup to the prime to provide the necessatry
reliability, The guidance, contrel, navigation and
data mapnagement computational system for Space Shuttle
utilizes both triple wmedular redundancy (TMR) and
standby spares. Generally, in there systems massive
redundancy was employed to obtain a small degree of
fault-tolerance at the expense of increasing complexity,
power, and weight by a factor greater than two. TFu-
ture payloads such as Spacelab, the Large Space Tele-
scope (LST), and Space Tug will undoubtedly require
some form of memory error coding or redundancy because
of either the long unmanned operating periods or the
eritical periods of operations where human life is in
jeopardy. The Solar Electric Propulsion Stage (SEPS)
is another application which requires the utilization
of a long life (three years) memory system,




In the past, various technigues have been devel-
oped and utilized to provide some degree of memory
failure detection, error correction, and system re-
covery, ranging from simple parity, through more

.sophisticated error coding schemes and organizations.
Some rather sophisticated schemes have been described
in the litevaturel1213:4, Many of the approaches used
in the past such a3 duplexing and TMR, are extremely
complex from a hardware implementation viewpoint and
can tolerate only a single failure. Auburn University
under contract NAS8-26930 te the Marshall Space Flight
Center is assessing trade-offs ip such parameters as
reliability, fault tolerance, ecomplexity, power,
weight, ond coverage for various schemes_which have
been proposed. The concept of coverage 5, is a very
important parameter in dealing with long life systens.

Features

Some of the salient features of a fault-tolerant
menory system required for airborne and space applica-
tions are:

o Memory organization to insure independent
failure modes within the system.

o Techniques which yield a high degree of
system coveraga.

¢ Fault-tolerant schemes which can be imple-
wented independent of the technology employed.

o Techniques which are independent of system
application {.¢., can be used with either a
simplex or redundant central processing unit.

¢ High degree of fault-tolerance with minimum
increase in complexity,

o Minimum impact Iin memory operating speeds.

The fault-tolerant memory technique presented herein
satisfies many of these features.

The eircultry which implements the error correct-
ing encoding is called a translator because a code-to-
code translation is done on every store and fetch
operation. It 18 obvious that the translator is in a
very strategic location relative to system operation.
Undetected failures of the translator can invalidate
the information upon which the system operates. Fur
this reason, the circuitry of the translater is de-
signed to be dynamically self-checking and self-
testing. The self-checking feature detects the
oceurrence of any single component fallure wherever
it causes an erroneous result. The self-testing
feature insures that every circuit is teated during
normal operation.

This first section lays the foundation for the
necessity of reliable memory systems in future space
misaions. The second section is an overall descrip-
tion of the system being implemented. A more de-
tailed description of the LSI chips and their operat-
ing features together with an illustration of the
dynamic checking is given In Section IIL. The experi-
mental efforts involved with system verification
and reconfiguration strategy development are covered
in Section 1V, Section V gives conclusions and
acknowledgments.

II. MEMORY SYSTEM OVERVIEW

The memory system desipgn to be described has been
implemented in a breadboard system. The breadboard
has extensive fault injection capabilities. Experi-
ments with the breadbourd are currently planned with
the cbjecetive of determining preferred reconfiguration
eritesiu.

The LSI chip designs are completed. Modules for
packaging the chips were previously designed and are
available, A Elight package design of the system is
currently underway--scheduled for completion in 1975
and for prototype brild during 1976.

Fault Tolerant Memory Orpanization and Operation

Two major features distinguish this memory system
from more conventional memory systems. The first fea-
ture 1s the organizau on of the array into independent
single bit wide planes. Each bit plane has {ts own
address decoding as well as read/write storage ele-
ments. The second feature is the addition of a unit
called the translater. On store operations the trans-
lator receives information in byte parity encoded form
from devices which utilize the memory and re-encodes
the data with an error correction code for storage.

On read operations the translator checks the consist-
ency of the check and data bits of the word read from
memory, In the event of an error, it locates the
errunt bit and inverts it, thus correcting the error.
When ¢ good set of data bits is determined, byte parsity
is generated by the translator for transmission to the
requesting unit.

Spare bit planes are incorporated inte the system.
The combination of the independent array organization,
the error correction encoding, and the translator
correcting capabilicies facilitates sparing at a bit
plane level rather than at the whole array level. In
the event of a bit plane failure, a spare bit plane
may be substituted in the bad bit position. Recovery
is effected Ly reading the successive address locations
in the memory, correcting a bad bit if necessary, and
restoiing the corrected word in the same address loca-
tion, thereby providing good information to the re-
placement spare bit plane.

There are four spare bit planes which enadle up
to five massive array failures to be tolerated. The
storage array is comprised of basic memory modules
(BMM's) which were developed for the NASA MSFC SUMC
computer program. The BMM is organized as an BK x 1
bit array with on the chip address decoding. There is
at least one BMM for each bit of the storage word.
There would be 22 basic storage modules in an
8K x <2 bit main store. Each bit plane would be com-
prised eof one B¥MM. For a 16,384 word array each bit
plane would contain two BMM's, ete.

The 22 bit word length in the system being de-
signed is comprised of 16 data bits and 6 check bits
to implement a wodified Hamming type single error
correct/double error detect code. Thic code was
chosen because it iz efficient in circuitry. It de-
tects all single and double errors and has good
multiple error detecting properties. The choice of
the Hamming code and the single bit wide independent
array organization are consistent since likely single
failures will be detected and corrected by the code.




This code would not be cffective 1f the plane width
vas greater than one bit because many likely failures
could not be circumvented by the code.

Figure 1 shows the overall organization and
functional partitioning of the system. The bit
plancs of the storage array are shoun at the top.
With the exceprion of the storage array blocks, all
other blocks in Figure 1 represent LSI TIL logle
chips. There are six chip types represented, three
of the types have multiple function usage within the
system.
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Basic Translator Operation

Referring to Figure 2, the basic translator is
partitioned inte five major data flow areas: an in-
put multiplexer, a storage data register (SDR),
parity trees, error analysis, and corrector. The SDR
is the major working register for the tramslator.

All data inputs to be stored from external devices are
read into the SDR and all data read from the storage
array is read into the SDR. The Hamming encoded word
read from main store is validity checked by the
parity circuits (syndromes) and the error analysis
circuits. In the event that there is no error de-
tected, byte parity bits are generated and the word
is transmitted to the rejsesting device. In the event
there is a single error indicated by the error
analysis, the syndrome pattern is decoded by the cor-
rector. A correction signal is generated on the ap-
propriate bit in error line to the SDR where the bit
is inverted, The cyele of checking the validity is
repeated and in the event that a correection was
indeed made, the byte parity bits are gencrated and
the word transmitted with the appropriate signal that
a single error has occurred but was corrected.
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I1I. MEMORY SYSTEM IMPLEMENTATION FEATURES

The Parity Check Matrix

The translator design and operation follow closely
the principles described in Reference 7. The cdd
welpht Hamming code is structured as described in
Reference 8, Let us consider first the parity check
matrix of the Hamming code being used shown in Fipure
3. There are 16 data bit position columns labeled 1
through 16, There are 6 check bit columns labeled C1-
€6. Each check bit is generated to give odd parity
over the field consisting of itself and 8 assoclated
data bits in the same row of the matrix. Thus, Cl
would be generated as 0 or 1 1f data bits 1 through 8
had odd or even parity, respectively. Similarly,
cheel bit 2 would be generated to give odd parity over
the field consisting of itself and data blts 6 through
13, 1t should be noted that each column of the parity
check matrix consists of an odd number of 1's. The
data bit columns have three 1's and the check bit
columns have a single 1. This ig the reason the code
iz termed an odd weight code.
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Error Detection and Locatiou

On read operations, cach of six fields, consist-
ing of eighe data bits and an assoclated check bit,
is checked for odd parity., The parity indication sig-
nals generated [or these s5lx 9-bit flelds are called
syndromes labeled 51 - S6 in Figure 3. In the event
that one or more cyndromes indicate a discrepancy, an
error is flagged, The pattern of the syndromes is
analyzed to determine the type of crror and, in the
cvent of 8 single error, the syndrome pattern in-
dicates the position of the errant bit.

Each data bit and each check bit has a unique
pattern of 1's in its column, Thus, if data bit 1 was
in error, then syndromes }, 3, and 4 would indicate
discrepancies. The combination of syndromes (1, 3,

4) uniquely identifying data bit 1 as the errant bit.
In this way, the syndrome patterns are detoded to
locate a single bit error,

Another feature of this odd weight code structure
is that when an odd number of syndromes indicate a
discrepancy there is a single correctzble error and
when an even number of syndromes indicate a discrep-
ancy there is a double error. If a double error oc-
curs the transiator cannot correct the condition and
the double ertvor signal is used to disable the correc-
tion function and to alert the system control that the
situation exists. In the parity check matrix there is
a total of nine 1l's in each row. This determines the
maximum number of fnputs to the parity trees which
generate the syndromes.

The Parity Trees

The constructien of the parity trees used in the
translator augments the self-checking/self-testing
properties of the translator. Figure 4 illustrates
the organization for one of the three parity trecs on
a parity chip. There are nine input bits per tree and
each tree is divided into a six bit section and a
three bit section. There is a partial output for the
six bit section of the tree and another for the three
bit section., There is also a combined output which
represents the parity over all nine input bits. The
pair of partial outputs is called the 'morphic' output
of the parity network while the combined output is the
usual logical output.
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FIGURE 4. FUNCTIONAL PARITY TREE HEPRESENTATION

The same physical parity trec is used for generat-
ing the check bits on store operstions and generating
the syndromes on read operations. Since odd parity s
being used, an crror frce syndrome from the morphic
cutput is indicated by a 01 or o 10 signal on read
eycles. In the event of a fault within the parity
trece network which results in an erroneous output, only
one leg of the morphic output will be cffected. There-
fore, single gate failures in these -~ircuits propagate
to the output vhere they may be detected. Thus an odd
parity input to a parity circuilt, containipg an error
causing fault, will result in o 00 or 11 morphic output.
0f course, an even parity input to a fault-free parity
tree, will also cause the morphic output to be 00 or 11.

The Correction Decoder

The correction decoder illustrated in Figure 5
consists functionally of 27 six input AND gates which
decode each of the 20 combinations of six things taken
three at a time, the six cosbinations of six things
taken one at a time, and th: single combination of
none of six. The outputs {rom the decoder are wired
to the appropriate SDR bit positioms. All twenty of
the three of six combinations are available on the
chip, however, only the appropriate 16 are utilized for
the sixteen data bit positions in the code we have
chosen. The ipputs to the decoder are the combined
outputs of the six syndrome parity trees.
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The Storage Data Register

Figure 6 is a functional illustration of one bit
on the regilster chip. It is on this chip that the
spare selection switching and the bit correction are
effected. Each chip accommodates three such bits.

The flip-flop register is labeled FF. The input to
the Elip-flop ic from a two input multiploxer. The
input to this multiplexer in turp is either froo a
selection multiplexer, or from the complement ecutput of
the flip-flop. When a correction to a2 bit in the
register is to be made, the appropriate correction de—
coder position 15 selected which defines the bit posi-
tfon to be corrected. Each decoder output line 1s
wired to a unique regicter bit position and is shown
as the line labeled correct. This signal switches the
input of the multiplexer from the normol spare selec-
tion multiplexer mode to the complement cutput of - the
£lip-flop, and inverts the flip-flop.

-
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The upper multiplexer normally controls the in-
ut to the flip-flop. As shown, the input may be
‘yom ah external user device, or from the correspond-
Ing position bit plane, or from any one of the four
spare bit planes. The output of the four spare bit
ylanes are available to each bit position of the
storage data register, Thus, a spare bit plane may
ye utilized for any bit position. The ocutput of the
f1ip-flop is availslle to the external user devices,
‘o the write line o. the associated position bit plane,
to the spare bit planes, and to the remainder of the
rranslator circuitry. In the event a spare bit plane
has been selected for this particular bit position,
the output ‘emultiplexer directs the signal to the
proper spare. Each of the four spares can receive bit
input information from any one of the SDR bit posi-
rions. Thus, the SDR chips serve as the working
register for the tramslator as well as the circuitry
for correcting errant bits and spare reconfiguration
mwitching., Note that the original bit plane assigned
to a given position always has the current information
weitten into it even though the output from a spare is
being used for that particular bit position. The
purpose of this is to maintain the bit plane current
if poasible, in the event that it is desirable to put
it back on line at a future time.

Morphic Logic

The error analysis portion of the translator is
perhaps the mest uniqu: portion. It is implemented in
morphic logic described i1 Reference 9, The morphic
logic uses dual line pairs to replace the single lines
in conventional logic. HMHerphle logic functions are
composed of conventional logic gates arranged as two
independent tree structures so that a fault of a single
gate in the morphic logic propagates te the output
where it can be detected. Circuits representing mor-
phie invert, morphic AND, morphic OR, morphic
exclusfve-OR, etc., have been devised. Combinoticns
of these morphic gates can be utilized to implement
any logical functicn. The morphic logic eigivalent of
a conventional logic 1 is a Ol or a 10, Egﬂl’ on the

line pair. The morphic logic equivalent of a conven-
tional logic O is [22] on the morphic line pair., For

cxplanation of the error analysls circuits for this
translator, the nomenclaturc 1M<&;[gé}, and

(00]
Ou'i-?' [111 will be used.

Error Analysis of Word Read From Storage

The translator error analyeis will be {llustrated
by explaining its operation for checking the word recad
from storage. The verification of byte parity checking
and generation and check bit generation will then be
explained.

The ARDM vhose output 15 labeled A in Figure 7 has

inputs from the morphiec output of the syndrome genera-
tion parity trees S1 - 56, Since odd parity is used
in the encoding, on read-out all of the syndreme par-
tial signals should be 1M if no error has occurred.
Thus, the output A chould be 1N‘ Two parity trees are’
shown as the input B in Figure 7. There are an cven
number of syndromes (6). One each of the two morphic
1ines from cach of the syndrome generators (the byte
parity tree inputs are inhibited during read cycles)
are inputs to the two parity trees whose outputs form
B. Since the syndrome no error condition is 1, and
there are overall an even number of syndromes, there
should be in total an even number of morphic (and
logical) 1's under a no error condition. Since this
is true, both parity trees should have like paricty
either odd or even since the sum of two odds or of two
evens is even. The input B in Figure 6 chould be OH
under a no error condition. The AND,, gate whose output

is P indicates NO ERROR as 1H when the A and B signals
are normal.
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The ANDy gate whose output is Q indicates a trans-
lator circuit failure condition. There is no valid
condition of the inputs which causes outputs A and D to
be 1y simultaneously, This condition is indicative of
a failure in the eircvits which generate A or B,
Therefore, the ANDy gate whose ocutput ic Q senses this
condition as a circuit error.

A single error is manifest as an odd number of Oy
syndromes ~- one syndrume or three gyndromes having o
value of Oy. Under this condition the output A will be
a Oy and the output B will be ly. The output A ic in-
verted ‘to make it a 1y and combined with the output D
which will be ly to cause signal R to be ly -- the sin-
gle error condition signal,




The AND, gate whose output 18 5 sensecs a double
error condition. The output A will be Oy as will the
output B in the presence of a double error in the word
read from storage. Inversion of both these outputs
makes them both 1H and when combined in the AND,, gate,
whose output is S, indicates the double error condition.

The AND,, vhose output is D indicates a circuit
error condityon. The input U is for byte parity cir-
cult checks. The signal Q (mentioned previously) is
inverted because its normal (no error) indication is a
Oy+ In order to maintain consistency all inputs to
the ANDy shov.d, under normal conditions, be IH'a_

Theretore, the signal Q inverted is 1y during
normal operatlon., The signal T is used for checking
the validity of che generated check bits on write
operations and the validity of the generated byte
parity bits on read operations. It is proved f that
with the code structure herein utilized the parity
of the byte parity bits and the parity of the code
check bits should be the same; therefore, thelr com-
bined parity should always be even. The signal T is
the morphic output of a parity tree whose inputs are
the two byte parity bits and the six combined outputs
of the parity trees which generate the check bits.

The two parity trees with T and R inputs together
with an inverter perform the logical aoperation T = R
which is true when there is a valid single error
condition and no circuit fsilures. Certain circuit
failures might be detected as a single data error
without this check,

A check 1s made to see that there is not an even
number of the inputs P, R, and S in a state because
P, R and § are mutually exclusive conditions. Should
none or two of these three signals be up, there will
be an even number of logical l's which, distributed
between the two parity trrees wiose inputs are PRS,
will make their output Oy, That is a failure indica-
tion causing the output D to be Oy.

This discussiun of the read cycle operation is
intended to illustrate how the morphic logic is
utilized to provide self-checking during normal
operation, Since the normal data flow constantly
changes, the translator circuits assume both
states, which provides the self-testing property.

IV. EXPERIMENTAL SYSTEM

Purpase

An experimental breadboard of the memory system
has been built. The breadboard has extensive fault
injection and display circuitry incorporated under
panel control. It implements the logic of the £light
system described plus the necessary timing and con-
+rol hardware which enables it to operate as & stand-
alone memory system, Future plans include incorporat=-
ing a SUMC computer in the breadboard.

A significant amount of simulation and analysis
has been done to verify the fault security and the
self checking properties of the design., The bread-
board system will permit much more extensive verifica-
tion and statistical quantification of these pro-
perties, especially under conditions where fallures
result in various combinations of faults and crrors.

When the SUMC computer is included in the breadhoard

it will be practical to systematically penerate pat-
terns in the memory and obgerve the dynamic behavior of
the system and the inherent degrec of independence tlhe
design possesses, '

The extensive analysis is a prerequisite for
developing effective reconfiguration strategies =-~when
to switch in a spare, and when to tolerate some few
words with corrcetable errors which occasionally require
a lengthened access cycle. Of course, an optimum re
configuration strategy is dependent on the application
{che mission) as well as the behavioral properties of
the system under various fault and error conditionc.

Fault Injection

The experimental system has two types of fault in-
jection: (a) The state of the line is at ne fault,
stuck-at-1, or stuck-at-0, and (i) The state of the
line is either inverted {(fault injected) or not inverted
(no fault injected). The A type “stuck-at" faults are
injucted in each bit line of the array readout lines
and each bit is individually selectable. The B-tyne
invert faults are utilized throughout the translator
logic. Each parity tree combined output and one leg
of the morphic output are subject %o inversion under
panel control. Withiu the error analysis, one leg of
each worphic block shovm in Figure 7 mar be inverted.
Additionally, the correction decode circuits may be
goted OFF to p.eclude making a correction in the pre-
sence of a single erroc.

The fault injecticn capabilities are believed to
be adequate for duplicating virtually any conditiom it
will be desired to study.

Other Features

The control panel displays by means of LED'c, the
bit(s) being faulted, the fault indication, and the
error aignals from the error analysis. In addition,
there 1s control of single cycle or free run mode.
Provision is made to select a spare bit plane and as-
sign it to any bit position (reconfiguration) and to
select a starting word address and select any number of
successive storage addresses to be restored. Thuo,
partial or total refurbishing may be utilized during
a recovery cycle,

CONCLUSIONS AND ACKNOWLEDGMENTS

The translator logic requires twenty chipa. The
syst~n simulations indicate memory access times, with-
out correction, to be of the order of three-fourths of
a wlcrocecond and one microsecond when correction is
necessary. Loading a spare bit plane with good data
could be done in less than two micreseconds per stor-
age location. The implementation and speed penalties
are thus not severe, Future emphasis is to be on do-~
signing the flight package, designing a fault tolerant
system control, and devisine the algorithms whish
implement the switching strategies,
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