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1.0 Introduction

This report presentsvthe results of a study on

video data compression techniques applicable to space
flight communication. This study is exclusively directed
towards monochrome (i.e. black and white) picture communi-
cation with special emphasis on feasibility of hardware
implementation. The primary factors for such a communi-
cation system in space flight applications are:

1) picture quality,

: ﬂ) system reliability,
5) - power consumption,

4) hardware weight.

Ingterms of hardware implementation, thege are directly
related to hardware complexity, effectiveness of the hard-
wq&e algorithm, immunity of the source code to channel noise,
anﬁ data transmission rate (or transmission bandwidth).
Tﬂis report will.rebémmend a system and summarize its hard-
w&re requirement. In addition, this report will provide
sufficieht data on various parameters involved.

Simulations of the study were performed on the im-
proved LIM Video Controller. The LIM Video Controller is
cémputer—controlled by the META-4 CPU. The functional block

diagram of the LIM Video Controller is illustrated in Figure

l. The LIM Video Controller proceséés video signals recorded
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on?the Ampex Video Recorder, Model DR-10. This is done
byjfirst A-to-D converting the video signals (in groups
ofjfour horizontal lines), transporting the digital data
to the MﬁTA—4 main storage for processing, then the pro-
cessed signal is reconstructed by D-to-A conversion and
finally recorded on the video disc recorder for visual
display. The DR-10 has 600 tracks (one frame per tiack).
Hélf of the disc allocation (i.e. 300 frames of video

signals) is used for storage of reference signals. The

remaining half is used for recording the processed signals.

Tﬁis corresponds to 10 seconds of real-time video signals.
Tﬁis seems sufficient for demonstration purpéses for the
eﬁfectiveness of the algorithm under study. By preserving
tﬁe pre-recorded reference signals on the video disc re-
corder, effecti&eness of various schemes can be compared
féirly by recording the processed signals on a video tape

recorder. The improved LIM Video Controller and ité new

sﬁpporting software enable 300 frames of video signals to

be

pfocessed in approximately 4-1/2 hours. Each processed frame

has a superimposed title and reference frame number for

eése of identification. Noise degradation due to simulation

‘s minimal. However, the video tape recorder (Sony model)

~has limited bandwidth and causes certain noise effects. For a

detalled description of the LIM Video Controller, see the LIM‘

Video Controller Operations Manual.,

e e T g
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2.0 Video Source Coding

Video data compression using source coding has been

under investigation for many years. It has been observed

o . .’t

that although any normal scene recognizable to human eyes

contains large amount of information in terms of shapes,

details, edges, spots, and grey level variations,

statistical correlations of video signals within small
picture area and time difference are high. These satis-

tical relations are referred to as spatial and time corre-

lations, respectively. Spatial correlation occurs in every
|

" frame of a recognizable scene. It merely indicates that only

relatively few among all possible producible pictures can

g b% interpreted by the human eyes as recognizable pictures

. réther than just noise. It should be emphasized that recog-
b nizibility of a picture varies from person to person; it

3 ié most likely the ability to relate the contents of

H the picture to certain objects in the past history of a

% pérticular person. Time correlation applies only to scenes

that involves object movements. Normally, the human eyes
can comprehend (without repeating the scene) motion only

when the rate of displacement of certain objects in the scene

t

are very small. Transitions of objects with a large rate of

displacements normally cannot be distinguished by human eyes.
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Most video data compression techniques are based
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]
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*

upon the above facts. One of the methods, originally in-

véstigated by Landau and Slepian [2], uses spatial statis-

R N ]
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%,

tical correlation exclusively. The picture is first
é partitioned into small regions’ of subpictures. Statis—

tical data reduction is performed on each subpicture by

o cénsidering each subpicture as an independent random vec-

%{ _ . t&r. Coordinate transformation is applied to the random
vector. The objectives of the coordinate transformation

g: is to diagonalize the original covariance matrix of the

szpicture and to produce an orthonormal basis similar

[

to the Karhunen-ioeve procedure. Bit rate reduction is

,i oétained by discarding.or quantizing with fewer information
bﬂts those components that have lower statistical
V%riances. The.transformation used is the Hadamard trans-
férmétion, where the basis vectors corresponds to the

v

rdw vectors of a Hadamard matrix. This method has the

A v b b,

g' aévantage of simple and fast hardware implementation, short:
délay between the real-time and the processed pictures, and
tﬁe coding errors due to channel noise are confined to sub-

} p%ctures (i.e. high coding reliability). Compression ratio
of 4 to 1 (assuming the original video signals are linearly

digitized by an 8-bit A-to-D converter) is achievable with-

[oﬁt substantial deterioration in picture quality. However,

this method does not use the time statistical correlation

between adjacent frames of the video sequence.
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Another relatively simple method is the frame-to-

frame differencing, variable-length coding technique [3].
This method only utilizes the iime statistical correlation
in recognizable video  sequences. Here, a.reference frame‘

of full information is transmitted. For the subsequent
ffames, the video signals are compared with their corres-
:p@nding video‘signals of the preceeding frame, and only those
differences that ekceeded certain pre-chosen threshold are
transmitted. At the receiving side, the reference is first
feconstructed, the subseqguent frames are updated by the in-
ﬁormation received; This method basically uses the fact that
ﬁost recognizable sequences have a large proportion of sta-
fionary objects; thus, the amount.of information changed

ﬁrom frame to frame is rather small. Source coding using
éhis method requires that a substantial portion of the code
be allocated for positién markers to indicate where in the
picture the changes take place. Moreover, a rate buffer is
ﬁequired to achieve fixed rate transmission. Furthermore,
ﬁhié method is very sensitive to channel noise; a decoding
érror in one frame caﬁSes errors in subsequent frames. Thus,
to improve picture reliability, recference frames must be

transmitted every so often.

In a previous LINKABIT video study report [4], LINKABIT
-provided a buffer-free technique that utilizes both the spa-

tial and time statistical correlations of’recognizable scenes.




This method is an esséntial combination of the two methods

described. Like the Landau and Slepian method, video sig-

‘nals are first transformed into Hadamard coordinates. Bit

rate reduction is first achieved utilizing the spatiél sta-
tistical correlation; é reference frame is transmitted in

this manner . For the subsequent 3 frames, the Hadamard com-
po#ents of the new picture are compared with the correspond-
ing components of the reference frame and only the differences
dﬂ é fewhselected components (those that have highest statis-
tiﬁal variances) are quantized and transmitted. The process
issrepeated every four frames. This method seems capable
of%reproducing a scene with a compression ratio of # to 1

whﬁle retaining recognizability of the scene. It is the

soie objective of this report to explore improvements in this
teéhnique. Due to its relatively simple hardware implementa-
tion and partial frame storage (instead of a full frame stor-
ag§ required in method described above), this method seems to
beémost promising for space flight application. (Although other
imége coding methods are available, such a 2-dimension Fourier
transformation and other related techniques, their computaitional

complexities and bulk storage required for past frame infor-

mation limit their usage to ground instruments.)

R
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3.0 Results of Study of Two-Dimensional Video Data

Compression

Since the technique suggested in this report uses
the Landau and Slepian method for spatial statistical data
ﬁeduction,.it is essential to examine this method and ex-
plore possible improvements. We shall begin with a review
6f the Landau and Slepian two-dimensional transformation

techknique.

We assume the video signal source being processed is
regular commercial NTSC TV. Each frame of the video signal
consists of two fields interlaced with each other. The
video signals are digitized by an A~to-D converter. The
A-to-D converter must sample at a frequency above the Nyquist
#ate of the desifed bandwidth, and a sufficient number of
éits of information per.sample is required to ensure smonoth

i
!
i

video reproduction. For monochrome TV signals, sampling at

312 samples per horizontal line and 8-bit grey level resolu-

tion seem sufficient to reproduce reasonable quality picture

without false image contouring.

. /J_'f .

gt
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Each frame of video signal consists of 525 hofizontal
lines. Among these, 45 horizontal lines are used for genera-
tion of yertical sync pulses and are blanked. 'Thus, each
frame cqptains, at most, 480 lines of visible infaxmaﬁiop.
When digitized accordingly, we can view each frame of digi-
tized video signals as a 1a£tice of 480 x 512 sample points,
(i=1,2, ..., 480; j =1, 2, ..., 512). Each x,_

1]
has integer representation value between 0 and 255. 1In

other words, each frame of digitized video signal can be
represented by a vector in an Euclidean space of dimension

480 x 512. This representation is illustrated in Figure 3.

Since spatial statistical correlations between‘sampling
points are effective only for neighboring points, it is
desirable to partition the picture into subpictures where
spatial statistical correlations within the subpicture are
higheét. One method of achieving this is to partition the
picture into rectangles of size m x n (m vertically and n
horizontally), where m is a divisor of 480 and n is a divi;
sor of 512. For commercial TV signals, since fields
overlap each other, the subpictures can be formed within

each field. 1In this way, subpictures of field 1 overlap with

subpictures of field 2. An attempt to form subpictures from ‘

both fields may not be advantageous, since a delay of at

least one field time is required between the real-time and

10




| - -1 R i3 Ramd Rl =t @mwry AN R REEOW
| :
1 pAGE )
oAl E 2
, A T ‘ A
'é'ygiqa}c e 27NN
ubpicture - 7 <
of Field 1- 7 ?// \\Q
1 : ; O
| SN 77 j/ Q\\i
/ )
U NN QQ 2
) v ‘ : ,4//»\ :\\\\\ ; .S
Typical _ _
Subpicture Lo 4 o
of Field 2 | k3
3]
N
0
~ >
(]
= =
[+0]
][

v

G512 Sémples/Horizontal Line
512 x 480 Sample Lattice

Figure3.- Sample;Lattice”of a Frame of Digitized Video Signal _




P g - g
T

]
iog

s I

i iz
LS

kel

s

|

&

ﬁrocessed video signals. Furthermore, field 1 and field 2
ére in reality two different pictures at two different in-
étancés; consequently, for scenes with a lot of object move-
ments, the spatial statistical correlation between neighbor
points.with different fields may not be effective.

Choice of m and n are normally determined by con-
sidering the following factors:

1) Higher data compression ratio can be achievéd
with larger m and n.

2) Computational complexity (consequently, hard-
Wére implementation) and time delay between real—tiﬁe and
processéd signals generally increase with m and n.

3) For subpictures of too darge m and n, the spatial
satistical correlations between furtherest sample points
within the subpicture diminish; thus, data compression ratio

may not be further improved by increasing m and n.

12




Experiments have shown that subpictures of size

4 x 4 seem to be most efficient. Due to the asymmetry

resulted from the effect of field interlacing, subpictures

Kl 3
ZE

of size 4 x 8 should be also a reasonable choice. All

-
e

o~

ékperiments in this report are based upon subpictures of

size 4 x 4.

Each subpicture is considered as an m x n random

=

1.4 vector independent of other subpictures. Symbolically,

each subpicture of video can be represented as:

j

X191 ¢ ¢ Xyp 0 < X34 < 255
Y = Xoq ¢ ¢+ Xop xij - integer . . . -
\ xml . . . an R (3.1)
= ~
ag '~ ° Each X5 4 represents the digitized . 'deo signal at

coordinate (i,j) within the subpicture. The range of this
vector is the lattice of (256)™ integral points lying

within the mn-dimensional cube of size 255. Due to the

spatial statistical correlations of recognizabie pictures,
éﬁ | not all of the vectors in the range are comprehensible to

tro human eye. By considering the set of subpictures extracted

|
from recognizable pictures, statistical data reduction in the i
‘sense of least mean square error generally can be obtained by
using Karhunen-Loeve procedure. This procedure requires gen-

ﬂg' eration of £hé orthonormal basiS'which'diagonalizes the co-




va;iance matrix of the ensemble of subpictures, (3.1),
oférecognizable pictures. However, the least mean

sq@are error criterion is not generally suitable as a mea-
su%e‘of visual fidelity. Other orthonormal bases were
édught. One of the intuitive choices, which was Jjudged |
to be superior to the Karhunen-Loeve basis, is the Hada-

mard basis. The Hadamard basis are vectors that are the

rows of a Hadamard matrix.

An n ¥ n matrix, H, of integer entfies is Hadamard
if
H+*» H = nl

Wﬂere HT is the transpose of H. I is the identity matrix

of n-dimensional vector space. A Hadamard matrix of order

2k, k=2, 3, ..., can be obtained recursively as the ten-

sor product of Hadamard matrix of order 2, HZ:

= (1 1 :
H, = (1 -1) .. (3.2)

k1 : k2
Therefore, a subpicture of size m = 2 and n = 2

can be coordinate transformed using a Hadamard basis; the
|

bésis vectors are obtained from the row vectors of the Hada-

kl+k"

mard matrix of order 2 {(which can be obtained by the

|
’ki + k, tensor product of Hy). All row vectors of any Hada-

mard matrix have component values +1 or -1. Thus, the ortho-

normal basis can be obtained by dividing each row vector by

14
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~ C;s is the projection of Y into basis vector bi

the constant: .
‘ k,+k :
Yymn = 2 . . . (3.3)

The first basis vector thus formed is of the form:

1 1... 1
1 1 1... 1
bll = /I’TI-!_I . ‘ L] . . ‘304)
1 l L] . L ] 1
+
mzxn

The remaining basis vectors are all of the form 1/v/mn
m@ltiplied by a vector in which half of the components
have value +1 and the remaining half have component value

~1. Let us denote the Hadamard basis vector by

bij . i =Vl, 2, . 3 . m
j=1, 2, . . . n

Then each subpicture of the video signal can be expressed as

m n . |
Y = Z ‘v Cijo bij; . . . (3-5)
i=1l1  §=1
where b
Cjy =¥ - by o . - | (3.6)

N

In particu-

ij ; j°
lar, the first component, Ci1’ has the following expression:
ey m n B k :
€11 = ) | 3.7)
TRl DD D T A
RN =1 j=1 ' REEEE P N
15
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This component is also known as the d.c. component of the
subpicture,‘for reason that it is a constant multiple of
t#e sum of individual sample video signals. The remaihing
cgmponents, Cijf havg the form 1//mn multipled by the dif-
ference of sums of half of the xij's. Thus, when trans-

formed, the Hadamard component has the following range:

0 < Cy;qy £ 255 vmn

and | (3.8)
-255/nm/2 < Cij < + 255/mn/2 (to the nearest integer)

for i # 1 and j # 1

Given a vector, Z, in the Hadamard basis, the cor-

responding subpicture, Y, can be obtained by inverse trans-

formation:
;xll - e e Xy
v' = 221 c. . Xon (3.9)
*ml . . . xmn
When.xij =2 - gij

Data rate reduction is achieved by statistical analysis

‘ bn the covariance matrix of the transformed Hadamard components

1

on the ensemble of recognizable pictures. Statistical analysis

‘of ordinary recognizable pictures, usinga 4 x 4 subpicture size,

- reveals that the variance of the first component, Cll' is the

highest and is in excess of 10 to 1 in ratio to‘:the next:highest

16
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variance [2] (statistical analyses of this kind are widely
available in the literature. LINKABIT has not attemptéd

to duplicate such analysis). The remaining components have
relatively small variances. Coarsily quantizing the values
of these components close to their mean values, and recon-
structing Y (by applying inverse transformation 3.9) using
these quantized values, should result in a very small mean
square errér. This approach is theoretically sound, yet
the human visual system does not behave quite that way.
Approximations using various quantizations are expected to
piay a major role in the quality of the picture. Most of
the research done so far in this field has been by experi-
mentation. In this rebort, we shall follow psychovisual
reasoning more closely in researching for .an optimal choice
ofiquantization'for the Hadamard components. The following

is a list of phychovisual rationales and findings:

3.1 Logarithmic Response of Human Eyes

It is well-known that the eye, like other sense organs,
behaves légarithﬁically with respect to their inputs. Given a
ﬁormal recognizable picture, the eyes are generally insensi~-
éive to the relative brightness of the picture. However, the
éyés are capable of detecting minute amplitude (brightness)
bﬁanges between adjacent regions. The sensitivity for detec-

ting brightness between adjacent regions likewise behaves

17
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1bgarithmically. The logarithmic response explains the

reason why human eyes are extremely sensitive to false

iﬁage contouring and graininess of the picture. Typical
response of human eyes with respect to the difference of

video signals of adjacent regions can be expressed as:
Sgn(x)¥ A.log (B |X| + 1) ' (3.10)

where A and B are positive real constants, and x is the
difference of the video signals between neighboring re-
gions. (Positive sign implies brighter signal and nega-~
%ive sign implies darker signal.) Based upon this reason-
ing, the guantization cutpoints for a given number of bits
of information should be chosen accordingly, as the in-

verse of;(3.10).

Let the number of quantized levels be Nl’+ N2 + 1,

which correspond to the integer set:

"'Nll -N1+1, e« & e 3 "'2, -l, 0, 1' 2, e« o o 3

Nz—l, N,.

Then the quantization levels should be chosen as:

=B,k

-'Al[e ,1 - 1] for k

ll
(=
i
-

-
-

{
Z

and (3.11)

A2[e = 1} for k

i
o
-
e
-~
.

£ 3
-
2
N
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In other words the guantization error is allowed to in-
crease exponentially if the difference of adjacent com-
ponents is large. The formulation (3.11) also allows
"zero" representation. Quantization without zero repre-
sentation has the disadvantage -of introducing unwanted
"sand paper" effect, which is tﬁe inability of the cod-
ing to reproduce smooth imagés. Although some authors
gdvocéte to remedy this situation by introducing pseudo-
#andom noise such tactics seem more likely to dis-
guise the bad by worse. Quantization with "zero" repre-
sentation is highly recommended by this report.

The cutpoints for the quantization (3.11), can be
chosen as the N, + N, arithmetic means of the N, + N, ad-
jacent pairs given by (3.11). A,, By, A, and B, are con-
étants which determine the graininess and the maximum
%epresentable value of the quantization. Since the amount
éf possible quantization levels available for a given num-
ber of bits is in the form of Zk, often either
ﬁi = N,+1 or N, = N.+1 (asymmetric quantization) is de-

2 2 1
%irable for maximum usage of information available. Asym-

metric quantization may increase slightly in hardware com-
t

éiexity. For large k (such as 5 or above), introduciﬁg

asymmetry may not result inzmuch information gain.
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3.2 anntization of the d.c. Component of the.,

Hadamard Transformation

Logarithmic quantizat:ions, though intuitively sound,
c?nnot be applied directly to the d.c. componen: f the
é Hédamard transférmation. For, Fhe video signals of ax
aibitrary subpicture, Y, can assume any value ﬁithin the

; rénge of the A-to-D converter, i.e. (3.1), aﬁd‘since the

r hﬁman eyes are relatively insensitive to relative
brightness; it is not advantageous to:bias the

usable video region to any extent. However, the d.c. com-
pbnént can be encoded logarithmically by using DPCM tech-

y n@que. Here, the d.c. component of a subpicture is selected
. a% a reference, the d.c. components of the following sub-
p&ctures are coded as the differences of these signals.

At the receiving end, the reference is first reconstructed
and‘the d.c. cqmponeﬁts of the succeeding subpictures are

i reconstructed by updating their preceeding reconstructed

components. Since a frame contains 480/m by 512/n sub-

pictures, the DPCM technique can be applied horizontally,
E vertically or both. "Horizontally" means a reference is

sent at the beginning of each horizontal group of subpic-

tures. "Vertically" means a reference is sent at the be-

ginning of each vertical group of subpictures. Only one

reference is sent for each frame if both horizontally and

vertically. In addition, DPCM vertically requires suffi-

- cient datajstorage for‘one line group, this is due to the

BILS

C3EapeT
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fact that the TV signal is horizontally oriented.

Encoding the d.c. component using the logarithmic
DPCM method has the following advantages:

1) Smooth transitign of grey levels between
adjacent subpictures, which is characterized by small
video amplitude variations, can be achieved with fewer
bits than would otherwise be required. The smallest

quantum jump using quantization (3.11) is

B

1
A1 (e

- 1) for - (light tb dark)

5 (3.12)

A, (e 22 1) for + {gark to light)

2
'2) When the grey level transition between subpic-
tﬁres is high, it is approximated logarithmically by the guan-

tizer; due to the logarithmic response of human eyes, the

corresponding error of visual sensation is relatively low.

; 3) The legarithmic quantizer can correct a step
fﬁnction to within the error given by (3f12) in.M

séeps, where M is a logarithmic function of the amplitude

oﬁ the step function and the graininess (3.12). This enables

feéwer bits of information to be allocated for quantization

of the d.c. component than that would otherwise require.

The above statements can also be explained as follows:

Since the d.c. component of the Hadamard transform corresponds
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to an approximation of the original picture by subpictures
v(i.e. éonstant grey level), the spatial statistical
correlation between-subpictures remains Qalid (if the sub-
pictures were small enough). This spatial statistical
correlation is in thé form of smooth transitions and log-
arithmic error tolerance of the human eyes. As in most

cases, this spatial statistical correlation enables data

reduction by using'DPCM.

Our experiments showed that a 5-bit DPCM coding on
the d.c. component can effectiveiy reproduce the picture
With reasonable visual guality that is free from " false
image contouring." 1In contrast, at least seven bits are
required if linear quantization were used.

DPCM coding has the disadvantage of being sensitive
to the channel noise. This is caused by the fact that
the reconstruction of an element at the receiving end is
dependent on the reconstruction of the previous elements.
DPCMihQrizontally will confine the errors to within a hori-

zontal group of subpictures, and this method should be used.

3.3 Quantization of non-d.c. Hadamard Components

All non-d.c. Hadamard components are constant multiples
of differences of two sums of' video amplitudes within the
subpicture. These components are ncrmally very small and

close to zero for recognizable pictures. In terms of visual
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response, these components become significant only if

the subpicture contains edge or spot information. Thus,
their presencq: localized (or clustered) around the boun-
daries between distinct objects. Since edges or spots
within subpictures over the ensemble of recognizable
pictures are generally uncorreleted, we can assume the
spatial statistical correlation between corresponding
aomponents of adjacent subpictures is insignificant,

ﬂhus, coding these components with DPCM may not be ad-
ﬁantageous. Due to their zero mean values and small
variance (over the ensemble of recognizable pictures),
quantization of these components should be chesen about
the value zero. Quantization without zero representation
éor nearly zero representation) will result in a "sand-
éaper" effect. Zero or neaf zero quantization representa-
ﬁion for these components is recommended. Since, given a
ﬁonzero number of bits of information, the possible quanti-
zation levels are always even, zero representation always
eauses uneven quantization between positive and negative
values. For components quantized with many bits (3 or more)
the effect of the shift is negligible, but for quantiza-
 tion with fewer bits (2 or 1), the bias due to the shift
may not be desirable, in such cases near zero quantization
representation should‘be used. Often it is advantageous

to combine the quantization tables of coarsely quantized
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cdmponents with that of more finely quantized components.
,E For example: 12 bits are normally used to code 2 components

with 16 guantization levels (15 cutpoints) and 2 components

with 4 gquantization levels (3 cutpoints) each. The same

number of bits ig sufficient to code 1 component with 13

qﬁantization levels, 1 component with 12 quantization levels,

aﬁd 2 components with 5 quantization levels. Sharing bits

enables most efficient use of amount of information avail-

- able for a given allocated number of information bits.
g However, using this method will increase the arithmetic
H

computation and subsequently the overall hardware complexity.
i 3.4 Selection of Quantization Levels
: | Based upon the above discussion, -quantization levels
g i

for experiments performed in this report are chosen accord-

ing to formulation (3.11). First the number of quantization

levels is determined. This is (for non-sharing case) ZK,

o)

where. K is the number bits allocated. That is

e

.
v .
4 K
2° >N, + N, +1
. The minimum gquantum jump; i.e., the graininess, using
. this method is given by (3.12) and the maximum change is
? given by
, . BNy .
E ‘Ai (e - - 1) for - (light to dark)
A, (e - 1) for + (dark to-light)

E
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ﬁormally, Al = A2 and Bl = B2 are chosen for symmetry
betweenihard and light directed transitions. The maxi-
ﬁum change and the graininess determine the constants A
and B ana vice versa.. Thé maximum change for the 4. d.
component is determined by the range of Cll' i.e.

0 <C

11 < 255 /mn

The maximum change is selected as a fraction of
255/55. Here we used the fact that the probability for
the transition of two adjacént subpictures from extreme
darkness to extreme brightness is small. For the non d.c.
components, the maximum change of quantization is chosen as
a fraction of the range of these components, i.e., a frac-
tionof 255/mn/2. The fraction is generaliy determined by
the numberwof_quantiéation levels allocated and judged

solely by experiments.

2

Applying the above discussion to 4 x 4 Hadamard
transform, we come up with the following scheme. The com-

ponent designation is shown in Figure 6. Here

11 has 32 quantization levels using 5 bit DECM.

C,., and C,, have 7 guantization levels.

12 21

C and C,

13 31 have 15 quantization leyels.

€, and C,, have 9 quantization levels.

14
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012, C13, C14’ (likewise C21, 031' and<C4l)

share 10 information bits.

C337 Cayr and C43 each have 5 quantization

levels, and they share 7 information bits.

The overall bit requirement is .
5+ 10 + 10 + 7 = 32 bits

or 2 bits per picture element.
, The quantization levels and their cutpoints are
shown in Table 1.

3.5 Further Possible Improvement in Coding Efficiency

In the above discussion, we have ‘assumed that each
Hadamard component can have independent occurrence within

their range (3.7) and (3.8). To reproduce the true, ori-

‘ginal picture, each component must be capable of covering

the entire range. Source encoding by truncating the range
always results in degradation of the reproduced picture,
although the statistical data reduction method intends to
limit the degradation to areas tha; occur rarely. Yet, : é
such effects are generally felt by an observer. Hence,
pipture guality improvement caﬁ be achieved if the true
rahges of each Hadamard component éan be established. Since

the subpicture, Y, has range:

. xll.\IUXln

A

0 X.. < 255
1] —
Xij - 1nteger

L
A

xnln . -an
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Cy;¢ DPCM Logarithmically by 5 Bits (Range: 0 < Cyp S 1024)
Cutpoints . Representative Value
| 876
761 a
f ; 646 '
562 %
; § 476
414 | 5
! 350
304 ,
{ 258
223 i
i 188
163 |
| 138
118 C
‘ 100
85 '
71
61 '
; 50
42
i 36
29 L
23
19 | ‘
| 15
11 | :
‘ | 8
6 — ‘ ‘
4
2 | ’
‘ 0
-2 '
-4
6 , , 1
-8
"1?1 !
~-14
~18 |
=22
~-27 r
=32 i
-39 . ’
-47 |
-56
: -65
~-78
, -91
-107 ... '

‘Table 1. Quantization Table
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Cllz DPCM Logarithmically by 5 Bits (Continued)
Cutpoints Representative Value
: ~-124 !
-147 i
-169
-199
-229
-209
-310
=363
~417
~488
-560
-655
-750
-877 :
o -1000

Non-d.c. components have range: =512 to +512

C,, and C,,: Quantized by 15 Levels

13 31
Cutpoints Representative Value
| +150
1122 : |
—~  *94
+76
Co +59
+47 i
| 135
+28 ; |
% +20 ;
+15
+10 ’
+7 -
IR +4
12 X
¢

Table 1. Quantization Table (Continued)
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',”1
C14 and C4l: Quantized by 9 Levels
Cutpoints Representative Value
| ¥0
o +53 T
136 |
+26 |
‘ +17
+11
+3
- ; ' 0
Clz'and 021: Quantized by 7 Levelg
Cutpoints Representative Value
| +60
+43 -
i +26
+17 |
+9
+4
0
C33, Cay and Cy3t Quantized by 5 Levels
Cutpoints g Representative Value
- | +50
433
+15
: +8
0
- Table 1. Quantization Table (Continued) .
=
-
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which lies within the mn-dimensional cube of size 255.
When transformed into the Hadamard components, the cor-
responding boundary condition must also be satisfied.

It is not difficult to see that the transﬁormed Hadamard

components satisfy the following boundary condition

m n )
z: Z .|cij|—|c11|+|c11-'-2—5i2‘/-’ﬂ_“—|5 255/mn/2 . . . (3.14)
=1 j=1

I

éee Appendix A. (3.14) merely states that if some com-
ﬁonents have very high absolute values (i.e., near the
boundary of representable video éignals), then the remain-
ing components cannot have large absolute values. In other
words, using (3.14), we can improve the éstimation fof the
rénges of occurrence of non-d.c. components'df the Hadamard

transformation by disregarding the nonaccessible region.

To apply this method, first we have to order the
ﬁriority of the Hadamard components. This can be normally
chosen according to the variances. For 4 x 4 Hadamard

transforms, we can choose the following order:

C

“€117 Ca37 C31v Cigv Cgar Crar C21 C337 C34¢ Cy3

(rest discarded)

C

11 is quantized in the usual way. C

is quantized as a

13

, rafio of
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Cy3 to A = lcyq - ’255\/E:-n/2|
C31 as a ratio of:
Cyp to Ay = A) - |0(Cy3) ]

when Q(Cl3) = inverse quantized representation of 013

C14 as a ratio of:

Ciq to By = A, - |O(Cy )|
when Q(Cl4) = inverse quantized representation of 014,
and etc. . - ' -

Alternatively, given a set of quantization, a cor-

fection factor based upon Al; A2' etc., is premultiplied
by C13, C31' etc., and these are compared with the pre-
chosen cutpoints as in the usual manner. The inverse
qﬁantization representations are obtained.by the repre-

sentation value and the reciprocal of the correction fac-

tors{




4.0 Buffer-Free Frame-to-Frame Data Compression

kThié technique, proposed in a previous LINRABIT
video study report [4], utilizes both the spatial and -
time statistical correlétions of the emsemble of recog-
nizable pictureg. In this method, a reference of the 2-
dimensional compressed Hadamard'components is trans-
mitted; for the subsequent k (k is a positive integer)
frames, only the differences between a few major com-
ponents and their corfeSponding COmponents of the ref-
erence frame are quantized and transmitted. The process h

is then repeated every k + 1 frames. k was chosen to be

3. The major differencing components are:

and C .‘

¢ 13’ 31

117 ©

C11 was quantized and represented by 5 information bits.
§13 and C,, are each guantized and represented by 3 infor-
ﬁation bits. The reference frame was 2 dimensional com-
pressed with an average of 2 bits per picture element.

Hence, the overall data requirement is slightly over 1 bit

per picture element.

This method has the advantage of using only a
partial frame memory. Here, (for the encoder) only the
information of major components of the réference frame
is required. Moreover, the information storage may not
,ﬁécessarily be the original data with 8-bit Erecision.

This method was implemented, and it was shown to be
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capable of repréduging a scene containing normal object
mbvement without degradihg the picture quality beyond
recognition. The oﬁjective of this report is to explore
and search for possible improvémenﬁs in th;s technique.

These are summarized as follows:

1) The data compression on the reference frame
is modified per Section 3. There, a new set of quantiza-

tion and decoding strategy is used.

2) -This study found that it is preferrable fb
update the differencing components with new diﬁferences.
(In contrast, in the p:zevious LIﬁKABiT video study, the
differences'were‘always ubtained between the new and the
reference frames). In this mannéf, the'coding can be
opérated in true DPCM mode, and, the errors can be suc-
ceésively corrected. This’is'particﬁlarly deéirable
fo? scenes with short movement duration, i.e., éontainin
obﬁeéfs that move and pause, it enables better response
to stationary objects.

3) In the previous LINKABIT video study, the d.c

cohponent, Cll’ is quantized to 6 bits in the reference

frame and by 5 bits in the differencing frame. The improve-

ment using DPCM coding reduces the requirement of the d.c.

g

component in the reference frame to 5 bits. Thus unless,

’
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ih the differencing frames, this component can be coded by
4§or less information bits,'codin§ this component as
differences dées not offer special advantage. Experiments
have shown that it is generally insufficignt to use 4 in-
formation bits to encode the frame differencing d.c. com~
ponent. This can be explained by the fact that human eye
is quite sensitive to object displacements, and the fact
that the time statistical correlation between corresponding
elements éf two adjacent frames, given motion existed, is
rather small. (In fact, most statistical correlation

exists due to stationary objects; its advantage can only
be extracted by motion indicators).

Hence, it is preferrable to transmit the d.c. component
in the regular mode, i.e., logarithmic DPCM coding with 5
information bits. In this manner, the requirement of frame

memory can be furthef reduced.

4.1 - Quantization of Buffer Free Frame-to~Frame Dif-

ferencing Technique

Based upon the above discussion, the gquantizations for
the buffer-free frame-to-~-frame differencing technique is as
follows: | |

1) The reference frame is enccded as described in
Section 3. The correséoﬁding quantized table is given in
Table T.

2) The d.c. component of the differencing frames is

kquantized as in 1).
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- E ' 3) The Hadamard component C,, and C,; are repre-
sented by 5 information bits. Their quantized and trun=
A% : cated value obtained in the rerference frame are storage

in the frame memory (5 bits each). In the difference frames,
N the difference is quantized by Table II (using 3 information
bits each). The frame memory is updated ky the quantized
values. The total storage requirement for the frame memory

is (for the encoder):

| | 2 x (512/4) x (480/4) x 5 =153 - 6K bits

The 5-bit representation of 013 and C31 does not have to

o rnrtini ey

cover the entire range of 013’ C31 (i.e., =-255vmn/2 < Cl3'

C,, < + 255/mn/2). It has to cover only the absolute

31
maximum change given by the 2 dimensional quantization,

in this, according to Table I, the 5-bit representation

linearly partitions the range: =150 to +150.
4,2 Compression Experiments
;g Experiments were performed on the LIM Video Con-

troller for k = 3, 5, 7, and 9. Correspondingly, the coding

[

efficiencies are 1.0156, .90625, .8516, and .8187 bits per
picture -element. The results, together with the original

o ‘A-to-D/D-to-A and the 2-dimensional compressed pictures,

ii were recorded on video tape. The tape presentation con-

. sists of processed video first run at normal speed (i.e.

;é : 30 frames/second) then immediately followed by instant replay

at 8 to 1 slow motion rate. The tape was recorded by a Sony
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C13 and Cj;: Quantized by 8 Levels (i.e., 3 Bits) Each

Cutpoints Representative Value
67 SR

37 52

10 23,
-8
- 3@2 }

~-50 : z

-100

Table II. Quantization Table
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vgdeo tape recorder, which unfortunately has very limited
béndwidth and occasionally develop an appreciable amounf
of noise.

From the experiments, it is evident that stationary
objects in a scéne age reproduced with reasonable quality.
Bﬁt for objects with high rate of displacements, edge distor-
tion is clearly visible. The effect becomes highly objec-
tioﬁable to the observer for large value, k. The edge
distortiOn is”ciearly caused by the lack of high order
Hédamard components. This effect can be reduced by intro-
ducing more differencing components. This method will in-
crease the size of the frame memory and the average infor-
mation bit required per picture element. Time sharing, in
the form of updating some components at one frame &and
séme others at different frames, can also improve the motion
quality. | . |

Frame sharing or updating the differencing components

was tried. The differencing strategy is given as follows:

1st and 5th differencing frame:

-C C at 3 bits each. .

137 C317 C12
2nd and 6th differencing frame:

C at 3 bits each.

C137 317 C;n
3rd and 7th differencing frame:

013, C31, C14 at 3 bits each.
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4th and 8th differencing frame:

i Cy3r C3l’ C,y at 3 bits each,
i ﬁepeating every 9 frames. Each differencing frame uses 14

bits. The overall average efficiency is 1 bit per pel.

i

The experiment is recorded on video tape (Sample E).

. A computer simulation program is given in Appendix B.
From the simulations, the technique described in the above
method provides a scheme of transmitting picture informa-
tion with relative ease for hardware implementation. The

degree of guality depends mainly on the factor k, the num-

W geemEs

|
ber of differencing frames, and the number of time sharing

$ gty

differencing components (the hardware complexity increases

" directly with the number of differencing components used).

S e rcrmet

Hardware implementation for the buffer-free frame-to-frame

hoggapaming

differencing technique is summarized in the following sec-
tion. Detailed description of individual functional blocks
is skipped. The main points stressed are the general hard-

Ware involved and the bulk storage required for the encoder

et

and the decoder.

R 3

k
vttt

A possible improvement on the above technique is by
- inﬁéfpolation of high order Hadamard components (those that
f% were discarded in the differencing mode) between reference

frames. This method has not keen simulated.




LipmiTrAsm FWETENw

4.3 " Requirement for Hardware Implémentation

A buffer-free frame-to-frame differencing technique
based upon the discussion'of,Section 4.1 can be implemented
with relatively simple electronic hardware. The block
diagrams of the encoder and decoder are illustrated in
Figufe 7 and 8, respectively.

For the source encoder, due to the horizontal orienta-
tion of the regular TV signals, a line buffer (storage for 3
hbrizontal lines + 4 samples) is reqﬁired in order to per-
ferm the 4 x 4 Hadamard transformation. This line buffer
normally requires high read and write speed (these are
determined by the period of the A-to-D sampling clock pulses).
The Hadamard transformation is performed by aifast
serial/parallel Hadamard transformer. Sihce each 4 x 4
Hadamard transformation requires 16 operations of add or
subtract, sufficient bits should be reserved to avoid error
due to truncétion‘ | |

Of all the Hédamard components, only the d.c. component
is}DPCM coded. This requires one additional data storage, data
cémparison and updating. Quantizations are carried out by‘
RbM (read-only memory) table search. For components with
bit—sharing, additional coding, such as bit mixing, is re-

C and C.

33" “34’' 43
coded by 7 bits, each with 5 levels of quantization. This

quired. For example, the components C are
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éan be done as follows: C4q can be represerited by an integer
baving value between 0 and 4. C34 can be represented as an
integer of the form 5k, k = 0,1, 2, 3, or 4. C33 can be
represented as an integer of the form 25k, k=1, 2, 3, or 4.
fhe resultant code is the sum of the integer representations
which has range between O and lé4'(this is readily repre-
sented by 7 bits). If C is the resultant coded integer, then
Cc

43
éan be recovered by the residue of [C/5] (i.e., the gquotient

can be recovered by the residue of C divided by 5. C34

of C divided by 5) divided by 5. And C can be recovered

33
by the quotient of C divided by 25.

The frame storage of the encoder is required to store
the updétediinformation'of the differencing components. These
components are updated to their nearest fepresentétive value.
and C

ﬁor component C {each are represented by 5 bits)

13 317
the frame memory of size 153.6 K bits is required. (If
additional differencing components are introduced, the frame
ﬁemory will increase correspondingly). Speed requirement for
ﬁhe frame memory is generally very small and can bé’implemented
by many low-speed, low-power devices. | |
At the receiving end, the decoder requires an almost
'éomplete frame memory. Here, data that is transmitted as
éifferences or discarded in differencing, must be preserved.

Only the d.c. componént,,which,is transmitted continuously,

does not require storage. The differencing components, C13
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and C31, eéch are represented by 5 bits. The overall size

of the frame memory is
g g (512/4) x (480/4) x (32-5+2) = 445.44 K bits.
wk . o

Thé frame memory stores only the encoded data for those com-
w5 ponents discarded in the differencing frames (but not dis-
EQE' carded in the reference frame), and are retrieved by the

é ” iﬂverse quantizer. For the differencing component, they

Y;% aﬁe stored as the 5-bit representation of their updated
inverse quantizer. As in the encoder, this memory can be
;‘:; implemented by many low~speed; low-power devices.

éf“ - The inverse quantized Hadamard components are fed

the inverse Hadamard transformer. The resultant data is

| limited to the usable range of the D-to-A converter and

stored in the 4 line buffer before it can be converted

into video signal by the D-to-A converter and sync adder.

The frame memory size of the encoder and decoder can

be decreased slightly if the updated differencing components
are .approximated by their 2-dimensional gquantization f4’bits
e%ch is sufficient). 1In this case, the frame memory size

f&r the encoder is 122.88 K bits, and that for the decoder is

414.72 XK bits. However, a quantizer is needed in the decoder

and the appoximation using this method will not be as accu-

rate as the previous case.
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S paeitrren,.

4.3.1 Hardware Estimations

A general éstimation of power consumption, size
and weight for the above system, based upon the LINKABIT
Real-Time Video Compression System, model LT8E/LT8D, is
itemized in the'folléwing paragraphs. (Power supplies,
their efficiencies, channel encoder, and additional data
ra%e buffer are not included in the assumption).

4.3.1.1 vVideo Source Encoder

The video source encoder can be partitioned into
the following submodules:

1) Timing Generator: which generates all pertinent

timing signals, such as sample clock pulses, control signals,
etc.

2) Hadamard Transformer: which performs the fast

Hadamard transformations in a "pipe-line" configuration.
3) Line Buffer: which stores 3 horizontal lines

of data prior to the Hadamard transformation.

4) OQuantizer: which provides all 2-dimensional quan-

tization and quantization for the differencing components.

5) Frame Memory: this storage in the encoder is

used to store the information of the differencing components.

It can be implemented by high density CCD (Change Coupled
Device) shift registers. A low power and compact version
of size 16.384 Kbit is available for such an application.l~

Ten such devices are sufficient for the encoder frame memory.

-
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6) A-to-D Converter and Other Related Analog

Circuitries:

prior to processing.

this provides proper d.c. res-

toration and conversion of video signals into digital data

The estiﬁated'power dissipation and number of ICs

réquired are summarized in Table III.

ESTIMATED POWER

ESTIMATED NUMBER

Circuitries

lB.S_watts

DISSIPATION OF IC's USED
| Timing Generator 7.5 watts 40
Hadamard Transform 18 watts 56
Line Buffer 13 watts 35
Frame Memory 7 watts* 25%
Quantizer 10 watts 50
A-to-D Converter Size: 100 cubic
and Related Analog inches

Weight: 2.6 lbs**

* This includes data control logic.

#*This is based upon the A-to-D converter manufactured by
Mirco Consultants, model AN~DI-802 RAD-B, which has a
size of 3.7" x 2" x 9.5" and weights 2.2 lbs.

TABLE IITI.
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Using the assumption of packaging density of
1.5 IC's/cubic inch ’
and 30 IC's/pound,
the estimated power_dissipation, weight and size are:

Estimated Power Dissipation: 70 watts

Estimated Weight: ' 10 1bs
, Estimated Size: 240 cubic inches
o , ‘
E% , 4,3.1.2 Video Source Decoder
E; : The Video Source Decoder can be partitioned into
{E the following:
Eg 1) Timing Generator,
iﬁ 2), Hadamard Transform,
Eg 3f 4-Line Buffer,
Eg 4) - Inverse Quantizer}

5) Frame Memory,
§§ ] 6) D-to-A Converter and Sync Adder.
Thé estimatéd power dissipation and number of IC's required
‘are summarized in Table IV.

Tﬁe estimated power dissipation, weight, and size are:

Eétimated Power Dissipation: 83'watts
Eétimated Size: 190 cubic inéheS‘
Estimated Weight: 8.5 lbs.
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/‘
g ‘_‘, ESTIMATED POWER ESTIMATED NUMBER
DISSIPATION OF IC'S
f Timing Generator 7.5 watts 30
B -
E Hadamard Transform 18 watts 56
i 4-Line Buffer 15 watts 36
e 'Frame Memory 20 watts 50
- ' Inverse Quantizer 15 watts 50
Deto-A Converter - Size: 40 cubic ins.
i 7.5 watts Weight: 1 1b.
‘ & Sync Adder (Self~enclosed in
E; box)
‘ TABLE IV.
oB
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APPENDIZX A

The objective of this Appendix is to sketch briefly

the proof of the inequality

nm n .
Z Z legql = legy | + |C11~255/m—n/2}| < 255/mn/2
i=1 j=1 '

‘It should be helpful to observe the case when m = 1 and

n = 2. In this case, the.Hadamard basis is

A : . 1 S
b = ~—— (1, 1)
11 /3 '
~ 1
b = —— (1, -1) .
12 J3 '

The original domain of the 1 x 2 subpictﬁre and the trans-
¢

formed coordinates are illustrated in Figure Al. Since the
e

transformed components must lie within the square of the
original signal domain, then the components, according to
the figure, can be easily verified to éatisfy the follow-
ing jinequality

< 255//2 (kth nearest

- 255/V2|-+ |c
integer)

lcyy 12!

which is the above inequality.

For the arbitrary case mn = 2k, k > 1, it can be

readily proved by first coordinate translation of the

X311 * in
Y = * _
Xl *mn
52 .
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A = |cy; - 255/mn/2|
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12

- FiguremAlw- Illustration of Inequality (3.34) in 1 x 2 Case .. .
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into
L2 L ] L] xln
Y =
- - - L] xmn
when xij:= xij - 255v/mn/2.

I

X1 has range -255/mn/2 to +255/mn/2. (Note: all
cdmponents, ew+sept the d.c. component, of the Hadamard trans-
form of Y” are identical to those of Y). Then apply the
fact that the inverse Hadamard transform in the translated

coordinates has peak value (i.e., max Ixijl) equal to the

sum of the absolute values of the individual Hadamard com=-

ponents (which can be shown by induction on k).

Remark: Source coding without using the inequality
(5.14) may result'ipwinverﬁé”transformed signals lying
o@téide the domain of the original signal. Using the in-
eéuality helps to confine the occurrence of video signals
of the ensemble of recognizable picture to more likely area

of occurrence.
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APPENDIX B

The computer simulation for the buffer-free frame-to-
frame differencing technique is simulated by the LIM Video
Controller. The Fortran program is listed in the following
éages. Most of the subroutines uced are explained in the
LIM Video Controller Operations Manual. The following is
a list of subroutines used in the program but were not in-
éluded in the LIM Video Controller Operations Manual.

i) MEAN: Calculate the érithmetic mean of a set of
numbers. (Note: in the simuiation, the average of the d.c.
ébmponent over a horizontal line group is used. This is used
because 6f hardware implementation of the LIM Videc Controller
where substantial sampling‘dccurs in thé blanking and sync
#egion;

'2) DBNQT, DLNQT: Calculate, successively a set of num-

"bers, their successive differences quantized and updated by

inverse quantizations. This simulates the DPCM coding.
DBNQT uses logarithmic search technique, while DLNQT uses

linear search technique. The quantization cutpoints and in-

Vverse representative values are specified as pointers in the

ar@uments of these subroutines.
3), DIFF and RENEW: These subroutines substract and add,
respectively, two sets of numbers. They are used to calculate

differences and perform updating for the differencing components.
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4) ZREAD, ZWRIT, ZTEST and ZINIT: are special fast

digital disk routines.
Titles are prewritten on the disk with name "TITLE."

The program allows simulation of time-sharing dif-
ferencing components. The differencing information is stored
in the array, NZX, which indicates which components are to
bé differenced and provides pointers for the quantization and

inverse quantization allocated for the component.

In the video simulations, a grey vertical band is
visible to the right side of the picture. This is the glitch
filter override, which overrides the switching spikes caused

by the video disk recorder.
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{7 FoOR b

%: £JOCS(DISK) _

: *I10CS(2531 READER)

1N ~ *I0CS(XEYBOARD, TYPEWRITER} i S : ,

Fi*h . - *ON FJQRD_L;&{[_EGLRS . — ; e i
| : ' £

H
|

EfERRS.q.STNO.C..... FORTRAM 'SOURCE STATEMENTS .coeeeeces IDENTFCN **COMPILER MES

iﬁ , INTEGER JD1(4162),J02(4162),8F1(2049,2),8F2(2049,2)
i : INTEGER aL?(SZ),IQLZ(z?),Q1(16),1G1(16).a?(9).xn3(9)
1 : INTEGER Q46 (7),1Q4(7),05(5),1Q5(5) . ' : . F
3 INTEGER NZX(15,4),00(16,3),1D0(16,3) ’ : ' ’ i
| : INTEGER CHAR(16,16),DIGIT(3),FNUM(2),EOF,ROF

E _ . y _EQUIVALENCE (JD1(1)Y,BF1(1.,9)).CiD2(1) ,8F2(1.1))
: < PEFINE FILE 1(780,320,U,K)

DEFINE FILE 2(130,320,U,K)

L DEFINE FILE 3(40,256,U.K)
o ) C DEFINE FILE 4(130,320,0,K)

O A ST

R DATA FNUM/1,4/,0D1C4162),3D2(4162)/2%41607 . ' : : ]
= o DATA DIGIT/440,420,400/,LEVI/S0/.LEV2/100/ : =

CALL ZINIT(FNUM,2,IFG)
READ (2'1) BF1
: CALL ZWRIT(2,2,4D21(4162))

i - READ (8,107) EOF,NLG-NFRM,IFG,M1
WRITE (1,200) EOF/NLG,NFRMAIFG,M1
1F_(M1) 396,396,395

396 »1=0
M2=2
MI=2
M4=1
GOTO 397 : ] i
395 _nM1=2 : —
“m2=0 ' | ' T
. M3=1 ' o

Mbh=2 ‘ L
397 BOF=EQOF-4L*NLG+4 ORIGINAL PAGE IS

CALL HMODE(M3,M4) . OF POOR QUALITY
DQ _S66_1I=1,4 ; :
READ (S,100) (NIXWJ,1),J0=1,15)
IF (IFG) 566,566,588

£

SR e

k]
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K b iids 2 ROMTLTE AR soTEITR RiEEPRTEY ROUTIETR

=FRRS

588
566

F O R T R AN

S 0 U RCE

IDENTECN

WRITE (1,200) (NZX(J:I):J 1:15)
CONTINUE

ST ATEMENTS

- t~£nﬁLlL£R~MES

READ (3,100) eL?2
REARD (B,100) 1QL2

N

READ_(8,100)01 AR
READ (8,100) 101 B
READ (5,100) 03
READ_(2,100) IQ3

CALL ZTEST(2,IX,1)
READ (2'14) BF1
CALLLZURIT(2+,1..0D0104162))

READ

(3,100) °4
READ (2,100) Ia4 |
READ...(8,192) Q5

89

READ (8,109) 1Q5
IF CIFG) 411,411,413

S-WRITE-(1,333)

WRITE (1,200
CWRITE (1,250)
WRITE(1,333)

6L
1aL2

Read and Outpﬁt_tqwthemConsolé.

The Quantization

Cutpoints and their Inverse Representative Values.

WRITE €1,200)
WRITE (1,250)
WRITE (1,333)

Q1
01

WRITE
WRITE
KRITE

WRITE
WRITE

(1,332

(1,200
(1,259)

Q3
123

(1,200)
{1,250
(1,333

Qb4 .
104

1,200)

WEITE (1,250
411

Q5
105

s i

Ly Do

N TR T S

N

WRITE..(1,333)
DO 197 1=1,3

READ (£,1003) (DRI, 1) ,J=1,16)

READ (8,100)_(1DQ(J-1)srd=1r

ORIGINAL PEGL =
OF POOR QUALITY

IF (IFG) 197,197,194

19& WRITE (1,200)

(0GR (J,1)rd=1,16)

16
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10

FETE TS PRI TR IR L T

'i-FRR§

qIM--O—.—C—.—.«.—

ce F 0O R TR AN S o uURrRCE

S TATEMENTS

IDENTECN

y,

WRITE (1,250) €1DQCJ,1),3=1,16)
WRITE (1.,333)

197

CONTINUE

CALL ZTEST(2,1FG,1)

DO_R08 IERM=1,NERN %

Starts Processing

IDFX=MODCIFRMN=1,9)

ILN=EOQF .
CALL _FATOD(1,ILN.O)

g> X + 1 (To change the value of K, this card
MOD [IFRM-1

is replaced by IDFX =

k + 1] )

IRF=?
DO BOO ILG=T,NLG
CALL _ZTEST(1,1FG.1)

356

IF (IDFX) 355,355,356
CALL ZREAD(1,ILG,JD2(4162))

CALL ZTEST(1,1EG.1)

66

355

DD 267 1P=1,2
RF1(2049,1P)=20438

248

CALL _RDALNACOLBFI1(2049.1P))
IF (ILG-NLG) 251,248,24R%
IF (IP-1) 251,251,259

CALL _FATOD(IRF,ILMN,1)

251

258

IF (IRF-1) 258,258,256
IRF=2
GOT.0_259

256

259

IRF=1
ILN=ILN-4
CALL_SBHA(REL(20648,1P),8FE1(1536,12),512,123)-

CALL SHM2(BF1(204%,1IP) ,BF1(1024,1P),1024)

CALL | =
CALL- DbMQI(QLa(SZ),S?;IQLZ(?Z)L_BFi(?QA8.12141254_B£111¢1£111!—“‘ DPCM-the d.c.. component :

MEANCI25,8F1(2068,1P),BF1(1,1IP),)

347

IF (IDFX) 347,347,337
CONTINUE

CALL _ILNQT(Q4(2Y,7,104(2),BELC204L7,1P),128).

'\‘ o To

RRRTREE
e

CALL LEOT(1(15),15,101(16),BF1(2046,1F),128)
CALL LNQT(Q3(9),9,1Q3(9),BF1(2045,1P),123)
CALL LNOT(04(2),7,1Q4(7),8F1(1536,1P)2,128)

ORﬂﬁmﬁdlrﬁuu-m
Q?‘ﬁ@u? Q TALITY

CALL SETVL( BF1(1535,1P),128,0)
CALL SETVL( BF1(1534,1P2,123,0)




P N I B S C R et N e S e Rt = = S = S o
JC-FRRS...STNO.C..... F ORTRAN S OURCE STAYTEMENTS | IDENTECN .**cougztgg”ugii

CALL SETVL( BF1(1533,1P),128,0)
CALL_LNOT(Q1(16).,15,101(16),8F1(1024,1P),128) , :
CALL SETVLC RF1(1923,tP),125,0) ) Quantization and Inverse Lookup for B
» CALL LNQT(A5(5),5,1Q5(5),BF1(1022,1P),128) f Reference Frames ) i
o CALL LNQT.(35(5),5,185(5),B3F1(1021.,12),128) . i
CALL LNuUT(R3(9),9,103(9),8F1(512,1P),12%)
CALL SETVLC( BF1(511,1P),123.,0)

CALL LHAT(Q5€5),5,105€5),BF1(510,1P),128)"
CALL SETVL( BF1(509,1P),»125%,0)

, GOTC 269
bl 337 COMTINUE
i CALL xrea(nr1(2048.1?).3F2(2048,1P),123>
g IY=MODCIDFX,4)+1
1 D0._ 805 _1=1.,15

" IX=NZX(I,TY)

IFG=1/4 ‘ N e :
LEG=(4=1FG)#512 : Quantizing and Inverse Lookup.

IFG=LFG-MOD (I,4) for Differencing Components
IF (1%x> 805-.805,88% ‘

| : 886 CALL DIFF(BET(IFG,1P),BE2(1EG,1P),125)
il "CALL LNQT(DQ(16;IX),DQ(1rIX)rIDO(16rIX)oBF1(IFG:IP)p1%§>

)

09

I T

CALL REMNEW(BF2(IFG,IP),BF1C(IFG,IP),128)
: - BOS_CONTINUE
& 269 CONTIMNUE
- CALL ZTEST(1,IFG,1) ‘\

_1F_(IDFX)._991,991,992 :
991 CALL ZWRIT(1,1LG,JD1(4162)) J? Store in Digital Disk

GOTO 800
992 CALL_ZWRIT(1,1L6,0D2(4162)) _,
800 CONTINUE

CALL HMODE (M1,M2) : .
ILN=EOF_ ) - | GgyuNAlnPAGEXb
CALL BLANK C1,E0F,2,80F) _ , POOR,QUAJAYI
CALL ZTEST(1,IFG,1) '
CALL_ZREAD (1,1.4D1€4162))
CALL BLANK(2,E0F,1,80F)
ILG=2
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£ O R T R_AN S 0OURCE ST AT EMEMNTS ! IDENTECN  AxCOMPILER . ME.

10K=2

146

DO_797_MT=1,NLG____

CALL ZTEST(1,1FG,1)
IF (ILS-NLG) 165,166,985
IFE_CIDK=1)_.984.,984.,986

984

985

382

CALL ZREADC(1,ILG,JD1C4162))
GOTO 935

986 CALL_ZREAD(1.,ILG,JD2(4162))

PO 757 1IFt=1.,2

IF (IDPK-1) 381,381,382 , T
BE1(2049,LFM)=2048 ' -

CALL SBHM(RF1(2048,1FM),BFIC1536,1FM),512,128) )

CCALL SHM2(BF1(2043,1FM),BF1(1024,1FM),1024)
“CALL-LMRNG(BF]1(2048,1EM)L2048.,.0,4000)

9

caLL NR&LN(CrSF1(?P&°:IFH))

&GOTOQ 757

. N
©
>

Inverse Hadamard Transfo:m,’Lihit,to
Usable Ranage, and Record on Video Disk
Record

T T R A e ta

BF2(20D49, IFM) =2048.

CALL SBHM(BF2(2048,1IFM),BF2(1536,1FM),512,128)
-CALL SHM2(BF2(204%2,1FM),BFZ(1024,1FM),1024)
CALL-LMRNA4(BF2 (2048, 1E5)»2048,0,4690)

T N o 3

757

CALL WRALN(D,BF2(2049,1FM))

CALL FDTOACIFM,ILN,1) . .d)
LG=1LG+1

797

IDK=MOD(1DK,2) +1
ILN=ILN=4

CALL-ZTEST(1,1FG.1)

20 681 1x=1,2

DO 681 16P=1,2048 / - -‘\

BFE1CIGP,IX)=LEVZ

cALL dR&LV(Oqu1(2049o1))
IP=ILN
MI=ILN=-12

Anfn‘nﬂ I\T DAGE I-b

DO 466 IFiA=1,2
GOTD (/71,772),1FM
CALL_ZTESTLL, ILFEG.1)

7213

Uh U

OF POOR QDALI"?Y

CALL ZREAD(2,1,4D1(4162))
GOTO 773




AmREELY

S T AT EMENTS

o STNO.C FORTRAN _SOURCLE

772 CALL ZTEST(2,IFG,1)
CALL_ZREAD(2,2,102 (416222

IDENTECN _—  #aCOMPILER MES

773 CONTINUE :
' CALL FDTOACIFM,MT=3,0)
CALL _FDTOACIFN,HMT=4,0)

~CALL FDTOAC(IFM,MT.Q)
466 CALL FDTOACIFNM,ILN,1)
- I=1FRHM

CALL ZTEST(2,1FG,1)
PO 682 IL6=1,3
1Y=M0D(1,10)+1

Write Title And Frame Number on the.

I=1/10
READ (3°IY) CHAR Processed Picture
IRX=1

9

DO 864 ILN=1,4
DG 8§64 IFN=1,2
IX=5122(5=1LN)=DIGITCILGR)

DO €65 MT=1,16
IFG=CHAR (MT, IRX)
CALL_SSN(IFG)

BFZ(IX,IFMN)=IFGALEV2+LEV]
IFG=CHAR(MT,IRX+R) )

CALL . SGN(IEG)

‘ BF1(IX,IFM)= IFG*LEV2+LEV1
865 I¥=1x-1
864 1nY=10X+1

682 COMTINUE
CILN=IP-4
D0.521. IF"""‘!:?,..

AIAX DA(‘F\ IA

BF1(2049,1FM)=2048
BF2(2049,1FM)=2048 _
CALL_MRA4LN(U,BF1(2049,.1EM))

Lﬁ?;égﬁ QUALITY

CALL FDTOACIFM,ILN,O)
CALL WR&4LN(O,BF2(2049,1FM))
891 _CALL _FDTOACIFM,TIILN=-L,.0)

MT=M1
f’” =M

et r et Taommminan it gl LBt otrotodc LAl o o
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FORTRAN

S o R CFEF-

*ACOMPILER ME'}

EATURES SUPPORTED

oy s <

682=2835

ORIGINAL PAGE IS
OF POOR QUALITY

RO S T AT EMEMNTITS: coicecee IDENTFCN
M2=MT ~\
MTI=M3 ) _
M3 =4 e -
Ma=MT } - Go to Next Frame
_ MT=pM3-1
CALL MOVE(D,1,MT) ’
CALL MOVE(1,1,MT) o
808 CONTINUE ~ ./
‘ CALL WOVEC(D,0.2)
. WRITE(1,444)
- CALL_EXIT
o 100 FORMAT(8IS)
5 200 FORMAT (5X,3110)
i 250 _FORMATA8110)
: 333 FORMAT (k&%) :
. 444 FORMAT("*END PROCESSING*®')
3 : END_.
. WARIABLE ALLOCATIONS ~ :
i Jo1C1I*x2 )=10450-001C BF1(1%2 )=1050-005¢C JD2CIx2 - )=209F=-105E . _BF2(I*2 )=209F-109F QL2(1*2
4 IeL2(Ix2  )=20€E1=20C2 Q1 (I%2  )=20F1=20FE2_ __ I1Q1(I*2__)=2101=20F2 R3ICI+2 __ )=210A=-2102 I3 (Tx?
& G4 (Ix2 J)=211A-2114 IQ4(Ix2 )=2121-2118 RS (1I*2 )=2126-2122 IS5 (I*2 )=21283-2127 NIX(I*2
- DQ(I*Z' )=2197-2168 102 (1%2 )=21C7-2198 CHAR(I*Z2 )=22C7-21C8 DIGIT(I*x2 )=22CA-22C8 FRHUM(CI*?
o FOF(Ix2 )=22CD ROF(1%x2 )=22(CE KCL*2 )=22CE TEG(Ix2Z2 )=2200. RLG(T*2
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