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1. Thermal Instability in Loop prominences
(9.K. Antiochos and P.A. 5turrock^

In our previous report we commented that in order for thermal

r^

	 instability to be important in loop prominences, it is necessary that

a	 radiation be the dominant cooling mechanism. In our model this is

true because the magnetic field acts to decrease the conductive losses

to the chromosphere. The reduction of conduction cooling is due to two

effects: the curvature of the field increases the effective distance

between the hot plasma and the chromosphere so that the heat flux is

reduced; and the area of a loop increases reapidly with height so

that for a large ratio of top area to base area, the flow of heat out

of the ends of the loop is constricted.

In order to investigate this effect quantitatively, we have

considered a simple model Cn which the plasma remains stationary while

cooling. Assuming that the temperature is high (^- 107 K), gravity and

radiation losses can be neglected. If s measures the distance along

the loop measured from the top (Figure 1), the fluid equations reduce to

n = n(s)
	

(1)

p = p(t)
	

(2)

and the heat equation

I -r'/2 d p(t)	 10_
6
 d	 A d	 l

2 p	 dt	 A( s) ds (	 ^(s}!

	

TS 	

.

where

O(s)	 'l t s	 7/2
7 kt?

I

(3)
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For boundary conditions, we assume that

P(o" = Po 	(5)

T(sb,tp = T  Ae0	 Wi

and

d T

	

ds (O,t) = n	 (71

The latter condition follows from the symnetry of the loop, since we

expect the heat flux to vanish at the top. The variables s and t are

separated in e q uation (3 r, which can therefore be integrated directly

to obtain

P(t) = Po 
(1 + t/T)

-2/5	
(8)

and	
4

	

2	 cos X

T 4X, t ) = T(o,ol(1 + t/T.j-2/5 Il _ sin
	

2 
b 

y l fxe	 (9)
cos X cos Xb

where the spatial variable has been changed from the distance s to the

angle X shown in Figure 1. The function y  x 1 for 0 s X s TT/2 , so

that it can be neglected. The cooling time scale T can be calculated

using the boundary conditions,

r 21 po 
Ho	 sing Xb	

(10)
10

10-F (T(o,o)}
7/2 cos4 Xb

To determine the effect of the area factor on the cooling, we

have used the results above to compare the cooling time scale and

outward heat flux of a loop of base area A  to those of a loop of

constant area but of exactly the same length. From equation (10) we

obtain

2
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H 
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sing X
i

T _ o^	 b

Tc 	 sb	 Cos F Xb

where T  is the cooling time of a constant-area loop, and

( Bb) cos X

Fc	Ho sin Xb

!, I l )

N

I

l

for the ratio of the outward heat fluxes. The right hand sides of

equations (111 and (12' can be expressed as functions of the base

area only by using

sb ^!'`3
o	 V2 + 1 + 

2n(^ y +U3y2 + 1) 	 (13)
H

= 2	 2 y3

and
2.3

A  =	 1--2 V ^^ 	 (14a
V3v + 1

where

V = sin )b
	 (15)

Figures 2 and 3 show the dependence of T/T C and F/Fc on Ab . We note

that for small base areas the cooling time is greatly increased.

Of course these results are not valid for very small areas since

radiative cooling will begin to dominate conductive cooling. In order

to accurately determine the heat losses, we ran several cases through

our computer code (Antiochos and Sturrock, 14741. The results are shown

in Figure 6. In each case the Loop plasma was assumed to be initially

at rest with a unifo-m temperature and density profile of 10 7 K and

10 11 cm-3 respectively. The length of the loop from the top to the

chromosphere was adjusted to be ; X 10' cm., while the values of A 
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that were used varied from 1/51J to L (corresponding to a loop of constant

area).

From Figure 4 we notice that, as expected, loops of small base

area have initially a lower cooling rate.. However, after a large

fraction of the loop energy has been lost the situation is reversed

and t000s of large base area cool more slowly. 5'his is due to the

following effect. At the later stages of cooling, the heat losses

are essentially all radiative since conduction is negligible for low

temperatures. Loops with small base area cool mainly by radiation

and they tend to retain a uniform temperature and density profile as

they cool. However, loops of large base area have significant conductive

losses out of the base, and they tend to form large temperature differences

between the feet and the top of the loop. Therefore, in order to

maintain pressure balance the density of the hot plasma decreases,

thereby lowering the cooling rate.

This effect also occurs in thermal instability. The appearance

of condensations does not necessarily mean that the loop cools faster.

The c oling rate does increase at the onset	 dnstability, but after

a condensation has formed and absorbed a sigi.r.a` icant fraction of the

plasma, the hot gas remaining has a lower density and cooling rate.

By incorporating this work with our previous results (Antiochos

and Sturrock, 19751 on the thermal instability of loop plasma, we

hope to explain the observed longevity of condensations in active

prominences.
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Figure Captions

1. Geometry of loop prominences

2. Ratio of conductive cooling rates T/TC for a dipole loop to that
a

for a constant area loop of the same length as a function of Ab,

the ratio of base area to area at the top uc the dipole loop. 	 4,•{

3. Ratio of outward heat fluxes F/FC as a function of Ab.
i

4. Fraction of energy left as a function of time for several loops

with different base areas.
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2. Farce-tree Magnetic Fields and Their hole in Solar Activity
W. Barnes,)

During the present pertud, further calculations have been made

using the spherical version of our force-free-field calculator

discussed in the last report. Our model places a perfect conductor

at the maximum radius of the mesh which prevents field lines from

extending beyond that point. As long as the field strength there

is small, this approximation does not introduce significant error.

The cases reported last time showed a flattening of the field linee

against the boundary for large shear situations. We have increased

the number of mesh points treated in the code so as to alleviate

this problem. Also the mesh now extends from pole to pn1e, since

it was found that field lines extend well into the southern

hemisphere even though created near 4550 N latitude. The ,tew mesh

is 177 cells in in r and 12-+ cells in e. With the same length-to-

width ratio of cell sides (+0.7+ as used before, the radius extends

now to 20 surface radii instead of 5.2 radii. As before, the

relaxation algorithm can be applied to the whole mesh or a coarser

subset of it (covering the same physical region). The coarser meshes

are used initially, with the finer meshes used for final convergence

to the solution.

The results cf a run which duplicates the surface conditions

treated in the previous report are shown in Figures L - 4. 'ilia

field lines are shown along with lines of cunstant shear (longitude).

Both radius and latitude are plotted on linear scales insteau of the

radial logarithmic scale on which the calculation is performed. The

10



four figures show results Cur shear angles of J., n/' n and ._n radians.

'the large degree to which the lines billow out with shear can be easily

seen. It is also apparent that even with the outer boundary 4t ""+ radii,

the field lines for large shear eventually push against it. Figure 5

shows the variation of stored energy with maximum shear angle 'Y for

these cases a;td compares it with that of the open-field-linu case. It

can be seen that the mesh fineness causes some variation of stored

energy due to inaccurate representation of the a function with coarse

meshes. The solutions were all self-consistent however, with caleulated

fields being very nearly force-free even with the coarsest mesh.

We have also performed some calculations of fields in which a

single field line is distorted outward at a single point. Figure t

shows the field pattern in the case with maximum shear = ;n. The

local distortion of the a = p .b$ line can be seen. The result of

this calculation unfortunately did not tell us whether the field energy

increased or decreased with distortion, only that the change was small

indeed (less than 1l. Distorting the same field line in a case of

small shear "
Y max 

= TT/4'', showed the same shallow energy dependence

with a small increase in energy. Both of these cases had difficulty

converging stably. We therefore feel that this approach will not be

as useful as we had hoped.

At present, we are trying a different approach to field line

distortion. If the center of shear is placed at the equator and is

made a line of symmetry, the equator becomes one of the moeel boundaries

upon which we can arbitrarily set the value of the a-function. We

feel that it will be easier to achicvc convergence to a solution with

11
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larger distortions of the fields outward. If this is the case, we

will be in a position to better understand the stability properties

of cases with large shear angle.

Figure Captions

Figure 1: Magnetic field lines ;,contours of ay for a line dipole at

450 N latitude on a sphere. The pattern is mapped onto

a rectangle mesh with latitude plotted horizontally and

radius plotted ;logarithndcally? vertically. The maximum

shear in this case is small r`0.1 radianli.

Figure 2: Magnetic field lines (contour] of a; and lines of constant

shear (Y+ for the case YM = n/2.

Figure 3: Magnetic field lines (contours of a') and lines of constant

shear t;Y! for the case YM = n.

Figure 4: Magnetic field lines (contours of a) and lines of constant

shear (y? for the case YM = 2n.

B'igure 5: Plot of relative stored magnetic energy versus maximum shear

angle. Also shown is the energy associated with a dipole

with completely open field lines.

Figure b: Magnetic field lines (a) and lines of constant shear (y)

for the case y  = 2n which has been artificially distorted.

The value of cY has been adjusted to represent the physical

outward movement of a field line (that which shows a cusp+.
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3. Aircraft Accident Study
(J.W. Knight and P.A. Sturrock'd

As we indicated in our previous progress report, we have nearly

completed our study of the possibility that the aircraft accident rate

may be affected by solar related phenomena. "Ibis study has so far

produced provocative but not conclusive results. `There are two extensions

of our previous work which might make the results more clear-cut.

Wilcox et al. p,1:473) found a dependence of the s,orthern hemispheric

vorticity area index on the interplanetary magnetic field structure.

This effect was evident only for the winter months. If a connection

between the aircraft accident rate and some solar related phenomena

existed only for the winter months, our previous methods of analysis

might not reveal it. Because the average accident rate is lower in

the winter, any effect on the aircraft accident rate present only in

the winter could be masked by the larger number of unaffected accidents

in the summer months. To compute least-squares spectra for non-con-

tinuous data sets, a major modification of our computer code which

generates these spectra was necessary. We have recently completed

this modification, and we intend to analyze the aircraft accident and

<<P data to ascertain if any seasonal effects are present.

The earth's orbit is not circular, but slightly elliptical. This

causes the apparent rotation period of the sun to vary through the

year (Graf, 1)74. The fact that the apparent rotation period of the

sun varies through the year could make any solar-related signal present

in the aircraft accident data more difficult to detect than a purely

periodic signal. It is reasonably easy to derive, to first order in

19
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e the eccentricity of the earth's orbit, a simple formula for tltc

amount w the sun appears to have rotated as a function of time. If

time is measured from perihelion, we find

W
^r	

W = `0Sid t - W
o t - 24 silt Wo t = Wsyn t - 24 sin Wot ,	 dl)

where wsid is the sideral angular velocity of the sun, wo is the average

angular velocity of the earth in its orbit, and wsyn is the average

apparent i(synodic) angular velocity of the sun. It is relatively

straightforward to modify the formula used to calculate the least

squares spectrum to account for the eccentricity of the earth's orbit

to first order in C. We simply vary the parameters a, b and w to

minimize

N

V3 =	 [xn - <x > - a cos (_Wt - 2e sin wot) - b sin (wt - 2e sin wot`e]`' 	 r

n=1

where x  are the data, <x> is the average of the data, and N is the

number of data analyzed. The significance of the least-square fits

generated in this manner may be assessed in the same way as we have

previously calculated significance estimates for least-squares spectra.

We are in the process ut modifying the computer code used to calculate

least-squares spectra to calculate least-squares "eccentricity corrected"

spectra.

We have used the computer codes written for the aircraft accident

study to analyze the vorticity area index used by Wilcox et al. (Ic+73)

in their study of possible connections between the interplanetary

magnetic field structure and terrestrial weather. Preliminary results

of this analysis are discussed in Section 4 of this report.
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4. Solar Effects on Terrestrial Weather
PJ.W. knight and P.A. Sturrock?i

It has long been known that geomagnetic disturbances tend to recur

after approximately 7 days Maunder, Ua+ua, 1c??4b; Chree and Stagg,

1 ,:127; Bartels, 1432,9. More recently, this effect has been associated

with the rotation of the interplanetary magnetic field structure (Ness

and Wilcox, 19t7; Schatten and Wilcox, 1 ,?6 7; Wilcox, 1966; Wilcox and

Coburn, 1+721. Evidence for some relation between the interplanetary

magnetic field structure and terrestrial weather has also been reported

(Wilcox at al., 1973; Wilcox et al., 1975). The interplanetary magnetic

field is usually characterized by either two or four sectors, and this

pattern rotates with a fairly well defined period of 27.11.1 days

(Wilcox, 1 _S',. The presence of a periodicity leads naturally to the

use of spectral analysis as an independent test of the reported asso-

ciation between cne interplanetary magnetic field structure and terres-

trial weather. We have obtained data for the vorticity area index

used by Wilcox and his colleagues (Wilcox et al., 1973) in their

analysis.

Both the 
Q  

and vorticity area indices exhibit annual variations

and long term trends. Both data sets have been normalized to remove

these variations. We nave calculated the least-squares spectrum of

the vorticity area index and compared it with the least-squares spectrum

of the Cip index. The comparison was accomplished by tabulating the

lesser of the two C statistics for the two spectra as a function of

period, and searching for peaks in this "comparison spectrum". The

Five largest peaks in the comparison spectrum arc displayed in `fable 1.
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The largest peak occurred at a period of 27.4= days. We may use the F

statistic to determine the probabilities that the calculated reductions

in variance are due to chance. Following Abramowitz and Stegun

we find the probability that the fit- at ;7.4 ,;j days is due to chance for

the 
G  

spectrum is — 1.2 X lei and for the vorticity is 	 1.2 X 16j-".

The F statistic calculated from the data is distributed only approximately

as F21N-3 , so using such low probability estimates is probably aot

justified. We therefore arbitrarily use the lowest probability tabulated

by Abramowitz and Stegun E1!a7Ca for the F distribution which is to-3.

If the G  and vorticity indices are independent, then the probability

that both indices would exhibit fits of this significance at the same

period is 1r -G . Even if this ejl'.mate is valid, it is not correct to

use it since the period of 27.4u days was not chosen a priori, but

inferred from the data. It is more appropriate to assess the probability

of finding one peak close to the "target" period of 27.1 days. Choosing

the range is period to be 27.11.4 days so that the observed peak is just

included in the range is also improper. Rather, we choose the range of

observed synodic rotation periods of the photosphere of the sun, 6.;^'7 -

2^3.y. days (Newton and Nunn, 1 F195lj. The least-squares Pits were

calculated for 22 periods in this range. The probability of obtaining at

least one of 2 probability estimates as small as lo_
.6
 is C. 2,2 X 10

if all of the periods are independent. 'ibis is not the case, however,

so the validity of the estimate is not clear-cut.

The probability estimates calculated from the F statistic are

unrealistically small and setting a lower limit of 10 -3 is not a very

satisfactory procudure. We therefore have also calculated an empirical

?3

f



1,

M

probability estimate. The r statistics fur all 1x4,1 periods analyzed

were ranked, and the probability u each fit estimated to he the rank

of the fit divided by the total number of periods fur which fits wute

calculated. To compare the spectra, the larger of these two probability

estimates was tabulated as a function of period. Me five most significant

peaks in this comparison spectrum are displayed in `fable 	 There were

two periods with probabilities as low as or lower than the probability

for the 27.4? day period. However, all three probabilities were close

together and the, ,lexc most significant peak had a probability estimate

approximately twice as large. If we combine the two empirical probability

estimates in the same manner as the estimates from the P test, we find

that tac peak at 27.4(a days has the smallest probability estimate

(- 3 X 1o? 5 a of any of the periods analyzed by more than a factor of

two. Again we must compensate for the a posteriori choice of the period.

The empirical probability estimate that the observed result was produced

by chance is G 6.6 X 10-4.

The assumption that the 
G  

and vorticity indices are independent

is probably not justified. However, it a difficult to estimate the

probability that the. calculated tits would appear in both spectra by

chance without some similar assumption. An alternate procedure is to

assume that the relationship between the 4 P index and the interplanetary

magnetic field structure is sufficiently well established that we may

use the 
G  

spectrum to establish a rotation period. We may then accept

the probability estimates for the 	 day period in the vorticity

spectrum. These estimates are < 10 -3 and — 1.4 X lo ` for the I' test

and empirical probability estimates respectively.	 It is possible tl'iat

"'4
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using the i p spectrum to select a rotation period is not appropriate.

In this case, we may base our estimates only on the vurticity spectrum,

and the probabilit y that the calculated fit would occur in one of

periods is quite high ^(> y`f; for the empirical probability estimates.

We have attempted to assess the significance of the observed peaks

under various assumptions. The results vary from greater than

to less than 75''. We feel the former estimate is unrealistically high

and the later unrealistically low. We feel the most reasonable procedure

of the methods we have described is to accept the period derived from

the a  spectrum as solar related. We therefore feel that the results

of our preliminary analysis are significant at approximately uW 	 We

do not feel that the preliminary analysis establishes a connection

between the vorticity area index and solar activity; however, we do

feel the analysis provides additional evidence for such a connection.

We intend to check the results of our analysis by analyzing the

vorticity data taking account of the eccentricity of the earth's orbit

as discussed in Section 3 of this report. We also intend to explore

the possibility of othc- theoretical methods of estimating the statistical

significance of the results providing more realistic estimates.
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Table of the five most significant peaks in a tabulation

of the empirical probability estimates for both U p and vorticity

spectra.
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5. Stochastic Acccicration in Solar Flares
(C, E. Newman)

The preliminary studies of the viability of stochastic acceleration

by Mill) turbulence as a possible Phase 2 ion production mechanism in

solar flares, as given in the last status report (Newman, 1975), have

been modified to allow consideration of a particular model for the

turbulent spectrum and supplemented by numerical calculations of the

solutions. As mentioned in that report, a poa,:r-law frequency spectrum

with index v for the turbulence results in an equrtion for the ion

energy distribution which admits a power-law with index n = 2 (v - 1`

as a stead y -state solution. The c'tractiveness of stochastic acceleration

as the ion production mechanism depends then upon how well it can provide

answers to the following questions:

1. For reasonable plasma parameters, characteristic of solar flares,

does the ion distribution approach the power-law steady-state

solution on a time-scale consistent with the observed 5 - 20 min.

lifetimes of such bursts"?

2. Are the observed ion energies of 100 - 1000 MeV explained by this

mechanism?

3. Can it explain the enhanced abundances of heavier ions in these

bursts?

In order to obtain the answers to the above questions, we have

assumed a specific model for the turbulence. In this model the frequency

spectrum i- a power-law with upper and lower cut-off frequencies wle 
and

W, respectively:

-v
S(wl a w	 for w. . w = n,

A	 u

2f;

W



y

S (w) =0 for w < wR or w to wu

Since acceleration by MID turbulence takes place via the quasi-linear

wave-particle interaction at cyclotron resonance (Newman, P-472), it

follows that only ions with energies in the range E o . E - twu^wR)`Eo = hf

are accelerated b y the turbulence. The iniPction energy E 0 (in MeV)

is given by

E0 = 2,5 x 104 Z2 A l 	B` nelQu Y
where Z and A are the charge and mass numbers of the ion, 1tH = B is

m
P c

the proton gyrofrequency, B is the magnetic field strength in gauss,

and n  is the electron number density in cm 3.

The energy-space quasi-linear diffusion equation for the ion

distribution N(E,t^i becomes (Newman, 1^)73'A, under these assumptions

and the additional condition that E  > > E o ,

2

	

D cat N ( E , t '' _ - (n + 2 ) aE (EnN I + d G (En+1 
N)	 Eo < E	 (11

aE

where n = 2(v - 1), the diffusion coefficient D = (_.L_)2 E 1-n t-1

and the characteristic time t o u;in seconds' is given by

t = 2.%' x 10-5 (2n+1 1 (2n+3) 2 (I} 
2 

C (EflllAlZAl(2
A n(n-1) 2	1wu/1 eT Eo /!

The quantity ? appearing in (2) is the ratio of the total energy
9 	 B2

density of turbulence to the magnetic field energy density , n .

The solution to (1) with boundary conditions

N(E, 0) = N0(E _q , N(E01 t) = No , N(-, 0 = 0
0
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was given in ref erence 1. This solution as a function of energy is

plotted for vario+.is values of T = t/tA in Figure 1, where n and x

are taken as 2.5 and 5.5 respectively. It is easily seen from this

figure that the steady-state solution is nearly reached at time

T = 0.1.

It is now possible to provide the answer to the questions enumerated

above. As parameters typical of a reconnection region, we take

j	 2	 e	 E
B = 30 gauss, {5) = 103, `T = 0.1, ne 109 cm-3, Ef = 40 .

\\ u	 B	 o

We find that the injection energy E
0 

is thus given by

Eo = 25 72 A I MeV ,

and the highest energy attainable E  by

E  = 1000 72 A-I MeV.

The characteristic time t o becomes

t o = 5 x 103 Z A I sec.

so that the time required for a steady state to be achieved is

t ^- 0.1 t o = 500 7 A 
i 

sec.

Thus the answers to questions (1) and (2) are definitely affirmative.

To answer question (3), we can sbu,w that for t -z 0.1 t o the

total number density of particles N A accelerated above by this

mechanism is given by

30
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^	 I

^I

Y
^	 I

NA
N = 24 t; tA +o.4

where	

/^
N
 J

W N0 (E,O) dE
E0

is the total number density of particles above E 0 at t = 0. Since

t-1 varies as AZ-1 , we see that the heavier the ion, the greater the

number (relative to the original density) accelerated above E0.

Hence the last question can also be answered in the affirmative.

For these reasons we conclude that MHD turbulence is an attractive

mechanism for acceleration of energetic ions in Phase 2. However, it

cannot explain acceleration of thermal ions (z few KeV) 	 the 100 -

1000 MeV range since the factor(Ef/E0 )n in equation (2) becomes too

large and gives values for t o which are much too long. Thus some kind

of injection (or preacceleration) mechanism is required to produce

ions with energies ^-25 MeV in order for stochastic acceleration to

become effective. Pc,eible injection mechanisms will be evaluated

and presented at a future date.
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Figure Caption

Figure. 1: The quantity N(E, t)/N0 , where N is the solution to equation

(1), is plotted versus E/E 0 for various values of r = t/t '
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6. Analysis of Hard X-Rays from Solar Flares
(B.J. Lipa and V. Vetrosian

In large solar flares, particles are accelerated in at least

two distinct phases. In the flash phase, electrons are repeatedly

accelerated over short time intervals; in the second, they are

accelerated to high energies, possibly by a shock wave which interacts

with solar magnetic fields to create conditions under which Fermi

i
acceleration occurs. Evidence for such a shock wave emerges from a

study of pulsations which have been observed to modulate the radio

continuum during solar flares (Achong, 1974). In the mechanism which

has been proposed to explain these effects (Rosenberg, 1970), a Type II

i	 shock wave intercepts a magnetic flux tube that loops the corona. S,Aien

the shock wave reaches the top of the arch, the tube is excited into

radial oscillations and the resulting magnetic field oscillations

produce pulsed modulation in synchrotron radiation. The same process

can occur lower in the solar atmosphere, where modulation in the density

produces pulsations in bremsstrahlung radiation.

We have begun a study of hard x-ray emission, using data from

the OSO-5 satellite. To search for periodicities, maximum-entropy

spectral analysis was used. Four flares have been analyzed and the

results are summarized as follows.

March 1, 1969

The flash phase consists of strictly periodic bursts of period

39 seconds, which were observed to III he V. Following tilt! impulsive

phase, thermal radiation dominates; no oscillations are observed.
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March 21, IS!69

The flash phase consists of quasi-periodic impulsive bursts,

separated by approximately 40(j seconds. Superimposed on this were

oscillations which were indi,ated by highly significant double peaks

in the frequency spectrum with periods of 24 and 33 seconds. No

oscillations were observed in a second acceleration phase.

March 30, 1969

The flash phase is extremely rapid and there is some evidence for

short-period (8 seconds) oscillations. In the succeeding second

acceleration process, no oscillations occur.

November 5, 1970

Quasi-periodic bursts separated by approximately 140 seconds

dominate the first half of the event. Superimposed upon these are

oscillations indicated by a highly significant peak in the frequency

spectrum. The period varied between 29 and 48 seconds as the impulsive

phase proceeded.

It appears from this limited analysis that the first acceleration

phase often consists of quasi-periodic bursts due perhaps to repetitive

instabilities occurring in the magnetic field. Superimposed on these

bursts are modulations which may be due to the modulation of the flux

tube density described above.

There is a difficulty in interpreting the periods found due to

the manner in which the x-ray data was collected. The measurements

were collected from the rotating wheel of the spacecraft by sampling

the solar burst for .11 seconds during every period of revolution of

1.'±l seconds. It is therefore possible that the observed period is
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a beat period with the revolution time. However, the periods obtained

are of the same order of magnitude as the 16-second period observed

by Parks any' Winckler (1971).

We intend to make a statistical study of x-ray data from a large

number of flares. We intend to find the electron spectrum responsible

for the x-ray bursts, the relation between the energy emitted and the

periods involved, and the polarization of the resulting x-rays. We

will also look for associated behavior in other solar phenomena. in

pexticular we will look for pulsations at microwave and meter wave-

lengths, and the relation between pulsating structures, Type I1 bursts

and particle emission.
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7. Solar X-stays
(V. Petrosian)

At described in the previous semiannual report, the predictions of

our model of the impulsive hard x-ray bursts are consistent with all

observed properties of these bursts. This agreement is a consequence

of the beaming of the x-ray-generating electrons toward the chromosphere.

Because of the relativistic beaming of the bremsstrahlung radiation in

the direction of electron motion, most of the radiation would be directed

toward the chromosphere. This beaming becomes more important at higher

	

alb	
energies. The reflection of the photons directed toward the sun could

in certain cases contribute significantly to the observed radiation.
I

We have devised a Monte Carlo procedure for calculation of the

u

ii

x-ray albedv of the solar atmosphere, for different x-ray energies and

different incident angles. The accuracy of this procedure has been

5
determined by comparing results from it with analytic solutions for

a few cases where such solutions are possible. The results of this

calculation would enable us to determine the center-to-limb variation

with solar longitude of the energy spectral index, the frequency of

i!

ii
occurrence, and the ratio of hard-to-soft x-ray intensities as

described previously (Petrosian, 1975). These results are being

prepared for publication.

We intend to extend this program for calculation of polarization

^)roperties of the reFlected radiation. There have been calculations
I

of the polarization of x-rays from an electron beam (Ilaug, 1972 and

	

I^	 Brown, 197"), but unfortunately only calculation of polarization of

the photons emitted directly toward the earth has been published.
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However, in order to determine the polarization state of the total (direct

and reflected) x-rays we need to calculate first the polarization state

of the x-rays emitted toward the sun. These calculations are under

way. The results of this calculation will be used in the Monte Carlo

program for determination of the polarization state of the reflected

photons.
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