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CHAPTER I
SUMMARY

A multifluids model to investigate ionospheric dynamics has
been established on kinetic theory. Its resultant equations are used
to examine the following dynamic problems in the vy region of 80~ 2000 Km
of the ionosphere:

i)  Propagation of acoustic modes in the 500-2,000 Km of the

jonosphere (two fluid model).

i1)  The relation between the cross field plasma drift
instabilities and type 1 and type Il jonospheric
irregularities.

111}  Time dependent neutral wind structure and horizontal
pressure gradient.

In these studies, we have found qut that case (i), the dissipation
of acoustic waves by electrons, is through the viscous and thermal con-
duction effects and ion is through Landau damping in the region of 500-
2,000 Km of the ionosphere; the type I ionospheric irregularity (case (1))
can be excited by either temperature gradient or density gradient along
the vertical height, and the type Il ionospheric irregularity can oniy
be generated by temperatuv¢ gradients; case (iii), the jon drift,
will initiate neutral motisn ™ an early stage of development; how-

ever, the neutrals will also dirive the jons in a Tater stage.



CHAPTER I
TWO-FLUIDS DESCRIPTION OF PROPAGATION OF ACOUSTIC MODES
IN THE REGION OF 500-2000 KM IONOSPHERE*

11-1 General Statement of the Praoblem

Propagation of acoustic waves in the upper atmosphere of the earth reflects the
thermal fluctuations of the motions of the upper atmosphere, The investigation of the
characteristics of the propagation and dissipation of acoustic-mode’ waves is of
particular interest to environmental perturbation and to plasma physics laboratory
definition and also in the design and operation of the space shuttle.

The physical properties of the medium in which waves propagate affect the
characteristics of the wave propagation. In particular, wave propagation is
governed by the transport phenomena of the medium which depend on collision
effects of particles and waves, As the acoustic modes propagate in the various
altitudes of the atmosphere, the characteristics of the wave propagation vary from
region to region because the physical parameters of the medium also change. In
the lower altitude region, the atmosphere contains more neutral molecules than
ionized particles, As altitude increases, the particle ionization increases. In the
meanwhile, neutral-neutral, ion-neutral and electron-neutral collision frequencies
decrease. As the altitude reaches 500 Km, the electron collision frequency

is4005ec_], the ion collision frequencyis 0.|sec—|, and the neutral collision frequency is

4 x |0"2 sec-] (Hanson 1965; U.S. Standard Atmosphere, 1962), In other words,
the effect of neutral particles on the propagation of acoustic waves with wave
periods 0.0! to 10 seconds (or wave frequencies 0.|  to 100 Hz) is negligible
in the altitude above 500 Km. Thus, at altitudes above 500 Km, the collision
effect due to neutral particles disappears, and we have to consider Coulomb
collisions instead of neutral particle collisions,

As we have mentioned earlier, propagation of waves is modified by transport
effects due to either particle collisions or Coulomb collisions. In the lower altitude

atmosphere where the neutral particles dominate, the fransport coefficients of

*?%ﬂ}g&ion of the results are published in the J. of Geophysical Research




viscosity and thermal conduction from kinetic theory (Chapman and Cowling, 1960}
are

nT

n=n

9

j =
|

1.27
v
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where 1, K, n, and T denote viscosity, thermal conductivity, number density
and temperature, respectively, and Cv, y and Vhon denote specific heot ot
constant volume, the ratio of specific heats, and the neutral-neutral collision fre-
quency, respectively. In the collision-dominated regions, such as the D, E, and
lower F regions of the lonosphere, order of magnitude estimations show that both
thermal conduction and viscosity have a negligible effect on the propagation of
waves with periods from 0.0l to 10 seconds, As the altitude increases, the
collision frequency becomes smaller and both thermal conduction ond viscosity
become significant. Thus, at the higher altitudes the aceustic modes suffer from
strong dissipation effects due to thermal conduction and viscosity. This implies
that the acoustic modes might not propagate very long distances without being
damped out, It seems that this conclusion was reached too fast. In

order to have a better understanding of the physics of acoustic mode propagation
in the upper atmosphere, particularly in the transitional region from the collisional
to the collisionless situation, a new approach based on kinetic theory should be
considered.

As our primary interest is in investigating the acoustic modes propagation
in the upper atmosphere where particle transition from collisional to collisionless
conditions occurs, our problem is to investigate modes with wave periods from
0.01 1010 seconds propagating in the altitude region from 500 Km to 2000 Km .
In this region, isotropic electrons are in transitional between the collisional to
collisionless states, while the anistropic fons dre in a collisionless state. Qur
primary consideration shall be limited to wave propagation in the medium of the
ionized plasma rather than the neutral particles because the effect of neutrc:l
particle collisions is negligible in this region. The propagation of acoustic modes
in the ionized porticies has been studied for several years, For the case of wave

propagation in a collision-dominated fully ionized plasma, a comprehensive study



was done by Braginskil {(1965). For the acoustic mode propagation in a collisionless
fully ionized plasma, interesting resulis were obtained by Bernstein and Trehan

(1960). In a study of acoustic wave propagation in the medium of ionized particles
without a magnetic field, Bhatnager, Gross and Krook (1954) presented a model of

single species rarefied jonized particles, and Gross and Krook (1956) showed @
model of two-component ionized gas. In the study of the dynamics of rarefied neutral
particles, Hamel (1965) accomplished an investigation of a binary gas mixture and
Holway (1966) proposed a statistical model with a multicomponent gas mixture. To
investigate the acoustic wave propagation in the transitional ionosphere, Tolstoy
(1972) suggested that continuum theory is inadequate and a more sophisticated
treatment based on an adequate molecular model combined with Boltzmann's

equation should be adopted.

In the present study, we propose to investigate acoustic mode propagation
in the upper atmosphere from 500 to 2000 Km altitude, where electrons behave as if
they are in a transition state between a collisional and a collisionless state,
while the ions act as though they are in @ collisionless regime for waves with
periods of 0,01 to 10 seconds. The rigorous approach io the analysis of
transitional electrons from the case of collisional to collisionless by using kinetic
equation is almost impossible. However, it has been shown by Hung and Barnes
(1973b) that a mathematical similarity exists between the electron viscous damp-
ing and Landau damping as the electrons transition from a collision to 6 colli-
sionless regime. *In other words, the electron viscous damping changes con-
tinvously into Landau damping as the ratio of wave frequency to electron colli-
sion frequency passes through unity. A similar conclusion was given by Rognlein
and Self (1971) based on the hydrodynomic description, Therefore, in the present
analysis, the dynamical behavior for the transitional elesirons can be described
by the fluid-like equations, while the anisotropic ions follow kinetic equatlons
modified by ion-electron collisions,

Refore clesing this section, let us discuss the validity of the present theory
in this transitioned region. Assuming that jon and electron temperatures are in the

same order, the criteria for the validity of the present thesy is

| \
TGS‘EI«T; (1)

where W, 7 and 7. denote wave frequency, electron and ion collision time,
e 1



respoctively. There arises a question of whether the fluid-like equations are
proper to describe the behavior of electrons under the criteria of validity
mentioned in Equation (). To answer this question, let us look at the conditions
for electrons to be able to satisfy the fluid equation. The criteria for electrons

to behave like o fluid shall satisfy the following conditions:

7 << |1 (20)
Ik“l @ Ty << 1 (2b)"

where a, and a, denote electron and fon thermal speed, respectively, and the
subscript || implies the component along the geomagnetic field. In the wave-
particle interaction problem, it is generally true that w/k << a, and wk2 a, -

By using this choracteristic ond the condition (20}, T << 1/, we may have
|kl |l°e ~|w |and lk“ }ae T ~w | T, <<I when waves propagate fairly near

n/2. Thus, this deduction gives the conclusion which is essentially the
criteria (2b). In the limit |w] T~ 1, as pointed out by Barnes (private
communicotions, 1974), the present theory at least gives qualitatively correct
results when |w | T~ O few tenths, and the collisionless theory should be
qualitatively correct when |w lTe z 3. Therefore, the similarity between
viscous and Landou damping suggests a continuous transition between the two.

In this sense, the collisional term is proportional to Wi, and the Landav domping

term is porportional tow (I-:” a )"l. Thus, the two terms are always comparable
e

*The difference in Behavior between collisional and collisionless electrons lies
in (1) isotropy of electron pressure tensor, (2) the heat equation, (3) the
frictional force, and (4) viscosity. Barnes(private communications, 1974)
indicated that only the collision time, not the mean free poth, is relevant for
collisional isotropization; heat conduction along the field lines, which has o
scale l/‘k“ {not 1/k), is the only appreciable heat transport process; the

frictional force (in this case = N Te) is governed by the fength scale I/k” .

Thusisotropy, the heat equation, ond friction are covered by fluid equations
{f Equation (2b) is satisfied. Viscosity is more complicated, but the con-

clusion is the same.



at the time scale of transitional from collisional to collisionless electrons.

As the altitude decreases below the present interest, electron-neutral
and jon-neutral collisions become significant, and we have to treat as a three
fivid model (e.g. Hung ond ‘Wu,1975.)...



I1-2 Mathematical Formulations

To idealize the problem in hand, wa assume that the plasma and magnetic
field are, on the average, uniform throughout an effectively infinite volume, that
there is no net average electric current, and that the average electron pressure
tensor, but not the fon pressure tensor, is isotropic. Let Ny P, gond ;T’ denote
velocity, pressure, heat flux, and viscous stress tensor respectively and lat sub~-
scripts or superscripts of e and i denote electrons and ions for the proper situation,
respectively. E and B represent the electric and magnetic fields, e the fon éharge,

; the ion or electron mass and ¢ the speed of light. Then the fluid equations
fof the electrens and the jon velocity distribution fi may be written as follows

(Braginskii, 1965; Hung et al., 1973):

ane o
+ v . =
5t oy ) =0 @)
dxe e 1 e
Me " at ="ZPB"E',§J -ene@+c_x XE) +'E'e “)
3 dTe +p v €= _g. 8. q%.0,°
2 .%e Tdr e~ "% L8 "F LY )
and
afi e 1 afi
R N A - .
S Pl (B e 8) .
Me 3 e % ] .afi
= — + -
m.T 9V (XJFi ov ) m, n R, - By )
ie ~ i ~ i ~
i o d -~ a .. a
where Pe =ne T;, P'l = nl' 'l) , _d}— = -51-— 4 '!’e '.-Y.' Te is fhe e!ectron

collision time, and K, S - 31 is the collisional momentum transfer from ions to

w
Here the unit of T isin erg
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electron ond vise versa. R is composed of frictional force R, and thermal force

~

Rys R¥ Ryt Ry. The electron therma! flu:-c'ﬂ‘3 is composed of onalogous parts,

9. " 3z+ ,‘JJ . Finally, of course, the electromagnetic fields must sotisfy Maxwell's
equations.

As it stands, Equations (3) = {5) show the governing equaticns of electrons,
and Equation (6) is the yoverning eruation of fons. Equation (4) includes the
collisional momentum transfer from ions to electrons, and we have ignored collisional
energy transfer from ions to electrons in Equation (5). This is because the collisional
ion-clectron energy exchange, whose characteristic time is on the order of or greater
them('mi/me )I/:Z T which is greater than the time scale of present interest,
has been neglected. The right-hond side of equation (6) shows the ion-
electron collision term which is of the same form as the Fokker=Planck collisional
term thot describes Brownian motion of particles in a moving medium with temperature
Ty The first term of the collision terms describes the collisional energy transfer from
electrons to ions, and the second term implies the collisional momantum transfer from
electrons to ions. Again we are going to neglect collisional energy transfer term
because the time scale of the collisional energy transfer which affects the evolution
of distribution functionis on the order of orgreater than 're(mi/me )or T (my/me )'/2
that is long compared withthe timescale of the problem of current interest.

In the present analysis, we are concerned with waves whose circular fre-
quency W is small compared with the ion gyrofrequency, and whose wavelengths are
long Eompcred with the mean ion Larmor radius. Under such circumstances, the
momentum transfer due to collisions can be reduced to (Cf. Hung and Barnes, 1973a;
1973b; i973c; Hung et al, 1973 )

Ry=-07 ng T, 7)
where the subscripts 11, 1 refer to the magnetic field direction e, = B/ |BI.
Similarly, the electron heat flux is

9 7T Ke A Te ®

8



| Semtiastei, )

where ]{c is cocfficient of electron heat conductivity. Furthermore, under the

present condition, the stress tensor bacomes (Hung et ol, 1973}

o o avz" ) ( av: 9 vya 9 v: ]
= . - + '
“zz 2.nvo dz 3 ox Ay + 3z ?)
e e e e e
e o_ a [avx . avy 2 (Bvx va+ sz ]
m = 1 -n : +
XX vy Vo 9 X dy 3 \9x 3y 3z
(10}

e i} e B~ G~ 0~ 0
mn @ ~n %~n Can m L & 1/ o 7o)

where 1 = e B/ m ¢ is the clectron gyrofrequency, and under the current
e e

condition ﬂe To > > 17 The zeroth order coefficient of electron viscosity is

Ny =078 n T, T . (M)
For the ion kinetic equation, the first term on the right-hand=side of Eq.
(6) affecting the evoluticn of the velocity distribution on the time scale is~
T (mi /me )']/2 which is long compared to time scoles of importance for
the wave, and may therefove be neglected. Hence, from Eq- i), the right-hand-
side of Eq. (4)is just (Hung et al, 1973)

of of
1 i . _ 071 ;
m, n, 'B"i Y \ (~I|T ). dy, _(!2)

h. order to solve Eqs. (3) = (6), weassume T = <T>+ 6T (x, t), n =<n>+
Snfx,t),P=<p> 6P (x,t), B =<B>+ 6B(x,t), E=S8E(x,1t)

*In the ionospheare, the situation is more favorable to this condition as the
altitude is higher. In the present cose, let us choose the lowest limit of
oltitude, .ay 500 Km, 2, ~ 10 Hz, ond = ~ 2.5x10"3. Then,

Q e s 103 which is much greater than umt)'/3 Thus, it can be sure
that in the current region of interest, the condition .Q is always much
greater than unity. e

9



v = xe (%, t)and fi = <fi >+ 6 fi (z, B, where < > denotes ensemble

average. We consider the limit of o smatl amplitude perturbation, |6 n/<n>}<< 1,
etc. If the fluctuations are sinusoidal, the technique of Fourier~Laplace transfor-

mation Is applicable. Following the calculation procedure of Hung and Barnes (1973a,b)

we will be able to obtain walocity fluctuations of fons and electrons in terms of the

mobHity tensor M,
ol

= & =
6'!3 = <—§-;' Mj . 6£ j Seori (]3)
For the limit of hydromagnetic waves, the displacement current is always negligible.

Then the electric current density may be written as

R ()

where the dielectric tensor is
Loog= AT S <> (M -M 1
Y w <g> e=n (rasi ze) (5)

Substituting the mobility tensor Mj from Eq. (13) in Eq. {15), the explicit form

of the dieleztrie tensor is

K 0 Olw/a) ]

K = 0

R Key Kz (16)
L. 0,@/% ) KZ)‘ Kzz o

where the components of the dielectric tensor are

10
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2w202 o
e
22.. zu,.2'
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°|| u
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Here wpz(-) = 4 <n(g)>ez/m(£) ' I‘e = 1+2/(3+2ET]TC ) o
"Tc—kﬁ K./ (w<n>), a=3(171T - 071)-4 ¢,
cv =073 wr _, 0(2) =2<Tz_h)>/mi ' 32-2<T >/ m_
B(J_) an<n><T\#’>/< B A, U=/l lcyr k= g O,kH)
CA—< B> /(4nm <n>) Z Alfvenvelocuty,‘ y; = ~/||<||IOH '

A= 213( I‘e -/ a, and Zi = Z (yi)urid Z; are the plasma dispersion

function and its first derivative (Fried and Conte, 1963)respecrively.
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The requirement that Eq. {14) be consistent with Maxwall's equations gives

the dispersion relation

2
2 -
der[(—;—) (h&-kl’)-l-lé]“o (17)
Substituting Eq. (16) in Eq. (17) gives
o \2 2 2 2.2
K = --—-‘-) K = K =- -K K =0
XX w \ vy w?l zZ w2 yz = zy
(18)
to lowest order in W/ Qi « The first factor is the usual Alfven wave dispersion re~
lation
(_.E”_.....)z.-’ 1+ _l_ (Bi - ﬁi ) (]9)
kllCA 2 L I

ond the second factor, which gives the magreto~acoustic dispession relation, is

kz c2
(K - )K - K. K =0 (20)
yy w2 zz zy Yz

since |Kzz| > | k c/w|2 .
By using Eq. (16), we can rearrange Eq. (20) by straightforward cal culation

tc give
L P _al oy o2 24 =
[]"' 2 (E.L 5”) U]cote S(U,w're) (21)
where ]
i
; B 8 ¢ [ 26T +i2¢

| }
By

g} g!
g gl [(-*a-"*,l-"——)(l‘e-i—g-—- cv)z:+2(I;+i—-32—cv)]EL 'B','-:; Z + 2 (atis cv)]

. _e il
4a 4 . .
. ]
(22)
end 6§ = 4 (h, <g>), Be=8n<n><T_e>/<B>2.

S T T T T R T I




11-3 Special Cases of Dispersion Relation

Equation (19) gives the dispersion relation for Alfven waves in o plasma with
anisotropic ions. The magneto-acoustic dispersion relation,i.e. Eq. (21)is tran-
scendental and must generally be solved numerically. In order to lock at the physics
prescribed, it is converient to consider o few interesting special limits that can pro-

vide insight into the character of the viaves without laborious calculations.

A. Propagation Parallel to < B >

When k 1< B>, cot? 8 ~a + so that the left-hand side of Eq. (21)be-

comes zero, i.e.,

.w 2=]+‘ (Bi_ i) (3
LIV 7 BBy 23)

or § = o (U finite), we find from Eq. (22),

2"7:! > !
T s . @24)
e

Equation (23) shows that one of the magneto—~acoustic modes propogates as an Alfven
wave when 8 = 0 in a plasma with anisotropic ions. Eq. {24} corresponds to @
compressive wave propagating along < 8 > . The analogous wave in magneto=
hydrodynamics is the sound wave, and in o coliisionless plasma the analogous wave
is the ion acoustic wave which generally undergoes Landau damping (Fried and
Conte, 1961). |

In the transitiona! case, the electron collision frequency is un the same order
of magnitude as the wave frequency, C.v is the order of unity. From the result given

by Hung and Barnes (1973b}, we found

|T]Tcl>> i and I'e ~ ) (25)

13




Under this condition, the dispersion relation can be reduced to (Hung et al., 1973)

2 <T >
)~ = =< o
|

where Cs denotes ion acoustic velocity, and

Inw ~ -0.49 (UJ'I'e )Csk (27a)
or

Imw ~=0.67 ¢, C. k (27b)

Similar to Hung and Barnes (1973b), this resul t indicates that all jon acoustic

waves propagating porallel to the geomognetic fieid are Landau=damped, and the
damping is weak only if <Te> » < Ti>- Particularly, for the case in ionosphere,

<T,> ison the order of <T.> which implies that most of the ion acoustic mode

shall be damped out due to strong Landau damping. Furthermore, Equation (27)also shows
that the dissipation rate is proportional to k under the condition when wT, is on

the order of unity. This result is similar to the collisionless case obtained by Friad
and Gould (1961).
For the collisional case, let us consider when wTg is the order of {me/mi).

The dispersion relation for the weakly damped solution becomes

2
+

28)
Tk 2 m, (
15+ 4n5 i
ma _ _ 2N1C 29
= 15+ 4n 2 @)
e

To be consistent with the collisional assumption, M1c shall be small compared with

unity. Under this assumption, Equations (28) and (29) become

2 <7 >
W 5 e 5 2
£~ + ===+ 50

Imus -0.21 7 aez K2 (31)




which is a sonic wave propagating parallel to <B>. Equation (31) shows that the
dissipation rate is proportional to k? under the condition when w T is on the order

of (me/mi). In other words, the dissipational rate obteined from the collisional

assumption is equivalent to the collision-dominated case (for example, see Broginskii,

1965). Strictly speaking, under the condition, when wT_ s on the order of
(me/mi), {ons are in the transitional from collisional to collisionless, and the
arguments similar to Hung and Barnes (973c) should be employed.
Equations (27) and (31) show that dissipation rate of acoustic modes gradually
change from the factor proportional to k2 to k as the dissipation mechanism transit
from Coulomb collisions to Landau damping.

B. Propagation Transverse to < B =
L - H " ge
When kL <B>, Zi 0 and nTC 0 . Under this condition, I‘e

becomes 5/3 and expression (21) simplifies considerably,

2 ¢
W o i S _ . v 39
(kcA)-»‘+BJ.+5e [6 ' 6] %2)

Therefore, we have

. < i> >
(UJ)Z 2 2 T..L + 5 <Te . Cv <Te>
3

)= Gt

- A m, 3 m (33)

In the transitional cose, wr s the order of unity. Equation (33) con be
further reduced under the assumption of weakly domped solution, i.e., .

2<T/> + 3 <T>

(_9_3,,)2‘3 C2 + L 3

(34)

) (350)

[¢f+ @p?+3d c? }'/2

s

Tl NI L

Coe S s e o o gl




or

Imw ~ -0.0888 - k2 (35b)
[Cz v s Cz]

For the collisional case, ¢, is small as w7 is much less than unity . The

dissipation rate becomes
Imwe - 0.122 cf Tekz (36)

It is interesting to note that, under present calculation, the phase velocity
of the transitional case in Eq. (34) is intermediate between the analogous expression

which arises when ions are collisional

2 <T.>+ <T >
w - 2 5 i e
(__) c 2+ 3 (37)

and that which arises when electrons are collisionless

2 <Ti> +<T
(“’)=c2+2 L L (38)

Tk A m, *

k
i

In the meanwhile, the dissipation rate also changes from the factor proportional
to k2 to k asthe wave particleinteraction changes from collisional to transitionol
cases. Ina collisionless plasma, strong Landau damping can occur for 8 slightly
different from /2 (Barnes, 1966). However, when k is exactly perpendicular to
<B>, this Landau damping vanishes. In the transitional case, the result is different.
No matter how small the electron viscosity is, as long as (’v is not zero, viscous

dissipation always can be found even when k is exactly perpendicular to <B>.

16




I11-4 Conclusions

In the present study, we have investigated the mechanism of acoustic
mode propagation and the characteristics of wave dissipation in the region
of the upper atmosphere in which the transport phenomena are transitional
from Coulomb collisions to Landau damping, The results from the current
analysis are helpful to understand how the acoustic modes propagate and
dissipate in the upper atmosphere from 1ohosphere to magnetosphere, which
js significant in the environmental perturbation studies.

As shown in Tables I and II, the present study of acoustic-modes
propagation, based on a theoretical model of the upper atmosphere from
500 to 2000 Km altitude, shows that the dissipation rate changes from a
factor proportional to the square of the wave vector to a factor only pro-
portional to the wave vector as the altitude becomes higher. These results,
approaching the collisional-limited case, are similar to the collision-
dominated case (Brapinskii, 1965} in which the dissipation rate is proportional
to the square of the wave vector, while the 1imit approaching the collisionless
case is similar to the collisionless case (Fried and Gould, 1961) in which
the dissipation rate is proportional to the wave vector. Thus, the
dissipation rate changes gradually from a factor proportional to the square
of the wave vector to the wave vector as the wave-particle collisions change
from collision-dominated to collisionless situations. Physically, the
discipation mechanisms are also different. In the current transition model,
acoustic wave dissipation by electrons is through viscous and thermal
conduction effects, and by ion particles through Landau damping (wave-
particle resonance interactions); while in the collision-dominated case,

it is simply due to viscous and thermal conduction effects, and in the

17




collisfon-free case 1t is due to Landau damping. For the waves propagating
along the magnetic field, two extreme examples are given for the transitional
model, namely the collisional-limited case with wr, on the order of (me/mi)
and the transitional-Timited case withnure on the order of unity. The
collisional-1imited case of the transitional model shows that the square of
the characteristic phase velocity of acoustic waves in square of ion acoustic
velocity multiplied by 5/3 or y {where y is the ratio of constant piw2sure
specific heat to constant volume specific heat) which looks quite similar
to the collision-dominated model in which square of the phase velocity is
the square of ordiﬁary sound wave speed, YP/p (where p = mg Ny + men, + mnnn).
In the transitional-limited case of transitional model phase velocity is
equivalent to jon acoustic velocity which is exactly corresponding to the
phase velocity in collisionless case. In other words, change of the phase
velocity of acoustic modes from collisjonal to collisionless cases are from
a factor of y or g-to a factor of unity. Thus, it is expected that the
phase velocity of acoustic wave decreases gradually from coliisional to
collisionless cases if the temperature keeps a constant value, Similar
results are also shown for waves propagating transverse to magnetic field.
Finally, we may conclude from these studies that the long waveiength
acoustic mode is a much less damped wave for the collisional than the
collisionless cases, and the short wavelength acoustic mode is more easily
observable i the collisionless than in the collisional cases since the
dissipation rate 6f the acoustic mode changes from a factor proportional to
the square of the wave vector to the wave vector as the altitude increases
in the transitional region of the ionosphere. In the meantime, the physical
mechanisms and phase velocities are also different for collision-dominated

transitional and collisionless cases.
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CHAPTER III
THREE FLUIDS DESCRIPTION OF THE CROSS FIELL PLASMA
DRIFT INSTABILITIES AND EQUATORIAL SPORADIC E*

I11-1 General Statement of fhe Problem

Triggering mechanisms of sporadic E, in general, depend on the
geomagnetic latitudinal location. For example, sporadic E in the high
Jatitude region and the impinging of energetic particles through magneto-
spheric cleft, is considered to be responsible for the mechanism. In
the middie latitude, it is believed that the redistribution of ionized
particles caused by the wind sheiir may be responsible for the creation
of sporadic E, Concerning the equatorial region, Matsushita (1951),
suggested that the equaterial sporadic E (Es-q) can be related to the
equatorial electrojet. Since then, intense study of the irregularities of
equatorial electrojet has been carried out by employing the Jicamarca
VHF radar echoes. In the present study, our interest is mainly limited
to the case where the sporadic E occurs near the geomagnetic equator.

The equatorial electrojet is a strong current embedded in a
slightly fonized ionospheric plasma in the E laysr near the geomagnetic
equator. This current is a flow of electrons, motivated by E, x B
drift, across geomagnetic field 1ines through fons and neutrals, where
E, is the induced electric field along vertical height and B is the
geomagnetic field. By using radar backscatter, extensive 1nvest19ations
have made it possible to elucidate physical processes for the formation

and movement of irregularities. Balsley (1965; 1969a, b) classified the

*Part of the results are published in the Proceedings of International
Conference on Recent Advances in the Physics and Chemistry of the E
Region (Ed. by S. Matsushita and L. G. Smith) August 1974,
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irregularities into types I and II. The instabilities driven by the
electrons drifting through ions across the magnetic field that was proposed
by Farley (1963a, b) and Buneman (1963) are generally accepted as the
generation mechanism of this type I irregularities, Type Il irregularities
are considered to be generated by a plasma density gradient in crossed
electric and magnetic fields,

The analysis of VHF radar echoes from electron concentration
irregularities in the equatorial electrojet by Balsley (1969a) has
indicated that there are two distinct types of irregularities in the
ragion. Also, Cohen (1973), by using the spectral decomposition of the
power spectrum of radar echoes at 50 MHz from the equatorial electrojet,
found out that the phase velocity of type I irregularities is comparable
to the jon-acoustic speed, and the electron drift velocity can exceed
the ion-acoustic speed. The indication of experimental results that the
electron drift velocity in the equatorial electrojat can be supersonic
is contrary to some existing theoretical opinions (e.g., Sato, 1973}.

For the type Il irregularities, the ‘xper1menta1_resu1ts showed that
both phase velocity of irreaularities and electron drift velocity are
srialler than the jon-acoustic speed.

The theoretical treatment of the problem of growth of t pe I
and type II irregularities in the electrojet has been examined extensivaly
by Rogister (1971, 1972), Rogister and d'Angelo (1970), and Sudap, et al.
(1973). However, their theoretical models were limited to ihe two fluid
model (i.e., fon and electron fluid) and no neutral interaction was
considered. Furthermore, they did not cooperate the energy transport in
their studies and treated only the problems of the density gradiziits in
their models. The problem of temperature gradients was considered by

Cunnold (1972). However, he also used the two-fluid approach and did
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not cunsider convective motions for both jons and electrons. 1In the present
study, we propose an inhomogeneous three fluid model to investigate the

unified theory of type I and 1I electrojet frregularities which may be

relevant to the mechanism of equatorial sporadic E. Particularly, we are
interested in physical mechanisms of type I and type II <rregularities and _

how the electron particles are accelerated due to Ez x B drift in the e1ect;ojet.
Thus, we have examined the density gradients and temperature gradients for

three species and both as the driven mechanism for the electrojet. The

results of computer computations based on the present model have been

compared to the experimental observations with reasonably good agreements.

25



Ii1-2 Mathematical Formulations

This study is concerned with the propagation of fonospheric
disturbances through the inhomogeneous medium which includes the species
of electron, ion and neutral particles. Thus, a three-fluid model is
proposed to investigate the characteristics and instabilities of the
propagation of waves and particles.

Let n, v, T, P and v denote number density, velocity, temperature,
pressure and collision frequency, respectively, and let superscripts and
subscripts e, i and n denote electruns, ions and neutral species,
respectively, Let E and B be the electric and magnetic fields, e the ion
charge, m the mass, and c the speed of 1ight. Then the governing equations of

particles and fields may be written as follows:

v.) =0 j=e,iandn (1)

dv,

My g = = ¥ Po = My Mg V(¥ - ¥g) (2)
d!e 1

Moty gt = = U Pg =~ eNg (EF Y % B)

- MgNeVes (¥~ ¥4) =M Ve, (ye-gn) (3)

dy, 1

ny g - TP ey €Ly x)

3 dT

2-n‘]_d-€—+Pjg-!i=0 Withj=eaiandn (5)
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where d/dt = 3/3t + (ye¥). Finally, of course, the electromagnetic fields
must satisfy Maxwell's equations,

In the present study, the time scale of interest is on the order
of 0.1 second. Under this condition, momentum exchange through particle
collisions between neutral-ion, electron-neutral, electron-ion, ion-
neutral, and fon-electron, but not neutral-electron, plays the significant
rale in our analysis. Energy exchange through collision has betn {gnored
in the present model because the time scale of interest of energy exchange
through collisions is much Tonger than the time scale of interest in the
present study.

In general, physical parameters in the upper atmosphere are in-
homogeneous. Particularly, the inhomogeneities of number densities and
temperatures for three species of particles along the vertical height is
significant. As shown in Figure 1, wa choose a Cartesian toordinate
system as a geometry for the magnetic equator, whers 2, is veptically
upward, e, is eastward, and ey is northward, The inhomogereities of
number densities and temperatures are assumed to be much smaller than
their average values respectively so that Taylor series expansion with
respect to the inhomogeneity is applicable (Mikhailovskii, 1967; Hung
and Liu, 1971), 1.e.,

*
ng = <n;> (1+ Enj -+ dz) + &ny (6)
T. = <T,> (1 + kos + dz) + 6T
377 Ty TR T (7)

with j = e, 1 and n
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where

d<n > d<T, >
T e i el J
Enj - <ng dz ! ETJ <7y dz
z=2z, z=2,

and < > the average value and & the small fluctuation of physical parameters.
The 1imit of small amplitude fluctuations, |én/<n>|<< 1, etc,, is
considered for the calculation of dispersion relation. If the fluctuations

are sinusoidal, i.e., proportional to
exp [1 (k- x-wt)]

equations {1) - (5) become, after substituting equations (6) - {7) and

Tinearization,
én.
-—J-..'-:.l- 5 * . - .
<”j> w (5 +1 Enj) ﬁxd j=e,1andn (8)

Yo, 2a2
niy _ ““n s 2%y, *
S (141 1) = - Llk= 1 kro) 0] (1 Ky )
3a?

n . —
e Gk + 4 ko)« 8y, ] (3 kg = k)

<

. . in
+1 sy xe, *i 7 8y, (10)
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v
. _en _ei
- i 6y, X g, = N (8v gn)- o) (Gge Gvi) = ()
(11)
and
8T,
_ 2 3 * . .
T =y (k=15 k) 6y J=e dandn (12)

J
where gy is a unit vector in y-direction, which is glong geomagnetic north,
ag = (5/3) <Tj>/mj is the square of sound speed of species j, and Qj =
eB/mjc is the cyclotron frequency of species j.

By using equations (8) - (12) together with Maxwell's eguations,

we can obtain the following solutions:

[ o %] X y A oo X ]
¥y En &n En 8v;
GV"‘,: = n:: n': n; 6\!‘?{ (13)
z X y 2 z
Lﬁvnd _Cn cn cnd _Gvi_
o X = X y Z - - -
5V1 Ei & 51 5Ex
. _C X
6V‘¥ = B> (N n“%’ n.l?' (SEy (14)
8v§ I A % | SE

and
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PR X Yy z
8y Eo Ee Eq GEx
. _C_ X y Z
Gvg T <B» Ne Mg Ne 5Ey (15)
ve X Y Z SE
e _Ce te Ee_ aed

The expressions of E;, E?. 53, nﬁ, ng

complicated, therefore, we will skip these results given by Hunt {1974).

zZ % .V z
. .y Lxy and %
» Nj» Ty» &4 and gi are very

It is very interesting to point out that the neutral wind is
mainly induced by the jon motion through fon-neutral collisions as
shown in equation (13). If we substitute equation (14) in equation

(13), we have

sl = =5 M MGy M, E, (16)
_GVﬁJ _ng ng MZZJ L5Ez_

where
LR R

Xy no°i n ' n =i
n _ X .z y .z z .2
= + © 4+ :

sz E‘.n E1 En 5 En 55
n _ X X y z X
= + A

Myx M Ei o Ny + o 55
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Moy = LA A A O
R
ng - Kﬁ & 1 Cﬁ ny ¥ C: C:
My = 6 f oM ton g
05 ek

Equation (16) shows how neutral wind is accelerated by the electromagnetic
fields through fon-neutral collisions.
Now the electric current density, 6j, electric conductivity tensor,

f and dielectric tensor, E;, are defined as

8j = e <n> (8y; ~ 8y,) (17)
N - I
GJOL = UaB (SEB {18)
and
K =§ + i A a (19)
o of w of '

By substituting equations (14}, (18), (17), and (18) in equation (19), we
have the expression of dielectric tensor f(;B which characterizes the

material constant of ionosphere, i.e.,

" ] 3 _ X Y oy _ rZ]
100 g1 Ee E1' f’.e 51 'Ee
w? X X vy vy .z .z
- —_Pe - - -
X _ X y _ .Y A
0 0 0] L‘i La By Fe Ty = Lo

3 (20)



2 = 2
where Wne duzn> € /me.
As is well known, the requirement that equation (20) be consistent

with Maxwell's equations gives the dispersion relation
4
det [(3) (k k-K1)+K1=0 (21)

The dispersion relation which governs the behavior of wave-1ike
disturbances in the ionosphere is quite complicated. The numerical

computation is generally requested to solve this problem,

32



111-3 Preliminary Results of Numerical Computation and Conclusions

As mentioned earlier, the purpose of the present study is to
jnvestigate the plasma drift instabilities in which the growing drift
waves propagating across the field lines may contribute to the triggering
mechanism of sporadic E in the region of magnetic equator. Since the
dynamics of wave propagation is solely governed by the dispersion relation,
equation (21) which is quite complicated, the numerical computation is
a necessity to the present investigation,

At an altitude of 110 Km, the parameters with Te= 'T1= 1}'=250°K,

2.88 x 10" sec-!, v, = 8,9 x 102 sec”t, v_, = 1.8 x 10% sec™!,

Ven in ei

vne

8.9 x 10~*sec"!, Voi © 3.2 x 10°% sec~!, and Q; = 1.5 % 102 sec™!

are chosen. A1l the other values of physical parameters under non-disturbed
conditions are chosen from U. S. Standard Atmosphere {1962, 1966). In

order to have a better comparison with existing models of type I and type

II irregularities, calculations are proceeded in the following three

cases:

(1) Case A: Electrojet Without Density Gradients

In this case, we assume that k:j -+ 0 and k;j # 0,

The date of temperature gradients for three species are
chosen from U. S. Standard Atmosphere (1962, 1966).
Three roots with positive growth rate were obtained

for this case from dispersion relation (eq. 21).

Table I shows the result of this case. Westward

drift waves with phase velocities from 303 m/sec to

384 m/sec are excited. Growth rates of the excited

waves (Imw/Rew) range from 0.06 to 0.17. This
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(2)

(3)

kind of instability resembles type I irregularities.

Case B: Electrojet Without Temperature Gradients

In this case, we assume that k;j + 0 and k;j # 0. Again
the data of density gradients for three species ire chosen
from U. S, Standard Atmosphere (1962, 1966), Four roots
with positive growth rate were obtained for this case from
dispersion relation {eq, 21). Table 2 indicates this
result. Again westward drift waves with phase velocities
from 329 m/sec to 395 m/sec are excited, Growth rates

of the excited waves (Imw/Rew) range from 0.04 to 0.12.
Similar to Case A, this kind of instability resembles

type I irregularities.

Case C: Electrojet With Density and Temperature Gradients

In this case, both k;j # 0 and k:j # 0. Again data for
both temperature and density gradients for three species
are chosen from U, S. Standard Atmosphere (1962, 1966).
Nine roots with positive growth rate were obtained from
dispersion relation (eq. 21) for this case. Table 3

shows this result. Westward drift waves with phase
velocities from 180 m/sec to 307 m/sec are excited.

In this case, none of the waves, which propagate faster
than ion acoustic speed, are excited, Growth rates of tho
excited waves are generally very high, ranging from 1 to 3.

This instability resembles type II irregularities.
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Comparing the results in Tables 1 to 3, some interesting points
are discovered. Type I irregularities of equatorial electrojet in aqur
model can be generated in the jnhomogeneous medium along the vertical
height 1f either the temperature gradient or density gradient vanishes.
In the meanwhile, type 11 irregularities can he excited if neither the
temperature gradient nor the density gradient vanishes. Furthermore,
the growth rate of irregularities obtained from the calculation suggests
that the wave-wave nonlinear interaction should be taken into account for
type 11 irregularities while it may be proper to proceed 1inearized theory
for type I irregularities. In other words, turbulent mechanism, which is
different from the present model, may be the characteristic of type II
irregularities, while the laminar theory is applicable to type I
irregularities.

Sugiura and Poros (1969) suggested that the motion of east-west

electron electrojet drift velocity GVZ can be determined as

svh = o= oF, (2), (22)

In our expression, E: and gz, in equation (15), are practically jible

since &2 and Eg are several orders smaller than E:i Therefore, we have

X _ € .2z

In our case, numerical computation shows that Eé is practically
on the order of unity which also agrees with equation {22). Since the
vertical polarization field varies from 20 mV/m in the daytime to ~-20mV/m
at night (Kato, 1973; Lee and Kennel, 1973), change of direction of electron
drift in the equatorial electrojet from westward during daytime to east-

ward during night hours can be fully explained based on this mechanism.
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To check the observations made by Cohen (1973) that the
horizontal electron velocity in the equatorial electrojet may exceed
the ion acoustic speed, numerical computations are also made by employing
equation (15) to calculate the westward electron velocity in the electro-
jet for the type I irregularities., The results show that the westward
velocity of electrons may reach 450 m/sec, which exceeds the ion acoustic
speed, for vertical polarization electric field being 18 mV/m and west-
ward polarization electric field being -1 mV/m. This result agrees with
the experimental observations made by fohen (1973).

In closing, the following conclusions are made from the present
study: (1) triggering mechanism for the sporadic E near magnetic
equator is due to the inhomogeneous medium (gradients of densities and
temperatures 1in three species of particles along the vertical height}
which create cross-field plasma irregularities imposed on westward
electrojet; (2) type I irregularities of equatorial electrojet can be
excited in the inhomogeneous medium along the vertical height if either
the temperature gradient or density gradient of three species of
particles vanishes; (3) type II irregularities of electrojet can be
excited for the existence of both temperature and density gradients
of three species along vertical height; (4) strong growth rate of type
11 irregularities suggests that turbulent mechanism may be the main
structure for the type II irregularities; (5) rather weak growth rate
in type 1 irregularities indicates that linearized theory may be
abp]icab]e for type I irregularities; (6) veftica1 polarization field
which shifts from positive in daytime to negative at night indicates

horizontal electron drift in electrojet change from westward in daytime
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to eastward at night; (7) the westward electron drift velocity in electrojet
can be on the order of or exceeds jon acoustic speed for tyve I irregularities.
Finally, we have shown that the three~-fluid model can be used to
predict both type I and type II irregularities by introducing proper physical
mechanisms; namely, density gradients and temperature gradients of the three

species,
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Figure 1

FIGURE CAPTION

Geometry of Cartesian Coordinate System Near Geomagnetic
Equator.

40

et
ey

" £ et



{North)

Geomagnetic
Field

I (Height)
i

Temperature Gradient

Density Gradilent

(East)

Electrojet
Drift Waves

Figure TIII-1

o T e o T e e =t St e e i < % ys omnne an s

i Ly S S A e m e



LT°0 €0t
€10 8st
90°0 78t ol
=
(m =g/m wl) (99s/um) (paemisapy)
seaeM IITFIQ soABM 3IT20
30 22'y Yaroxn Jo £3Td0T8p @seuyg

213ydsouly paepuels *S °f WOl UISOYD BIER SIuaTpral =sanjexsdwsy (£)

w 01T = @pMITITY (Z)

£ v
0 f .M& ‘g - .t# (1) :SuoT3ITpuod

INATAVED ALISNAG LNOHIIM IAfOYIOFTT J0 SOIISTNAIOVEVED T-11T SI6VL



Y T

%070 S6t
80°0 0LE
80°0 65t
(3]
4
AN 62¢
(m sy/m uy) (o9s/m) (pIemnlsap)
saAeM 13124 saaEM 33T
Jo 9318y Yimoin 3o A3T00T8) SSEUJ

a219ydsom3y pIepuelas °§ °[} WOIJ UISOUD 3IB SJuaTpead Ajrsusg (€)

my OTT = 2pn3TaITY (2

(u ‘ f1
0# o 0« "2 (I) :SuoT3ITPuUO)D

INTIQVYD TENIVEIaNIl JAOHLIM IIrodiddTd d0 SOILSTEIIOVIVHD gz-IIT TI14VdL



9¢°1 L0€
61 €0e
€8 T 68¢
L1 65¢
e°¢ 8¥¢
06°T 622
[ 96T -
<t
c8°¢ 081
90°¢ 081
(™ 23 /) (oss/m) (pIemlsay)
saABM 23TI(Q SaABM IITFIQ
JO 938§ yaMoay Jo A3TO0 oA 95®8yYd

a19ydsomiy parpuel§ *§°f WOIT USSOYD 9I® SIuadrpead sanjeasdwan pue Larsuaqg ()
] OTT = 2PPIT3ITV (2D
E, C
0 # .wx pue g # .Hx (I) :suofarpuoy

SINAIQVED TUNIVIAAWAL GNV ALISNAQ HIIM LAfONI0dTH J0 SOTLSINAIOVEVHO €-T1TT T79VL



APPENDTX

PARTICLE VELOCITIES AND MOBILITY TENSORS IN
INHOMOGENEOUS THREE~FLUID }ODEL

Dynamics of particle acceleration and wave excitation are governed
by the fundamental equations of three-fluid model shown in egquations (1)~
(5). If we assume that the inhomogeneities of temperatures and densities
for three species of particles are mainly along the vertical height, we
have the expressions equatfons (6) and (7). If we consider only the
small amplitude fluctuations which are sinusoidal, fundamental equations
can be rewritten as equations (8) - (12) after substituting equations
(6) and (7) and linearization. To solve the equations (8) - (12) together
with Maxwell's equations, let us assume that the waves are mainly propa-
gating in north-east plane. Then, the velocity of neutral particles can

be obtained in terms of the velocity of ion particles
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Here, subscripts | and || denote the components perpendicular and parallel
to the geomagnetic field, respectively. In the present model, subscripts
1 and || particularly imply the components along east and north directions,
respectively.

Velocity of ion particles can be solved in terms of mobility tensor,

j.e.,

X ) - X y Z9 rep T
_ C X y z
o | =g |7 o 0] o€, (A-2)
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Finally, velocity of electron particies also can be solved in terms

of mobility tensor, i.e.,
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CHAPTER TV

TIME-DEPENDENT NEUTRAL WIND STRUCTURE
IN THE AURORAL E REGION*

V-1 Introduction

Recently, Brekke, et al, {1973) presented neutral winds in the
auroral E Region, deduced frommeasurements of the ion drift velocity
at different altitudes by the incoherent scatter radar facility at
Chatanika, Alaska. Because of experimental limitations, only two
data points per profile, corresponding to 110 km and 167 km, Tie
approximately within the E Region. Trese values are weighted averages
over severai tens of kilometers inaltitude so thatno structure between
these altitudes is available. Inthis study a theoretical model is
constructed in an attempt to determine the neutral wind structure in

this region.

*This work was done by S, T. Wu and R, H. Comfort, Portions of the
results are published in the Proceedings of International Conference
on Recent Advances in the Physics and Chemistry of the E-Region (Ed.
by S. Matsushita and L. G. Smith), August 1974,
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V-2 Analysis
The model developed is based on electric fields as the primary
driving force for the ions, with momentum transferred from the {ons to
the neutral gas through collisions driving the neutral wind. Both Fedder
and Banks (1972} and Heaps (1972) have demonstrated that viscosity in the
neutral gas is important, even at E Region aititudes, in redistributing
momentum vertically; viscosity 1s therefore included in the neutral
equation of motion. In addition, Heaps (1972) has shown that the
coriolis force is important in changing the direction of the neutral
wind over the time scale of interest (several hours); this force is
also included in the neutral equation of motion. In this initial
state of model develepment pressure gradient terms are neglected, as
are the continuity and energy equations. Model values are used for
the densities and temperatures governed by these equations. Gravi-
tational forces, are assumed to be balanced by vertical pressure gradients
in the static diffusion models from which model values are obtained;
therefore, as a first approximation, gravity and the vertical pressure
gradient are not included explicitly in the vertical equations of motion.
With these assumptions, the governing equations for the ptesent

problem are the ion equation of motion

<4

-
oy
it

(E +

- Lk By -0, (- V) (1)

e

and the neutral equation of motion

-
v - -+ -+ -+ *
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where t {s the stress tensor, given by

av v,
2o oot b | 4 & oV

In equations (1) - (3) 71 and 36 are the fon and neutral wind velocities

Gin and Gni are average ion-neutral and neutral-ion collision frequencies,

E and 3 are the electric and geomagnetic field strengths, ﬁi and P, are
the mean ion mass and neutral mass density, n is the coefficient of
absolute viscosity, e and ¢ are the electronic charge (magnitude) and
speed of 1ight and ﬁE is the earth's angular velocity vector. Horizontal
gradients in these quantities are assumed to be negligibly small.

Average collision frequencies Gin and Gni are evaluated in the following

way:
- 1
Vip ® ﬁeﬂq 5;% M Hres Vrs
- Py -
Vg & ~—V
ni Pp in

where r and s range over all ion and neutral species respectively, Hes

is the reduced mass, and V. is the 1on-neutral coilision frequency for

5
momentum transfer as given by Banks {1966). :

For convenience in performing the calculations, the ion equation
is treated in the "plasma" coordinate system (Figure 1a) and the neutral
equation in a Tocal geographic coordinate system (Figure 1b)., The
transformations between these coordinate systems for an arbitrary vector
g are:

(i) From plasma coordinates (1, 2, 3) to local geographic

coordinates (x, y, z)




q, = Gp siné - cosé (q1 sin 1 + q, cos 1) (4a)
qy = 9, cosé + sind (q1 sin 1 + G, COS 1) (4b)
q, = q cos I - gy sin I (4c)

(11) From local geographic coordinates {x, y, z) to plasma

coordinates {1, 2, 3)
9y =g, cos I - sinl (qx cesé - q, sing) (5a)

qp = q, siné + 9, cosé (5b)

93 ® -4, sin I - cos I (qx cos6 - q, siné) {5¢c)

y

The angles I (magnetic dip angle) and 6 (magnetic declination angie)
are defined by Figure 1c. Al results are presented in the local
geugraphic coordinate system.

Because of the high conductivity along magnetic field 1ines,
the electric field € is assumed to have no component parallel to the
magnetic field and E is assumed to be mapped down the field Yines
without loss or rotation to all altitudes of interest. Brekke, et al.,
(1973) provides data for the E, and Ey components of electric field.
The assumption of no parallel electric field (E3 = 0} allows equation
(8¢) to be solved for E,, giving

E,=-cotl (Ex cosé - E_y sing) . (6)

- ) .
Since E {s used only in the plasma coordinate system {1, 2, 3), equation
(6) 1s used together with equation (5) to express Eq and E, in terms

of the Ex and Ey data.

In early numerical tests, using an explicit finite difference

technique, 1t was determined that the ion equations of motion come
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into a steady state with constant driving forces within a few collision

times (1/v,). For the models used, these collision times vary from

~10-" sec at 90 km to ~1 sec at 250 km. Hence, at all altitudes of

interest the jons achieve a steady state with driving forces within a

few seconds, providing the driving forces vary only slightly during

this time. In this problem, the driving force is an electric field

which varies significantly only over a period of several minutes (values

presented by Brekke, et al. (1973) represent at least 10 minute averages).

The time-dependent ion equations can therefore be replaced by the time-
v

independent equations (Tﬁ} = 0) with 1ittle loss ¢Ff accuracy. lon

component equations in plasma coordinates then have the customary form

- - 2
1 Wy (51 . ) (m.l ) E2 ]
Viq = 2l |lv +— \s-ctv ]+ — V¢ (7a)
1A - = nl - - I n2 - B
[‘ + (“’1/"1.1)“ Vin Vin

Vi3 = Yna (7c)
where Gi = (eB)/(ﬁ|c) is the mean ion gyrofrequency. The time dependence
of 31 is now impligit in the time dependente of t and ?n.

The coupled set of time-independent jon momentum equations (7a)-
(7c) and neutral momentum equations (2) is solved numerically, using an

explizit finite difference technique, by prescribing a value of the

electric field at each time step. As initial conditions, all neutral

velocity components are taken to be zero. Boundary conditions at 90 km




are the vanishing of all neutral velocity components, and at 250 km,

o
15?*=0. These boundary conditions, while not strictly correct, have

1ittle effect in the region of interest, 100 km to 200 km. Two different
sets of electric field values are considered, a constant electric field
and elactric field values inferred by Brekke, et al., from data taken
with the incoherent scatter radar at Chatanika, Alaska. Model neutral
parameters used are obtainad from a Jacchia-71 model atmosphere at a
constant exospheric temperature of 1000 degrees. Ion densitles, bbth
day and night values, are taken from Brekke, et al. (1973). Crude

jon composition models for day and night have been formed based on the
rocket data of Kopp, et al. (1973). The only time variation associated
with these models in the calculations is the use of the night model
during hours of darkness for the calculation using Chatanika data,
while using the daytime model for all other times. With these models,
Vyp, wy at 122 km.

V-3 Results

In order to understand more clearly how the fon-neutral system
responds to electric fields, a simple case is considered initially. A
co.stant electric field of 20 mV/m is applied for five hours in the
+ x {south) direction, followed by three hours of zero field. All
geometric parameters correspond to the location of Chatanika, Alaska
(next example), and daytime model values are used. Figure 2 shows
the jon and neutral velocity components as functions of time at
altitudes of 115 km, 125 km, and 150 km. The difference in magnitude
of the ion components at these altitudes clearly displays the effects

of increased collisional coupling with the neutral gas at lower
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altitudes, In addition, the inertia of the neutral gas is evident at
T = 5 hours, when the electric field driving force 1s terminated; the
"coasting” neutral wind then becomes the driving force for the ions.

To see the altitude structura of the velocity fields, altitude
profiles of all velocity components are shown for T = & hours in Figure
Ja. The same calculation has been performed with the coriolis term
set to zero in order to determine the effect of that term on the calcu-
lation; resulting profiles are shown in Figure 3b. Comparison with
Figure 3a shows clearly that the coriolis force is primarily responsible
for the magnitude of the vertical components. This force is also seen
to cause a redistribution of momentum among the horizontal neutral velocity
components, with consequent effects on the ion velocity. A similar
calculation setting the viscous terms to zero gives results (not shown)
very similar to Figure 3a. The primary effects of viscous terms are
found to be a small damping of the vertical components and a minor
smoothing of the altitude profiles.

For more realistic time variations, electric fields determined
by Brekke, et al. (1973), from incoherent scatter radar observations
at Chatanika, Alaska (L =5.7, A=65°, I=76.5°, &=29°) forJdulyl10-11,
1972, are used. These electric field values are shown in Figure 4z (note
that here +x is south, while Brekke, et al. (1973), used positive
values for north). Determination of electric field values was made
from high altitude ion drift measurements, while Tower altitude fon
drift measurements were used to deduce neutral winds. The technique

for the latter determination, described in detail by Brekke, et al.

(1973), results in a weighted height-integrated value for neutral winds




with the primary weighting in the 110 km to 120 km region, but varying
with the ion density profile, These neutral wind values from Brekke,
et al, (1973) are shown in Figure 4b,

Time variation of ion and neutral wind components, calculated
as described above for the electric field of Figure 4a, 1c shown 1in
Figure 5 for altitudes of 115 km, 125 km, and 150 km. Ion velocity
temporal structure parallels that of the electric field while the
neutral components vary smoothly, almost sipusoidally in time. Altitude
effects are particularly noticeable in the y components. Representative
examples of the altitude structure are shown in Figure 6. A1l ion and
neutra) velocity components are shown as functions of altitude for
0800 hours UT in Figure 6a and for 1030 hours UT in Figure 6b. These
profiles, as those in Figure 3, are characterized by large gradients in
the 110 km to 130 km region, and in scme cases, a reversal of direction
there. Above 140 km the velocity components change rather slowly with
altitude, ref]écting the reduced coliisional coupling in this region.

A comparison of the neutral velocity components in Figure 4b
with those in Figure 5, while not strictly appropriate quantitatively,
is nevertheless instructive. One notable difference is the relative
lack of temporal structure in the caiculated components. This
qualitative discrepancy should have a physical explanation. If the
calculated values for 115 km are used in the comparison, the peak
magnitudes agree and the general directions of the x components agree;

however, agreement between the y components is rather poor. If a
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higher altitude 1s picked for the calculated y component, agreement in
general direction 1s improved - at the expense, however, of agreement
in general magnitude.

With this comparison as a background, several shortcomings of
these calculations can be examined qualitatively. In the present
treatment only two representative ion density altitude profiles are
used (for day and night conditions), whereas the data analysis cf
Brekke, et al. {1973) employed profiles measured simultaneously with
the {on drift measurements. The high variability of these profiles
1s {1lustrated in data presented by Banks, et al. (1974), Although
inclusion of this variabitity (through 6n1) in the neutral equation
of motion could mudify the calculated neutral winds somewhat, the
result would probably be similar to that due to electric field
variations, which enter the neutral equations through ion velccity
variations in the collision term. Figure 5§ demonstrates that such
short period variations are effectively filtered out of the neutral
components, due to the large inertia of the neutral gas relative to
the fon gas. Furthermore, the tendency of electric fields and E region
ionization densities to be anticorrelated (Banks, et al., 1974) would
have a compensating effect in the collision terms of the neutral-
equations, reducing the effective magnitude of variations in these terms.

Another omission of the present calculation is horizontal pressure
gradients. It is reasonable to expect large short term variations in
such pressure gradients associated with corresponding large variations

fn Joule heating in the auroral oval. However, no data is availabie

to provide information on these pressure gradients for the time and
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location treated. There {5 also 1ittle theovetical work to suggest how
far from the source region significant pressure gradients might extend.
In addition to the large variable pressure gradients associated with
Joule heating, smaller pressure gradients due to diurnal thermal tides
would bias the results, particularly when electric fields are small.
For the present calculation, this effect is not expected to modify
the results to a large extent.

Based on the comparison of Figure 4b and 5 above, it appears
that the effective altitude of the measurement may be varying. Since
it 1s the fon drift which is measured, the altitude structure of the
ion velocity components must enter into the weighting which determines
the altitude region contributing most significantly to the measured
results. Figures 3 and 6 show that below 110 km velocities are small,
increasing rapidly with altitude to about 130 km and less rapidly above
that. In addition reversals of velocity component directions in the
110 km to Y30 km region would effectively cause cancellations in the lower
altitude contributions to the integrated results, further raising the
effective contributing altitude region. If these shifts occur within the
region of large vertical gradients, it appears that significant differ-
ences in the wéighted integrated results could occur. Examination of
Figure 5 indicates that ion velocity altitude structure can change very
rapidly in response tc changing electric fields. This variability
coupled with the variability of ion density altitude profiles, both
oy which affect the altitude weighting of the integrated velocity
measurement, could be factors in explaining the temporal structure of

the neutral velocities deduced from measured ion velocities (Figure

4b). These qualitative arguments require gquantitative support;




calculations of this nature are in progress.

Finally, the vertical velocity components of 10u m/s or more,
evident in all of the calculated results (Figures 3, § and 6), require
comment. Comparison of Figures 3a and 3b has established that the
coriolis term is a primary source of these velocities. However,
measured fon vertical velocities are typically less than 50 m/s {Banks,
et al. 1974; Rieger, 1974). The assumption of total cancellation
between the vertical pressure gradient and gravitational acceleration
is clearly not a good one for the dynamic case. Order of magnitude
estimates indicate that in the {ion equation, these terms are smaller
than those included by factors of 102 to 105, However, in the neutral
equation, the gravity term is 10° times larger than the terms included,
so that even a small perturbation of the hydrostatic pressure can have
a very significant affect on vertical velocities. Pressure perturbations
due to vertical driving forces must therefore be included in a realistic
treatment of vertical winds; and this requires inclusion of the con-
tinuity and energy equations in the set of equations to be solved. The
qualitatively significant result remains, however: large horizontal

winds mean significant vertical driving forces are present.

V-4 Conclusions |

Over time scales of several hours, the coriolis force plays a
significant role in redirecting the neutral wind, including driving
a vertical component; for these time scales this force should be
included in the neutral equations of motion. Ion velocities respond
rapidly to changing electric fields at all aititudes so that vertical

structure of these velocities can change quickly. Resultixg changes
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in the neutral velocity altitude structure, however, require one to
two hours, due to the greater neutral gas density. In these calculations,
fon and neutral velocitics are small (below 110 km) increase in magnitude
rapidly with altitude to about 130 km, and change more slowly with
altitude above. This variability of fon velocity altitude structure
may complicate the interpretation of weighted height~integrated ion
velocity measurements. Realistic treatmernt of vertical velogities
requires explicit consideration of pressure perturbations resulting
from vertical motion; in general this will require inclusion of the
continuity and energy equations in the system of equations.

Finally, we may conclude from the present calculation that
the effects of coriolis force are clearly indicated. A strong shear

layer appeared in the neutral wind profiles. However, the Richardson

number may still very well be in the Taminar flow region.
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FIGURE CAPTIONS

Definitions of coordinate systems used in the calculation
and the angles relating them,

Ion and neutral velocity components as functions of time
for altitudes 115 km, 125 km and 150 km for the constant
electric field: Ex = 20 mV/m, T £ 5 hours; Ex =0,

T > & hours; Ey =0, all T,

Altitude profiles of jon and neutral velocity components
at T = § hours for the electric field defined for Fig. 2:
(a) all terms in equation (2); (b) omitting coriolis
term from equation ?2).

Data determined from observations by the incoherent scatter
radar at Chatanika, Alaska, on 10-11 July 1972 {from Brekke,
et al. 1973). (From 9730 to 0900 hours UT, no data was
reported; electric fields for that period are sketched in
graphically for continuity in the calculation.) (a) electric
fields; (b) neutral wind velocities.

Calcutation ion and neutral velocity components as functions
of time for altitudes 115 km, 125 km, and 150 km due to
electric fields of Fig. 4a,

Representative calculated altitude profiles of jon and
neutral velocity components due to electric fields of Fig.
4a. (a) for UT = 0800 hours; {b) for UT = 1030 hours.
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CHAPTER V
CONCLUDING REMARKS

In this study we have presented a multifluids plasma model for
the ionosphere in the region of 90-2,000 Km. The wide range of density
and temperature distributions will Tead to a wide-range distribution of
the collision frequencies among the species (i,e., electrons, ions and
neutrals) at different altitudes. Thus, the physics of the dynamical
behavior in this region can be classified based on those parameters
(1.e., density, temperature and collision frequency). Subsequently,
the proper equations to govern the physical phenomena can be obtained.

In the present study, we have presented only three examples
demonstrating the theory developed which will cnable us to study the
wide range dynamical phenomena in the upper atmosphere (90- 2,000 Km),
including the lower part of the magnetosphere, Again, there are many
interesting problems observed in the jonosphere and magnetosphere
regions, We sha’l mention a few which form a basis for future study.
These are:

i) Utilize the present model to study the joule heating

effects in relation to the upper atmospheric dynamics.
i1)  The detailed examination of the instability mechanism
as an altitude dependence should he very interesting;
it could be possib1é to shed some light concerning
the triggering mechanism of the ionospheric jrregularities.
jii) A1l the examples presented are limited to the local
coordinate system. It is important to extend the present

model to the global scale,
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