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Foreword

ON JANUARY 15, 1974, the National Aeronautics and Space Administration
issued an announcement entitled "Opportunities for Participation in a
Working Group for Utilization of Active Microwave Systems in Future
Applications Programs." The purpose of the announcement was to initiate
the formation of an ad hoc Active Microwave Working Group whose
objective would be "to review and define the anticipated advantages of
active microwave systems in future aerospace Applications Programs."

The Working Group, which was implemented by the Lyndon B. Johnson
Space Center (JSC) on behalf of NASA, met in Houston, Tex., from July
22 to 26, 1974. The membership of the Working Group was selected from
those persons responding to the NASA announcement. Approximately
one-third of those responding were selected: the limitation on numbers was
imposed primarily by facility and funding constraints. The excellent
response assured that all Working Group areas of interest were more than
adequately covered. In a great many cases, the Steering Committee was
forced to choose one person from among several who were equally qualified
in a particular interest area.

The interest areas of the Working Group dictated its division into
three discipline panels (Earth/Land, Ocean, and Atmosphere) and a
Technology Support Group. The Working Group was chaired by Richard
A. Moke assisted by Richard E. Matthews, both of JSC. The chairmen
of the subgroups were as follows.

Earth/Land Panel: J. W. Rouse, Jr., and M. W. Molloy
Ocean Panel: F. 0. Vonbun
Atmosphere Panel: W. R. Bandeen
Technology Support Group: W. E. Brown, Jr.

A Steering Committee coordinated the efforts of the various panels.
JSC was assisted in implementation of the Working Group by the Remote
Sensing Center and the Industrial Economics Research Division of Texas
A&M University.

Many people contributed significantly to the activities of the Working
Group and to list their contributions individually is not possible. However,
special thanks are due to the Working Group members and to members of
the Steering Committee for their support and contributions.

A^vord of caution is in order regarding this report. It will be noted
that individual author identity is missing. To assure better continuity and
coverage, each chapter was written as a unified entity rather than as a
series of individually authored papers. However, when the various sections
of a chapter were blended together, the differences in use of symbols and
notation by the various contributors presented a problem. Although
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attempts were made to eliminate confusing or ambiguous symbol usage,
the goal of establishing symbol uniqueness was not achieved. Consequently,
care must be exercised when comparing equations from different sections
of the report.

The contents of this report represent the collective knowledge, views,
and opinions of the Working Group members. The recommendations and
conclusions contained in the report are those of the Working Group mem-
bers and do not necessarily represent the policy and program direction of
NASA.

LYNDON B. JOHNSON SPACE CENTER
MARCH 27,1975
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CHAPTER 1

Summary of the Active Microwave Workshop

INTRODUCTION

NASA Applications Objectives

NASA is responsible for planning, direct-
ing, and conducting aeronautical and space
activities. To help meet this responsibility,
the NASA applications program has the fol-
lowing objectives:

1. To develop and test procedures, instru-
ments, spacecraft, and interpretive tech-
niques in the various disciplines in applica-
tions.

2. To accomplish long-range studies of po-
tential benefits to be gained from, and the
problems involved in, the utilization of space
capabilities.

3. To conduct a comprehensive and mean-
ingful space applications program to help
maintain U.S. scientific, technological, and
economic leadership.

These objectives can be met by the use of
aircraft and spacecraft systems for obtaining
information about the Earth, the oceans, and
the atmosphere. Remote sensor systems for
providing improved data in a variety of disci-
pline areas are the core of the missions to
be performed with these aircraft and satel-
lites. ''s !"..

In the past, the major emphasis on remote
sensor systems in the applications program
has been on visible-region sensors for both
aircraft and satellites. Camera, vidicon, and
multispectral scanner systems have been used
extensively in the space program aboard
Earth resources aircraft and on spacecraft
such as Apollo, Nimbus, Earth Resources
Technology Satellite (ERTS), Skylab, and
others. Similar systems are planned for fu-

ture spacecraft, such as the Earth Observa-
tory Satellite (EOS) series. As a result of
these and associated activities, such as the
development of large multispectral data-
processing centers, there exists a significant
amount of empirical data and data analysis
results supporting the application potential
of visible-region sensors.

In comparison, active microwave sensors
have had limited application, and the amount
of usable empirical data is inadequate. Thus,
the application potential cannot be docu-
mented with similar confidence. The active
microwave sensing field has the advantage of
a far more extensive background in theo-
retical and analytical modeling studies, and
many of the applications presented in this
report are based on these fundamental studies
of the physical phenomena measurable in the
microwave region.

The Active Microwave Workshop (AMW)
is the first concerted effort made to bring to-
gether the several elements of the active
microwave remote-sensing field in such a way
as to demonstrate the applications of this
technology. The results presented in this
report convincingly show the desirability and
feasibility of using active microwave sensors
on future Earth observations missions.

Objectives of the AMW

The basic objective of the AMW was to
review and define the anticipated advantages
of active microwave systems in future aero-
space and applications programs. Specific
objectives included the following:

1. Definition of user/applications require-
ments in each of three areas of interest—
namely, Earth/land, oceans, and atmosphere.
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2. Description and specification of active
microwave systems and signature data that
can be obtained or are needed to meet user/
applications requirements in each area of
interest.

3. Identification of active microwave sen-
sor technology capabilities and anticipated
technological developments that might im-
pact overall area objectives.

4. Formulation of guidelines and recom-
mendations for applying active microwave
systems technology to NASA programmatic
goals and future mission planning.

The approach taken by the three discipline
panels—Earth/land, oceans, and atmosphere
—to meet the AMW objectives was

1. To identify needed Earth observations
applications in which active microwave sen-
sor techniques are potentially useful.

2. To divide these applications into those
known to be feasible and those believed to be
feasible.

3. To outline the experiments and systems
needed to implement presently feasible
methods and to bring others to the feasible
stage.

Structure of the AMW

The active microwave working group, com-
posed of approximately 70 scientists and
engineers, was directed by a 12-man steering
committee. The selection of the working
group members was based on the applicants'
experience in the Earth observations areas of
interest and/or in active microwave systems.
The membership of the working group is
shown in appendix 1A. The multidisciplinary
objectives of the AMW required the forma-
tion of three discipline panels (Earth/land,
oceans, and atmosphere) and a technology
support group.

A 2-day meeting of the participants was
held April 24 and 25, 1974, in Houston,
Tex., to acquaint the participants with the
objectives and scope of the AMW program, to
structure the AMW report, and to assign
tasks to the participants for specific contri-
butions to this report.

The AMW was held from July 22 to 26,

1974, in Houston, Tex. The participants sub-
mitted contributions to the AMW report in
advance of the AMW meetings to facilitate
compilation of a working draft for the 5-day
session in July. These advance contributions
were abstracted, evaluated, reproduced, and
distributed to the participants 3 weeks in ad-
vance of the AMW meetings.

During the weeklong AMW working ses-
sions, the advance contributions were re-
written, edited, reviewed, and summarized
by the panels and the support group to form
a draft of the full AMW report. The draft
formed the basis for the final report.

PANEL RECOMMENDATIONS

Earth/Land Panel

The panel recommends the following ac-
tivities to bring active microwave remote
sensing to its full potential:

1. Program development: Initiate a co-
ordinated interdisciplinary program for de-
velopment of active microwave sensing of
the Earth.

2. Measurements: Establish multifre-
quency, multipolarization, .ground-based/air-
craft experiments and develop modeling
programs to study the characteristics of mi-
crowave energy interaction mechanisms asso-
ciated with measurements of soil moisture,
surficial materials, vegetation penetration,
crop moisture effect, vegetation species, snow
moisture content, frozen ground, and others.

3. Interpretation: Train a wide range of
users in interpretation of radar images to
take advantage of unique and full-time opera-
tional capability. Develop image interpreta-
tion methodology for use with active micro-
wave images.

4. Operational tests: Conduct semiopera-
tional demonstrations for those imaging
radar applications that are identified as fea-
sible, that are potentially useful, and that
capitalize on the unique characteristics of
radar.

5. Satellite experiment: Conduct a satel-
lite imaging radar experiment using a single-
or dual-wavelength imaging radar system to
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establish the effect of orbital operation on
the system and the radar data.

6. Data analysis: Place high priority on
the data analysis and interpretation tech-
niques and their funding in all present and
future active microwave programs.

Oceans Panel

Programmatic recommendations.—T h e
programmatic recommendations are as fol-
lows:

1. Immediately develop a focused and co-
ordinated program for the specific use of
aerospace microwave systems for oceano-
graphic applications.

2. Increase the emphasis on research and
development in (1) the proper interpretation
of microwave signals returned from the sea
or ice surface, and (2) the mathematical
modeling of ocean-surface phenomena as ap-
plicable to microwave observations.

3. Initiate a vigorous program in the de-
velopment of end-to-end data processing for
ocean phenomena as detectable by active
microwave systems.

4. Initiate an active microwave test pro-
gram using aircraft dedicated to the study of
oceanographic phenomena.

5. Explore the complementary role of pas-
sive sensors used in conjunction with active
microwave systems.

6. Explore coastal zone requirements that
can be satisfied by using airborne remote ac-
tive microwave systems together with other
sensors.

Technical recommendations.—Particular
priority should be given to the design and
development of—

1. A high-resolution imaging radar (10-m
resolution, 200-km swath width).

2. A high-precision radar altimeter (2- to
5-cm accuracy).

3. A high-precision scatterometer (0.2-dB
accuracy, 30-km spatial resolution).

4. Digital techniques for ocean data han-
dling for active microwave systems.

Further emphasis should be placed on
acquiring—

1. A microwave remote-sensing device for
measuring surface wind velocity (as high as
50m/sec, ±10° direction, ± 10 percent speed,
25-km resolution).

2. A real aperture aircraft radar poten-
tially including Doppler capacity (10-m reso-
lution) .

3. A wave directional spectrometer (ocean
wavelength of 30 to 50 m; angle resolution of
±10°, ±10percent).

4. A multifrequency, multipolarization
radar.

Atmosphere Panel

The atmosphere panel recommendations
are as follows:

1. A single cohesive research program
should be established in NASA to develop
active microwave techniques to be applied
to requirements in the meteorological disci-
pline as well as the oceanographic and Earth
resources disciplines. The concepts discussed
in this report, virtually for the first time, in-
dicate that the applications may be feasible
from space.

2. The scientific commonality of certain
requirements between two or more disci-
plines should be recognized and emphasized.
For example, both the oceanographic and
atmospheric disciplines measure ice cover
over polar regions.

3. The technological commonality of active
microwave systems required by the meteoro-
logical, oceanographic, and Earth resources
disciplines should be studied to achieve maxi-
mum cost effectiveness. It appears possible
that one active microwave system (e.g., an
imaging pulse radar), if suitably designed,
may satisfy some of the requirements of
more than one discipline. This possibility
should be thoroughly investigated.

4. A major allocation of resources should
be designated for the reduction, validation,
analysis, and interpretation of data to be
acquired in the flight program. Too often in
the past, the analysis of data received little
support in flight programs. The panel be-
lieves that the comprehensive and timely
analysis of the data is of such importance
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that, if necessary, it would be preferable to
eliminate an entire flight experiment to pro-
vide for adequate data analysis rather than
devote essentially all the available resources
to flight systems and prevent the adequate
exploitation of the data. In addition to the
primary analysis, such exploitation should
provide for the acquisition of "truth" data
(e.g., from ships, instrumented aircraft, etc.)
to be used in validating the satellite observa-
tions.

5. A downward-looking, scanning pulse
radar technique should be developed for
satellite use in a low-altitude orbit. The in-
strument resulting from this development
would provide global measurements of rain
intensities, heights of echo top, and the melt-
ing level in rain clouds. In addition, it may
be possible to combine this instrument with
the scatterometer proposed by the oceans
panel for measuring ocean surface winds.
These techniques are important in short- and
long-term weather forecasting.

6. In-depth feasibility studies of the active
microwave systems proposed in this report
should now be undertaken. Initial evalua-
tions have shown these systems to have
promise. Calculations of required resolutions
and sensitivities should be matched with ex-
pected technological capabilities. Further-
more, the panel thinks that fundamental re-
search on active remote-sensing techniques
should be broadened to include frequencies
other than microwave. For example, the pos-
sible use of a carbon dioxide Doppler laser
system operating at a wavelength of approxi-
mately 10 /*m for measuring cloud boundary
motion or clear air motion by means of
scattering from aerosols, either from a geo-
stationary or a low-altitude satellite, is dis-
cussed in the section entitled "Satellite-Borne
Radar With Doppler Capability" in chapter 4.
However, insufficient data exist now for the
assessment of the utility of the method;
hence, further theoretical and experimental
work is needed to permit such an assessment.

Technology Support Group

The technology support group recognizes
an urgent need for establishing a program to

develop a spaceborne onboard digital data-
handling system for processing imaging
radar data. Fundamental areas to be con-
sidered include the requirements for multiple-
look processing and the tradeoff criteria
between data compaction and image inter-
pretability.

The technology support group also recom-
mends a program be established to develop
lightweight, space-deployable antennas to
satisfy swath width and resolution require-
ments to meet the measurement objectives set
forth by the discipline panels. If such an
ongoing program in the communication area
exists, a medium should be established to
allow radar technology to interact with the
program.

In reviewing the overall technological
goals in using active microwave sensors in
Earth resources applications, it is recom-
mended that NASA establish a unified radar
sensor development and applications pro-
gram. A pertinent aspect of this program
should be to provide ways and means for
various investigations to have a common
source of information. A central repository
for reports would be highly desirable. A
centrally located area where investigators
could work individually or in a group on
various pertinent problems would allow
NASA to focus on key application areas and
thereby provide long-term cost savings.

A concerted experimental program should
be established with the data acquisition and-
analysis objectives focused on answering the
important questions related to near-future
missions. Sensor calibration and application
studies on a local-area basis are prerequisites
to establishing system requirements for or-
bital spacecraft missions. Such a program
will require the use of one or two dedicated
aircraft. At least one high-altitude aircraft
is needed.

Data acquisition and instrument develop-
ment activities should be emphasized in
future NASA programs, whereas study tasks
resulting in no data acquisition and/or no
hardware development should be deempha-
sized. The study programs have reached a
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state of maturity that must now be supported
by system technology development.

PANEL SUMMARIES

Earth/Land Panel Summary

The Earth/land panel performed its tasks
against the backdrop of the extensive ERTS
applications studies, which have dominated
the attention of the remote-sensing field for
more than 2 yr. Consequently, the applica-
tion areas addressed are familiar, and the
value of acquiring remotely sensed data in
support of these applications has been well
established (app. IB). The panel determined
that active microwave sensors can signifi-
cantly improve the acquisition of information
needed to effectively exploit these application
areas. The Earth/land panel report (ch. 2)
is the most extensive document available on
active microwave remote sensing of terrain
features and will prove to be an invaluable
reference for all future Earth observations
programs.

Scope of study.—The Earth/land panel
was composed of four subpanels, each of
which considered a different class of disci-
pline needs: mineral resources and geologic
applications, water resources, vegetation and
soils, and land use and urban environment.

The active microwave sensor applications
identified by each subpanel are as follows:

1. Mineral resources and geologic appli-
cations :
a. Landf orm identification and terrain

analysis
b. Mineral deposit location
c. Petroleum exploration
d. Ground water exploration
e. Crustal motion
/. Civil works

(1) Major construction site moni-
toring

(2) Construction material location
2. Water resources applications:

a. Lake ice monitoring
b. Flood forecasting and monitoring
c. Lake level determination and eu-

trophication
d. Coastal wetlands mapping

e. Water pollution monitoring
/. Frozen water hydrologic observa-

tions
(1) Snowfields
(2) Glaciers
(3) Permafrost

3. Agriculture, forestry, range, and soil
applications
a. Crop identification
b. Crop cover and condition
c. Range inventory and biomass as-

sessment
d. Soil types and properties mapping
e. Soil moisture determination

(1) Watershed management
(2) Crop yield prediction

4. Land use, urban, regulatory, and carto-
graphic applications
a. Disaster monitoring

(1) Floodwater and coastal inunda-
tion

(2) Fire
(3) Wind damage
(4) Snowfall damage
(5) Earthquake damage
(6) Landslides

b. Land use monitoring
(1) Existing land use
(2) Transportation networks
(3) Location of engineering ma-

terials
c. Regulatory monitoring—oil spills
d. Cartography

Status.—Perhaps the most significant re-
sults of the AMW effort were, first, the
recognition of the current lack of adequate
experimental results to verify the feasibility
of active microwave sensors for select ap-
plications and, second, the subsequent iden-
tification of immediate research needs. In
many cases, there exist theoretical studies of
basic electromagnetic interaction mecha-
nisms that suggest the potential application,
but many of these models are inadequately
supported by experimental results.

In summarizing the status of active micro-
wave sensor applications, the following ap-
plications were found to have proven feasi-
bility:

1. Lake ice monitoring
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2. Flood mapping
3. Oil-spill detection
4. Landform identification and terrain

analysis
5. Grain crop identification
6. Broad-class land-use mapping

Those applications for which the basic
phenomena of interest are believed to be
measurable by active microwave sensing
techniques are as follows:

1. Soil moisture determination
2. Soil-type mapping
3. Petroleum exploration
4. Rangeland inventories
5. Crop condition and biomass estimates
6. Mineral deposit mapping
7. Coastal wetlands mapping
8. Snowfield mapping

Each of these areas requires additional ex-
perimental investigation to confirm the feasi-
bility of microwave remote-sensing methods.
These areas represent the principal applica-
tions for which immediate research is needed.
For example, petroleum exploration and
mineral deposit mapping are two geological
applications in which the unique capability
of active microwave sensors to penetrate
surface vegetation could be extremely valu-
able. Operation at 50-cm wavelengths is
feasible from satellite altitudes, and aircraft
systems operating at 100-cm wavelengths are
practical. These long-wavelength signals
penetrate most natural vegetation and should
suit the geologist's needs. However, the
experimental data to confirm this potential
are inadequate.

Comparison with visible-region sensors.—
Because the visible-region sensors have such
a commanding lead over microwave sensors
in documented applicability to Earth obser-
vations, the panel accepted the need to show
the relative merits of microwave sensors in
the applications areas addressed. The ex-
amples in table 1-1 illustrate how such a
comparison confirms the desirability of mi-
crowave systems in future Earth observa-
tions efforts.

Unique applications. — Imaging radar,

among the fine-resolution sensors, is uniquely
suited to monitoring soil moisture. As
previously stated, this is partly because of its
ability to penetrate the soil, whereas the
color seen by visible-region sensors changes
as soon as the very top millimeter becomes
wetter or drier. Active microwave sensors
can detect soil moisture because the dielectric
properties of the soil are affected by the
amount of moisture present due to the large
differences between the permittivity of dry
soil and that of water. Such measurements
have numerous applications to flood fore-
casting, agricultural production estimates,
and watershed management.

The moisture content of snow strongly
influences the scattered microwave signal
because the amount of compaction and the
amount of liquid-free water in the snow
have a major influence on its permittivity and
therefore on the volume scatter from within
the snow. Although this application has not
yet been turned into a proven quantitative
measure, the phenomenon has been observed
qualitatively and can be fully justified on
physical grounds.

Frozen ground can often be readily dis-
tinguished from unfrozen ground by active
microwave sensors because of the change in
dielectric properties as the moisture in the
soil changes from liquid to solid form. This
application has important consequences in
forecasting flood runoff.

The strong microwave effects associated
with edges in lake and river ice make the
structure of the ice much more visible on
radar images than on visible images; conse-
quently, active microwave sensors have spe-
cial application to monitoring ice structure
in the Great Lakes and major rivers.

The ability to control the angle of incident
radiation with active microwave sensors has
led to unique applications in geology and
geomorphology. When illumination and ob-
servation are at relatively shallow grazing
angles, the shadowing that can be observed
in areas of small relief permits discrimina-
tion of structural features much better than
the comparable features that can be observed
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TABLE 1-1.—A Comparison of Active Microwave Sensors and Visible-Region Sensors

Application
Unique capabilities of

active microwave sensors
Unique capabilities of
visible-region sensors

Capabilities shared by
both sensors

Crop identification and
assessment.

Soil moisture determina-
tion.

Soil type and property
mapping.

Range inventory and bio-
mass assessment.

Disaster monitoring.

Mineral deposits location.

Plant moisture condition
may be recordable.

Soil moisture condition
may be recordable.

Temporal behavior can be
recorded on timely basis.

Vegetation and surface
can be penetrated.

Moisture changes on di-
urnal cycle may be re-
cordable.

Temporal behavior can be
recorded on timely basis.

Vegetation and surface
can be penetrated.

Dielectric characteristics
may be recordable.

Soil moisture retention
characteristics may be
recordable.

Temporal behavior on in-
dicator vegetation can
be recorded on timely
basis.

Plant moisture condition
may be recordable.

Soil moisture condition
may be recordable.

Temporal behavior can be
recorded on timely basis.

Floodwater boundaries in
vegetated areas can be
detected.

Earthquake-caused sur-
face structure changes
can be enhanced.

Storm and fire damage
can be assessed through
clouds and smoke, day
or night.

Disaster events can be re-
corded on timely basis.

Vegetation can be pene-
trated.

Location is dependent on
surface texture.

Illumination angle can be
controlled for feature
enhancement.

Pola rization-dependent

Spectral reflectance data.

No quantitative
capability.

Soil color.

Spectral reflectance data.

High-resolution color
information.

Surface material color
(where exposed).

Plant structure.
Canopy cover.
Areal extent.
Computer-compatible

data.

Vegetation response to
soil moisture change.

Computer-compatible
data.

Vegetation identification
for soil-type mapping.

Computer-compatible
data.

Plant structure.
Canopy cover.
Areal extent and

distribution.
Computer-compatible

data.

Two-dimensional broad-
area images.

Land-use patterns and
cultural features.

Computer-compatible
data.

Two-dimensional broad-
area data.

Vegetation indicator.
Computer-compatible

data.
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TABLE 1-1—Continued

Application
Unique capabilities of

active microwave sensors
Unique capabilities of
visible-region sensors

Capabilities shared by
both sensors

Mineral deposits location
—Con.

Lake ice monitoring.

Flood forecasting and
monitoring.

Coastal wetlands map-
ping-

Frozen water hydrologic
observations.

surface information can
be provided.

Maps in regions of exten-
sive cloud cover can be
provided.

Sensor is sensitive to ice
type/thickness.

Ridges, open water, and
shoreline under snow
cover can be delineated.

Temporal behavior can be
recorded on timely basis
through clouds.

State of soil (i.e., frozen)
may be recordable.

Floodwaters under vegeta-
tion may be recordable.

Soil water retention char-
acteristics may be re-
cordable.

Soil moisture may be re-
cordable.

Temporal behavior can be
recorded on timely basis
through clouds.

Soil moisture may be
recordable.

Plant moisture may be
recordable.

Vegetation can be pene-
trated.

Polarization-dependent
soil conditions can be
recorded.

Temporal behavior can be
recorded on timely basis.

Soil below surface can be
penetrated.

Snow cover can be pene-
trated.

Sensor is sensitive to snow
moisture content.

Sensor is sensitive to sub-
surface dielectric
properties.

Temporal behavior can be
recorded on timely basis
through clouds.

None.

More sensitive to
flood-induced
vegetation stress.

Two-dimensional broad-
area images.

Computer-compatible
data.

Two-dimensional images.
Areal extent of floods.
Computer-compatible

data.

Spectral reflectance data. Plant structure.
Canopy cover.
Areal extent.
Computer-compatible

data.

Albedo of snow cover
recordable.

Image format data.
Computer-compatible

data.
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with passive sensors at any wavelength.
This effect has been widely used in the
commercial application of radar imagery by
mineral companies and the application by
governmental agencies that map geological
phenomena.

Ocean Panel Summary

Oceans have an effect on everyone in some
manner, whether by the food they produce
or their effect on the weather and climate.
However, because of their vastness, conven-
tional studies of oceans have been, and can
only be, economically attempted on a local
scale. Trying to instrument the oceans on a
global basis would be prohibitive in cost.
The advent of remote sensing from aircraft,
and especially from satellites, permits com-
plete synoptic, sequential coverage. Using
such techniques, the cost per data point will
be several orders of magnitude less than
when using conventional techniques. Remote-
sensing techniques provide the means of
achieving an unparalleled increase in the
knowledge and thus the use of all the oceans
of the world.

Practical applications and considerable
economic benefits may be derived from re-
mote sensing of the oceans by active micro-
wave systems. These applications include
improved warning systems for protection of
life and property, more accurate weather
forecasting, better monitoring of environ-
mental quality, more efficient management of
marine resources, improved commercial
fishing, greater safety of shipping and navi-
gation, better information for ship and
coastal structure design, and enhanced
knowledge of deviations from the geoid.

The benefits will be many faceted; they
fall, in general, into the eight categories
mentioned. Safety of life and property in the
coastal areas has heavily depended in the past
(and will heavily depend in the future) on
the behavior of the ocean waters nearby.
Tides, storm surges, pileups, and currents all
have a large impact. Because these phe-
nomena are all detectable by using active
microwave techniques, such systems can

give the proper information for forecasts
and warnings. Data on wave direction, wave
spectra, and wave diffraction, in particular,
are economically detectable only if such
systems are used.

The benefits of better weather forecasting
are closely related to the previously men-
tioned coastal phenomena. In addition, the
anticipated international agreement on in-
creasing the "economic coastal region" to
360 km will require monitoring an area ap-
proximately 20 times larger than has been
historically required. Furthermore, with the
increased number of people living in the
coastal States (where approximately 80 per-
cent of the U.S. population resides), the
cultural stress placed on U.S. coastal waters
is ever increasing.

Spaceborne active microwave systems with
a 10- to 50-m spatial resolution and a swath
width of approximately 200 km could, for
instance, be immediately applied to monitor-
ing the aerial extent of this economic coastal
region for detection of oil spills, management
of marine resources, enhancement of com-
mercial fishing, observation of ship activities
in support of international agreements,
warning of storm surges, indication of shoal-
ing, and monitoring of ice conditions on the
Great Lakes, North Slope, and polar regions.

The importance of observing and subse-
quently forecasting the ocean environment
is illustrated by three examples. First, the
determination of the wave climate near shore
areas will offer invaluable support to ongoing
coastal activities—for example, ongoing
construction and planning for future proj-
ects. Second, a better understanding of the
influence of the heat exchange phenomena
is essential to long-term weather modeling.
Third, monitoring the open water areas in
the northern regions is very important for
the shipping industry. The oceans panel
determined that airborne, and particularly
spaceborne, active microwave systems are
essential for synoptic remote sensing of both
local and large-scale phenomena.

Local phenomena are those oceanic and
coastal phenomena with dimensions up to
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100 km. These phenomena include surface
waves and wind, internal waves, land/sea
interaction, and the properties of inland and
estuarine waters. Man's activities at sea
are very much influenced by gravity waves.
These are, in general, classified as waves with
lengths of 2 cm to 500 m and heights to 30 m;
they change shorelines, damage structures
and cargo, and slow the progress of ships. A
better understanding of such waves, their
structure, diffraction, energy-exchange mech-
anism, and prediction will benefit marine
activities.

Wave forecasting, an important factor in
coastal management, can greatly benefit by
the measurement or determination of surface
wind fields. For centuries, seafarers have
known that ocean waves increase in size with
increasing windspeed. To determine the
proper relationship between wind and waves
is important not only for the coastal areas
but also for the open ocean. The degree of
vessel rolling, and hence the potential for
cargo damage, is a function of wave height,
wave direction with respect to the heading of
the ship, and wave period with respect to the
speed of the ship.

Land/sea interactions are most pronounced
on the continental shelf and in the vicinity
of islands. It is estimated that approximately
90 percent of/ man's ocean activities are in
water depths less than 30 m, in which wave-
effect forecasting is important but, unfor-
tunately, is in a rather embryonic stage
because of problems connected with shoaling,
refraction, bottom friction, and breaking.
Studies of these phenomena are far more
than academic, considering man's heavy
activities in the continental shelf areas.

Large-scale phenomena include the topog-
raphy of the ocean surface—a complicated
compound of geoidal variations and quasi-
static spatial variations caused by tidal and
meterological forces. Geostrophic currents
and the polar ice coverage are also large-
scale phenomena. The physical surface of
the oceans is ever changing and is influenced
by tides, air pressure, winds, salinity, tem-
perature, density or pressure gradients, and

geologic changes associated with the melting
of glaciers. The determination of the devia-
tion of this surface from the geoid (5 to
20 cm) is of importance for the computation
of large-scale geostrophic currents. Because
these currents transport large amounts of
heat energy on a global scale, their improved
measurement is important for improved
methodology for forecasting weather and
climate. The same is true for monitoring
oceanic tides for possible applications of
tidal-power harnessing and for better esti-
mation of the Earth tides—that is, ocean
loading of coastal areas as it relates to Earth
dynamics (earthquake studies). Storm
surges and wind setups are further dynamic
manifestations of the same effect; both con-
tribute to the danger of flooding of low
coastal areas.

Global wave statistics, another large-scale
consideration, are needed to establish a
reference condition for planning ship routes
and for designing ships and offshore struc-
tures. The same is true for the polar ice
regions. Knowledge of the heat exchanged
between the atmosphere and open water
areas in these regions is essential for long-
range weather forecasting and ship routing.

The oceans panel conclusions are as fol-
lows:

1. Certain all-weather, synoptic, high-
resolution observations can best be provided
by spaceborne active microwave systems.
These observations include wave height,
wave spectra, wave diffraction, distribution
of sea and lake ice and open water areas
within them, subsurface structure of glacier
ice, the ocean geoid, and the static and dy-
namic topography of sea surfaces.

2. To date, the only Earth-oriented space-
borne active microwave systems in orbit
were on Skylab. The information obtained
from the S193 altimeter experiment has con-
siderably exceeded all expectations and has
provided unique oceanographic data. Sur-
face variations with an accuracy of 1 to 2 m
on a local scale and 5 to 20 m on a global
scale have been detected. Preliminary in-
dications from the S193 radiometer/scatter-



SUMMARY OF THE ACTIVE MICROWAVE WORKSHOP 11

ometer (RADSCAT) system suggest that
windspeeds as high as 20 m/sec are measur-
able from spacecraft.

3. Because many important ocean events
are time dependent and short lived, it has
been difficult to acquire the proper data
because of the lack of dedicated oceanic re-
search aircraft. The problem is further
compounded by the lack of integrated plan-
ning and timely assignments of aircraft to
ongoing in situ observations.

4. Quantitative relationships between ra-
dar signatures and oceanographic geophys-
ical parameters have not been firmly estab-
lished in many cases, primarily because of
insufficient observations.

5. Development programs for active
microwave sensors for ocean observation
appear to be dispersed and have only limited
coordination.

Atmosphere Panel Summary

The atmosphere panel considered the pos-
sible applications of active microwave sys-
tems in terms of more than three decades of
operating experience with ground-based
weather radar systems and in terms of a
well-established meteorological satellite pro-
gram extending back more than 14 yr, during
which more than 30 experimental and opera-
tional satellites have been launched into
both near-Earth and geostationary orbits.
The satellites have carried a large variety of
instruments that passively sensed radiation
in the ultraviolet, visible, infrared, and mi-
crowave regions of the spectrum. An itera-
tive exchange between discipline scientists
and radar technologists led to the develop-
ment of a list of applications using the
following criteria:

1. The application must be of value to the
discipline and in support of one or more of
the following six NASA meteorology pro-
gram objectives.

a. Operational support: Support the de-
velopment of the operational meteorological
satellite system.

b. Weather prediction: Develop space
technology for determining the vertical

structure of the atmosphere globally, which,
when supplemented by simulation techniques,
models, and conventional observations, will
provide required data with emphasis on
large-scale long-term weather forecasts.

c. Atmospheric pollution: Develop a space-
sensing capability to identify and quantita-
tively monitor the distribution of natural
and manmade pollution in the lower and
upper atmosphere on global and regional
scales.

d. Climate and weather modification:
Apply space-acquired data from remote
sensors, data collection systems, and/or in-
flight experiments requiring unique orbital
conditions (such as a gravity-free environ-
ment) to the development of models and the
establishment of mechanisms for the rational
examination of deliberate and inadvertent
means for modifying weather and climate.

e. Weather danger and disaster warning:
Develop and establish a system for continu-
ous observation of atmospheric features to
permit early identification and quantitative
measurement of atmospheric conditions
conducive to the formation of severe atmos-
pheric phenomena (e.g., thunderstorms,
tornadoes, hurricanes, etc.) to serve as a
basis for timely warning to the public.

/. Processes and interactions: Investigate
fundamental atmospheric processes and in-
teractions on various temporal and spatial
scales within the atmosphere, in response to
solar inputs, and at the air/surface interface
through the observation of the structure,
composition, and energetics of the atmos-
phere for the purpose of effectively applying
space capabilities in pursuance of the previ-
ously mentioned objectives.

2. The application must be reasonably
achievable by active microwave means or by
a combined active/passive system.

3. The application must be unique to active
microwave systems or must be accomplished
more effectively by active microwave tech-
niques than by other means (e.g., passive
radiometry in the visible, infrared, or micro-
wave region).

The resulting applications are as follows:
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1. Mapping maximum echo heights in rain
clouds to provide an indication of storm
intensity and rainfall production.

2. Measuring the height of the 273-K level
in rain clouds as input to numerical weather
prediction models and for assessing the in-
tensity of tropical storms.

3. Mapping rain intensities over the globe
as an input for future numerical models for
long-range forecasting.

4. Quantitatively measuring liquid water
content, drop-size spectra, and rainfall rates
on a global scale: Condensed water is a
critical component in the heat and water
budgets of dynamic processes in the atmos-
phere; it is also important in short-range
forecasting of local weather and in flood
prediction.

5. Mapping horizontal motion within cloud
systems: The measurement of horizontal
winds is useful in weather forecasting. At
present, radiosonde wind measurements are
made manually and are essentially point
measurements. A satellite Doppler radar
wind measurement would map wind motion
in a continuous manner throughout the
storm. Wind field convergence properties of
large systems may also be obtained efficiently.

6. Measuring surface pressure globally
along the subsatellite track: These measure-
ments would provide a major breakthrough
for meteorological surface analysis and
weather forecasting. If successful, such
measurements would obviate the need for the
myriad surface pressure measurements made
daily over the globe. Even more importantly,
these measurements would increase the ac-
curacy of forecasts by extending the ground-
based observations to oceans and other
inadequately covered regions. A primary
use would be to serve as a reference level for
the temperature profiles now obtained
routinely from atmospheric sounders on
operational satellites, thus markedly increas-
ing the accuracy of the profiles for updating
forecast models.

7. Measuring surface winds over the
oceans: These measurements would provide
a new set of initial-state parameters for

improving synoptic-scale weather forecast-
ing; they would provide valuable information
for weather danger warnings—for example,
hurricane winds and storm surges. These
measurements would assist in improving the
understanding of the tropical atmosphere.

8. Mapping polar sea ice cover to measure
the atmospheric heat balance in polar re-
gions : This mapping would serve also as an
input to numerical models of the general
circulation for weather prediction purposes.

9. Applying bistatic measurements to com-
munications needs such as attenuation and
fading statistics for radio links: If coupled
with depolarization measurements, bistatic
measurements can provide information on
raindrop and ice crystal sizes, shapes, and
number density. Forward scatter geometries
are also especially suited for detection of
clear air turbulence. Because data from
geostationary communications satellites con-
tain meteorological information (generally
considered to be "noise" in the communica-
tions system) and are available at little or
no cost to the meteorologist, they should be
used for atmospheric research.

10. Continuously monitoring maximum
echo heights of storms from a geostationary
satellite: If this monitoring could be done,
it would be of extreme importance for moni-
toring the development and motion of severe
storms and would lead to improved short-
term forecasts and improved disaster warn-
ings.

These 10 applications together with the 8
types of active microwave systems required
to obtain the necessary measurements are
summarized in table l-II. A preliminary
compilation of systems design criteria is
shown in table l-III.

Technology Support Group Summary

Many of the scientific objectives of the
discipline panels, when translated into sensor
requirements, indicate the need for imaging
radar systems. Furthermore, the imaging
radar performance specifications that can be
inferred from the various application re-
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TABLE l-II.—Application Requirements and Corresponding Active Microwave Systems

Application requirements Applicable active microwave systems °

Global coverage from low-altitude satellites

1. Map maximum echo heights in rain clouds.

2. Map height of melting layer in rain clouds.

3. Map precipitation intensity.

4. Map liquid water content and drop-size spectra
(plus all above).

5. Map horizontal motion within cloud systems
(e.g., tropical storms).

6. Determine surface pressure.

7. Map surface winds over ocean areas.

8. Map polar sea ice cover.

A. Downward-looking scanning pulse radar
(design study).

A. Downward-looking scanning pulse radar
(design study).

A. Downward-looking scanning pulse radar
(design study).

B. Multiwavelength radar (design study).

C. Doppler radar (feasibility study).

D. Active microwave transmissivity measurement
in 5-mm oxygen (O2) band (feasibility study).

E. Radiometer/scatterometer (RADSCAT)
(ocean panel).

F. Synthetic aperture radar (SAR) (ocean panel).

Regional coverage at high temporal resolution from geostationary satellites

9. Investigate fundamental atmospheric parameters
(e.g., absorption, scattering, polarization,
turbulence, etc.).

10. Continuously monitor maximum echo heights
(development and intensity) of storms.

G. Data from existing and planned communications
satellite systems (e.g., Applications Technology
Satellite 6 (ATS-6)).

H. Short-wavelength radar with large antenna
(feasibility study).

1 Letters reference these systems to those in table l-III.

quirements can, for the most part, be met by
the current radar technology. Certain areas,
such as data-handling capacity and deploy-
ment of large antennas in space, require
further development to establish the tech-
nology to meet necessary performance re-
quirements. Such development will likely be
accomplished within 5 yr.

A significant portion of the sensor re-
quirements necessary to meet the Earth/land
and the oceans panels objectives could be
satisfied by a single spaceborne imaging
radar system. The multifrequency (Ka-, X-,
and L-bands), multipolarization imaging
radar configuration being considered for
Space Shuttle flights should satisfy a high
percentage of the user needs outlined by these
panels. The nature of radar systems dictates
that initial mission efforts include engineer-
ing and calibration objectives. Unlike the
performance of some sensors (e.g., cameras),

which can be measured either on the ground
or in aircraft, the performance of active
microwave sensors can be accurately assessed
only under actual in-flight conditions. The
first real test of the system comes when the
radar is in orbit.

The need for other types of active micro-
wave systems (i.e., scatterometers, altim-
eters, and sounders) is limited to a few
special applications. Scatterometers are use-
ful primarily in measuring surface wind-
speed over the ocean, and altimeters are
required for measuring the shape of the
geoid.

Advancement in radar technology is ham-
pered in many areas by a lack of knowledge
of the interaction of surface properties and
the echo characteristics. Oceanographic and
some agricultural application studies are
maturing, but the success of these programs
depends on an adequate data base. Additional
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research results in this critical area would
help to determine the need for advanced
technology and to define the performance
requirements for future active microwave
systems.

General status of sensor technology.—The
technology for transmitting and receiving
microwave energy in a manner that provides
high-resolution range and azimuth spatial
information is well developed. The power
and weight demands of such systems no
longer prohibit their use on spacecraft. For
example, an L-band synthetic aperture imag-
ing radar (providing a 100-km swath of
approximately 30-m spatial resolution im-
agery from a 186-km altitude) requires less
than 350 W of average power and would
weigh less than 159 kg. Such a system would
require an 8-m-long antenna.

Few active microwave systems and no
imaging radar systems have been operated
on spacecraft; therefore, there exists very
limited experience in spacecraft antenna de-
sign. This problem is significant because the
large engineering development cost for these
antennas must be borne by the first few such
systems used. In addition, the necessary
design criteria are yet to be established. For
rigid antenna structures, such as the antenna
being considered for a Space Shuttle imaging
radar, the aircraft antenna technology should
be adequate to support the development.
However, for the larger structures necessary
for wide-swath-width imaging or narrow-
beamwidth operation, considerably more de-
velopment will be required.

The problem of handling the volume of
data acquired by active microwave sensors
is no more or no less severe than with any
remote-sensor system. The required process-
ing equipment to handle radar image data
having a scale and resolution comparable to
those of ERTS is approximately the same as
that now used on ERTS-1. However, as with
visible-region sensor data, the data-handling
problem is a major obstacle to satellite re-
mote sensing with fine-resolution active
microwave sensors. Improved digital data-
handling techniques are needed in the near

future if the full potential of orbiting sensor
systems is to be realized.

Projection of present technology.—The
present trend in solid-state electronics indi-
cates that future active microwave systems
will continue to decrease in power, size, and
weight requirements. Antenna design is also
improving, but at a less dynamic rate. The
most promising area of rapid technological
development, relative to active microwave
remote sensing, is in the field of data-han-
dling techniques and hardware. The contin-
ual advancement in the state of the art of
digital data handling and storage should soon
remove the most serious obstacle to effective
satellite remote sensing with high-resolution
synoptic sensors.

It is expected that, within 10 yr, a multi-
spectral imaging microwave system will be
competitive in power, size, weight, and cost
to the present ERTS multispectral scanner
(MSS) system. Furthermore, it is expected
that the data-handling capabilities will have
an improved 10- to 30-m spatial resolution,
without overloading the data-handling sys-
tem.

CONCLUSIONS

This report provides an overview of the
utility, feasibility, and advantages of active
microwave sensors for a broad range of
applications. In many instances, the material
provides an in-depth examination of the ap-
plicability and/or the technology of micro-
wave remote sensing, and considerable docu-
mentation is presented in support of these
techniques.

Active microwave sensors can contribute
significantly to Earth observations because
of their capability to perform one or more of
the following functions:

1. As unique sensors providing informa-
tion on the phenomena under study that is
unobtainable by any known practical means.

2. As complementary sensors providing an
extension of the spectral description of the
phenomena under study.

3. As supplementary sensors providing an
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extension of the observation coverage of the
phenomena under study.

The unique capability of microwave sen-
sors to provide data night or day during
nearly all weather conditions is only signifi-
cant if the data have a quality and informa-
tion content level adequate to supply the
needs of the application. An assessment of
the relative strengths and weaknesses of
active microwave sensor data indicates that
satisfactory data are obtainable for several
significant applications.

Briefly summarized, the strengths and
weaknesses of active microwave sensors are
as follows:

1. Strengths:
a. Records otherwise unobservable

phenomena
(1) Penetrates vegetation and near-

surface material
(2) Dependent on surface composi-

tion and roughness
(3) Sensitive to vegetation, soil,

and snow moisture
(4) Has controlled viewing angle

for feature enhancement
(5) Provides broad spectral range

information
6. Has coincident capability with visi-

ble sensors for many applications
(1) Provides two-dimensional im-

age data
(2) Has broad areal coverage with

moderate-to-high spatial res-
olution

(3) Records land-use patterns and
changes

(4) Has computer-compatible in-
formation

(5) Sensitive to vegetation type
and condition

c. Provides day/night, near-all-weath-
er operation

2. Weaknesses:
a. Cannot record color-dependent phe-

nomena
b. Data not spatially coincident with

other sensors

c. Geostationary imaging operation not
practical

The complementary and supplementary
capabilities of active microwave sensors are
significant, and it is probably in these capaci-
ties that active microwave systems will be
introduced into satellite remote-sensing pro-
grams. However, a major effort of the active
microwave working group was devoted to
identifying the unique capabilities of active
microwave sensors to establish clearly the
advantages offered by these sensing tech-
niques. The following list delineates the
applications, by discipline area, for which
active microwave sensors provide the most
practical, the most advantageous, or the
exclusive means of obtaining the needed
information.

1. Earth/land:
a. Determine soil moisture for crop

yield prediction
b. Map snowfields and glaciers
c. Monitor lake ice
d. Assess disasters for assistance and

recovery
e. Perform landform identification

and terrain analysis
/. Perform flood forecasting and wa-

tershed management
2. Oceans:

a. Determine sea state and surface
winds

b. Map sea ice and iceberg locations
c. Monitor coastal processes
d. Monitor wave buildup in storm areas
e. Measure undulations of the geoid

3. Atmosphere:
a. Map freeze level height in rain

clouds
b. Map rain intensity
c. Measure liquid water content
d. Map horizontal motion within cloud

systems
e. Measure surface winds over the

oceans
/. Map polar sea ice cover
g. Monitor maximum echo heights of

storms
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Each panel assessed the potential of active
microwave systems from the distinctive per-
spectives associated with the disciplines
involved. The applications identified and the
techniques selected to address these applica-
tions evolved from the individual back-
grounds of the Earth scientists, oceanogra-
phers, and meteorologists who guided the
development of the material presented in this
report. The common viewpoint shared by
each panel was the awareness that active
microwave sensors have unique capabilities
that are not being adequately used.

The principal conclusions of the report are
as follows:

1. Studies of microwave energy interac-
tion with Earth surfaces, oceans, and the
atmosphere (many supported by experimen-
tal evidence) clearly indicate the potential of
active microwave sensors for numerous ap-
plications in these areas ;x these are applica-
tions for which the needed information can
be obtained by no other more practical means
than by active microwave sensors.

2. Active microwave sensors have unique
capabilities for acquisition of descriptive
data on many physical phenomena that may
be otherwise obscured because of lighting or
cloud conditions or that are unobservable by
any other sensing method. These data are
comparable in information content to visible-
region sensor data.

3. Many applications for which the unique,
supplementary, or complementary capabili-
ties of active microwave sensors are invalu-
able have been identified in this report. Many
of these applications can be addressed imme-
diately by using available technology and
analysis capabilities. For other applications,
the research needed to establish firmly the
operational feasibility of these sensors is
indicated; many of the needed research re-
sults are close at hand. The difficulty in ac-

quiring the necessary information is caused
partly by the lack of ground-based and air-
craft microwave sensors available to support
experimental research. These systems and
the funds to analyze the resultant data must
be made available if the potential of micro-
wave remote sensing is to be realized.

4. The active microwave sensor technology
now available is completely adequate to sup-
port a majority of the applications identified
in this report. The rapid development of
solid-state electronics is continuing to en-
hance the hardware capabilities for sensor
systems and data processing. The power,
weight, and size parameters, long thought to
be deterrents to spaceborne microwave sys-
tems, are compatible with modern spacecraft
specifications. However, the current lack of
experience with actual satellite imaging
radar configurations, particularly the an-
tenna assemblies, can only be overcome by
conducting orbital tests on such systems.
These tests are a necessary first step in the
development of future satellite microwave
remote-sensing systems for operational Earth
observations.

5. The concentration of attention and re-
sources on the ERTS and Skylab Programs,
especially with regard to aircraft facilities
and research funds, has .had the effect of
slowing the development of microwave re-
mote sensing after 1970. As a result, an
adequate base of information to firmly estab-
lish the feasibility of these techniques does
not exist for many of the most important
applications.

6. The coordinated multidisciplinary
"team" concept, which stimulated remote-
sensing activities during the 1960's and pro-
vided guidance for the rapid development of
the field, should be reestablished to encourage
the orderly introduction of microwave sen-
sors in future Earth observations missions.
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APPENDIX 1A
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APPENDIX IB

EARTH RESOURCES SURVEY PROGRAM USING ACTIVE MICROWAVE
SENSING: RECOMMENDATIONS FOR THE FUTURE

This appendix outlines the following areas
of the Earth resources program:

1. The general accomplishments of the
Earth resources survey program and future
mission plans.

2. The importance of active microwave
sensing, especially in terms of unique fea-
tures and operational potential; the state of
the art, including European activity; and the
need for research and development, stressing
the need to conduct measurements aimed at
increased understanding of interactions be-
tween microwave energy and natural/man-
made materials.

3. The potential applications and benefits
of active microwave sensing, both near term
(within 5 yr) and longer term (within 10
yr).

4. The outline of a program plan, identi-
fying operational goals, experimental pro-
gram, and overall schedule.

REVIEW OF EARTH OBSERVATION
PROGRAM

Applications Research

The NASA Applications Aircraft Research
Program has led to the emergence of remote
sensing as an important scientific discipline
and tool for many uses. The ERTS and
Skylab Earth resources experiment package
(EREP) sensors evolved from this program,
and commercial radar mapping services be-

gan partly because of the interest created by
results of the program.

This program was started in 1964 by the
Manned Space Science Division. The original
program was conceived as an adjunct to the
development of sensors for mapping the
lunar surface from orbit. The sensors were
to be developed for use during the Apollo
Program and tested in Earth orbit by ob-
serving designated terrain features alongside
those features being observed as lunar analog
test sites.

Initially, the program developed around a
series of "instrumentation teams," each of
which combined individuals and agencies
having instrument expertise with those hav-
ing expertise in uses of the data and in
automatic data processing and analysis. This
effort appears to have been the first major
attempt in the United States to bring to-
gether groups of civilian users and instru-
mentation specialists. The major teams were
as follows: photography, chaired by John
Cronin of the Air Force Cambridge Research
Laboratories; infrared, chaired by R. J. P.
Lyon of Stanford University; radar, chaired
by R. K. Moore of the University of Kansas;
and passive microwave, chaired by Frank
Barath of the Jet Propulsion Laboratory
(JPL). Aircraft support was provided by
the cooperation of military agencies and by
the NASA Lyndon B. Johnson Space Center
(JSC).
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Radar was included among the sensors
considered for the lunar landing program
because of the potential for obtaining infor-
mation about subsurface features due to the
postulated low absorption of microwave
energy by the lunar-surface materials; this
assumption was later verified by the lunar
sounder experiment conducted during the
Apollo 17 mission. The Earth-oriented users
in the early stages were especially interested
in active microwave sensors and the ability
of radio waves to penetrate farther than
waves in the visible and infrared regions,
regardless of whether this penetration was
through clouds, vegetation, or upper soil
layers. Many scientists recognized that
timely remote-sensing measurements would
be required for many applications and that
most of the Earth is covered by clouds often
enough so that only microwave sensors could
provide the information at the time it was
needed. Other scientists were interested in
information about surfaces covered by vege-
tation that might be penetrated by micro-
wave sensors but not by the shorter wave-
length sensors. Still other scientists hoped
to obtain geological information by pene-
trating the topsoil to reveal underlying
structure. The ability of active microwave
sensors to detect phenomena in which shape
and context were the prime discriminants
was recognized, but little knowledge was
available to indicate whether these sensors
could also provide unique information about
materials that had to be distinguished by
tone or spectral/polarization signatures. A
major contribution of this program has been
the demonstration that many of these desir-
able features could be identified from radar
image tone and texture; therefore, the ad-
vantages of cloud and vegetation penetration
were realized in practice. Other unique ap-
plications of active microwave data for
distinguishing geologic structure and so forth
have been discovered serendipitously. How-
ever, some of the hopes for deep soil penetra-
tion have been impossible to fulfill.

Activities of the Radar Team

The radar team was formed in May 1964
and was active for approximately 2 yr. The
University of Kansas undertook leadership
of the team, which included members from
many institutions (notably, the U.S. Geo-
logical Survey (USGS), the Naval Oceano-
graphic Office, the University of Michigan,
the University of California, and several
Department of Defense (DOD) agencies).

The first extensive radar flight program
under these auspices was conducted during
the period 1965 to 1966 with the Westing-
house APQ-97 real aperture multipolariza-
tion radar under contract to NASA. More
than 500 000 km2 were imaged in different
parts of the United States. Application of
these images was made to numerous research
efforts, which included geology, natural vege-
tation, agriculture, land use, hydrology, and
coastal studies. Data from these flights are
still being studied, and important results are
still forthcoming. The use of these data by
many groups led to the decision to use the
APQ-97 radar to provide the first commer-
cial imaging radar service in 1969. This
service and subsequent commercial imaging
radar services by Aero Services/Goodyear
and by Grumman/Motorola have provided
millions of square kilometers of worldwide
images for both governments and private
mineral firms.

Initially, efforts were made to obtain
various military radar systems for NASA air-
craft. Finally, in 1967 an experimental un-
focused synthetic aperture system, the Philco-
Ford DPD-2, was acquired and placed in
operation on the NP-3A. This system was
flown over numerous sites in the United
States and also provided images through
cooperative ventures with Mexico and Brazil.
Although the Brazilian images were not of
especially high quality, they demonstrated
the potential to the extent that Brazilians,
introduced to remote sensing by the NASA
program, arranged for commercial imaging
of the entire Amazon Basin. This offshoot
of the NASA Applications Aircraft Re-
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search Program is the largest single active
microwave remote-sensing effort to date.

The University of Michigan Willow Run
Laboratory (now the Environmental Re-
search Institute of Michigan (ERIM)) high-
resolution, X-band, synthetic aperture radar
system developed for DOD was flown for the
Earth Resources Aircraft Program (ERAP),
and useful information was obtained for
agriculture and geology. The system was
modified to add an L-band capability under
this program, and the two-frequency system
has been especially valuable in demonstrating
potential for multispectral radar. This sys-
tem has also been used in studies of ice in the
Great Lakes. A real aperture X-band radar
was also flown for this purpose under NASA
Lewis Research Center support during the
1973-74 ice~ season. Excellent practical re-
sults were obtained relative to extension of
the ice navigation season.

Near the beginning of the program, the
Naval Research Laboratory (NRL) four-
frequency radar was used for scatterometry;
however, it soon became apparent that this
system could be modified to produce synthetic
aperture images. The images from this sys-
tem were the first to clearly demonstrate
uses of multispectral radar.

Another two-frequency radar, developed
at JPL, was an outgrowth of systems devel-
oped at L-band frequency for Venus studies
and at lower frequencies for lunar sounding.
This system, which has been used especially
for oceanographic and geologic imaging, has
the unique characteristic of providing altim-
etry directly on the image.

The radar scatterometers flown during this
program have been instrumental in the
development of oceanic wind measurement
techniques tested on Skylab and planned for
SEASAT. The 13.3-GHz NASA scatterom-
eter was used in six flights over the North
Atlantic at yearly intervals to test the wind
measurement capability. The results obtained
in these flights have been verified by the
Skylab S193 microwave device.

The emphasis of ERAP necessarily shifted

from the active microwave sensors as prepa-
rations for ERTS became more important.
One of the earlier major programs that took
much aircraft time was the corn blight watch
in 1971 and 1972. With the Skylab launch,
these facilities were even more in demand
for spacecraft underflights, and ERAP pro-
vided a very large quantity of useful col-
lateral data to many ERTS and EREP in-
vestigators. However, during this period,
the ERIM two-frequency side-looking air-
borne radar (SLAR) was improved. An X-
band frequency was added to the JPL SLAR,
and the advanced application flight experi-
ments (AAFE) RADSCAT was constructed.
Much research in the microwave area during
this period concentrated on oceanic wind and
wave measurements, partly in support of the
Skylab S193 experiment. The AAFE
RADSCAT was flown over the ocean numer-
ous times and also provided some underflight
data over the land.

The first opportunity to fly an active micro-
wave system to look at the Earth from space
was on Skylab in the S193 experiment of
EREP. The altimeter experiments and the
oceanic RADSCAT results are discussed in
chapter 3. An example of the Skylab altim-
etry data is shown in figure 2-3 of chapter 2.

One of the major purposes of the scatter-
ometer terrain measurements was to ascer-
tain the likely range of scattering coefficients.
Histograms illustrating this have been pre-
pared and are now being analyzed. An
example is shown in figure 1B-1. The design
information provided in this experiment
should aid greatly in answering the question
concerning the power required for a space-
borne imaging radar.

The ERAP has led to major advancements
in the ability to monitor the Earth. Part of
this advancement has been due to the direct
measurements acquired within the program,
and part has been due to the development of
a community of users and interpreters of
remotely sensed data, which was large
enough to become self-supporting and self-
expanding.
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FIGURE IB—1.—Histogram of a distribution of differ-
ential backscattering coefficient.

Future Elements

The success of ERTS-1 has clearly demon-
strated, both in the United States and
throughout the world, the practical value of
orbital remote-sensing methods and their
relevance to many of the critical problems
of today. As a result of the success of
ERTS-1, a second satellite, ERTS-B, has
been approved for launch in 1975. In addi-
tion, the possibility of launching an ERTS-
C, which would include a five-channel MSS,
is being discussed.

A range of satellite systems (fig. 1B-2) is
being studied that has a direct interest to
applications in the Earth/land area. Perhaps
the most important system is the EOS series.
The first of these satellites, EOS-A, is cur-
rently scheduled for launch into a near-polar
orbit in the late 1970's. A major systems
objective for EOS is to provide a low-cost
design based on a modular "building block"
concept. This approach enables simple re-
configurations of the basic satellite to be
made for different combinations of sensor
types and also introduces the possibility of
in-orbit repair or retrieval by using the
Space Shuttle. The main sensors presently
planned for the EOS-A mission are the
thematic mapper and the high-resolution
pointable imager. Later satellites in the

EOS series are expected to include synthetic
aperture radar systems for applications re-
lated to geological surveys, land-use moni-
toring, and water/ice monitoring.

The requirements for continuous or near-
continuous observations of dynamic phe-
nomena and the need to make measurements
through gaps in cloud cover or at specific
times of day have led to the study of high-
resolution imagery obtained from synchro-
nous altitudes. The Synchronous Earth Ob-
servatory Satellite (SEOS) is currently
scheduled for launch in the early 1980's to
monitor the continental and coastal regions
of the United States in the following appli-
cation areas: Earth resources, mesoscale
weather phenomena, and timely warnings
and alerts (e.g., floods and storms). The
prime sensor for SEOS will be the multi-
spectral large Earth survey telescope
(LEST), which is capable of imaging in the
visible and infrared (IR) bands. The pre-
dicted subsatellite ground resolutions for
image data are 100 m in the visible bands
and 800 m in the thermal IR bands. In
addition to the LEST instrument, other
candidate sensors for SEOS include atmos-
pheric sounders, imaging microwave radi-
ometers, microwave sounders, and a framing
camera.

In addition to major facilities such as the
proposed EOS and SEOS systems, low-cost
applications Explorer spacecraft have been
studied. These spacecraft could be launched
by a Scout vehicle into a wide range of orbits
from equatorial to polar inclinations. The
system flexibility is such that a variety of
instrument requirements could be accommo-
dated without significant subsystem modi-
fications. The first mission to be examined
in detail is a heat capacity mapping mission
to be flown in the late 1970's. The main sensor
will be a cooled two-channel imaging radiom-
eter providing data in the 0.8- to 1.1-jum and
the 10.5- to 12.5-/xm bands. Measurements
will be made of thermal emission and surface
albedo to develop models that use remotely
sensed data to determine surface composition
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EOAP Earth Observations Aircraft Program
ERS Earth Resources Satellite
MW Microwave
PMW Passive microwave

Heat-capacity
mapper

Nimbus-G
EOS-A
EOS-B
SEOS
Shuttle

Active/passive MW
Multichannel video

I 1972 I 1973 I 1974 I 1975 I 1976 I 1977 I 1978 f 1979 I 1980 I B81 I 1982 I 1983

Sensor test bed
Exploratory investigations support
Planning of concepts
Verification tests
Support of cooperative projects
Transferring technology activities

Four visible video channels
Exploratory investigations support
Prime ERS data source

Thematic mapper
Ocean color and temperature
PMW radiometer
Prime ERS data source

i

Thirteen video channels support
Exploratory investigations
Advent of thermal imagery
RAD SCAT, spectrometer, PWW radiometer,

and metric cameras

Thematic mapper
Color and temperature
Microwave
Prime ERS data source

PMW scanning radiometer [continuous viewing capability!

Four visible video channels
Exploratory investigations support
Prime ERS data source

High thermal resolution scanner

Operational ERS support
Increasedpayload
Real-time capability for

sensor checkout
Onboard data analysis

FIGURE 1B-2.—Diagram showing a range of satellite systems being studied and having
applications in the Earth/land area.

from thermal measurements. Expected appli-
cations include surface geology, soil moisture,
and investigations into transient thermal
effects.

The introduction of the Space Transporta-
tion System (Space Shuttle, Spacelab, and
Space Tug) at the end of this decade is ex-
pected to have a major effect on future
experimental and operational Earth obser-
vation satellites. Automatic spacecraft such
as EOS can be placed into orbit by the Space
Shuttle and, if necessary, recovered for in
situ repair or returned to Earth for re-
furbishment and eventual relaunch. Many

missions for the post-1980's are being planned
for Spacelab in the areas of science, applica-
tions, and technology. Spacelab is a modular
system comprising a manned pressurized
module and an unpressurized instrument-
carrying pallet that fits into the cargo bay
of the Space Shuttle and is carried into orbit
for sortie missions of 7 days, which can be
extended up to 30 days. The modular con-
cept enables various module and pallet
lengths to be used between the extremes of
flying a long module with no pallet to pallet-
only missions. Preliminary studies on the
role of Spacelab for Earth resources surveys
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have highlighted its value as a flexible orbital
laboratory that could be used to link the
present experimental aircraft programs to
the future automatic operational satellite
programs. Secondary Spacelab roles have
also been identified, such as in-orbit testing
and qualifications of sensors before their
integration into automatic satellites and cer-
tain operational applications in which syn-
optic high-resolution data are required at
infrequent intervals.

ACTIVE MICROWAVE SENSING

Importance to Earth/Land Area

The reasons for using active microwave
sensors in place of or in addition to sensors
in the visible IR range of the spectrum are
as follows:

1. To provide timely information despite
clouds or darkness (operational potential).

2. To penetrate vegetation and thin soil.
3. To complement (or replace) photog-

raphy.
4. To provide special applications.

Probably the most important use is the
capability to observe the terrain when clouds
or darkness obscure the ground. This capa-
bility was the primary reason for developing
the early airborne bombing radars, which
were the predecessors of all airborne imaging
radars.

A unique reason for using active micro-
wave sensors is the ability of radio waves to
penetrate vegetation and soil. The shorter
wavelength signals in the microwave region
cannot penetrate extremely dense vegetation
all the way to the ground, and no microwave
wavelength usable from space penetrates
more than a few decimeters or meters into
the soil. However, this amount of penetration
makes visible many phenomena not observ-
able at the shorter wavelengths.

The use of color in photography and its
MSS extension into the thermal-IR region
is well established for aiding interpretation
of aerial imagery; the addition of almost two
decades of spectrum in the microwave region

enables extending the concept of color much
further. This means that multispectral (or
even single wavelength) active microwave
sensors can add to the information available
with multispectral scanning in the visible-IR
region, thus making identification of ground
objects easier. When clouds are present,
microwave "color" may replace visible-IR
color as a discriminant for differences in
ground properties.

Active microwave sensors also have certain
unique applications dependent particularly
on the physics of microwave sensing—that is,
applications in which visible-IR sensing will
not work even if cloud and vegetation pene-
tration is of no significance. Surface scatter
from the ocean for wind sensing, volume
scatter from snow and soil for moisture
sensing, and detection of frozen ground are
examples of this fact.

Details of the need for active microwave
sensing are presented for introductory pur-
poses. No examples are presented for the
complementary role of active microwave
sensing in adding to the available spectrum.

Cloud penetration.—Cloud penetration is
particularly important when operational in-
formation must be gathered on a timely basis
—that is, when there is no time to wait for
the clouds to clear. Immediate monitoring of
the extent of flooding is often important for
warning those downstream and for dispatch-
ing help to the inundated areas. Monitoring
flood damage as soon as possible after it
occurs can aid in effective allocation of re-
sources for repair and for aiding victims.
Monitoring the full extent of a flood can also
be important in forecasting its effect (posi-
tive and negative) on agriculture in the
flooded area. Examples of the operational
need for cloud penetration are as follows:

1. To monitor floods and flood damage.
2. To map lake ice.
3. To measure soil moisture.
4. To monitor harvest progress.

Great Lakes ice distribution must be ob-
served on a timely basis if ship-route fore-
casting is to be effective. This monitoring is
already being done in the U.S.S.R. Further-



28 ACTIVE MICROWAVE WORKSHOP REPORT

more, because of the changing nature of the
icepack, this monitoring must be repeated
frequently.

Soil moisture measurements are important
for many hydrologic and agricultural appli-
cations. Because the moisture conditions
change rapidly, timely observations are
important.

The progress of harvesting a particular
crop is important not only to agricultural
agencies but also to transportation agencies.
Facilities for transporting the crop to its
destination must be dispatched efficiently,
and (at least in the U.S. Great Plains) har-
vest machinery and itinerant labor must be
in the right place at the right time to take
full advantage of the crop calendar. Because
of the synoptic view provided by remote
sensing, automatically processed sensor out-
put can be more effective for this purpose
than land communication networks that de-
pend on gathering information from thou-
sands of individual points. However, such a
remote-sensing system cannot work if it must
await good weather for photography.

Vegetation penetration.—Numerous appli-
cations of remote sensing require knowledge
of conditions beneath the top of a plant
canopy or a thin soil layer. Boundaries
between different soil types and surface
lithologies may be observed directly if the
vegetation canopy can be penetrated, and a
suitable choice of microwave sensor wave-
length and incidence angle enables the pene-
tration of most vegetation except dense for-
ests. Some boundaries are also identifiable
from the vegetation differences, which may
be observed on either visible-IR or radar
images, particularly if the observation is
made at exactly the right time in the pheno-
logic cycle. Examples of the operational need
for vegetation penetration are as follows:

1. To map surface soil and rock bound-
aries.

2. To monitor floods in forested areas.
3. To measure soil moisture.
4. To inventory forests.
5. To map surficial materials.
6. To improve geologic mapping.

Floods often occur in forested areas where
the extent of floodwaters is very difficult to
measure with photography because of the
leaf canopy. One leaf between the camera-
and surface can prevent observation; how-
ever, radar can normally penetrate signifi-
cant amounts of canopy, depending on inci-
dent angle and wavelength.

The moisture content at the surface of bare
soil can be inferred from visible-IR sensor
data. However, if the soil is covered with
dense vegetation, monitoring changes in
moisture content is impossible without using
the penetrating capability of microwave sig-
nals. Furthermore, even with bare soil, the
capability of the microwave signal to obtain
responses from some distances (centimeters
to meters) within the soil means that moist
subsurface layers can be observed even if the
top centimeter has dried. The effect of a
recent small rainfall or heavy dew in barely
wetting the surface can be discounted when
microwave sensors observe the integrated
effect of the surface and near-subsurface.
The wavelength of the microwave sensors is
particularly important for this application
because longer wavelengths can penetrate
more vegetation and soil.

Forest inventory by photographic remote
sensing involves very fine resolution so that
individual tree-crown sizes can be measured
and counted. The penetration capability of
longer wavelength radar should enable esti-
mating the volume of timber (rather than
only of leaves) without using the fine resolu-
tion required for photography. Although this
has not been proved, it will probably be an
important use of active microwave sensors,
at least in monospecific stands of timber.

Unique applications.—Moisture content of
snow strongly influences the scattered micro-
wave signal, whereas it has little effect on the
visible response of the snow. The amount of
compaction and liquid-free water in the snow
has a major influence on its permittivity and
therefore on the volume scatter from within
the snow. Although this application has not
yet become a proven quantitative measure,
the phenomenon has been observed qualita-
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lively and can be fully justified on a physical
basis.

Frozen ground can often be readily distin-
guished from unfrozen ground by active
microwave sensors because of the change in
dielectric properties as the moisture in the
soil changes from liquid to solid. This appli-
cation has important consequences in fore-
casting flood runoff.

The strong microwave effects associated
with edges in lake and river ice make the
structure of the ice much more visible on
radar images than on visible images; conse-
quently, active microwave sensors have spe-
cial application to monitoring ice structure in
the Great Lakes and major rivers.

Among the fine-resolution sensors, imag-
ing radar is uniquely suited to monitoring
soil moisture because of its ability to pene-
trate the soil, whereas the color seen by other
sensors changes as soon as the very top milli-
meter becomes wetter or drier. Active micro-
wave sensors can detect soil moisture because
the dielectric properties of the soil are
affected by the amount of moisture present
due to the large difference between the per-
mittivity of dry soil and that of water. Such
measurements have numerous applications
to flood forecasting, agricultural production
estimates, and watershed management.

The ability to control the angle of incident
radiation with active microwave sensors led
to unique applications in geology and geo-
morphology. The shadowing that can be
observed in areas of small relief, when illu-
mination and observation are at relatively
shallow grazing angles, enables discrimina-
tion of structural features that cannot be
observed with passive microwave sensors.
This effect has been widely used in the com-
mercial application of radar imagery by
mineral companies and in the application by
governmental agencies responsible for map-
ping geological phenomena. Some of the
unique applications of active microwave sys-
tems are as follows:

1. Monitoring moisture content of snow.
2. Monitoring frozen ground.
3. Mapping lake and river ice.

4. Mapping structures in areas of low re-
lief.

5. Monitoring soil moisture.

Summary of the importance of different
factors to Earth/land applications.—Table
1B-I summarizes the unique features of
active microwave sensing and their relative
value to Earth/land applications. Clearly,
some element from each of the application
classes has proved feasible and important,
and, in every instance, some part of the appli-
cation requires the all-weather capability of
active microwave sensors. The need for night-
time sensing is not so critical in many in-
stances, and, in other instances, the need has
yet to be demonstrated. In every situation,
however, the ability to sense at night aids in
more rapid acquisition of data because the
number of useful passes over a given area
is more than doubled relative to sunlight-
dependent sensors.

Status of Active Microwave Sensing
of Earth/Land

Microwave sensing of the land for civilian
purposes was conducted to a limited degree
before 1962 with plan position indicator
(PPI) radar systems in aircraft and some
specialized ground-based systems. However,
the first significant studies of this topic began
in 1963. Imaging radars used for such re-
search have all been developed originally for
military purposes. The L-band modification
of the ERIM synthetic aperture radar and
the recently completed S-band real aperture
radar at the University of Kansas were the
first systems constructed with civil use in
mind. This means that parameters of the
radars used were those considered appropri-
ate for military reconnaissance, and the
selection of frequencies, polarizations, and
other parameters specifically for Earth/land
sensing has been very limited.

Airborne sensing in which the goal is the
development of civil applications of imaging
radar has also been conducted using scatter-
ometers. These instruments were developed
primarily for collecting design and applica-
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tion data for NASA; they have also been
limited in their characteristics and terrain
uses.

Ground-based (or truck-mounted) systems
have been used by various experimenters for
fundamental studies, and measurements have
been made over a wider range of frequencies
than with the airborne systems. The first
significant study of this kind was conducted
by Ohio State University. Since 1970, truck-
mounted scatterometers covering an octave
or more in bandwidth have been used at the
University of Kansas, but no other broad-
band systems of this kind are known. By the
summer of 1973, measurements over the 1-
to 18-GHz range had been made with this
system, but the objects sensed were restricted
primarily to soils and crops.

This background clearly shows that the
determination of the optimum frequency and
polarization combination for most applica-
tions of active microwave sensors has not
been accomplished. Nevertheless, many use-
ful applications have been identified and
proved. For example, imaging radars are
widely used today in mineral exploration.

State of the art in mineral resources and
geologic applications.—In many respects, this
class of active microwave sensor applications
is further developed than any other, because
most of the interpretation techniques used
in photogeology are readily extended to radar
geology. This fact is partially due to the
extensive demonstration project conducted
in Panama by the U.S. Army Corps of Engi-
neers and partially due to the use of imagery
collected for NASA from 1964 to 1966.

The ability to map geologic structure and
to map or infer lithology has been demon-
strated in numerous environments. This
activity is conducted extensively by both
Government agencies and mineral/petroleum
exploration companies in many countries.
Perhaps the largest project is radar of
the Amazon (RADAM) in Brazil, but the
U.S.S.R. has used this kind of mapping since
approximately 1968.

In the Panama project and elsewhere,
identification of landforms was demonstrated

and terrain analysis was conducted. This
identification and analysis has been extended
to some of the other countries imaged by the
commercial systems.

The ability to identify possible construc-
tion material on radar images has been
demonstrated. The U.S. Army Corps of
Engineers conducted Project Sand, which
demonstrated this capability first in Vietnam
and later in Mississippi. Much research
needs to be done in this area, but the applica-
tion has definitely been successful.

State of the art in water resources applica-
tions.—Monitoring of ice and ice movements
on the Great Lakes was demonstrated during
the 1973-74 season with a low-resolution
X-band system flown by Lewis Research
Center. The effect of finer resolution has
been demonstrated by the ERIM X-band sys-
tem, and the utility of a combined X- and
L-band system with modest resolution was
demonstrated in 1973-74 by the same group.

Monitoring soil moisture is important in
forecasting floods and in agricultural appli-
cations. Important fundamental work in this
area, with application to bearing strength of
soil, has been conducted for many years at
the U.S. Army Corps of Engineers Water-
ways Experiment Station. The relationship
between soil moisture and dielectric proper-
ties of soil has been well established in that
program, particularly in the L-band region.
Airborne scatterometer measurements by
NASA show that recently irrigated agricul-
tural fields can be clearly distinguished from
drier fields, with and without vegetation
cover, at angles of incidence within 40° of
the vertical. Studies with a microwave spec-
trometer have demonstrated that a direct
relationship exists between appropriate soil-
moisture indicators for the surface layer and
the observed radar signal. However, these
studies also have shown some of the compli-
cations resulting because of different re-
sponses for soils prepared in different ways
by plowing.

Studies of the coastal wetlands have been
conducted by several investigators. The
utility of imaging radar at the Ka-band ;was
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demonstrated in these studies, and cross-
polarized returns proved especially helpful in
making distinctions. Multifrequency meas-
urements in the coastal wetlands have proved
the value of the combination of X- and L-
band frequencies.

Oil pollution has been studied at the NRL,
and elsewhere, in saltwater environment;
the results were so successful that the U.S.
Coast Guard is in the process of obtaining a
microwave system for semioperational use
in harbors and along the coast. No work has
been done to determine whether this tech-
nique applies to inland waters, but the physi-
cal principle indicates that it should work
in those cases in which the water is disturbed
by wind or turbulent currents.

The ability to determine the moisture
content of snow would be of great economic
benefit. No quantitative measurements have
yet been made to support the ability of radar
to make such measurements, but qualitative
work by Waite and MacDonald (ref. 1B-1)
indicates that old, probably wet, snow shows
up clearly on Ka-band images, with the na-
ture of the return indicating a volume-
scatter phenomenon.

Minor work on glaciers was conducted in
the United States in the late 1960's, and the
indication was that dry snow covering the
glacier and its environs could be penetrated
by the radar signal. Thus, the desired loca-
tion of the glacial boundary could be deter-
mined even in the winter. Interesting work
conducted by the U.S.S.R. on glacier studies
with active microwave sensors is reported in
chapter 2.

State of the art in agriculture, forestry,
range, and soils applications.—Some crop
identification was conducted at Ohio State
University with a truck-mounted scatterom-
eter, but the area observed was limited.
Studies using imaging radars and scatter-
ometers have been conducted since 1965. In
addition, microwave spectrometer measure-
ments of crops have been made extensively
during the last 3 yr. The ability of cross-
polarized returns to help distinguish crops
was demonstrated for the months of August

and September by using Ka-band imagery.
July crop identification using this single-
frequency system was not as satisfactory.
However, the single-frequency Ku-band
DPD-2 flown by JSC demonstrated that
wheat could be identified clearly and that a
yield model giving 95 percent accuracy could
be applied to a countywide area in Kansas.

The use of multiple frequencies for crop
identification has been tested with a micro-
wave spectrometer. Although data analysis
is not complete, initial indications are that a
proper choice of frequencies can enable ac-
curate identification of several commercial
crops. The optimum frequencies have not yet
been ascertained, but one frequency should be
relatively high, probably well above the X-
band. Best results were obtained using a
14-GHz frequency in combination with either
a 7- or 4-GHz frequency. No attempt has
been made to show the value of a third fre-
quency or to try other high frequencies, but
cursory examination of the available data
indicates that any possible ambiguities in the
two-frequency data (and some do exist at
certain incident angles) could be easily re-
solved by using three frequencies.

Another two-frequency experiment was
conducted using the ERIM X- and L-band
system at Garden City, Kans. Analysis of
these data by photointerpretation techniques
showed that moderately good separation was
achieved but that the L-band did not add as
much to the separation ability as the 4-GHz
frequency used with the spectrometer in
eastern Kansas. This difference was probably
because the L-band penetrates to the soil for
some of the crops, whereas the higher fre-
quencies do not do so for well-developed
crops at suitable incident angles.

No quantitative work of consequence has
been conducted to determine crop condition
with active microwave sensors. During the
1972 summer, a small patch of corn blight
was observed with the University of Kansas
spectrometer, and a distinctive signature was
observed that enabled clear separation of this
diseased patch from healthy corn. This single
example is not statistically significant; it is
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reported only as a suggestion of what re-
search may show. Furthermore, examination
of radar images consistently shows patterns
within fields that can only be caused by dif-
ferences in the vigor of the plants, but no
such images have been available soon enough
after a flight in past experiments to enable
ground checking.

Similarly, only qualitative indications of
the ability to discriminate range conditions
have been observed. On several occasions,
interpreters have observed that rangeland
on opposite sides of a fence in the sandhills
near Garden City, Kans., showed significant
differences in tone on X- and Ka-band radar,
which could have been caused only by differ-
ences in range conditions (almost certainly
due to differences in grazing pressure).

The ability to forecast runoff from water-
sheds is a significant factor in managing
agricultural water resources, both for retain-
ing water for future use and for preventing
floods. McCoy (ref. 1B-2) demonstrated
conclusively in a study of more than 30 basins
in different environments that the appropri-
ate stream-length and slope parameters could
be derived from radar imagery by human
interpretation; he also showed there may be
promise in automated analysis of such basins.

The mapping of natural vegetation has
been demonstrated successfully but not often
used. Morain and Simonett (ref. 1B-3)
showed that certain vegetation classes could
be mapped quite well with the combination
of like- and cross-polarized Ka-band imagery
in a relatively arid mountainous region in
Oregon. The same technique was used to map
the gross vegetation types in Yellowstone
National Park and was also successful in
Utah. Extensive vegetation maps have been
prepared in conjunction with various parts
of the South and Central America radar
mapping projects. An attempt to use Ka-
band imagery for forest mapping in the
Sierra Mountains of California was less
successful.

State of the art of active microwave appli-
cations to land-use -problems.—Various land-
use maps have been prepared on a regional

basis by different investigators using radar
imagery. One of the first successful regional
land-use maps was made by Nunnally (ref.
1B-4). In addition, several land-use maps
of urban areas have been prepared with
radar imagery. Although these maps have
been moderately successful, the radar im-
agery used did not have sufficient resolution
to enable detailed mapping; thus, the maps
are of rather general categories and nowhere
near as detailed as one can compile from
aerial photography.

The potential use of moving target indi-
cators to determine traffic flow in cities has
been demonstrated in principle, but appar-
ently no research has been conducted to
apply this technique to the traffic-monitoring
problem.

Identifying parked cars in industrial park-
ing lots, in parking lots associated with
recreational or residential complexes, or even
identifying cars on major thoroughfares,
without ascertaining whether they are mov-
ing, could lead to improved knowledge of
human and industrial activity. Cars provide
relatively strong returns on like-polarized
imagery but weak returns on cross-polarized
imagery. A pair of images of JSC showed
strong returns from the buildings on both
polarizations, but only the like-polarized
image had strong returns from parking lots
full of cars. Thus, the potential exists for
use of this phenomenon.

Flood monitoring with radar is clearly
feasible under some conditions. Images pro-
duced during the 1973 flooding of the Missis-
sippi River appear to delineate the boundaries
of flooded areas. These images were made in
rural areas, and their application has not
been tested in cities and suburbs where trees
and buildings are present.

In addition to the previously discussed
activities of the United States, a growing
interest in active microwave sensing methods
exists in many foreign remote-sensing pro-
grams. For example, the European Space
Research Organization (ESRO) has recently
completed a feasibility study on a synthetic
aperture radar satellite system (ref. 1B-5).
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One of the principal objectives of this study
was to demonstrate that active microwave
sensors are potentially capable of satisfying
the operational requirements of the user com-
munity. Additional objectives were to iden-
tify critical technological areas and to indi-
cate the research and development steps
required to achieve the operational system.
The main results of the study indicated the
need for a 10-GHz focused synthetic aperture
imaging radar capable of providing spatial
resolutions of 50 m for a swath width of 80
km. Based on the results of the ESRO study,
more detailed investigations are presently
underway on radar systems for use on
Spacelab missions as a preparatory step
before the definition of the eventual opera-
tional system. The European scientists
clearly recognize that a considerable amount
of progress is possible by using ground-based
instrumentation and airborne measurements.
Accordingly, efforts are now underway to
increase the number of fundamental meas-
urements like those currently being con-
ducted by DeLoor and Jurrieens (ref. 1B-6)
in the Netherlands.

Need for Research, Development, and
Training

Research, development, and training of
interpreters are essential parts of a program
to apply active microwave sensors to those
operational functions for which their unique
abilities provide an advantage over visible-
IR sensors. Because many of the applications
depend on the use of relatively conventional
interpretation techniques, one of the most
pressing needs is to train interpreters already
familiar with aerial photography to work
with radar images. Many applications ap-
pear sound from a physics viewpoint, but
they have not been tried; consequently, appli-
cations research is needed to demonstrate
that these potential uses of active microwave
sensors can be made operational. Much addi-
tional research is needed to determine the
optimum parameters for active microwave
systems and to determine radar signatures

so that multifrequency, multipolarizatiori
systems can use their "color" capability to
discriminate among the various terrain phe-
nomena of interest.

Need to develop expertise in conventional
interpretation of radar images.—Many ap-
plications exist for which context, shape,
timing, and texture are the most important
interpretation tools. These same parameters
are used in analysis of aerial photography
and scanner images, and a large number of
interpreters are familiar with their use. Pro-
fessional photointerpreters normally use
these techniques, but geologists, urban and
regional planners, foresters, soil conserva-
tionists, and other researchers also use them
regularly. Hence, a most important need is
to insure that such users of photography are
able to use radar images.

One of the most important needs is to
overcome the natural hesitancy of these users
to work with an unfamiliar medium. Break-
ing this resistance is most important because
many applications can be handled better with
radar images using exactly the same methods
as photography.

Another problem that can be overcome
with such a training program is the natural
tendency of interpreters to want more reso-
lution than they really need. This tendency
has inhibited many researchers from using
ERTS images; however, users of ERTS have
demonstrated that even its relatively poor
resolution can be applied to many problems
for which "need matrices" have, in the past,
specified much finer resolution. For many
uses, fine resolution actually inhibits proper
interpretation; yet interpreters often judge
the quality of an image by looking at it to
see what kinds of objects can be resolved.
Thus, the problem really is one of overcoming
prejudice.

Geometric effects on radar images are
different from those on photographs and
scanner images. For some applications, an
understanding of these differences is im-
portant, particularly in mountainous terrain.
This understanding can be gained quickly,
and the interpreter who understands these
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differences can then proceed to use his nor-
mal technique.

Needs for active microwave sensor applica-
tion and signature research.—The applica-
tion discussed in chapter 2 require different
kinds of research and development. Applica-
tions depending primarily on conventional
photointerpretation methods require research
into the ability of these methods to satisfy
the application needs with radar images and
requires development of operational tech-
niques for using active microwave sensors.
Some such applications are nearly frequency
independent in the sense that the radar
images currently available (almost all in the
few-centimeter-wavelength regime) seem
capable of being used without regard to the
exact frequency chosen. Other applications
depend on geometric, texture, context, and
timing factors, but use of a relatively low
frequency for the radar is indicated. For
such applications, similar research on use of
conventional methods is required, but a low-
frequency synthetic aperture radar is re-
quired to produce images. These needs are
outlined in table 1B-II, in which the applica-
tions presented in chapter 2 are compared
with the type of research and development
needed.

Although many applications appear some-
what wavelength dependent, an optimum
frequency probably exists for distinguishing
the boundaries and textures that are im-
portant for each application. One reason no
optimum frequency can be specified at this
time is that multifrequency imagery is ex-
ceedingly scarce, and experiments conducted
in such a way that the relative value of dif-
ferent frequencies can be compared are
totally nonexistent for most of the listed ap-
plications. Choice of polarization has been
the subject of more research than choice of
wavelength, and a significant amount of im-
agery with multiple polarizations has been
produced in the United States. Nevertheless,
definitive research to establish the best single
polarization is also almost totally lacking,
because most multipolarization research has
been aimed at determining the value of po-

larization combinations. Consequently, re-
search is needed for determining the best
wavelength-polarization combination for
most applications as indicated in table 1B-II.

Many applications require the use of mul-
tiple frequencies and polarizations to produce
"signatures" that permit fine distinctions to
be made between classes of objects. These
needs are particularly important in vegeta-
tion imaging, just as they are in the visible-
IR part of the spectrum. Other such needs
exist because varying depths of penetration
with the different frequencies can be used
jointly to learn more about a surface than
could be learned with a signal that penetrates
only to a single depth (under given condi-
tions) . Spectral signature studies have been
conducted only for a very small number of
materials under very specialized conditions;
thus, this research area needs great ex-
pansion. The applications for which this
kind of research is needed are listed in table
1B-II.

When signatures and temporal variations
in response are important, fundamental un-
derstanding of the scattering process can
contribute significantly to improved system
design and to recognition of those areas in
which microwaves may have great promise
or in which applications may be more limited
than indicated by present speculation. How-
ever, some applications, such as those de-
pending on identification of land-water
boundaries, are well understood from the
standpoint of the physics of scattering, and
such research is not likely to contribute to
them. Some, of the areas in which funda-
mental research shows most promise are
itemized in table 1B-II.

PROGRAM PLANS

Active Microwave Sensing Experimental
Program

Previous research and demonstrations
have shown that active microwave systems
are ready for many practical applications ap-
propriate for both aircraft and spacecraft
platforms. Systems that would be quite
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TABLE 1B-II.—Applications and Needed Research

Application

Need for research on
conventional techniques

Any
frequency

High
frequency

Low
frequency

Need to establish
best single
frequency/
polarization

Need for
signature
research

Need for
fundamental

research

Mineral resources and geologic applications

Landform identification
and terrain analysis

Mineral deposit location ... .
Petroleum exploration
Ground water exploration . .
Crustal motion
Major construction sites . . .
Construction materials

X
X
X
X

X
X

x
X
X
x

x
x

x
x
x
x

x
x

x

x
x

x

Water resources applications

Lake ice monitoring
Flood forecasting

(soil moisture)
Flood mapping
Lake-level determination . . .
Lake eutrophication
Coastal wetlands mapping . .
Water pollution monitoring .
Snowfields
Glaciers
Permafrost

X
X
X
X
X
X

x
x

x
x

x

x

x

x
x
x
x
x
x
x
x

x

x

x
x
x
x

X

x

x

x
x

x
Agricultural, forestry, range, and soils applications

Crop identification
Crop cover and condition . . .
Range inventory
Soils mapping
Soil moisture:

Watershed management.
Crop yield

Forestry

X

x

X

x

x
x

x

x

x
x
x
x

x
x
x

x
x
x
x

x
x
x

x
X

x
x

Land use mapping

Basic image analysis
Traffic
Parked cars

X
X
X

X
X
X

X
X X

Disaster assessment

Flooding (urban/suburban) .
Previously flooded areas . . . .
Wind damage . . . . •
Fire damage
Earthquake damage .
Volcano activity

X
X
X
X
X
X

X

X

X

X
X
X
X
X
X

X
X

X
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useful could be implemented without further
research. Nevertheless, many of the most
promising applications, in which active mi-
crowave sensors are strongly needed, require
considerable research to show whether or not
the promise of the present can be fulfilled.
For applications in which active microwave
systems are clearly ready to contribute, there
is still little evidence whether such a choice
would be optimum or whether (for many
applications) the wavelength chosen makes
much difference. Hence, a coherent research
program is needed that places priorities both
on developing the most important and
promising applications and on investigating
those that cannot be described as promising
because of lack of knowledge.

Because many applications use conven-
tional image interpretation techniques, a
major effort should be made to provide these
images to potential users and user-oriented
researchers as soon as possible. In some
instances, little ground truth is needed and
existing images may be used; in other in-
stances, new flights to provide imagery must
be accompanied by extensive ground truth
provided by investigators. Many applications
require repeated coverage at frequent inter-
vals or require very timely single coverage.
An efficient mechanism is needed to make
such coverage possible.

Many other applications depend on de-
termining an optimum frequency that is
critical enough to require experimental
radars with several frequencies. When sig-
nature analysis is likely to be significant or
when a considerable search must be made
for the right wavelength, ground-based scat-
terometer/spectrometers will often be the
most economical research instruments.

Fundamental studies, both theoretical and
and experimental, can lead to understanding
the phenomena associated with some applica-
tions well enough so that the costs of field
and aircraft experiments can be significantly
reduced. Such studies should be supported
in which this kind of potential payoff can be
identified and qualified researchers are avail-
able.

Seiisors.—Sensors to be used in such re-
search are available in several forms. The
recommended active microwave research sen-
sors are as follows:

1. Aircraft imaging systems:
a. One multifrequency (four or five),

multipolarization, fine-resolution
synthetic aperture radar on NASA
aircraft

b. One single-frequency (probably
X-band), multipolarization, fine-
resolution synthetic aperture radar
on NASA aircraft

c. One or two existing multifrequency
synthetic aperture radars on appro-
priate aircraft

d. Two to six simple real aperture
SLAR's on investigator aircraft

2. Airborne scatterometers:
a. One AAFE RADSCAT
6. One or two simple fan-beam sys-

tems (possible frequencies in the
Ku-, X-, C-, and L-band) on small
aircraft

3. Ground scatterometers and spectrom-
eters :
a. Four broadband spectrometers

(multioctave) under control of ac-
tual researchers

b. Four simple panchromatic but rela-
tively narrowband scatterometers
under control of actual researchers

The major national facilities suggested for
NASA aircraft are complicated systems in-
tended to answer the questions requiring fine
resolution, requiring a full complement of po-
larizations, or requiring images at several fre-
quencies. Such facilities must be scheduled
relatively tightly because of the demand from
many users both for these systems and for
nonradar sensors on the aircraft. Because
of the cost of such sensors, they are not
appropriate for individual investigator
groups. Existing systems, such as those at
ERIM and JPL, might be used together
with these central systems.

Although major systems are recommended
for NASA aircraft, several (two to six)
simple, inexpensive systems are recom-
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mended for use on aircraft under the control
of investigators. Therefore, these systems
need not be subject to the scheduling con-
straints, nor to the costs of flying on a large
high-performance aircraft. These systems
should be particularly valuable for experi-
ments requiring frequent repetition of flights
to observe time-dependent phenomena or re-
quiring fewer flights in which timing is de-
pendent on some unpredictable event. The
kind of system used might be the APS-94
(used by Lewis Research Center and by
USGS for ice studies) of the University of
Kansas system, which could be duplicated for
under $50 000 per unit. These systems have
modest resolution and are not multifre-
quency, nor are they dual polarization, al-
though this might be added relatively easily.

Much research can be accomplished by
using available imagery. The 500 000 km2 of
Ka-band imagery obtained in 1965-66 are
still useful for much research. Goodyear
Aerospace has a computer-accessed library
of U.S. Air Force images that cover many
parts of the United States. Other image
sources may also exist that could be used for
some studies not requiring ground truth ob-
tained at flight time.

The airborne scatterometer is a specialized
instrument that can provide quantitative
data from a wider range of areas than a
ground-based system, but it does not provide
an image. Its principal advantages are that
it is inexpensive to add an additional fre-
quency and that it provides multiangle data.
Such systems can be flown on small aircraft
that are inexpensive to operate.

One way to answer questions about opti-
mum frequencies, polarizations, and their
combinations in which images are not re-
quired is with swept-frequency scatterom-
eter/spectrometers. At present, the 1- to
18-GHz system operated by the University of
Kansas is the only system like this, but the
development of three additional systems by
qualified investigator groups is recom-
mended. Such systems are much less costly
to operate than multifrequency, multipolari-
zation airborne systems, but they can only

be used in relatively restricted areas at any
particular time. Several of these systems
need to be operating simultaneously in dif-
ferent areas if all the unanswered questions
are to be addressed in a reasonable time
period.

The number of groups capable of support-
ing such a sophisticated system and at the
same time providing it with meaningful ap-
plications research is limited; hence, the de-
velopment of approximately four additional
simpler single-frequency systems is recom-
mended so that these systems can be used
by groups primarily oriented toward appli-
cations and without extensive engineering
support. Such systems should be panchro-
matic (broadband) to guarantee that fading
will not make data collection too difficult.

With this complement of sensors (dis-
tributed between operation by a national
facility, such as the JSC, and by experi-
menters themselves), a program can be de-
veloped that should lead to the best use of
limited resources in achieving the goals out-
lined in this report.

User-engineer-physicist coordination.—
Every effort should be made to "team ,up"
the user and application scientists with engi-
neers or physicists interested in the rela-
tionship between the microwave signal and
the terrain sensed. Experience from past
programs has shown that many errors have
been made by user scientists' attempting to
understand the electromagnetic fundamentals
without adequate training. However, much
of the research into applications of radar
by engineers not teamed with users has
produced meaningless data because the ap-
propriate collateral data were not collected.

This "teaming up" of users and electro-
magnetic specialists can be achieved either
by having both at the same institution or by
assuring an institutional arrangement that
encourages cooperation between persons lo-
cated at different organizations. In the pro-
grams conducted to date, models exist for
both of these arrangements.

Further coordination is necessary between
these groups at a national and probably at
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an international level. A steering group
should be established to advise NASA on the
conduct and progress of the program. Such
a group should meet at least semiannually.
Its members should come from NASA and
ESRO personnel, from appropriate user/
agency personnel, and from researchers rep-
resenting both the users and the electromag-
netic interaction community. At least one
representative should be selected from the
radar hardware development community, and
at least one should be selected from the data-
processing community.

Meetings of this group should include oc-
casional formal presentation of research
or applications, but a major part of each
meeting should be devoted to informal, but
structured, discussion of the work in prog-
ress at various major and minor research
groups in areas of interest. The meeting
should also include reviews of the direction
of the program and recommendations of
priorities for future work.

If a set of instruments such as that de-
scribed can be combined with an inspired
research program conducted by multidiscipli-
nary groups of the type outlined here, nu-
merous active microwave space applications
should emerge that will be of great economic
and social benefit both to the United States
and the world.

Balance Between Allocations for Data
Acquisition and Data Analysis

Optimum allocation of resources requires
a balance be maintained between the cost of
acquiring remote-sensing data and the cost
of data analysis. Acquisition involves tangi-
ble costs such as the price of an instrument,
the cost of a carrier vehicle and its operation,
and the cost of communication and computer
time in data processing. However, data
analysis requires large amounts of scientific
and paraprofessional manpower over a long
period. Because the acquisition costs are so
readily quantified and because of a desire for

relatively quick "proof" that these invest-
ments are worthwhile, allocations of funds
often are for too small an amount and for
too short a time. Consequently, vast amounts
have been spent on collecting data that were
never used because the funds were not al-
located for their analysis.

Nearly all scientists agree that the cost of
worthwhile data analysis is as high or higher
than the usual cost of instruments and acqui-
sition of data. A cursory review of the
history of remote sensing and similar pro-
grams shows that this point is often over-
looked in funding allocations. Furthermore,
the length of time required to reach the
analysis stage can result in fund withdrawal
because of mission changes. This situation
has resulted in the reacquisition of data at a
later time, which could have been avoided
had the earlier programs been carried to
the proper conclusion. The future NASA
active microwave program should give appro-
priate consideration to both the analysis
and the acquisition phases.
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J INTRODUCTION

The objectives of the Earth/land panel
were (1) to identify needed Earth resources
survey and solid Earth applications in which
active microwave techniques are potentially
useful, (2) to divide these applications into
those known to be feasible and those believed
to be feasible, and (3) to outline the experi-
ments and systems needed to implement pres-
ently feasible methods and to bring other
methods to the feasible stage. A summary of
the Earth/land panel tasks and recommenda-
tions is presented in chapter 1.

The Earth/land panel undertook its work
in the following sequence: (1) to identify
broad areas of Earth resources and solid
Earth applications; for example, agriculture,

(2) to define key applications within these
broad areas; for example, crop condition, (3)
to specify information of value to users re-
sponsible for resource management deci-
sions; for example, plant moisture content
for crop yield forecasts, (4) to identify
physical phenomena that must be measured
to gain this information of value; for ex-
ample, permittivity, (5) to specify prelimi-
nary functional requirements concerning
data acquisition, processing, analysis and dis-
tribution (including required ground truth) ;
for example, wavelength, repetition rate,
time of year, and timeliness of data delivery
to ultimate user, and tradeoffs among func-
tional requirements, (e.g., spatial resolution
compared to swath width), (6) to indicate

41

PAGE BLANK NOT



42 ACTIVE MICROWAVE WORKSHOP REPORT

needed research, covering the complete range
from theory and laboratory experimentation
to field, aircraft, and spacecraft tests; for
example, experiment plan flow diagram, and
(7) to identify any issues raised by the fore-
going analysis; for example, changes needed
in the way responsible institutions currently
use remote-sensing data to derive informa-
tion for resource management.

The Earth/land panel report is divided by

broad applications areas into (1) mineral re-
sources and geologic applications (including
earthquakes and crustal motions) ; (2) water
resources; (3) agriculture, forestry, range,
and soils (including soil moisture); and (4)
land use, urban, environmental, and mapping
applications. Appendix IB of chapter 1 pre-
sents a review of the Earth observation pro-
gram, the importance of active microwave
sensing, and the program plans.

PART A

MINERAL RESOURCES AND GEOLOGIC APPLICATION

GENERAL OBJECTIVES

The objectives of part A are to describe
the geoscience applications of active micro-
wave systems. The unique contribution of
imaging radars for mineral resource, petro-
leum and ground-water exploration, and geo-
morphic analysis in the cloud-shrouded
tropics has been demonstrated. In the area
of civil works, applications are found in the
selection and evaluation of sites for major
construction, such as nuclear powerplants,
dams, pipelines, schools, and hospitals. In
solid Earth studies (including geophysics),
the possibility of utilizing active microwave
sensors to detect small crustal movements
before earthquakes appears to have some
potential.

Active microwave systems should provide
unique terrain data to facilitate geoscience
interpretations. An obvious need for signal
penetration exists where vegetation or a
thin soil cover masks shallow outcrop pat-
terns; thus, multifrequency microwave
systems may provide this capability. In addi-
tion, the feasibility of obtaining multipolari-
zation terrain parameters and an insight into
dielectric properties may provide data for
terrain analysis not otherwise available when
using existing airborne systems.

The objectives of the various remote-sens-
ing systems are quite similar. Ideally, remote
sensing should provide quick, economic, and

accurate data about the surface of the Earth.
This requirement is particularly true for in-
stances in which repetitive observations are
required or in which traditional ground ob-
servations would be costly and imprac-
tical.

DEMONSTRATED REMOTE-SENSING
OBSERVATIONS COMPARED TO

OBJECTIVES

Earth Resources Technology Satellite 1

The major geologic objectives of Earth
Resources Technology Satellite (ERTS) in-
vestigations are to delineate large structures,
recognize new mineral and oil deposits (or at
least promising areas for ground explora-
tion), prepare maps of poorly known areas,
and monitor geologic hazards. Most published
analyses have been done by more-or-less
conventional photogeologic interpretation,
supplemented by additive color enhancement.
Enhancement techniques, such as spectral
band ratioing involving digital tape, have
been done by only a few specialized facilities.
These techniques will undoubtedly become
more important in future lithologic identifi-
cation.

The most important feature seen on the
imagery is the linear, or the larger and more
complex lineament. Therefore, much in-
terpretation has been concerned with linear
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analysis. Linears have been found to cor-
relate with known faults and with ground-
measured fracture trends. The remaining
features are mainly topographic or tonally
expressed lithologic contacts or are inde-
terminate. In northern California, linear
systems (patterns) have been recognized
and dated relatively on the basis of trunca-
tions. Mine-hazard maps based on ERTS
linear traces have been made and verified
in Indiana.

Many previously mapped high-angle faults
have been identified. Several of these faults
have been extended beyond known limits
and connections have been established be-
tween formerly separated faults. A major
right-slip fault zone along the California-
Nevada State line has been discovered. In
Alaska, a comparison of seismicity with
linears has shown that some of the linears
have not been mapped as faults. On the
other hand, in the Southwest United States,
faults with evidence of recent movements
but not related to present seismicity may be
keys for potential seismic hazard. Low-angle
faults are difficult or impossible to discern.

Some new folds have been discovered, but
other apparent folds on ERTS imagery have
been found not to exist when field checked.
Several circular features have been noted,
not all related to any known geologic feature.
Alinements of volcanic or plutonic activity
may lie along unmapped fault zones. Some
loci of igneous activity may be related to
intersections of linears.

Mapping of lithologies has been only par-
tially successful with ERTS data. Distinctive
iron formations and some other Precambrian
lithologies have been outlined in Wyoming.
Remote-sensing units usually do not cor-
respond to stratigraphic units, but neverthe-
less are helpful in delineating structure in
some areas. In many cases, units are mainly
separable on physiographic criteria. Cor-
relation of ERTS geomorphological units
with geostructural units has been made in
Bolivia. In the same area, some success has
been achieved in determining regional bound-
aries and relative ages of volcanics. Volcanic

formations (and, similarly, other lithologies)
are not always distinguishable unless they
exhibit a characteristic morphology.

No direct evidence of ore deposits has
been found. Known mineralized areas have
been plotted on ERTS images to determine if
there are correlations with linears, intersec-
tions, color-tonal anomalies, large structural
bends, and discontinuities. The ERTS analy-
sis suggests general areas that must be
subjected to detailed field and geophysical
studies.

The ERTS resolution of spatial detail is
poor in areas of flat-lying rocks and low re-
lief. However, some enhancement of topog-
raphy and linears is observed on winter
scenes with low Sun angle and where snow
cover is not too deep.

Regular and continuing repetition of cover-
age is not necessary for geologic problems
other than for monitoring volcanic activity
and possibly some hazards. However, multi-
ple coverage (winter, later spring, and fall)
is desirable because of seasonal changes in
vegetation and soil moisture and variations
in atmospheric haze and cloud cover.

There is general agreement that the syn-
optic coverage and the orthophotographic
characteristic of the ERTS images are the
most valuable features of the system. Syn-
optic coverage provides a regional view un-
der nearly uniform illumination and thus
avoids the need for mosaics made from con-
ventional aerial photographs. Because of the
lack of scale distortion, the orthophoto-
graphic characteristic allows the image to be
directly compared or overlaid with base maps
of scales as large as 1:250 000.

High-quality color composites have been
the most useful form of data, but all images
have their advantages. Multispectral scanner
(MSS) bands (red) emphasizesvegetational
and other tonal contrasts, whereas MSS band
7 (infrared (IR)) emphasizes topography.
The southeast look direction has subdued
the northwest trends. Stereographic viewing
is helpful, but complete coverage will not be
available because of orbital design con-
straints.
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Skylab

Few results are available from Skylab at
present. Most geological studies are using
the S190-A multispectral camera (black and
white, color IR, and color) and the S190-B
Earth terrain camera (high-resolution black
and white, color IR, or color). Objectives of
these studies are much the same as those
of ERTS-1.

The black-and-white film (red band) and
color film from S190-A and S190-B provide
excellent detail, considerably better than
ERTS. Stereographic coverage along many
of the flight lines is complete. Individual
frames provide a good regional view, al-
though not of as large an area as ERTS.
Skylab does not provide complete coverage
of a given project area. The lack of repeti-
tive coverage means that any portion of a
project area may have too much cloud cover.

In northern Wyoming, southern Montana,
, and western South Dakota, Skylab imagery,

where cloud free, allows for much more de-
tailed structural and lithologic mapping than
ERTS. Many more folds can be recognized
and certain linears (faults) can be traced
with more confidence. In the Coachella Valley
of southern California, major faults can be
traced under alluvium because they act as
ground-water barriers, which support lines
of vegetation at the surface. In Nevada,
exposures of limestone were located in areas
thought to be covered by volcanics. There-
fore, aeromagnetic anomalies in these areas
are related to features at depth (plutons
which might be sources of metals), not to
volcanics.

Apollo Lunar Sounder Experiment

The Apollo lunar sounder experiment
(ALSE) flown on the Apollo 17 mission
is providing a first good test of advanced
orbital planetary radar concepts. It is an
active microwave system designed to compro-
mise between sounding and imaging. The
ALSE is not optimum for Earth applica-
tions; however, it offers the following fea-
tures, which can be readily incorporated
into resources-oriented radar:

1. Multispectral (3 bands at 5.0 to 5.5
MHz, 15 to 16.5 MHz, and 150 to 164 MHz).

2. Coherent synthetic aperture.
3. Large dynamic range.
4. Amplitude calibration.
5. Coherent optical data processing.
6. Image dissection to produce digital data.
7. Digital data processing.
8. Holographic data display.
9. Stereographic data display.

Data products from the ALSE experiment
are the surface radar imagery, the surface
topographic profile, and the subsurface
sounding. The surface radar imagery has
several important uses, among which is the
study of volcanic and tectonic features of
radar backscatter and radar albedo. The
data can also be used in conjunction with other
lunar data to study various evolutionary
processes that have shaped the lunar surface.

The continuous radar profile of the Moon
can be used in conjunction with the laser
altimeter data and stereophotography to
study both the features of the Moon and local
and regional lunar topography. For example,
local topographic information from the sur-
face profile can be used to study the mare
basin structure in relationship to the mascon
structure. Some interesting examples of
crater rebound phenomena are also apparent
in the local topographic profile.

The ALSE subsurface sounding will pro-
vide information on the subsurface stratig-
raphy and hence may be used to study vol-
canic flows, ejecta blankets, and regolith
thickness. Relative changes in the surface
profile and subsurface stratigraphy can pro-
vide information on the processes of tectonic
activity such as intrusion and faulting.

Present Aircraft Systems With Imaging
Microwave Systems

Two side-looking radar imaging systems
are available for contract survey work at
present. The Aerospace Division of Westing-
house was first to offer services using an
APQ-97 installed in a DC-6B aircraft with
complete onboard processing facilities. This
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conventional real aperture system has mod-
erate resolution and operates at 0.86 cm
(Ka-band). Imagery can be acquired of a
swath 20 km wide from either side of the
aircraft at a nominal altitude of 6 km. The
imagery scale is approximately 1:200 000.
Early in 1971, the Goodyear Electronic Map-
ping System 1000 was installed in a Cara-
velle jet operated by Aero Service Corp.
This radar system, a modification of the
APS-102, is an X-band synthetic aperture
system. The data film is processed in an
optical correlator to produce ground-range
imagery of good resolution. Two adjacent
swaths are imaged simultaneously in both
look directions, totaling 37 km. Missions
have been flown with a 26-percent overlap,
which provides approximately a 50-percent
stereographic coverage. Nominal flight alti-
tude is 12 km. Imagery is produced at a
1:400 000 scale but usually is delivered at
a 1:250 000 scale.

Several organizations have side-looking
radar systems for research projects related
to civil remote-sensing activities; they in-
clude the NASA Lyndon B. Johnson Space
Center (JSC), the University of Michigan,
the U.S. Geological Survey, the U.S. Coast
Guard, and the Jet Propulsion Laboratory
(JPL).

MAJOR MINERAL RESOURCES AND
GEOLOGICAL APPLICATIONS OF
ACTIVE MICROWAVE SENSING

This section reviews the following areas
in which radar imagery can provide useful
information:

1. Mineral exploration.
2. Petroleum exploration.
3. Ground-water exploration.
4. Civil works.
5. Geologic mapping.
6. Landform identification and terrain

analysis.

A state-of-the-art summary for each area is
given in table 2-1. A concluding subsection
briefly outlines the research needs for earth-
quake mechanisms and crustal motion.

Mineral Exploration

Radar imagery provides a useful informa-
tion base on which to plan specific ground
exploration programs. In the past, apart
from problems of access and movement, a
major hindrance has been the absence of a re-
gional geologic map to which mineral occur-
rences could be related with an imaging
radar. Areas having indicators of potential
mineralization may now be more confidently
defined. An example of a radar image is
given in figure 2-1.

The common surface indicators signaling
mineralization to the radar interpreter in-
clude fracture zones, veins, and rock-type
association. The sites of igneous plugs, or
volcanic centers in general, are highly pro-
spective for metal mineralization (e.g.,
sulfide veins), especially if they are associ-
ated with fractures having obvious tensional
orientations. The margins of discrete igneous
intrusive bodies such as stocks are similarly
prospective, especially where fault swarms,
radial faults, or other tensional fractures
coincide. A detailed geologic study using
radar imagery of eastern Panama has high-
lighted potential mineralized areas based on
most of the previously stated criteria (ref.
2-2). Wing also documented the utility of
radar imagery for inferring the location of
placer deposits. Based on the work of Mac-
Donald and Waite (ref. 2-3), it seems feasi-
ble to identify and map sand and gravel de-
posits, which are critical to the construction
industry.

Several other radar exploration programs
concerning minerals have been completed in
the tropics. For example, in November 1971,
a side-looking airborne radar (SLAR) sur-
vey of the entire country of Nicaragua was
undertaken for the Nicaraguan Government.
The 1:250 000-scale imagery obtained was
compiled into a 1:100000- and 1:500 000-
scale mosaic series by a commercial firm. The
interpretations were directed at topography,
geomorphology, land use, vegetation, and
geology overlays for the 1:100 000-scale
radar mosaics. It was concluded from this
Nicaraguan study that the potential exists
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TABLE 2-1.—State-of-the-Art Summary of

Discipline
Special functional

requirements Application
Parameters to be

measured or identified

Mineral exploration' Steerable antenna; multiple
look directions; multiple
polarizations; multiple
frequencies; measurement
of dielectric properties.

Worldwide location of
economic mineral de-
posits (metals, non-
metals, coal, clay,
including bentonite,
aggregate/sand, and
gravel).

Surface texture and rough-
ness; porosity and di-
electric properties of
rocks; plant types/stress
possibly indicating geo-
chemical anomalies;
drainage patterns and
topography indicating
underlying rock type and
structural control (pos-
s ib le i nd i ca to r s of
mineralization /alteration
"halos").

Petroleum exploration ' Pointable antenna; multiple
look directions; multiple
polarizations; multiple
frequencies; measurement
of dielectric properties.

Petroleum exploration
(oil, gas, and surfi-
cial petroleum depos-
its such as tar, as-
phalt, oil, and shale) ;
delineation of struc-
ture, rock type, and
surficial material;
composition for loca-
tion of favorable oil
and gas structures
or surficial petroleum
deposits.

Structure and rock type;
morphology of the land
surface beneath the vege-
tation canopy; vegetation
types and boundaries;
texture and composition
of surficial materials; soil
and moisture linears.
(These parameters lead
to direct mapping of rock
type and structure and
permit the location of
favorable drill sites.)

Ground-water
exploration

Simultaneous short- and
long-wavelength data.

Location and determi-
nation of ground-
water resources.

Same as for mineral explo-
ration; determination of
stream drainage parame-
ters and ground-water
seepage.

Civil works. Multiple frequencies advan-
tageous for determining
terrain texture parame-
ters ; requirement for
subsurface penetration to
determine soil thickness
and soil properties.

Selection, evaluation,
and monitoring of
major construction
sites/routes; location
of construction ma-
terials.

Physical properties of soils
(porosity, permeability,
grain size, and shear
strength) ; subsurface
s t ruc ture (p r imar i ly
planes of weakness) ;
rock type.

Geologic mapping' Long wavelength; low de-
pression angle; synoptic

Mapping for minerals,
p e t r o l e u m , a n d

Surface texture and rough-
ness; dielectric properties
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Information objectives Feasibility Research needed

Delineation of surface occurrences
of economic materials (direct
evidence); distribution and
structure of bedrock at surface
from which interpretations of
structure, rock type, and pos-
sible occurrences at depth can
be made.

Present active microwave systems
give excellent topographic in-
formation—for example, an in-
trusive discovery in Venezuela
shows differences exist in labo-
ratory dielectric measurement
of rocks and surficial materials.

Penetration of vegetation and soils to
yield direct information on bedrock
and structure; if feasible, spectral
signatures of different rocks and
metallic mineral alteration; image
enhancement by multifrequency po-
larization; image ratioing; pattern
recognition emphasizing texture;
spectral classification; edge en-
hancement of structures; coordi-
nated aircraft and ground data;
coordinated data on temporal aspect
of geologic information, especially
snow cover and extreme moisture
conditions; data on value of
long-wavelength active microwave
sensors (imager and profiler/
sounder) in vegetated area for de-
termining surface morphology.

"Hazy" anomalies, if real; struc-
tural traps (fault dome, etc.);
stratigraphic (pinch-out and
porosity) traps.

Feasibility has been established
for petroleum exploration with
single-frequency radar imagery
—for example, location of drill
sites in Colombia using com-
mercial imagery. Offshore oil
seep detection with microwave
systems is underway.

Same as for mineral exploration.

Mapping aquifer and recharge
areas; location of ground-water
effluents; position of water
table, if feasible; water qual-
ity, if feasible; surface seepage
and areas of surface water/
ground water; sources of
ground-water contamination
relative to changing land usage.

Inference can be made on most of
the parameters except soil
moisture detection, ground-
water effluents, and water qual-
ity.

Same as for minerals and civil work;
also soil moisture detection and
ground-water effluents and water.

Slope stability; ease of excava-
tion of Earth; bearing capac-
ity; suitability of Earth ma-
terials; geologic hazards (sub-
sidence, avalanches, landslides,
and active faults) ; grain size
and column depth of sand,
gravel, and fill materials.

Feasibility has been established
for grain size of soils; faults,
joints, and bedding planes; and
inferences concerning subsur-
face structure and rock type.

Low-frequency systems capable of
penetrating surface to determine
physical properties of Earth ma-
terials and saturated/unsaturated
condition.

Distribution and structure of
rocks at the surface.

Present active microwave systems
provide textural and topo-

Delineation of major lithologic bound-
aries in areas of uniform, heavy
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TABLE 2-1.—State-of-the-Art Summary of

Discipline
Special functional

requirements Application
Parameters to be

measured or identified

coverage; and subsatel-
lite point profiling.

ground water; civil
works; geologic haz-
ards.

of rocks; drainage pat-
terns, topography, and
lineaments as an indica-
tor of rock type and
structure.

Landform identification
and terrain analysis

Addition of a radar inter-
ferometer and perhaps a
scatterometer for terrain
slope data; accurate re-
cording of depression
angles across the range
and, if required by a spe-
cific need, the presenta-
tion of such data directly
on the image; extension
of depression angle in the
far range to 5° or less, if
feasible; processing tech-
niques to enable the en-
hancement of subtle tonal
changes usually lost in
radar signals in both ex-
cessively dark or light
tones.

Landform identification
and terrain analysis
for oil and mineral
exploration, civil en-
gineering, land use
mapping, land capa-
bility, soil mapping,
flood prediction, and
so forth.

Terrain slope; slope length;
elevation; relative relief;
drainage anomalies; land-
form distribution; sur-
face configuration; other
parameters directly inter-
pretable by standard geo-
photographic techniques.

" Dynatrend (ref. 2-1) estimates that, at 1972 values, U.S. oil companies could save $62.5 million on the
cost of reconnaissance surveys. For other minerals, industry might save as much as $12 million.

* The Dynatrend survey (ref. 2-1) estimates that the cumulative savings in military geology mapping,
topographic mapping, and in U.S. Geological Survey regional and small-scale geologic mapping could
approach $1.4 million annually.

for application to forestry, livestock, and
general agriculture and that selected areas
urgently deserve systematic search for min-
eralization.

During the fall of 1972, President Rafael
Caldera of Venezuela announced a new min-
eral find "of great importance," including
iron and possibly uranium, as a result of
radar mapping in south Venezuela. The
SLAR used was the Goodyear 102 system,
and the imagery was contracted by a com-
pany created to promote development of
southern Venezuela. Two contractor geolo-
gists were credited with the actual discovery.
The imagery does not show mineral deposits
but indicates to geologists where ground sur-
veys should be made. Caldera said that the
find, named "Cerro Impacto," contains a

complex combination of minerals of great
commercial and strategic value including a
high content of iron, manganese, thorium,
niobium, and radioactive materials.

Petroleum Exploration

Imaging microwave sensing for oil in-
volves interpretation of surface geology. The
interpreter relies strongly on trends that are
apparent at the surface and meaningful to
the particular investigation. A few of the
phenomena noted and placed on the base map
are the type, thickness, and attitude of for-
mations and the fault traces and disposition.
The interpreter also uses associative clues
indicating structure and lithology as well as
stream patterns and vegetation. Interpreta-
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Information objectives Feasibility Research needed

graphic data from which geo-
logic maps showing rock for-
mations and structure can be
prepared.

forest cover; enhanced drainage and
topographic detail areas of very
low relief and flat-lying nonresist-
ant rocks; detection of growth
faults.

Radar shadow (both length and
frequency) ; standard photo-
interpretation keys such as
tone, texture, stereograph, site,
and situation.

Research feasibility of collecting
valid morphometric data has
been established in mountain-
ous terrain; operational feasi-
bility has also been demon-
strated under select situations
in which standard photographic
coverage and field mapping are
prohibitive.

The utility of morphometric data from
radar imagery in lowland areas
cannot be evaluated until radar
imaging systems with depression
angles less than 5° are developed.
Further refinements of slope-meas-
uring techniques are needed. A
complete documentation of the im-
portance of radar image interpreta-
tion in other environments outside
the tropics and the introduction of
automatic interpretation are also
necessary. Morphometric informa-
tion from interferometer data
should also be investigated (i.e.,
automatic slope-measurement capa-
bility) . Automatic data processing
techniques must be established.

tion of radar imagery is similar in these re-
spects to that used in photogeology.

Depending on the terrain configuration,
radar imagery is often superior to vertical
aerial photographs for display and detection
of surface features such as faults, fold pat-
terns, and lineaments (refs. 2-4 to 2-6). Al-
though vertical aerial photographs may more
clearly reveal the smaller details of structural
elements and patterns, radar imagery can
often show, as well or better, the true nature
and extent of structural patterns. Figure 2-2
is a striking example of the detail available
on radar imagery.

Many radar mapping programs have been
conducted by petroleum companies; however,
because of the proprietary nature of this
information, published reports are not avail-

able. Areas of extensive recent radar map-
ping include Brazil, Venezuela, Colombia,
Panama, Nicaragua, Indonesia, New Guinea,
and Australia. The only published report
concerned specifically with radar mapping
and petroleum exploration was completed in
eastern Panama and northwestern Colombia
by Wing and MacDonald (ref. 2-7). These
authors concluded that "with the exception of
those data provided by field investigation, the
geologic information interpretable from the
radar imagery of eastern Panama far
exceeds those data previously available
through conventional airborne reconnais-
sance methods." Certainly, radar remote
sensing offers the only practical technique
for reconnaissance mapping in the wet
tropics; however, even where conventional
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FIGURE 2—1.—Mosaic of an area in Venezuela using a synthetic aperture AN/APQ-102
radar system (31-mm wavelength).

aerial photographic coverage can be obtained,
radar imagery can be a valuable supplement
because of its unique data content.

Ground-Water Exploration

The overall objective of ground-water ex-
ploration is to define the geologic and hydro-
logic conditions relating to occurrence,
quantity, and quality of ground water. The
surface phenomena of interest include topog-
raphy and drainage (structure and lithol-
°gy)» vegetation differences, soil moisture,
springs, and possibly permafrost indicators
(ref. 2-8). Surface hydrologic features re-
late mostly to those terrain parameters previ-
ously outlined. Soil moisture information
would be especially helpful for locating
springs or areas of seepage associated with
perched water tables or faulted aquifers. Be-
cause springs and seepage areas have varia-

tions in discharges depending on the time of
year, the temporal aspect of microwave cov-
erage must be considered.

Vegetation can sometimes be a good sur-
face indicator of ground water, especially in
arid and semiarid regions. Fracture trend
analysis has special application to ground-
water exploration in certain terrain con-
figurations. In the Apollo 9 photographs, the
apparent coincidence of gross linears with
areas of known anomalies of stream flow
and of large capacity wells and springs, sug-
gests a method for ground-water exploration
(ref. 2-9).

In carbonate terrains, techniques of radar
mapping in conjunction with techniques of
fracture analysis for locating high-yield
water wells could be substantially more effec-
tive than the usual random approach. In
addition to satisfying the requirement for a
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FIGURE 2-2.—Radar image of volcanic terrain on the Island of Bali, Indonesia, using
the AN/APQ-102 radar system (31-mm wavelength).

rapid and synoptic terrain data-gathering
technique, broad-spectrum microwave meas-
urements of soil reflectivity provide evidence
that variations in soil moisture may also be
available with imaging radars. Microwave
measurements are sensitive to the moisture
content of the soil surface, and the potential
for aiding in the detection of fracture trends
is particularly appealing for ground-water
exploration (ref. 2-10).

The regional applicability of using SLAR
data for ground-water studies was provided
by Feder and Barks (ref. 2-11). Using
SLAR imagery, these investigators identified
a losing drainage basin in the Missouri
Ozarks by examining distinctive tonal and
textural contrasts. More recently, a study by
MacDonald and Waite (ref. 2-3) has shown
that certain hydrologically significant char-
acteristics of desert valleys and playas can
be defined using imaging radars. For ex-
ample, alluvial fans are avenues for the re-

charge of many valley aquifers, and localities
near the toes of fan deposits generally con-
tain important areas of water-well develop-
ment. Water wells yielding moderate quanti-
ties can sometimes be drilled near the fringes
of playas where coarser alluvial deposits in-
terfinger with playa sediments. These zones
of contrasting surface roughness are easily
defined by shorter wavelength imaging sys-
tems.

Civil Works

In civil works, the primary goal is to im-
prove the process for selecting and evaluat-
ing sites for major engineering projects,
such as powerplants, dams, aqueducts, pipe-
lines, and tunnels. Postconstruction monitor-
ing is considered a necessary part of the site
evaluation process.

The site selection and evaluation process
involves (1) the determination of land capa-
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bility for the proposed foundations and exca-
vations; (2) the identification and assess-
ment of risk from such geologic hazards as
earthquakes, landslides, and subsidence; and
(3) the nature and location of natural con-
struction materials.

Regional analysis for site selection is often
conducted by using image interpretation to
rapidly identify and characterize landforms
and materials. Conventional photointerpre-
tation of imagery relies heavily on recogni-
tion of drainage patterns and associated
landforms. These patterns and landforms
indicate active land-forming processes, com-
position of unconsolidated materials, and
bedrock characteristics. This type of analysis
uses identification of tonal differences asso-
ciated with differential Sun illumination re-
flectance differences of materials.

The radar shadow effect enables the effec-
tive determination of drainage patterns (ref.
2-12), which are indicative of the character
of Earth materials (including grain size,
weathering, and erosion characteristics) and
planes of weakness. Long-wavelength active
microwave sensors are especially applicable
in forested areas where the signal must pene-
trate cover to detect patterns.

The ability of radar to effectively delineate
fractures in Earth materials is well docu-
mented (refs. 2-2 and 2-13 to 2-16). In
engineering geology, investigations of this
capability pertain to earthquake risk assess-
ment (ref. 2-17) and to identification of
surface fracturing, which is incipient to sub-
sidence and landsliding. In addition, infor-
mation on terrain slopes and individual geo-
morphic features has been demonstrated by
Lewis (ref. 2-18). Other possible applica-
tions include the use of low-frequency radar
to determine the depth to the water table or
the overburden depth; however, these appli-
cations have not been demonstrated.

Radar reflectance differences permit the
identification of surficial Earth materials
(refs. 2-3, 2-19, and 2-20). In civil works
projects, this property applies to soil
mapping, the location of construction ma-
terials (sand, gravel, fill), and identification

of recently deposited stream alluvium as a
means of assessing flood hazards. The use-
fulness of active microwave sensors for
engineering soils interpretation has been
summarized by Barr (ref. 2-20).

1. It is possible to interpret regional engi-
neering soil types from SLAR imagery by
means of an inference technique based on
recognition and evaluation of repetitive char-
acteristic patterns. The SLAR imagery
shows pattern elements, average areal tones,
and image texture, which, in various combi-
nations, form SLAR image patterns indica-
tive of specific terrain surface conditions.

2. The extent to which inferences can be
made concerning local land-surface condi-
tions such as surface roughness or vegetative
cover is governed by the dynamic range of
tone values expressed on the imagery.

3. The systematic SLAR image interpreta-
tion technique provides a logical basis for
interpretation of engineering soil types and
insures results consistent in derivation. The
confidence with which an interpretation can
be made is greatly increased if adequate
field data are available. The technique at-
tains a maximum usefulness if used to ex-
tend knowledge from areas with known
conditions.

4. The relatively small scale at which
SLAR imagery is obtained and the resolution
of typical imagery are considered advanta-
geous for regional engineering soils interpre-
tation. A synoptic view of terrain, unconf used
by minor tonal contrasts, is afforded by SLAR
imagery.

The use of radar imagery in conjunction
with photographic systems for civil works
site selection and evaluation is desirable
because it can provide more information on
materials and landforms than conventional
aerial cameras. More information is pro-
vided for these reasons:

1. Microwave signals are strongly depend-
ent on composition of the illuminated area,
moisture content of materials, and surface
roughness of materials.

2. Vegetation associated with materials
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can be eliminated or enhanced by selection
of appropriate microwave wavelengths.

3. Terrain can be differentially illuminated
by side-looking radars, thus enhancing land-
form and drainage patterns.

4. Active microwave sensing is time and
weather independent.

Geologic Mapping

The geologic map is the basic foundation
from which interpretations and recommenda-
tions can be made that concern the discovery
of mineral and oil accumulations, delineation
of geologic hazards, planning of civil works,
reclamation, and many other applications.

The geologic map is a compilation of rock-
type distributions (mostly represented by
"formation," the mapping unit of the geolo-
gist) and of geologic structure. Rock types
are generally separated on the basis of com-
position (lithologies) and orientation at the
surface (many are tabular and it is im-
portant to determine their degree of inclina-
tion from the horizontal). From this map
of the attitudes and distributions of various
rock bodies, particularly as they indicate
folding and faulting, the geologist makes
interpretations of the geology beneath the
surface. These interpretations at depth lead
to recommendations for drilling and geo-
physical surveys to gain more detailed sub-
surface information that can lead to dis-
covery and later exploitation of buried
mineral and oil deposits.

Geological maps are compiled from map-
ping on the ground, from photogeologic
analyses of aerial and satellite photography,
and from radar imagery. When possible, the
geologist uses all these techniques. Though
mapping on the ground ultimately provides
the greatest amount of detail and is the most
accurate, it is also the most time consuming
and not the most efficient method for recon-
naissance. Satellite imagery has its greatest
value at the reconnaissance level.

The ERTS and Skylab results indicate that
much of the geologic information obtained is
through geomorphic analysis, primarily of
topography and drainage patterns. Though

this satellite imagery provides an excellent
map basis because of lack of distortion, ade-
quate mapping can be restricted because of
low resolution, poor weather, single look di-
rection, heavy vegetation, low relief, and so
forth. Radar has demonstrated its capability
for providing detailed physiographic infor-
mation that is free of most of these adversi-
ties and that has a choice of look direction
and angle.

Utilization of satellite altimetry over land
regions permits profiling the subsateilite
point. This was attempted with the S193
altimeter aboard Skylab. Figure 2-3 shows
a pass over the Midwest States. The altimeter
profile is compared with topographic maps
over the same groundtrack, and the correla-
tion is extremely good.

Future uses of this concept will enable
topographic mapping of remote regions. In
addition, with accurate tracking of satellites,
the topographic features can be positioned
with accuracies equal to or better than
conventional means.

The task of the interpreter using micro-
wave remote sensing for geological analysis
is to identify features (such as faults, folds,
and lateral changes in rock units) exhibited
or reflected by the Earth surface and faith-
fully reproduced in the imagery. Like photo-
geology, microwave terrain data interpreta-
tion is an attempt to understand geologic
conditions, the existence of which can be in-
ferred from radar image analysis of stream
patterns, soil textures and patterns, linea-
tions, shapes of hills and valleys, and the
presence or absence of specific vegetation
types. Some geologic features are so clearly
expressed in their landform configuration
that they can be identified directly; the na-
ture of other geologic features can be deter-
mined only by ground examination. The ex-
tent to which geology can be mapped from
microwave remote-sensing terrain data varies
considerably, depending on the geologic and
geomorphic characteristics of a region, the
climate and density of vegetation, and the
amount of surficial debris. Regardless of
the sensor used, the principal kinds of geo-
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FIGURE 2-3.—Topographic heights from Skylab altimeter (Skylab 3, pass 18) compared
with topographic heights from geological maps.

logic mapping information may be broadly
grouped into two categories: lithologic and
structural.

A few of the more important surface
parameters of prime concern for making
lithologic inference are—

1. Topography and microrelief.
2. Material type and texture.
3. Vegetation cover, type, and extent.
4. Moisture content, permeability, and

porosity.
5. Unit thickness and stratification.

Published regional and localized lithologic
studies using imaging radars have been con-
ducted in California (ref. 2-21), Arizona
(ref. 2-22), and Panama (refs. 2-3, 2-23,
and 2-24). The practicality of using an im-
aging radar for regional lithologic mapping
has also been demonstrated in many unpub-
lished mapping programs in countries such
as Nicaragua, Brazil, Colombia, New Guinea,
and Venezuela.

Identification of rock types with airborne

or spaceborne sensors has long been a goal
that consistently remains elusive. The ac-
curacy of a geologic map is generally de-
pendent on selecting rock units that have
sufficient areal extent to be significant and
that are distinctive enough on the radar for-
mat to be easily mapped. In those regions
where broad expanses of rock are exposed
and/or are closely reflected in the terrain
configuration, generalized rock types and
regional facies changes in major sedimentary
units might be mapped from evidence pre-
sented on a radar data format. However, in
those areas having the combination of low
relief and heavy vegetation or mantle cover,
or in areas having poorly exposed rock units,
diagnostic or suggestive lithic criteria may
be completely absent. Previous lithologic
data interpreted from radar imagery have
been derived from surrogates rather than
through direct identification.

Geologic structures frequently exert a
strong influence on surface topography. As
with photointerpretation, structural analysis
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with radar is an attempt (1) to mark atti-
tudes, distribution, continuity, and discon-
tinuity of key horizons, and (2) to deduce
the structural relationship from this infor-
mation. Resistant relief-forming strata usu-
ally provide good key beds; however, any
horizon that can be traced over a sufficiently
large area will generally provide a satis-
factory marker bed. Structural discontinui-
ties, such as fractures, joints, and faults, are
generally more easily eroded than surround-
ing rock, which results in linear segments
(usually depressions) in the landscape. Con-
sequently, the analyses of drainage, linea-
ment, soil texture, and vegetation patterns
help corroborate any structural interpreta-
tion. Recording of slopes and slope changes
on various landforms is important in deduc-
ing a coherent structural picture.

Where topographic relief is great, the
oblique angle of illumination of an imaging
SLAR system can cause extensive shadowing,
which may be a detriment to structural in-
terpretation. However, there is no doubt
that, in low-relief areas, the highlight and
shadow effect tends to enhance subtle terrain
features such as fault and joint patterns.

The most significant radar study of struc-
tural features was provided by Wing (ref.
2-25). This comprehensive investigation
shows the usefulness of SLAR imagery when
other terrain data were limited or not avail-
able.

An airborne radar image strip may be
several hundred kilometers land and tens of
kilometers in swath width. This strip gives
the interpreter a synoptic view of the terrain
and aids him in making regional geologic
generalizations, which are a necessary pre-
liminary for selecting areas for more de-
tailed study.

All geologic data, from whatever source,
are plotted on planimetrically accurate base
maps. When good topographic base maps
are available, radar imagery can usually be
correlated with the topographic map. Hence,
any geologic data and interpretations can be
transferred to the base map by inspection.
However, in areas in which base maps are

poor or nonexistent, a rectified radar image
is needed to provide the necessary plani-
metric base maps. In conducting mineral ex-
ploration, for example, it was found that
there were no reliable maps of interior New
Guinea and that aerial photography could
not be obtained because of perpetual cloud
cover. The SLAR imagery was obtained,
which provided a drainage base map that
finally enabled the pursuit of ground recon-
naissance.

Three research areas are suggested to aid
in the preparation of improved geologic maps
using active microwave sensors.

1. The delineation of major lithologic
boundaries is needed in areas of uniform,
heavy forest cover. For example, in the Black
Hills region, it is impossible to separate the
Precambrian rocks from the Paleozoic rocks
with any confidence when using any of the
available photographic imagery. Analysis of
ERTS imagery has shown that perhaps there
are textural differences in the topography on
the two major rock types, but the low spatial
resolution is a hindrance to a satisfactory
study. The higher resolution of Skylab may
help, and analysis is currently being con-
ducted. Unfortunately, Skylab coverage of
the Black Hills is incomplete. Radar imagery
might provide a better textural distinction
between the Precambrian crystalline rocks
and the younger sedimentary rocks and be-
tween the granitic and schist terrains within
the Precambrian core. The economically
valuable pegmatites, iron formations, and
gold deposits are found in the Precambrian
rocks. The ability to outline such areas of
potentially valuable crystalline rocks in other
regions would greatly assist mineral explora-
tion. The ability of radar imagery to provide
lithologic information in much greater de-
tail than that obtainable from ERTS imagery
has been shown in the heavily forested
Amazon region.

2. Enhanced drainage and topographic de-
tail is needed in areas of very low relief and
flat-lying nonresistant rocks. Examples are
the Powder River Basin and the Big Horn
Basin. Satellite imagery is unsatisfactory
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for revealing structures buried beneath the
Eocene and younger rocks. Attempts have
been unsuccessful in locating deeper domes
and anticlines by using aerial photography
to find drainage anomalies at the surface.
Radar imagery using a low look angle and
multiple look directions could provide much
greater detail. A more important aspect,
particularly in the Powder River Basin, is
that many of the known buried oil traps are
stratigraphic, which, in turn, may be related
to major buried faults. These faults are not
always expressed at the surface (or at least
have not been identified), but their presence
may possibly be detected by subtle features
at the surface. Economic accumulations of
oil are associated on the side of the fault
where porosity has developed in dolomitized
limestones. Many of these deep faults have
been active several times in the geologic
past and have affected the thickness and dis-
tribution of sedimentary facies, which are
factors influencing the occurrence of oil.
Therefore, any means of detecting these deep
faults at the present surface has great eco-
nomic value.

3. Detection of growth faults is needed.
These faults are well-known features in the
Gulf Coast and similar geologic environ-
ments, but active ones are not always easily
recognizable on the ground or are not readily
apparent in photographs. Growth faults are
important in the localization of oil traps and
have important implications in urban areas
where they are breaking through roads, pipe-
lines, and other types of construction. Again,
radar imagery might reveal these features
better than any other means.

Landform Identification and Terrain
Analysis

Landform identification and terrain analy-
sis (geomorphology) is a discipline that has
applications in geologic exploration, civil
engineering, soil mapping, land-use planning,
and water resources management.

Most geomorphologists are interested in
describing or identifying landform features
or regions and understanding the processes

responsible for shaping the landscape. This
study can be qualitative or quantitative.
Radar imagery is extremely helpful in either
approach. Qualitatively, radar imagery can
be used for regionalization of landform units
as well as for identifying individual land-
form features. Quantitative landform data,
relative relief and slope, can also be deter-
mined by using inherent radar distortions,
radar foreshortening, shadowing, and, to a
lesser degree, layover and parallax.

Regional geomorphology.—The texture,
pattern, and shapes of the radar shadows re-
semble a typical Raisz diagram of the region
and allow accurate and easy delineation of
discrete landform units. Landform units
mapped on radar have been found to agree
well with units derived from topographic
maps (refs. 2-18 and 2-26). In fact, along a
proposed sea-level canal route in Panama,
the agreement between map-derived and
radar-derived units was remarkable. When
only three landform units (plains, hills, and
mountains) were compared, more than a
90-percent agreement was found in all cases
(fig. 2-4). Exploration geologists have used
the same surface expression, so evident on
radar imagery, for the location of possible
mining sites. Bauxite deposits have been
discovered in Brazil by correlating terrace
units having known bauxite deposits with
previously unmapped terraces delineated on
radar images. Other lithologic units have
considerable surface expression character-
istics and can therefore be mapped as geo-
morphic units.

Individual features.—Many geomorphic
features are detectable on radar imagery.
Some features are of interest to exploration
geologists; for example, ring dikes, plugs,
faults, fractures, calderas, shell bars, estu-
arine meanders, and drainage patterns. Evi-
dence of glaciation (ref. 2-27), stream piracy
(ref. 2-28), coastal erosion and deposition
(ref. 2-18), and karst topography (ref.
2-24) have also been reported.

Quantitative geomorphology.—The accu-
rate description of landforms is the first step
in any geomorphic study. The three most



ACTIVE MICROWAVE REMOTE SENSING OF EARTH/LAND 57

! <*>.

0 10
km

Geomorphic regions

Plains

{HO Coastal

Hi Alluvial
Hills

| Low
I ntermediate

J High
Mountains

I Low
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important vertical dimensions used in land-
form analysis are elevation, relative relief,
and slope. Of the three dimensions, slope is
most widely used. By using inherent distor-
tions of radar imagery (such as radar fore-
shortening, parallax, layover, and radar
shadowing), relative relief and slope data
can be collected (fig. 2-5).

Although active microwave sensing can, in
some cases, be used to determine individual
slope values, its real value concerns the de-
termination of slope-angle distribution on a
regional scale. Radar foreshortening (ref.
2-29), radar shadows (ref. 2-30), and radar
power return (ref. 2-18) have all been
evaluated as a source of slope data by com-
paring the radar-derived data with map-
derived data. The studies referenced met
with varying success, although radar layover
and parallax are, in part, slope dependent
and therefore are a potential source of
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morphometric data. The difficulty of accu-
rately measurable layover and parallax on
radar imagery is a severe limitation.

The most practical source of morphometric
data is radar shadowing. Although radar-
derived slope data can be obtained for all
types of terrain, shadowing is prominent.
Radar foreshortening is most practical in
moderate- and low-slope regions. However,
foreshortening is limited by the extremely
fine accuracy required by the foreshortening
equation (ref. 2-18).

The use of radar power return as measured
from radar image tone was tested as a source
of slope data and met with little success.
Although there is a linear correlation be-
tween radar tone and power return (ref.
2-31), the assumption that vegetation re-
mains constant is impractical. However,
using radar scatterometry and/or inter-
ferometry data would eliminate the problem
and presumably make the measuring of ter-
rain slope from interferometry power return
a viable application.

The determination of relative relief is a
logical extension of any slope-measuring
method that requires the slope length as a
known parameter; namely, radar foreshort-
ening and radar layover. However, radar
shadows can be used to measure relative
relief by measuring shadow length instead
of frequency. Of all the methods evaluated,
shadow length was the most accurate, hav-
ing a correlation coefficient value of 0.86,
when compared with map-derived regional
values.

Geomorphic summary.—The qualitative
regionalization of landform regions and sub-
sequent measuring of regional and individual
morphometric parameters is of special value
to the environmental geologist/physical geog-
rapher because it provides insight into land-
scape dissection, terrain surface roughness,
and terrain mobility. The exploration geol-
ogist should be able to relate landform
morphometric data to stratigraphic and litho-
logic units and to regional anomalies.

Earthquake Mechanisms and
Crustal Motion

General objectives.—Measurement of solid
Earth strain patterns may lead to a further
understanding of earthquake mechanisms.
It is of special interest to measure strains on
a repetitive basis because the repetitions and
accuracies are capable of discerning hori-
zontal and vertical displacements of the sur-
face that precede earthquake activity. Such
premonitory strains are well known when on
a large enough scale and near a natural or
manmade gaging system—for example, the
shoreline tilts recorded in Japan. Smaller
scale motions (or those motions occurring in
areas with no benchmarks for comparison)
may occur often but remain undetected.

In particular, the phenomenon called dila-
tancy, a volumetric dilation of rocks ready
to fail and generate an earthquake, has been
described from observations in the Kuril
Island chain by the U.S.S.R. Such a dilation
should be accompanied by a vertical rise of
the land surface above the volume affected.
The extent of the rise is variously estimated
to be between approximately 1 mm and 1 m,
and undoubtedly varies from case to case,
if, in fact, it occurs in a significant percent-
age of cases.

Vertical motions over large areas would
tend to remain undetected if the strain is
distributed broadly and neither local cracking
nor tilting is involved. If an inland area were
to rise a meter or more and the strain were
distributed fairly uniformly over regions
with dimensions of approximately 1000 km,
the only effects would be similar to Earth
tides and would rarely be detected. Although
several programs are now in operation or
are being planned to monitor horizontal
strains, very few projects have been under-
taken to monitor tilts or vertical changes,
and no projects have been initiated to moni-
tor the vertical positions of dozens of points
in an area of earthquake interest. A system
that could measure the relative elevations of
numerous points on the Earth surface to an
accuracy of a few centimeters would com-
plement the existing horizontal ranging sys-
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terns and could provide data necessary for a
test of the hypothesis of dilatancy. One
possible system would involve the principle of
multilateration to numerous targets from
aircraft or perhaps spacecraft.

Users of such data would be consulting
engineering geologists and municipal, State,
and Federal agencies. The end users are
municipal, county, and State planning
boards, the engineering and architectural
professions, insurance underwriters, dis-
aster-fighting operations, and others.

Functional requirements and discussion.—
To secure measurements of dilatant uplift
and the effects of strain, a system is required
that enables relatively inexpensive portable
devices to be moved from benchmark to
benchmark over wide expanses of mountain
and desert. These devices could facilitate
establishing positions with true accuracies
of 1 to 4 cm in three-dimensional space. Op-
erators could know immediately when they
have obtained useful results, without waiting
for elaborate and costly computer reduction.

In analytical efforts to date, various meth-
ods of determining relative movement of
non-line-of-sight points on the Earth surface
were investigated: radar, distance-measuring
equipment (DME), multilateration, and in-
terferometry. Tradeoff analyses of each
method support a final system choice of a
unique multilateration scheme using active
two-way microwave distance measurement.
The system could use an aircraft platform
that collects distance-measurement informa-
tion of earthbound markers. Radar and elec-
tronic hardware either presently existing or
currently under commercial development
almost certainly will enable a suitable system
to be built that is capable of 1- to 4-cm
accuracy in three dimensions to relate bench-
marks in local networks of precision survey
points to a larger scale regional grid in which
the grid points are established by another
technique, such as satellite tracking. Such
a system is described in appendix 2A.

GENERAL FUNCTIONAL REQUIREMENTS

Frequencies

The use of simultaneous multiple wave-
lengths appears to have great potential in
the microwave remote-sensing field; how-
ever, examples of terrain applications are
few because only a limited amount of multi-
frequency radar imagery has been available
to the geoscientist. The obvious need for
information on signal penetration exists
where vegetation or a thin soil cover masks
shallow outcrop patterns. In semiarid and
arid terrain environments, the applicability
of longer wavelength radars has been noted.
For example, two multifrequency studies
were conducted at the Pisgah Crater area
in California (refs. 2-32 and 2-33). Both
authors have recognized the surficial-cover-
penetration potential of relatively long-
wavelength imaging systems and note the
necessity of obtaining simultaneous multi-
band coverage.

Many investigators have proposed using
multiple frequencies to take advantage of
the varying amounts of penetration or the
change in roughness relative to wavelength.
Most investigators have proposed as broad a
coverage as is practical and consistent with
orbital operation. On the high-frequency end,
35 GHz seems a reasonable choice in view of
the difficulties encountered with atmospheric
absorption and scattering at higher frequen-
cies. This choice is consistent with equipment
availability because considerable microwave
work has been performed at this frequency.

A variety of low frequencies has been
proposed ranging from 400 MHz to approxi-
mately 2 GHz. In general, proposals have
been made to extend to the lowest practical
frequency for orbital synthetic aperture
operation. Limitations will depend on the
phase resolution required and will probably
be a tradeoff between the effect of Faraday
rotation and the length of the synthetic aper-
ture required for the desired ground resolu-
tion. The range of 30 cm is probably a
reasonable choice. The utility of low-fre-
quency data cannot be assessed at this time
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because few data analyses in this frequency
range have been performed. Data required
by the Environmental Research Institute of
Michigan (ERIM) L-band system should,
if widely disseminated, remedy this situa-
tion. The major reason for requesting low-
frequency data has been the desire to increase
penetration, particularly through vegetation,
and to decrease the effects of roughness.

The upper and lower frequencies are
principally chosen from considerations of
operational constraints. Virtually every in-
vestigator has recommended at least one
intermediate frequency, and this choice seems
to consistently fall in the X-band region be-
cause of a combination of data and equipment
availability. This choice is questionable. If
use is to be made not only of the differing
information at each frequency but also of
the variation in scattering due to frequency
change, the data must be compared with
some type of predictive model. The bulk
of the models that may be used for this pur-
pose predict a variation in return at different
frequencies proportional to some function of
the wavelength ratio. If this criterion is
used and limiting frequencies of 1 and
35 GHz are assumed, the choice for a single
intermediate frequency would be approxi-
mately 6 GHz, which is very dependent on
the low-frequency limit. For example, using
limits of 0.5 and 35 GHz would give a middle
frequency centered on 4 GHz. The literature
available in the area of soil moisture pre-
diction with microwaves indicates a need for
using the lowest practical frequency. This
consensus tends to favor 4 GHz as a more
reasonable choice of intermediate frequency.

Even a simplified argument such as that
presented here shows the need for additional
investigations in the frequency dependence
of the scattered return before selection of
frequency parameters. If possible, this in-
vestigation should be conducted not by fund-
ing one or two investigations of frequency
dependence, but by making available to a
wide variety of investigators imagery taken
at frequencies other than the traditional
X- and Ka-bands. This procedure would

serve to possibly uncover new applications
and to insure that the data are evaluated for
several different applications in widely differ-
ent disciplines.

Resolution

Because of the coherent nature of the il-
lumination with active microwave sensors,
no determination of resolution can intelli-
gently be made without simultaneously con-
sidering scintillation and scale. For example,
a 10-m resolution in a radar imaging system
is not equivalent to a 10-m resolution in a
photographic imaging system. If the radar
sensor is assumed to be a fully focused syn-
thetic aperture system, a single 10-m resolu-
tion cell from a homogeneous population
represents only a single sample from a ran-
domly varying distribution, which, in the
case of Rayleigh fading, has a 5- to 95-per-
cent range of approximately 18 dB. Thus,
obtaining a reasonable estimate of signal in-
tensity (or gray tone) requires the averag-
ing of numerous independent samples. This
averaging, in turn, decreases the effective
resolution of the system for the sensing of
area-extensive targets. However, for a pho-
tographic system with a listed 10-m resolu-
tion using panchromatic illumination, the sig-
nal intensity of a single cell is the sum of
the contributions from many independent
samples spaced in frequency. The gray tone
of a homogeneous region is thus even, and
the effective resolution is essentially the same
as the listed system resolution.

The image scale is a consideration because
it is the most frequently used means of per-
forming the required averaging for fading
in the radar image. In a small-scale format
in which the image resolution cell is not
resolvable by the eye, the eye will perform
the necessary averaging. However, on mag-
nification, the image will start to break up
and exhibit graininess as the visual resolu-
tion approaches that of the image. Assuming
a 10-m, fully focused, synthetic aperture sys-
tem and taking 16 cells as the necessary
number of independent samples, the effective
resolution is actually 40 m. Thus, scale may
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be adjusted only to match this figure with the
visual resolution of the interpreter. Any
magnification beyond this point is useless in
the interpretation of area-extensive targets.

An example of the confusion caused by this
effect may be cited from the two major sys-
tems currently flying commercial radar
imagery. Both have system resolution listed
as 10 m; however, one is a synthetic aper-
ture system, and the other a real aperture
system. The real aperture operation provides
some averaging; thus, the effective resolu-
tion is somewhat better. This result may
best be seen by magnifying imagery from
both systems to larger scales where the
breakup occurs at a slightly larger scale, or
increased magnification, for the real aperture
system.

In summary, the specification of resolu-
tion should be in terms of the effective reso-
lution with consideration given to the statis-
tics of the fading return. It would also be
helpful to the individual investigator to
transform this need into a specification of
largest usable scale. The "user" evaluation
of variable-resolution radar systems has not
received adequate research support.

Dellwig has provided some information by
attempting to define the geologic utility of
variable-resolution radar (refs. 2-34 and
2-35). The amount of topographic detail
recorded on relatively high-resolution radars
provides increased detectability of specific
terrain features; however, specific geologic
utility has not been demonstrated. Certainly
an increase in the number of lithic or struc-
tural units inferred from a radar format
would improve the geologist's interpretation;
however, Dellwig and McCauley (ref. 2-35)
concluded that, in regional or large-scale
studies, coarser resolution appears to be
more desirable.

General

Spectral resolution can have two widely
different interpretations. First, it can refer
to the specification of multiple discrete fre-
quencies to adequately describe the varia-
tions over the spectral region of interest.

Second, as exemplified in the panchromatic
visual imaging system, additional independ-
ent samples may be obtained in the fre-
quency domain and averaged before image
formation. In this case, the spectral resolu-
tion (or system bandwidth) could be sig-
nificantly greater than that associated with
the equivalent pulse length for the 10-m-
range resolution.

The first specification is, of course, inti-
mately related to the specification of the
operating frequencies. In fact, the specifica-
tion of three discrete frequencies implies
sufficient knowledge of the target spectral
response and frequency correlation function
to determine that three independent fre-
quency samples are all that are contained in
the spectral region of interest. The discus-
sion in the section entitled "Frequencies"
should demonstrate that this knowledge is
not available and that the selection of the
number and value of discrete frequencies
is little more than an educated guess.

To intelligently select the number and
value of operating frequencies requires defi-
nition of the spectral response for the range
of targets of interest. This task would best
be accomplished by performing continuous
frequency measurements over the frequency
range of approximately 0.5 to 40 GHz and
over all classes of targets. Alternatively,
this task requirement could be better defined
with wide dissemination to several different
disciplines of multiple-frequency imagery
acquired over target areas of interest. As
noted earlier, the only widely disseminated
imagery at this time is at the X- and Ka-
bands. Little of this imagery is available
over the same areas, and it is not acquired
at the same time.

Obviously, the acquisition of calibration
curves of continuous spectral response over
all possible targets is impossible; however,
it appears essential that this type acquisi-
tion be performed for at least a limited
number of target classifications. These data
may then be extrapolated to additional targets
when simultaneous multiple-frequency im-
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agery is available to investigators from a
variety of disciplines.

Analysis of the ERIM simultaneous X- and
L-band data will undoubtedly help clarify
this problem. However, care should be taken
not to be unduly influenced by a limited
analysis of these discrete frequency data for
a single restrictive objective such as moisture
detection. If the results obtained from this
system are to be one of the principal criteria
for the determination of operating frequen-
cies, these data should be made available
to a much wider community of potential
investigators.

Temporal

Seasonal variations provide contrasts in
the geological information available on ERTS
imagery. In addition, snow-enhanced ERTS
imagery has proven to be of value for geo-
logic mapping. Although snow enhancement
provides a mechanism to increase the geo-
logic utility of visible- or near-IR imagery
acquired by terrestrially oriented satellite
systems, this effect may not be true for micro-
wave systems. Waite and MacDonald (ref.
2-36) have noted that subtle landform fea-
tures may be completely obliterated on radar
imagery if specific kinds of snow cover are
present. However, seasonal variations do
enhance the information in radar images
(e.g., the imagery of woodland swamps with
defoliated tree cover as compared to trees
with full foliage) has been noted (ref. 2-3).
In general, the temporal aspect of gathering
microwave terrain data has not been well
documented.

Dynamic Range

As discussed previously, the tradeoff with
resolution involves the variance of the re-
turn (or the effective resolution of area-ex-
tensive targets). Any tradeoff of spatial
resolution to compress the dynamic range of
the already-averaged signal intensity would
be a serious mistake.

Unquestionably, the dynamic range of the
return far exceeds that of the image film;

thus, compression of the dynamic range is a
necessity in most instances. The dynamic
range of the return signal, even without
considering fading effects, is from 50 to
60 dB, whereas the image film can accom-
modate only approximately 20 dB. Obvi-
ously, if the full dynamic range of the signal
is compressed to that of the film, it will only
be at the expense of intensity (amplitude)
resolution.

Current imaging systems do not attempt
to display the full dynamic range of the
signal return; data loss occurs at both the
high and low extremes. The center range is
controlled by some form of slow-response
automatic gain control (AGC), which centers
the mean signal intensity of the scene in the
center of the film range. In most instances,
this technique works acceptably; however,
there are important exceptions. The return
from old snow (or firn) has been shown to
saturate the film of the APQ-97 system in
virtually all cases. However, the returns
from relatively smooth surfaces, such as
playas, sand bars, and so forth, have been
shown to be below the film sensitivity thresh-
old. To include these extremes in the image
dynamic range would seriously affect the
intensity resolution and thus many other
applications using midrange variations in
intensity. For instance, applications such as
soil-moisture detection or ,crop identification
require the distinction of subtle tonal changes
caused by signal variations of approximately
1 to 2 dB. Decreasing the intensity resolu-
tion of the image would completely obliterate
many of the boundary distinctions that can
be made with the currently available im-
agery.

The best solution to this problem appears
to be either control of the dynamic range
compression or, preferably, control of the
portion of the signal dynamic range pre-
sented on the image film; that is, in essence,
control of the AGC so that midrange signals
could be permitted to saturate when it is
desirable to view extremely low amplitude
variations with good intensity resolution.
The same technique in reverse could obvi-
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ously be used to view high-amplitude varia-
tions in the return from firn while permitting
the midrange variations to go below the film
threshold.

Because orbital active microwave imaging
systems will almost certainly use a synthetic
aperture, implementation of this type con-
trol may be done with multiple processing
of the image film. However, this does imply
that preprocessing of the received signal will
not sacrifice the dynamic range of the signal.
Thus, any techniques for onboard preprocess-
ing before downlink transmission to con-
serve information bandwidth should be
weighed against the possible degradation of
the inherently large dynamic range present
in the Doppler return compared to that used
in the formation of a single image.

Polarization

The potential value of simultaneously re-
corded like- and cross-polarized radar return
was demonstrated by Dellwig and Moore
(ref. 2-21), who made a preliminary evalua-
tion of anomalously depolarized return sig-
nals in the Pisgah Crater area. About the
same time, Morain (ref. 2-37) noted that
the relatively uniformly textured and even-
toned return from the vegetation on the like-
polarized return was separable into areas of
variable tones on the cross-polarized return.
The degree of depolarization was directly re-
lated to vegetation type, the area boundaries
paralleling those defined by the U.S. Forest
Service map.

A better defined capability of dual-polar-
ized radar is in the revelation of a qualita-
tive estimate of soil moisture content by
MacDonald and Waite (ref. 2-38). These
two authors, utilizing like- and cross-polar-
ized returns, discriminated between wet and
dry areas in the near range in portions of
the Gulf Coast with sufficient accuracy to
warrant further investigation of this ca-
pability. Realizing the high degree of corre-
lation between the electrical properties of
soil and soil-moisture content, indications
are that areas of permafrost in the Arctic
regions could be easily delineated in a simi-

lar manner. Definition of soil-moisture con-
tent having been achieved with Ka-band im-
agery suggests an even greater potential for
determination of soil moisture content for
the as-yet-untested long-wavelength micro-
wave systems.

Depression Angle

For geologic practicality, it is assumed that
the most significant and immediate contribu-
tion of active microwave imaging sensors will
be in those geographic regions containing
relatively inaccessible, poorly mapped, moun-
tainous terrain where photography cannot be
obtained. However, data presented in a re-
cent study by MacDonald and Waite (ref.
2-38) reveal that, for certain terrain con-
figurations, the amount of retrievable geo-
logic information will be of marginal utility
unless the geometry of both the imaging
system and the terrain is carefully con-
sidered.

In low-relief areas, the oblique illumination
and resultant shadowing by imaging radar
can generally provide enhancement of topo-
graphically expressed geological features;
however, in mountainous terrain, radar
shadowing can deter geologic interpretation.
Especially in rugged terrain, two inherent
disadvantages of a radar imagery format
that can hinder geologic interpretation are
extensive shadowing and layover. Radar de-
pression angle and terrain slope define the
range over which shadow and layover will
occur, but the extent of either parameter is
defined by relative relief. From most opera-
tional side-looking radar systems, the in-
terpretive data loss increases as terrain slopes
exceed 35° and local relief surpasses 1000 m.
Tradeoffs between loss of geologic data
caused by radar shadow and layover as com-
pared to swath coverage should be evaluated.
Similarly, the advantage of slight radar
shadowing in low-relief areas should be con-
sidered.

The selection of the depression angle
ranges in high-relief areas should be biased
slightly toward the higher values, which will
increase the occurrence of layover but de-
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crease the occurrence of shadowing. The
justification for this approach is that in such
high-relief areas the near-range slope is
severely foreshortened, whereas the far-
range slope is presented near its true length.
The slight intentional bias toward layover
is introduced to sacrifice the least usable
portion of the imagery.

The tradeoff decisions for selection of opti-
mum depression angles is considerably easier
for the categories with lower slope and relief.
The probability of obtaining both layover and
shadowing near the same angular range is
less, and the decisions involve more the ex-
tent of shadowing desirable. In the lowest
relief areas, shadowing is deliberately intro-
duced to provide topographic enhancement.

It is apparent from the preceding discus-
sion that an aircraft imaging system de-
signed to maximize geologic data gathering
should be capable of high-altitude operation
and coverage of a range of depression angles
from 10° to 55°, with a minimum elevation
beamwidth of 20° to 25°. The adjustment
of depression angle may be made by using an
antenna with a broad elevation beamwidth
that spans the entire range with the area
imaged varied by adjustment of time delay
and sweep rate. A higher gain antenna with
a minimum elevation beamwidth of 20° to
25° could also be used with a mechanical
drive system capable of varying the antenna
pointing angle by approximately 25°. A
spacecraft imaging radar system, although
having the advantage of increased coverage
for a small range of depression angles, should
also be capable of a similar range of ad-
justments.

Look Direction

Because of the large areal coverage, SLAR
imaging systems enable the eye to integrate
subtle topographic differences over long
distances. This synoptic presentation in con-
junction with an oblique angle of incident
illumination provides enhancement of topo-
graphic features that are not evident on con-
ventional aerial photography, even when
viewed stereoscopically. Thus, the geologist

is able to see the terrain portrayed in a con-
figuration that is normally not available to
him. Many examples have been cited in the
literature in which radar has actually defined
structural features such as lineaments and
faults, which had not been previously de-
tected by using normal geological reconnais-
sance methods (refs. 2-14, 2-22, 2-34, and
2-39 to 2-42). Multiple-imagery passes were
not available for most areas previously
studied; therefore, the capability for re-
peatedly recognizing these anomalous geo-
logic features on multiple-imaging passes
and the influence of a preferred look direction
(direction orthogonal to the groundtrack of
the aircraft) could not be investigated. How-
ever, the availability of multiple flight cover-
age from eastern Panama and northwestern
Colombia provided sufficient data for a semi-
quantitative look-direction analysis in which
the detection of certain geologic features un-
der a variety of terrain conditions could be
examined.

Depending on the relative topographic re-
lief, effective incident angle, and look direc-
tion, geologic features can be advantageously
enhanced or can be completely suppressed.
Maximum data retrieval from radar geo-
logical reconnaissance in poorly mapped
areas necessitates imaging the specific region
from two orthogonal look directions (ref.
2-43).

The effect of look direction on the detect-
ability of linears in radar image data using a
spatial frequency analysis technique, which
uses a coherent-optics system, has been pre-
sented in a quantitative fashion by Eppes and
Rouse (ref. 2-44). The authors concluded
that the detectability factor of off-normal
features can be improved by spatial filtering
in the Fourier plane of a single look-direction
image. A much less complicated and cer-
tainly more practical technique (image pres-
entation or format still retained) for de-
tecting linears can be achieved by using the
widely accepted and inexpensive Ronchi grat-
ing (ref. 2-45). The Ronchi grating has
been used as an effective method for deter-
mining geologic structure from radar im-
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agery in coal-mining areas of Virginia (ref.
2—46). Radar imagery viewed through a
Ronchi grating reveals lineaments enhanced
by diffraction image overlap only when the
grating lines are perpendicular to the linea-
ment direction. The frequency and spacing
of linear features determine the degree of
enhancement. Because the linear trend is
always added to the spurious images pro-
duced by objects with no actual alinement,
the lineament direction is always more con-
spicuous. In those terrain environments in
which manmade linear features (such as
fence lines, field boundaries, etc.) occur with
natural linears, the task of the geoscientist
becomes complex if the imagery itself is not
viewed.

The conclusion that might be apparent to a
nongeoscientist from the previous discussion
is that spatial filtering might negate the
necessity of obtaining multiple-look-direction
imagery over the terrain to be examined for
geological studies. Unfortunately, geologic
interpretation from any remote sensor image
entails considerably more than just the
mapping of linears or lineaments. For ex-
ample, dip slopes are an integral component
of any structural analysis and were one of the
geologic parameters examined in the original
look-direction study by MacDonald et al.
(ref. 2-43). These authors concluded that
the influence of radar foreshortening, as
dictated by look direction, is inherently re-
lated to the nondetectability of dip slopes.
The state-of-the-art data processing (includ-
ing the two techniques previously described)
does not provide detection improvement for
dip slopes; however, orthogonal look direc-
tions would provide a realistic alternative for
optimum data retrieval.

Radar Stereoscopy

Radar relief displacement is an inherent
characteristic of SLAR systems. This dis-
placement is toward the nadir if the object is
above the datum (topographic high), and
it is away from the nadir if the object is
below the datum (topographic low). There-
fore, the relief displacement is in the op-

posite direction from the displacement di-
rection in optical systems.

Because the appearance of high-resolution
radar imagery is similar to a photograph, a
visual stereographic image can be formed
with appropriate radar stereographic cover-
age. However, adverse shadowing conditions
are more predominant in radar imagery be-
cause of the oblique angle of illumination. In
addition, radar foreshortening and layover
make radar stereoscopy exceedingly difficult
to obtain where terrain relief is relatively
great. When one object is imaged twice at
two different look directions at the same alti-
tude (i.e., opposite-side configuration) or at
two different altitudes (i.e., same-side con-
figuration), then radar stereoscopy can be
obtained. Especially in rugged terrain with
the opposite-side configuration, shadowing
may be sufficient to negate the utility of
stereoscopy. However, in those areas where
terrain slopes are minimal, radar stereos-
copy will aid geologic interpretation.

SUMMARY

Major application areas for active micro-
wave remote sensing include (1) exploration
of petroleum, mineral, and ground water re-
sources; (2) mapping surface and structural
features; (3) terrain analysis, both morpho-
metric and genetic; (4) application in civil
works; and (5) application in the areas of
earthquake prediction and crustal move-
ments.

Although the success of radar surveys has
not been widely publicized, they have been
used as a prime reconnaissance data base
for mineral exploration and land-use evalua-
tion in areas where photography cannot be
obtained. Radar imagery is providing a
"first look" at some 6 million km2 through-
out the world.

Microwave remote sensing, especially from
aircraft or satellites, has several important
attributes that establish its desirability for
mineral resources and geologic applications:

1. Expediency: Conventional field measure-
ment can be time consuming, inconvenient,
and costly.
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2. Efficiency: Large areas can be covered
in a short time.

3. Vantage: Some measurements are prac-
ticable only from air.

4. Coverage of areas is possible when not
directly accessible because of local conditions.

5. Unique and corroborative data contri-
bution is available only in the microwave por-
tion of the electromagnetic spectrum.

Several unique characteristics of micro-
wave sensors make them valuable for geo-
logically oriented investigations. The proven
application of an all-weather day/night
sensor is an obvious advantage in many
poorly mapped regions (especially tropical)
of the world, and the low angles of oblique
illumination have been demonstrated to em-
phasize subtle terrain features, which nor-
mally would have been overlooked when
using standard photographic techniques.
Where vegetation cover masks the ground
surface, the radar signal may be influenced
by the combination of the vegetation and the
terrain surface beneath the vegetation; con-
sequently, the extent to which terrain param-
eters can be mapped from microwave terrain
data varies considerably depending on (1)
the geologic and geomorphic characteristics
of a region, (2) the climate, (3) the density
of vegetation, and (4) the amount of surficial
debris. However, the feasibility of using
multifrequency microwave data over heavily
vegetated areas may increase the accuracy
of measuring many terrain parameters.
Where vegetation is sparse or absent, an im-
aging radar becomes extremely sensitive to
the actual surface roughness; thus, surface
particle size and texture dominate the micro-
wave return signal. The feasibility of obtain-
ing multifrequency-multipolarization terrain
data and an insight into dielectric properties
will provide terrain information that is not
available with existing airborne systems.

A few of the more important terrain
parameters of prime concern to the inter-
preter, which may be inferred with opera-
tional microwave systems, include—

1. Geologic structure and lithology, espe-

cially faults, folds, fractures, rock stratifica-
tion, and thickness.

2. Vegetation cover, type, and extent.
3. Surficial materials (nonvegetated) such

as texture and microrelief.
4. Landform parameters such as size,

shape, slope, relative relief, and elevation.

Systems data generally available to users
during the past 10 yr are from high-fre-
quency systems (K- and X-bands), with
which no significant penetration should be
expected. Limited studies show that with the
long-wavelength radars (P- and C-bands),
some penetration will be obtained even
though the effect is somewhat clouded by the
smoothing of surfaces (resulting in low
return) that appear rough to short-wave-
length radars. However, an important future
potential is indicated. Certainly, the aspect
of some vegetative penetration might pro-
vide insight into the true surface morphology
of areas masked by a tree canopy.

At present, resolution is limited in non-
classified systems at approximately 10 m.
Whether or not improvement in resolution
would be desirable depends on the nature of
the survey; for example, a reconnaissance or
"first-look" survey (for which radar is best
suited) requires no better resolution than
that provided by existing commercial sys-
tems.

Priority areas of future research include
understanding system-terrain interaction.
For example, it has been found that the de-
polarizing of incident energy varies some-
what over the classes of terrains that back-
scatter microwave energy; thus, if energy
of a given polarization is transmitted, the
relative amounts of energy returned with like
polarization and cross-polarization are dif-
ferent from different terrain classes. There
are also differences in the variation of back-
scattering with wavelength and incident
angle. Understanding the many parameters
that influence the radar return signal is
expected to provide a measure of detailed
terrain analysis (ref. 2-47). The potential
applications for multipolarization-multifre-
quency microwave systems, as outlined in
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this section, provide exciting possibilities for
retrieving terrain information. For future
microwave systems, any terrain parameter
that can be measured as additional data or
with improved accuracy will probably be
valuable. Even if not useful itself, it may
provide surrogate data about another vital
parameter.

SPECIFIC RESEARCH AREAS

The cover and subsurface penetration in a
multifrequency radar system would aid in
the following areas:

1. Determining true surface morphology.
2. Determining soil thickness.
3. Determining depth to bedrock.
4. Detecting offshore oil seep.

The following research observations are
noteworthy:

1. Contrasts in coastal wetlands vegetation
on dual-polarized radar imagery appear to
provide an additional data source.

2. Dielectric properties of terrain surficial
materials would aid considerably in deter-

mining rock or soil composition, the physical
properties of Earth materials, and variation
due to saturated and unsaturated conditions.

3. Interferometry may provide a means of
determining regional or local slope param-
eters, including the aspect of automatic slope
mapping.

4. Quantitative data extraction relative to
depression angle dependency for specific
slope or terrain configurations has not been
thoroughly investigated.

5. The specific needs for calibrated micro-
wave data are not known; however, slope
determination from power return seems
feasible.

6. Data processing, including spectral ra-
tioing and image enhancements, is needed.
Spectral signatures of different rocks,
metallic minerals, and alteration zones, to-
gether with pattern recognition emphasizing
texture and tone are necessary. Need for
temporal data has not been fully documented,
especially in foliated as compared to non-
foliated terrains. Snow cover is of special
concern.

PART B

WATER RESOURCES

This section concerns the various applica-
tions and projected applications of active
microwave instruments for studying water
resources. Most applications involve use of
an imaging system operating primarily at
wavelengths of less than 30 cm (i.e., K-, X-,
and L-bands). Discussion is also included
concerning longer wavelength nonimaging
systems for use in sounding polar glaciers
and icecaps (e.g., Greenland and the Ant-
arctic) .

The section is divided into six topics: (1)
stream runoff, drainage basin analysis, and
floods; (2) lake detection and fluctuating
levels; (3) coastal processes and wetlands;
(4) seasonally and permanently frozen

(permafrost) ground; (5) solid water re-
sources (snow, ice, and glaciers) ; and (6)
water pollution.

SURFACE WATER

Runoff Prediction, Models, and
Stream Networks

Runoff potential and modeling.—The gen-
eral objective is the prediction of runoff po-
tential of ungaged medium-size watersheds
that lack prior records. In this context,
medium size is defined as a 2- to 500-knr
drainage area.

Storm runoff is related to the amount of
storage available in or on the surface (inter-
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ception, surface storage, and infiltration).
Measurement of one or all of the character-
istics can improve current manual techniques
for estimation of coefficients for storm runoff
equations. In the commonly used Soil Con-
servation Service (SCS) runoff reference
(eq. (2-1)), the coefficient CN is based on the
soil-cover complex over a watershed surface.

(P-0.2S)-
P + 0.8S (2-1)

where Q is inches of runoff; P is rainfall
(storm) ; & is water storage factor equal to
(1000/CAO - 10; and CN is function of soil
type, cover, roughness, and soil moisture.

Active microwave systems of appropriate
wavelengths are sensitive to soil particle size,
vegetation, roughness, and scene moisture;
thus, a good possibility exists that the inte-
grated influence of these characteristics can
be quantitatively measured by microwave
systems. Present technology favors active
rather than passive microwave systems for
imaging with longer wavelengths. The ap-
plication is an area of primary research con-
cern because it has not been tested with an
active microwave system.

Application: The application for active
microwave sensing would be to obtain data on
the watershed runoff of medium-sized water-
sheds.

Acquisition: The data would be acquired
by use of the following techniques:

1. Multifrequency wavelengths (X- and
L-bands or longer).

2. Minimum of 20 data points per km2

using seven-bit digital data.
3. Vertical and horizontal polarization.
4. Steepest possible depression angle and

onboard tape recording.
5. Processing with data reduced to digital

interface (registered) computer-compatible
tape (CCT).

6. Gridded film output for location of data
in irregularly shaped areas.

7. Display and distribution (as minimum
user requirements) of CCT and film output
or average value of each polarization of each
wavelength used for requested surface area.

Justification: This system would provide
all-weather capability and improve evalua-
tions of hydrologic classification of soil by
imaging in longer wavelengths than now
available in passive images. The system
could be used for space platforms and could
improve ERTS saving by $2.5 million a year.

Anticipated results using active micro-
wave sensing: Improved prediction of storm
runoff used in the design of flood-control
structures is anticipated (accuracy: 5 yr,
80 percent; 10 yr, 95 percent). The result-
ing information would be of use to the U.S.
Department of Agriculture SCS, the U.S. De-
partment of the Interior, and underdeveloped
countries.

The ERTS studies by Blanchard (ref.
2-48) indicate that the SCS parameter CN
can be related to the difference between MSS
bands 4 and 5 in the southern Great Plains,
especially during dry, dormant conditions.
The ERTS scenes for such conditions are not
always available when they are most needed
for these measurements; however, benefits
from this application have been estimated at
$2.5 to $5.0 million if applied nationwide.
This ratioing technique has not yet been
tested using Skylab data. The Passive Micro-
wave Imaging System (PMIS) measure-
ments at X-band over eight small watersheds
indicate the feasibility of microwave meas-
urements of the coefficient CN. Figure 2-6
illustrates the apparent relationship of hori-
zontally polarized PMIS temperature to the
SCS runoff coefficient CN from these water-
sheds in central Oklahoma.

Cost/benefit.—The 1973 Dynatrend report
(ref. 2-1) lists annual benefits in excess of
$200 million at 1972 values. A modest saving
is recognized for improvements in monitor-
ing impounded water forecasts of irrigation
water availability.

Recommendations.—The first requirement
is to define and measure CN for the SCS
equation. The second requirement is to at-
tempt measurements of individual param-
eters for use in existing complex runoff
equations (soil moisture, soil porosity or in-
filtration capacity, interception storage, etc.).
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FIGURE 2-6.—Apparent relationship of the horizon-
tally polarized PMIS temperature to the SCS run-
off coefficient CN from watersheds in central
Oklahoma.

During the first phase, aircraft platforms
should be used over intensely instrumented
watersheds to develop the relationship be-
tween microwave response and runoff co-
efficient. A second set of watersheds should
then be used to test these prediction co-
efficients. Such a program could have results
in 2 to 5 yr.

The second phase should be concurrent
with the first and should involve use of a
truck-mounted system over controlled plots.
The experimental design might closely follow
the design already initiated at the University
of Kansas. After establishing basic relation-
ships for each hydrologic variable, the knowl-
edge must be repackaged for aircraft ap-
plication.

Estimates of streamflow based on network
analysis.—The objective of this application
is to measure a different parameter of storm
runoff; namely, Strahler numbers. This
analysis is independent of the drainage-basin
size and could therefore be more universally

applicable than the previously discussed SCS
runoff equation.

In the evaluations of ERTS-1 imagery,
several investigators have shown the capabil-
ity of satellite imagery for defining basin
shapes, sizes, and drainage patterns. The
extent and direction of streamflow were de-
fined by imagery, and high-quality correlative
streamflow data have been acquired by the
data collection system (DCS) and used by
State and Federal agencies. Historical
streamflow data, which were routinely col-
lected at gaging stations, have been extrap-
olated to ungaged sites by relating stream
discharge to geometric and surface char-
acteristics of the drainage basin. Some of
the basin variables most easily extracted
from ERTS-1 imagery are amount of open
water, area of vegetative cover, area of snow
cover, network geometry, drainage area, and
major basin modifications by man; that is,
urban development or cultivation.

The application of airborne radar to the
identification and measurement of drainage-
basin variables has been investigated by Mc-
Coy (ref. 2-49) and Lewis (ref. 2-18) (fig.
2-7). Investigation has shown that each dif-
ferent radar system yields different amounts
of detail; however, the consistency of in-
formation content in any given radar system
allows extrapolation of data to the level of
detail that would be available on a 1:24 000
topographic map. This potential exists for
each of the stream network variables in
drainage basins, but it is strongest for basin
area, total network length, total number of
stream segments, and basin perimeter. High
levels of correlation were found to exist be-
tween data derived from topographic maps
and radar imagery. Figure 2-8 illustrates
this general conformity. Because radar im-
agery can be the base for a reasonably ac-
curate map of drainage-basin networks, it
has proved to be very useful in compiling and
updating drainage maps of inaccessible,
cloudy environments such as the Amazon
Basin.

Drainage area and stream network length
are readily measured from radar images, and



70 ACTIVE MICROWAVE WORKSHOP REPORT

FIGURE 2-7.—Simultaneously obtained dual-frequency
radar imagery of creek drainage patterns east of
Gilbert, Ariz. (April 5, 1974) ; resolution is 10 by
10 m. (a) An X-band parallel polarization. (6)
An X-band cross polarization, (c) An L-band
parallel polarization. (d) An L-band cross
polarization.

each is a significant variable related to
streamflow. Assuming that terrain texture
(expressed as network length) and drainage
area are valid expressions of the surface
characteristics affecting runoff, radar im-
agery can provide useful hydrologic infor-
mation. To illustrate the potential of radar
imagery in streamflow estimates, length
measurements from radar imagery were com-
pared to their rendition on existing maps
and later correlated with streamflow. Figure
2-9 shows the relationship of network
lengths obtained by edge enhancement of
radar imagery and by manual measurement
on topographic maps. Figures 2-10 and 2-11
show relationships of streamflow to terrain
variables taken from topographic maps but
that are available from radar images.

Functional requirements.—The functional
requirements of the system are as follows:

1. Frequency: K- and X-band imaging
has been successfully used; no information
is available for other frequencies.

2. Resolution: A 15- to 100-m resolution
has been tested satisfactorily. Better reso-

lution appears not to be required.
3. Coverage: Large areas of coverage (as

much as 100 km'-) within a zone of shallow
depression angles (20° to 50°) would be most
useful for low-distortion mapping of large
basins.

4. Repetition: Regular repetition is im-
portant only when a DCS is being used. For
basin geometric measurements, repetition is
not necessary.

Justification: Drainage mapping and
measurement of drainage geometry obtained
from active microwave sensor data give re-
sults comparable to topographic maps
(1:24000). The added advantage of large
areal coverage in a single frame is important.

Anticipated results: Water management
agencies at the State and national levels
would be able to establish streamflow or unit
area runoff models for ungaged drainage
basins that would be of great benefit in
surveys of potential water yield. Water-
supply estimates would become available for
regions where no data are now available.

Recommendation.—Two key research areas
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FIGURE 2-8.—Correlation between drainage basin data derived from topographic map
and from radar imagery of the Durechen Creek tributary, (a) Topographic map;
scale of 1:24 000. (b) K-band radar.

should be pursued: (1) Models relating hy-
drologic variables to terrain variables ob-
tained from radar imagery should be de-
veloped and tested, and (2) techniques for
automatic measurement of terrain variables
from radar imagery should be developed
further.

Flood Mapping

General objectives.—The general objec-
tives are to study the extent, duration, and
seasonality of flooding in both rural and
urban settings. Data concerning the extent
and duration are needed in real time, whereas

seasonality requires long-term repetitive cov-
erage for several years. Ground-cover analy-
sis is viewed by many as an approach to
determine infrequent or singular flooding
(e.g., 100-yr floods). A program of flood
mapping would provide additional remote-
sensing data for delineating flood plains and
thus be a primary benefit to land use planning
authorities.

Demonstrated remote-sensing performance
compared to objectives.—Evaluation of avail-
able satellite and aicraft imagery of floods
has indicated that feasible methods exist
for mapping the extent of inundation several
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FIGURE 2-9.—Stream length measurements based on
radar imagery compared with manual measure-
ments on topographic map.
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FIGURE 2-10.—Average annual discharge of stream
as a function of the total length of stream network.

10

8-
$

10 100 1000
Drainage area, m2

lOOOOxlO6

FIGURE 2-11.—Average annual discharge of stream
as a function of the stream drainage area.

days after floodwaters have receded. The
main phenomena mapped are the latent ef-
fects of high soil moisture on soil reflectivity
and plant reflectivity. Characteristics of IR
radiation (including the absorption of near-
visible IR wavelengths by water, the reduced
IR reflectance of wet soil and stressed plants,
and the different reflective properties of snow
and ice at IR wavelengths) have shown that
IR photographic techniques are satisfactory
for flood mapping (ref. 2-50). In addition,
it has been demonstrated that Kodak IR
Aero film 2424 with an 89B Wratten filter
produces imagery that permits detection of
flood-water levels following the recession of
those waters. For example, such a study
dealt with the floods in southeastern Michi-
gan following a northeasterly storm on Lake
Erie in the spring of 1973 (ref. 2-51). The
items detected were the flotsam line remain-
ing at the high-water mark.

Major flooding originates in a drainage
basin, generating a pulse of water that
eventually reaches a major tributary moving
downstream. Flood crest at a given point
may occur during nondaylight hours or at
times when photographic sensing is not pos-
sible. Real-time knowledge of the extent of
local inundation is vital for improving civil
defense procedure. In a less real-time con-
text, data could be used for flood-plain
management.

Active microwave sensors could signifi-
cantly enhance real-time data acquisition. In
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addition, active microwave sensors should
provide excellent flood inundation mapping
because of the high moisture dependence of
the electrical properties (e.g., dielectric con-
stant) of the soils. Figure 2-12 shows
APQ-97 imagery of the 1973 Missouri River
flood. Some wavelength radar systems ca-
pable of reasonable penetration into the soil
(2 to 5 cm) have been used to map changes
in near-surface soil moisture for bare soils.
Operation of wavelengths in the 20- to 30-cm
range appear to enable soil moisture monitor-
ing even under vegetative canopies (ref.
2-52).

Functional requirements for active micro-
wave measurements.—The functional re-
quirements are as follows:

1. Frequency: L-band (30 cm).
2. Resolution : 30 m.
3. Coverage: 20-km swath width.
4. Polarization: Dual polarization (like

and cross).
5. Stereographic: Highly desired.

Processing.—The data will be processed as
follows:

1. Onboard processing required for air-
craft and Space Shuttle.

2. Display and distribution to consist of
real-time capability, permanent record on
print developed onboard aircraft, and digital
tapes to be recorded for later processing and
enhancement.

3. Real-time ground truth required and
documentation with conventional aerial pho-
tographic techniques where possible.

4. Satellite data to be telemetered and
processed in real time at data collection
centers; data to be rapidly transmitted to
users by telecom links.

Unique justification for active microwave
sensing.—Nighttime and all-weather obser-
vations are required.

FIGURE 2-12.—Radar imagery of the May 1973
Missouri River flood. Water appears as black,
which indicates areas of no signal return, because
its surface is smooth to a wavelength of approxi-
mately 3 cm.
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Anticipated active microwave results in
5 to 10 yr.—After 5 yr, 95 percent accuracy
is anticipated in the use of active microwave
sensing for flood-disaster monitoring and
100 percent accuracy is expected after 10-yr
use. After 5 yr, 70 percent accuracy is an-
ticipated for flood-plain mapping; after
10 yr, 95 percent accuracy is expected.

Users.—Two primary uses will be made
of the data by the agencies shown in the
following list.

1. Extent and duration of flooding: U.S.
Geological Survey, State geological surveys,
U.S. Army Corps of Engineers, U.S. Office
of Emergency Preparedness, and State civil
defense offices.

2. Seasonality of flooding: U.S. Depart-
ment of the Interior, U.S. Environmental
Protection Agency, State offices of planning
and programing, and State land-use planning
agencies.

Value.—Conventional flood-mapping in-
vestigations cost thousands of dollars and
require months and even years to complete.
Remotely sensed data of floods offer timeli-
ness and synoptic coverage at low costs.
(When active microwave sensors are used,
timeliness is improved as a result of all-
weather observations.) By improving runoff
predictions, an annual saving of approxi-
mately $150 million in flood damage has been
estimated (ref. 2-1).

Recommendations.—Active microwave re-
search investigations of flooding and flood
plains should be conducted to define the opti-
mum sensor configuration for aircraft and
satellite systems.

Mapping of Lakes

General mapping.—The general objectives
of this water resource activity are to (1) map
surface water bodies, (2) measure their
surface areas, (3) calculate their changing
levels for predicting floods or estimating hy-
droelectric potential, and (4) interpret and
map the resource base of wetland environ-
ments.

Demonstrated performance.—The near-IR

bands (6 and 7) of the ERTS MSS produce
large tonal contrasts between land and water,
which clearly define the land/water inter-
face. Lakes less than 0.5 hm2 and streams
only 65 m across have been identified on
ERTS imagery. Turbidity and plume pat-
terns are also discernible on the visible and
near-visible bands.

Reports on the utility of ERTS imagery
for wetland studies have indicated that
mapping the land/water interface, upper
wetland boundary, plant community bound-
aries, spoil banks, and dredge and fill opera-
tions are all feasible on 1:250000 ERTS
imagery (refs. 2-53 and 2-54). At larger
scales (1:125000), information on transi-
tion zones, plant communities (such as
Spartina patens and Juncus roemerianas),
and drainage on mosquito ditches can be
identified (ref. 2-54).

The application of side-looking radar to
the detection of water bodies has received
little attention. The one study that discusses
this topic in depth is by Roswell (ref. 2-55).
Roswell determined that the detection of
lakes on radar imagery is based on (1) the
large contrast between radar return from the
land and water, (2) the frequency occurrence
of bright return from the far range of the
water body, and (3) the drainage elements
around the water body.

Environmental parameters (relief, slope,
and drainage) were found to influence micro-
wave detectability. The relationship is such
that lake detectability decreases with increas-
ing relief and slope and decreasing drainage
(i.e., poorly drained environs). As expected,
the highest percentage of lake detection is
in well-drained lowlands. In these areas,
60 percent of the lakes between 1 and 3 hm2

and 93 percent of the lakes larger than 15 hm2

were detected on imagery having a 15-m reso-
lution. Simpson (ref. 2-56) reported a
100-percent detection of all lakes larger than
4 hm2 on imagery from the same system.
Radar imaging systems might therefore be
valuable for updating maps ranging in scale
from 1:250 000 to 1:24 000.

Roswell states that, although detectability
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increases with lake size, the extent of radar
shadowing and layover is more important
than the resolution of the radar system.
Roswell's data indicate that lake detection is
consistently lower in the near range than in
the middle or far range. No single look di-
rection proved better for lake detection, but,
in high-relief and slope areas, multiple looks
increase detection.

Functional requirements.—Based on Ros-
well's data, it appears that an X-band system
would be adequate for lake detection, al-
though the optimum frequency is unknown.
Resolution of approximately 5 to 10 m would
also be adequate. With respect to depression
angles, detectability is poorest in the near
range. Therefore, angles of 15° to 45° are
suggested. Repetition, including multiple
looks, is important for both increasing detec-
tion and monitoring lake-level changes.

Processing may also be important. By
processing the data to favor the variation of
return from the lake rather than land surface,
radar imagery may provide more than a
medium for lake detection. Added informa-
tion, such as windspeed and direction based
on water-surface roughness or the detection
of oil slicks, might possibly be obtained.

Unique applications.—Three applications
unique to active microwave sensing are (1)
monitoring lake-level changes, (2) monitor-
ing spring thaw of ice-covered lakes, and (3)
studying wind patterns over water.

Anticipated results.—The surface-water
hydrology of many parts of the world is rela-
tively unknown. Radar imagery could pro-
vide accurate information at very low cost.
Mapping ephemeral lakes in arid and semi-
arid regions would also improve regional cli-
matic data to permit the introduction of new
land-use practices.

Recommendations.—Future work should
document the conditions under which lakes
can be detected on radar images. The practi-
cality of active microwave systems for sup-
plying flood prediction and regional climatic
data by lake monitoring should be empha-
sized.

Specific applications: lake levels, lake

flooding, and eutrophication.—Active micro-
wave sensors can contribute data on at least
two limnological characteristics: seasonal
change in lake levels and eutrophication.
Areas flooded by high lake levels could be
identified with radar and could provide guid-
ance regarding potential shoreline uses to
Federal, State, and local planners and re-
source managers. Seasonal lake-level data
would also be useful for assessing water
supply. Eutrophication is an important clue
to the ecological balance around a lake and to
man's impact on the local environment.
Eutrophication affects wildlife and drasti-
cally alters the local recreational resource
and water supply.

Remote sensing of lake levels.—Lake-level
changes can be approached by studying
temporal changes in shoreline positions. Con-
ventional aerial photography has been used
to document lake-level changes and shoreline
positions in Lake Rudolf. Lind (ref. 2-57)
has applied ERTS data to assess seasonal
changes in lake levels in Lake Champlain.
Satellite observations have also been con-
ducted on saline lakes in the United States.

For large lakes, synoptic and systematic
coverage of the type that can be obtained
from aircraft or satellites is desirable and
can yield useful information on the effects of
lake-level change. Active microwave sensors
offer special advantages because they can be
applied on demand when, for example, maxi-
mum or minimum stages have been reached.
For many of the tropical regions, where cloud
cover usually obscures the high-lake stage
of the annual cycle, active microwave sensor
data offer the only reliable means for as-
sessing those lake levels.

The application of active microwave sen-
sors should include not only large freshwater
bodies (e.g., Great Lakes), but also farm
ponds, beaver ponds, prairie potholes, and
sinkholes. Microwave remote sensing can
also apply to the brackish and saline water
bodies along desert margins. Such informa-
tion may facilitate the use of lake waters for
irrigation purposes and for water supply
(through possible desalinization). Fresh,
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brackish, and saline lakes are scattered
throughout the developing countries of the
world, and data on water quality and fluctua-
tion patterns could provide the basis for use
of the waters and shores in a manner con-
sistent with the individual environmental
settings.

Resolutions of 3 to 10 m could conceivably
provide the necessary data for lake-level
studies. Other functional requirements that
apply are those associated with existing con-
ventional SLAR systems.

Seasonal coverage is a critical temporal re-
quirement due to the fluctuation pattern of
lakes. For mid- and high-latitude lakes, a
minimum of two annual synoptic coverages
would be needed to encompass the extreme
periods of fluctuation. For tropical lakes,
a somewhat greater frequency seems desir-
able because there are often interseasonal
fluctuations. Thus, four annual synoptic
coverages spaced to include the extremes and
the transition periods leading to maximum
and minimum levels would provide minimum
data. On a worldwide scale, weekly observa-
tions would be needed to cover the time range
of fluctuations for the diverse lake-level
regimes.

Processing.—Processing the image data
can be accomplished through standard photo-
interpretation procedures or through semi-
automated or automated optical processing.
An overlay procedure used in the mapping
of lake levels for Lake Champlain is just as
applicable for radar image data.

Display and distribution.—A map format
involving the transfer of shoreline position
to suitable base maps would provide users
with a readily usable product; however, basic
processed radar images could also provide
data for resource management decisions.
The scale of presentation is somewhat de-
pendent on the resolution of the data in-
volved. A scale of 1:62 500 is satisfactory
for larger areas. Larger scales (e.g.,
1:10 000) could be possible with finer resolu-
tion data.

Supplementary data.—When available,
lake gage data should be related to the re-

motely acquired data to establish a relation-
ship between specific gage values and shore-
line changes. Thus, it would be possible to
establish certain critical gage levels relating
to specific shoreline positions. However, be-
cause most of the lakes of the world are
ungaged, the remote-sensing data would need
to be sufficient. For areas where reliable
topographic maps exist, some relatively crude
relationships might be established. Though
useful, gage data are not critical to suc-
cessful remote sensing.

Justification.—Because they can be applied
at the appropriate times regardless of cloudi-
ness and time of day, active microwave sen-
sors would provide an especially valuable
source of data on lake-level changes and
effects. Reliability on a temporal scale is
critical to assessing lake levels; thus, because
many lakes are in the cloudiest portions of
the globe, radar could make an important
national and worldwide contribution. Al-
though especially important limnologically,
this contribution has considerable practical
resource significance.

Anticipated active microwave results.—If
properly researched and developed, the ap-
plication of radar could pave the way to-
ward—

1. Providing basic data for mapping sea-
sonal lake-level changes on a systematic basis
regardless of cloud-cover problems, which
severely limit visible sensors.

2. Establishing lake fluctuation models
based on water budgets (relationship to key
climatic factors).

3. Providing maps and/or processed im-
ages of seasonal or multiseasonal fluctuations
in lake level.

Because the technology for the study of
lake levels is already available, implementa-
tion of a program of such surveys using ac-
tive microwave sensors could be easily estab-
lished within a 5-yr period. Improvements in
resolution to provide the best possible data
for this task will probably result in a 90-per-
cent mapping accuracy. This level of ac-
curacy may already be attainable, but no de-
tailed studies exist to confirm it.
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Cost/benefit considerations.—No cost/
benefit studies seem to exist that address this
application area even at a local level. In-
creases in data-gathering efficiencies at-
tributable to radar and the multiple use of
radar data for other applications would
seem to provide at least a moderate-level
benefit. This benefit, combined with the fact
that lake-level data for most lakes of the
world are nonexistent and could be supplied
through radar applications, seems to tip the
balance toward a favorable cost/benefit ratio.

Recommendations.—The mapping of lake
levels with active microwave sensors can be
implemented without much further research.
Research relative to mapping accuracies
seems to be needed; however, the overall ap-
plication should not be hindered by this need.

Although aircraft could be used for highly
detailed studies, the base data for large-scale
investigations involving lakes in different cli-
matic regions could be obtained from satellite
vantage points and Space Shuttle vehicles.
Because data processing can be done with
known techniques, the results could be made
available within a short time and without
major expense for data processing. In sum-
mary, radar surveys of seasonal lake-level
changes should provide immediate and useful
results.

Eutr&phication and plant growth in lakes.
—The application of active microwave sen-
sors for lake eutrophication is limited to
detection of various floating and surface-
protruding plantlife forms that often ac-
company the advanced stages of eutrophica-
tion. Color and color IR aerial photography
have generally been used for investigations
of lake plant growth; for example, Scherz
(ref. 2-58) and Kiefer and Scherz (ref.
2-59). Only one investigator (ref. 2-60)
has indicated the potential that radar may
have for these studies. Many plant forms
come to the water surface and therefore
would be susceptible to radar detections.
Algal mats, extensive water-lily and water-
hyacinth infestations, and various water
weeds are examples. These plant growths
may attain such large proportions that they

affect the qualities of lakes. In parts of the
tropics and subtropics, for example, water-
hyacinth infestations have ruined entire
lakes. Some assessment of the degree of plant
growth in lakes is of considerable importance.
Microwave remote sensing provides a means
for systematically monitoring detrimental
plant growth in lakes, which is illustrated
in figure 2-13.

Observations with like- and cross-polarized
radar show that a clear distinction can be
made between vegetation-covered water
bodies (ricefields in Texas) and adjoining
land or vegetation-free lakes. On like-polar-
ized imagery alone, the vegetated water sur-
face might be mistaken for land; on cross-
polarized imagery the presence of vegetation
might be missed.

Functional requirements.—Research is
needed to establish accuracy levels for both
detection and mapping. The following func-
tional requirements are estimates:

1. Spatial resolution: 3 to 10 m.
2. Gray scale resolution: 5 to 10 dB.
3. Wavelength: 1 to 30 cm.
4. Polarization: horizontal transmit/hori-

zontal receive (HH) and horizontal transmit/
vertical receive (HV).

5. Wavelength bands : 2 to 3.
6. Swath width: 20km.
7. Ground truth: to establish accuracies

in detection and mapping.
8. Collateral sensors: visible and IR,

which may not be required.
9. Underflight sensors: visible.
10. Timing: seasonal (three to four times

a year minimum).
11. Format to user: maps and processed

images.

Justification.—Water resources and man-
agement agencies are especially concerned
with the problem of plant growth in lakes.
Active microwave sensor data would provide
the agencies with information on the extent
of infestation. Although this phenomenon
can be assessed with conventional visible sen-
sors, radar offers a supplemental coverage in
those regions where cloudiness would prevent
the timely use of conventional sensors and in
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FIGURE 2-13.—Simultaneously obtained dual-wavelength radar imagery of Lake
Poinsett region, St. Johns River, Brevard County, Florida; resolution of 10 by
10 m. (A—stationary water hyacinths, B—floating (migrating) water hyacinths,
C—region of river channels choked with water hyacinths, D—water lilies, E—reeds
growing and anchored in river.) (a) An X-band parallel polarization. (6) An
X-band cross polarization, (c) An L-band parallel polarization, (d) An L-band
cross polarization.
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other regions where persistent cloudiness is
found.

Recommendations.—Because radar has not
been previously used for this application, a
research effort is required to establish ac-
curacy levels for detection and mapping and
to establish radar system parameters. Such
research could be completed within 5 yr.
After the necessary experimentation, the
operational use of radar could be imple-
mented, which could occur within 5 to 10 yr.

Coastal Wetlands

General statement of problem.—The
coastal zone is a unique environment in which
three spheres interact: lithosphere (land),
hydrosphere (ocean), and atmosphere (air).
The coastal zone is therefore a highly varia-
ble, dynamic, and complex region. The
high utility of the coastal zone is affirmed by
high land values and population densities.
Pressures are being exerted on the land,
water, and air by those who wish to use the

region for recreational, industrial, and com-
mercial development. Not enough is known
of the coastal zone to properly evaluate these
uses.

Coastal geomorphologists interested in the
frequently cloud-obscured coastal zone are
increasingly using active microwave systems.
Imaging radar provides a continuous image
strip exhibiting a high-contrast coastline.
Because coastal change is often greatest dur-
ing the height of a storm (ref. 2-61), the
near-all-weather ability of microwave sys-
tems should provide data that would aid in
better understanding the process of coastal
erosion.

Demonstrated remote-sensing observations.
—Coastal maps have been updated by using
radar (ref. 2-62). In addition, a variety of
coastal zone features has been mapped in
Panama and Colombia (refs. 2-18, and 2-62
to 2-64). An example is shown in figure
2-14. Most of these features were mapped
for the first time and, as a consequence, pro-

FiGURE 2-14.—Coastal map and radar image of an area of Panama, (a) Radar image.
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(6) Radar-derived map showing various coastal zone features.

vided information on the tidal influence, wave
energy, and climate not previously known
(ref. 2-18).

The detection of tidal zone features, such as
mud flats and shell reefs, and the surf zone
has subsequently been found to be strongly
affected by position in the range (fig. 2-15).
Like the detection of lakes, these features are
better detected in the near range (ref. 2-65).

Cultural features unique to coastal/wet-
land environments are also evident on radar

FIGURE 2-15.—Example of radar imagery showing
coastal features.

imagery. These features include marsh
buggy tracks, access canals and pipelines,
offshore oil platforms, ships and accompany-
ing wakes, jetties, groins, piers, and buoys.
The effect of groins can be monitored by not-
ing the deposition on the upcurrent side of
the groin.

For strictly freshwater coasts, a study
conducted under the ERTS program is pur-
suing the comparison of several near-simul-
taneous imagery sets for identification of the
extent of coastal flooding. This study used
aerial IR photography, ERTS-1 MSS im-
agery, and dual-frequency, dual-polarization
SLAR imagery. The analysis has not been
completed, but the correlation between the
preliminary interpretation of the imagery
from the three sensors is quite high. Figures
2-16 to 2-18 are maps derived from these
data.

Functional requirements.—Most data re-
quirements could be satisfied by an aircraft-
mounted sensor. Periodically gathered satel-
lite data would serve best for change
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FIGURE 2-16.—Interpretation of aerial IR imagery of coastal flooding in the
Great Lakes region, (a) View 1. (6) View 2. (c) View 3. (d) View 4.
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FIGURE 2-17.—Interpretation of SLAR imagery of the Great Lakes area.

detection, whereas data on random or ephem-
erous phenomena would require more flexible
aircraft systems.

Resolution requirements and other system
specifications would vary, depending on the

scale of the study and the features or proc-
esses involved. For example, the 15-m
resolution of most of the imagery previously
used is generally suitable for coastal mapping
of scales of 1:125 000. Occasionally, detailed
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FIGURE 2-18.—Interpretation of ERTS-1 MSS imagery of the Great Lakes area.

mapping at 1:62 500 can be accomplished.
An increase in resolution to 3 m would dis-
close new uses for active microwave systems
not mentioned previously.

The optimum depression angles vary with
both the type of region (coastal mountain
as compared to coastal plain) and the fea-
tures to be identified. In flat coastal plains,
shallow depression angles between 3° and 17°

would provide maximum topographic infor-
mation. The use of low depression angles
results in the enhancement of topography
and suppression of vegetation or surface ma-
terial information. Radar shadowing is in-
creased and would be undesirable in other
than flat terrain with subtle topographic
relief or slope angle.

The use of high depression angles (be-
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tween 45° and 76°) is valuable in mapping
mangroves (ref. 2-62), lakes (ref. 2-55),
tidal flats, shell reefs, and surf zones (ref.
2-65). These features are much easier to
define in the near range of present operating
systems.

Alteration of the gain setting to record the
subtle tonal changes in the low-return areas
of open sand, some marsh vegetation, and
water would provide information not avail-
able with the radar imagery taken with AGC
setting for the normally high-return land
targets. The use of magnetic tape to record
the signal and special processing techniques
would be one approach to solving the problem
and providing the user with a sliding, ex-
panding, or contracting dynamic range.

In low coastal plain environments, look
direction is not especially important. How-
ever, the best look direction appears to be
with the aircraft flightpath parallel to the
shoreline and with the imaging system over
the water looking toward land. This look
direction is especially important for high-
cliff ed or mountainous coasts; otherwise, the
shoreline would be obscured by radar shadow.

STUDY OF HYDROLOGY OF
SOLID WATER

This section briefly explores the literature
concerning remote sensing of ice and snow
surfaces. Four areas of interest are con-
sidered: (1) permafrost, seasonally frozen
ground; (2) glacial ice (both cold and tem-
perate), including the concept of sounding
polar icecaps with a nonimaging radar; (3)
snow, with special reference to the study of
the free water content and water equivalent
and the use of these data for hydrologic ap-
plications; and (4) freshwater lake ice, in-
cluding a description of a presently opera-
tional system oriented to problems of
navigation through the ice in the upper Great
Lakes of the United States and Canada.

The problems of remote sensing of the
Earth surface materials are highly complex
and have been the subject of numerous
articles. With snow and ice, there are con-
straints not associated with many other ma-

terials. The most obvious constraint is tem-
perature, because the maximum attainable
temperature is 273 K. A second constraint is
that, at this maximum temperature, water
can exist in two states: liquid and/or solid.
To a degree, this dual state can also occur
at slightly lower temperatures if the liquid
phase is transitory or newly introduced from
without. Also, snow generally has a fairly
high albedo in the visible portion of the elec-
tromagnetic spectrum, which makes it read-
ily seen against darker, natural backgrounds.

Aerial photography and satellite photog-
raphy are excellent sensors for identification
of snow-covered areas (refs. 2-66 to 2-69).
In addition to conventional photography,
radar has been useful in identifying snow-
fields (ref. 2-36) and could be used for
delineating aerial distribution of these fea-
tures. Active microwave sensors have an
output that is computer compatible, have
essentially all-weather capabilities, and could
provide near-real-time information.

Permafrost

Introduction.—Permafrost is defined as a
temperature condition of the ground, and
permafrost is said to exist when the tempera-
ture is permanently below 273 K. Often,
but not always, this condition coincides with
the presence of frozen ground; that is,
ground in which ice is present.

Permafrost poses severe problems in geo-
technology, construction of pipelines, roads,
airfields, dams, and oil and mineral explora-
tion and recovery. These problems are often
associated with volume percentages of ice in
excess of the pore volume of the soil and
rock matrix; thus, melting of the ground can
result in collapse and soil failure. The large-
scale activities planned in Alaska—trans-
portation corridors, the Alaskan oil and gas
pipeline, and the military pipeline from the
Naval Petroleum Reserve—might benefit
from more reliable remote sensor data. The
need for or location of heat pipes along
the Alaskan pipeline is an example of the pos-
sible integration of two technologies.

Basic objectives of remote sensors for
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permafrost.—The information sought from
sensors for geotechnical endeavors are—

1. Delineating permafrost bodies in the
discontinuous zone.

2. Locating permafrost "windows" in the
continuous zone.

3. Determining ice content of permafrost.
4. Determining the thickness of perma-

frost.
5. Determining the depth of thaw of the

active layer.
6. Monitoring degradation of permafrost

caused by natural (e.g., forest fires) and
manmade activities.

Sensor capabilities.—To adequately dis-
cuss sensor capabilities, some basic facts
about permafrost must be outlined.

1. Permafrost occurs in almost every
known soil and rock type; thus, the varia-
tions in geological and dielectric properties
of permafrost are as large as those observed
in unfrozen ground. Only by comparing
similar material types in the frozen and
thawed state are certain differences dis-
cerned. For example, permafrost with re-
sistivities less than 50 ohm-m were observed
in marine sediments at Barrow, Alaska,
whereas permafrost at Galbraith Lake had a
resistivity of 10G ohm-m (greater than frozen
limestone).

2. The top 0.5 to 1 m of permafrost thaws
in the summer and is frozen in the winter.
This "active layer" often consists of a satu-
rated, organic material. The large seasonal
variation in surface properties greatly influ-
ences sensor capabilities.

3. The depth of permafrost varies from
1 km in the most northern regions of the
U.S.S.R. to less than 1 m at the southern
boundary of permafrost (e.g., Copper River
Basin in Alaska).

Geotechnical endeavors often require that
the information listed previously (in the sec-
tion regarding basic objectives) be obtained
to a depth of 15 m. For example, the thaw
bulb under the buried section of the proposed
Alaskan pipeline will reach a depth of ap-
proximately 10 to 15 m after 2 yr of opera-
tion.

Table 2-II lists the geophysical, electrical,
and electromagnetic sensors used in the past
and planned for the future to probe perma-
frost to depths of 15 m or more. The applica-
tion of these methods relies on the fact that
frozen and unfrozen ground differ in elec-
trical resistivity (fig. 2-19) and that the ice
content of the ground is related to resistivity
(fig. 2-20).

The dielectric properties of frozen ground
at ultrahigh frequency (uhf) and microwave
frequencies are mainly determined by the
amount of liquid water in frozen soil. The
dielectric loss of a frozen soil as a function
of temperature is shown in figure 2-21.
Based on these data and on the fact that in
the summer the top 0.5 m of permafrost is
thawed and water saturated, active micro-
wave sensors will lack the penetration re-
quired to satisfy the geotechnical objectives
previously listed.

However, this limitation does not mean
that active microwave sensors have no use
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FIGURE 2-19.—Resistivity of soil types and a rock
type as a function of temperature.
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FIGURE 2-20.—The resistivity of frozen Fairbanks
silt as a function of ice content by volume.

in permafrost regions. The starting point
of any exploration program is a good base
map of the area on, for example, a 1:2500
scale. Because of the all-weather and day/
night operation, SLAR may significantly
reduce the cost of photocoverage.

Finally, the previous statements apply to
geotechnical exploration. Permafrost differs
from other regions of the world only in the
presence of permanently frozen ground. All

10
Frequency, Hz

101

FIGURE 2-21.—The dielectric constant e'/e0 and the
dielectric loss e"/e0 for a clay soil at several tem-
peratures as a function of frequency.

objectives pertaining to geology, surface
water, and oil and mineral exploration apply
equally to polar regions, perhaps even more
so, because of the general inaccessibility of
Arctic regions.

Demonstrated remote sensor observations.
—Next to surficial geological mapping from
aerial photographs, the most promising sen-
sors for reducing the cost and improving the
quality of subsurface exploration in the
Arctic are those used in airborne resistivity
mapping techniques. Several airborne sur-
veys have been conducted in Canada and
Alaska, and more are planned.

The ERTS imagery of Alaska has provided
some high-quality photographs of all areas
of Alaska. These images are used for—

1. General landform mapping.
2. Determining areas covered by lakes and

some estimates on the depth of the lakes.
3. Maps of snow cover extent.

The U.S. Geological Survey Mohawk air-
craft with SLAR imaging equipment were
flown over the coastal plains near Barrow,
Alaska. The images distinguished between
lakes frozen to the bottom and lakes with a
certain amount of water under the ice. Con-
ventional photographic coverage has been
used to monitor the environmental effect of
recent construction.

Functional requirements.—Functional re-
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TABLE 2—II.—Summary of Geophysical, Electrical, and Electromagnetic Sensors Used and
Planned for Permafrost Mapping

Sensor type
Galvanic resistivity

measurements.

Ground and airborne
radiowave
methods.

Ground and airborne
dipole-dipole
methods.

Magnetotelluric
measurements.

Frequency
dc

15 kHz to 1 MHz

100 Hz to 10 kHz

0.001 Hz to 10 kHz

Comments
Deep penetration pos-

sible; area coverage
expensive.

Penetration as much as
91 m; cost approxi-
mately $30 per line
mile.

Ground method in use;
airborne methods un-
der development.

Under development and
testing.

Present users
Sensor is frequently used in U.S.S.R.,

Canada, and United States for
onsite exploration.

First surveys were flown by Geologi-
cal Survey of Canada, U.S. Geo-
logical Survey, and Cold Regions
Research and Engineering Labora-
tory (CRREL) in 1973; system is
going into routine operation.

Several geophysical companies offer
equipment and service for ground
measurements; airborne equipment
is available for mining technology
only.

Sensor is used by the U.S. Geological
Survey, Geological Survey of Can-
ada, and CRREL.

quirements are identical to those listed under
geology, cartography, oil and mineral ex-
ploration, and surface waters.

Permafrost summary.—The greatest need
for remote sensing of permafrost areas of
Alaska, Canada, and the U.S.S.R. is in geo-
technology, route selection, and site selection.
Sensors need to be developed that reduce the
amount of exploratory drilling and provide
better extrapolation between drill holes. Im-
proved subsurface information will reduce
environmental damage to permafrost terrain.

Because of the depth required in geotech-
nology, the most successful sensors should
operate in the frequency range from 100 Hz
to 1 MHz. High-altitude aircraft and satellite
sensors may have a supporting role in geo-
technical exploration.

Except for the study of geotechnology, the
sensor requirements for permafrost regions
do not differ from the sensor requirements
for other areas of the world. Hence, the
objectives pertaining to geology, land use,
and surface waters apply equally to perma-
frost terrain.

Glacial Sounding

A unique application of active microwave
systems exists in the cold glaciers of the

world (glaciers in which the temperature is
permanently below 273 K). Two major
examples are the Greenland and Antarctic ice
sheets. Because of the low signal attenuation
in snow and ice, microwave radiation pene-
trates to great depths. A pulse that is trans-
mitted from an antenna mounted under an
aircraft is partially reflected from the air-ice
interface and partially transmitted into the
ice where it is subsequently reflected from the
ice-bedrock surface and from other layers in
the ice.

Attempts have been made to use similar
systems on temperate glaciers, sea ice, and
lake ice. In general, signal attenuation, lim-
ited thickness, and inhomogeneities have
caused problems. Some of these problems
may be alleviated in future systems.

Snow Cover

For many drainage basins in the temperate
zones of the world, melt waters represent a
major part of the annual yield of the basin.
To properly use this water resource and to
control flood drainage from high-stream dis-
charges during the melt period, hydrologists
must have timely information to perform
their long- and short-term forecasts. Long-
term forecasts are important for irrigation,
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navigation, hydroelectric power, and water
supply. These forecasts are usually made on
an annual basis. The initial prediction is
made at the beginning of winter, based on
moisture conditions existing in the drainage
basin at that time, and the basin response
(annual runoff) is projected to various levels
of snow accumulation (normal, above nor-
mal, and below normal) during winter
months. The initial forecasts are revised as
additional data on the areal extent of snow
cover, depth of cover, and water equivalent
become available. This forecasting process
continues through the snowmelt period when
additional data become important in deter-
mining the volume of melt-water runoff.

Therefore, the basic objective of the long-
term forecast is to provide as accurate a
prediction of annual runoff from snowmelt as
possible and with sufficient leadtime to pro-
vide maximum use of the runoff. Attaining
this objective requires accurate monitoring
of snow cover. Specific uses and user agencies
would include

1. Irrigation: Irrigation districts, U.S.
Department of Agriculture, U.S. Bureau of
Reclamation, and State regulatory agencies.

2. Hydroelectric power: U.S. Army Corps
of Engineers, U.S. Bureau of Reclamation,
Bonneville Power Administration, public
power utilities, and private power companies.

3. Water supply: U.S. Bureau of Recla-
mation, State regulating agencies, water
supply districts, and municipalities.

4. Navigation: U.S. Army Corps of En-
gineers.

Short-term forecasts are primarily in-
volved in flood prediction and assessment of
flood-hazard potential. Severe snowmelt
floods have occurred in the upper Missouri
River and Mississippi River basins in 1965
and 1969. Although flood damage was exten-
sive in both instances, good forecasts of the
flood potential and advanced planning by
Federal, State, and local authorities served
to mitigate the amount of damage. Improved
techniques for forecasting could result in
even less damage. For flood-forecasting pur-

poses, accurate definition of the areal distri-
bution of the snow cover, snow depth, and
water equivalent of the snow are important,
as well as the rate of production of snowmelt
runoff. The principal Federal agencies in-
volved in flood forecasting are the National
Weather Service (NWS) and the U.S. Army
Corps of Engineers. Numerous agencies are
involved at the State and local level.

Demonstrated remote sensing observa-
tions.-—Barnes (ref. 2-70) reports results
indicating that ERTS imagery from MSS
bands 4 and 5 have substantial practical
application for snow mapping. The author
states that snow cover can be mapped in
more detail than is depicted on aerial survey
snow charts. Barnes also indicates that
ERTS MSS band 7 may be used to distin-
guish between wet snow and dry snow. Meier
(ref. 2-71) reports that, for cloud-free and
nonforested terrain, ERTS imagery enables
rapid measurement of snow cover for specific
drainage basins, but he reports that cloud
cover causes problems in identification. Weis-
net (ref. 2-72) performed a comparison of
ERTS NOAA-2 data for snow-cover map-
ping and obtained good results.

Haefner et al. (ref. 2-73) have used im-
agery from ERTS for mapping snow cover in
the Swiss Alps. The authors believe the
imagery has potential, although many prob-
lems remain to be solved.

Active microwave results.—Knowledge of
radar return from snow is limited. It is
known that old snow gives strong isotropic
returns at 35 GHz, at least in summer. It is
also known that snow returns at 35 GHz (in
the spring at Quebec) are strong enough to
obscure the underlying terrain features.
Dielectric properties of snow are known.
Dry-cold snow has a permittivity close to
unity and has low loss. Compacted cold snow
has a higher permittivity but has low loss.
Snow containing water in unfrozen form has
much higher permittivity and loss. Research
by Waite and MacDonald (ref. 2-36) indi-
cates a feasibility for mapping the extent of
old snow cover by using K-band imagery,
regardless of most weather conditions. Their
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work also indicates a significant difference
in signal return between old and new snow.

Fimctional requirements.—Active micro-
wave sensor requirements for snow mapping
are dictated by the need to measure moisture
content of snow, depth and extent of snow,
and moisture content or freeze/thaw status
of soil. A dual-wavelength microwave system
is desired to give short-wavelength response
from snow cover and long-wavelength pene-
tration data. A spatial resolution of 15 m is
desired, but a resolution of 100 m would be
useful. Systematic, reliable coverage on a
weekly basis is needed.

If a proper model of the dielectric and
geometric properties of natural snow in its
various states were available, a theory could
be developed to show optimum frequencies
and polarizations for the different measure-
ments. Enough is known about the physics
of snow and backscatter to permit starting
such research immediately.

Although theory can guide system develop-
ment and data interpretation when properly
validated, experiments are needed both to
validate the theory and to obtain information
for conditions not included by the theory.
Furthermore, airborne experiments will be
required to develop techniques for use in
operational systems.

Ground-based measurements should- in-
clude the following: (1) controlled and
artificially simple snow conditions, (2) na-
tural snow conditions at a site that can be
monitored continuously throughout a winter
season in which snow remains on the ground
for several months, and (3) natural snow
conditions in a variety of locations. Because
of numerous sites, only occasional measure-
ments can be made of each site. Measure-
ments should be made with a swept or
stepped frequency system covering a range of
approximately 4 to 40 GHz. Because fre-
quencies above 20 GHz may not soon be
usable in space, the measurement might stop
at 18 to 20 GHz, but comparison with existing
35-GHz images would certainly be desirable.
Multiple polarizations are necessary initially,

although early data should be scanned to
determine the utility of multipolarized data.

Aircraft measurements will require radar
systems at appropriate frequencies; thus, an
early attempt should be made to verify the
applicability of the X-band. Although syn-
thetic aperture radar will be needed in space,
a real aperture system can be used on an
aircraft, which will simplify the task of
scheduling and locating suitable radars. This
system should make flights over test sites
having a variety of conditions. For most
purposes, operational considerations can
determine whether multiple flights over a
few sites or a few flights over widely differ-
ing sites should be made. However, repeated
flights over at least one site should be made
to enable testing of change detection.

Repeated aircraft missions are required
in the research phase. As the system becomes
operational, aircraft mission needs will
change, but they may not diminish. Space-
craft can provide regular surveys that will
suffice for mapping large-scale phenomena.
For short-range forecasting, aircraft mis-
sions flown between spacecraft missions will
be desirable in areas where meteorological
conditions favor rapid melting. The magni-
tude of this need can be determined only
after more information is known on the radar
response of snow cover of different kinds.

Spacecraft missions will need to cover
critical areas in the mountains biweekly from
first snow until near the end of spring melt.
Whether weekly coverage by spacecraft is
desirable during the melt or whether this
need can be satisfied by aircraft should be the
subject of a tradeoff study.

Freshwater Ice

Several questions are asked concerning the
relationship of remote sensing to lake ice:
(1) What do sensors really measure? (2)
What can be inferred from these measure-
ments? and (3) What information about lake
ice is really needed?

Interpretation of remotely sensed data on
lake ice is available (e.g., refs. 2-36, 2-74,
and 2-75), but generally these data have
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been qualitative rather than quantitative.
Larrowe interpreted images by comparing
airborne photographs taken simultaneously
with the radar imagery (X-band, HH po-
larization). In all the studies, the lack of
ground truth seriously limited any real study
of the radar imagery concerning ice struc-
ture and thickness, crystal orientation, pres-
sure and thrust features, cracking, and simi-
lar features.

In the study of seasonal lake ice, the day-
to-day changes in the structure and distribu-
tion of snow on the surface of the ice sheet
will possibly affect the structure of that ice
sheet. Newly fallen snow and the drifting of
this snow around and in the lee of obstacles
on the ice sheet is, if sufficiently thick, ca-
pable of producing a significant insulative
cover on the ice and thus retarding ice
growth (ref. 2-76). In addition, when snow-
fall is small, ice growth is greater assuming
that other climatological and limnological
parameters are constant. The possibility also
exists that, on a sheet of thin lake ice, the
snowfall may be sufficiently great to exceed
the bearing strength of the ice, causing it to
crack. Cracks may also be caused by ther-
mal expansion and contraction (ref. 2-77).
Water, infiltrating through such a crack, may
mix with and saturate the overlying snow,
forming a slush layer that, when frozen,
forms a highly granular ice layer (referred
to as "snow ice" or "white ice"). This type
of ice is uniquely identifiable on SLAR im-
agery (ref. 2-78).

Another commonly identifiable feature is
called an ice foot. An ice foot is described as
being "composed of any combination of fro-
zen spray or lake water, snow accumulations,
brash, stranded ice floes, and sand that is
either thrown on the ice by wave action or is
blown out from the exposed beaches" (ref.
2-79). Although an ice foot is a localized
feature, because it occurs only on shorelines
of relatively large lakes, it is an important
indicator of geomorphic activity along the
shoreline. Ice foots often persist into the
spring after much of the lake ice has been
melted or blown into the lake; thus they act

as breakwaters, protecting the shoreline
from erosion and deposition. If not removed
from the shoreline, ice foots can present a
hazard to navigation in a manner similar to
icebergs in the North Atlantic. Several re-
cent papers have described these ice foots
(refs. 2-78, and 2-80 to 2-82), which are
clearly visible on SLAR imagery (fig. 2-22).

Some attributes of lake ice that may be
measurable by microwave remote sensing
are—

1. Ice thickness, temperature profiles,
rates of growth, and structures.

2. Snow accumulation, moisture content
and density, and metamorphic stage.

3. Spatial and temporal distribution and
thickness of both ice and snow cover, to-
gether with the spatial and temporal distribu-
tions of open water.

Lake-ice monitoring is an area in which
the prototype for an operational system is
most advanced. During the winter of 1973
to 1974, the initial steps for an ice informa-
tion system were taken by a joint agency ef-
fort involving the U.S. Coast Guard, NWS,
NASA, and the U.S. Army. The system used
X-band SLAR imagery from two U.S. Army
aircraft and one aircraft operated by NASA
Lewis Research Center. Images were inter-
preted by the research team at Lewis Re-
search Center, following • the return of the
SLAR-equipped plane to its base; and the
image, together with an interpretive chart,
was relayed for approval to the Ice Informa-
tion Center at Cleveland, Ohio. After inclu-
sion of data obtained from visual flights and
inclusion of thickness data acquired by NWS,
the approved ice chart, together with the ra-
dar image, was transmitted to those ships
and shore installations having telefacsimile
equipment. Approximately 200 such ice-chart
radar image products were produced and dis-
tributed during the ice season (fig. 2-23).

Midway through the ice season, data from
a short-pulse-radar ice thickness profiler, be-
ing developed by Lewis Research Center,
were incorporated into the ice information
system. This special radar was mounted on
a C-47 aircraft operated by Lewis Research
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.

FIGURE 2-22.—X-band radar imagery of northern Michigan shoreline. Bright ridge
along the shoreline is an ice foot; note the disconnected ice foots along shore
between the slush balls and Muskalonge Lake.

Center and was capable of measuring ice
thickness with an accuracy of approximately
5 cm from altitudes up to 1500 m.

Although further studies will be required,
preliminary results from this study indicate
that the dynamic range of reflected power
from the entire range of natural ice/water
targets spans only 20 dB. If this fact is true,
it is especially important because consider-
able simplifications in data recording, telem-
etry, and processing systems could be af-
fected. However, some data from the real
aperture system operated by Lewis Research
Center seem to indicate a larger dynamic
range.

The functional requirements for lake-ice
monitoring may be summarized as follows:

1. Frequency: X-band, cross-polarized
seems to be adequate.

2. Resolution: 40-m spatial resolution and
2-dB intensity resolution are adequate. In-
tensity should be recorded over a 20-dB
range.

3. Coverage: A swath width of 100 km is
adequate, if properly centered.

4. Repetition: Daily coverage would be de-
sirable ; however, several passes each day, as
would be possible for an equatorial satellite
system, are preferred.

5. Recording medium: Digital tape record-
ing onboard is preferred.

6. Timeliness: Update is desired daily;
old data are of no use in navigation. How-
ever, ice forecasters can use data, together
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Winter navigation season program
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FIGURE 2-23.—Example of an ice chart and the related X-band radar image for the
Lake Superior area.

with meteorological data, to predict freezeup
and thaw.

7. Scale and projection: Generally, a scale
of 1:1 000 000 is used, but for some areas the
scale is 1:500 000. The type of projection is
irrelevant.

Summary for Hydrology of Solid Water

This section is divided into three topics:
(1) permafrost, (2) snow cover, and (3) lake

ice. Glaciology, per se, is not directly ad-
dressed. However, valid inferences can be
drawn from information presented here.

The major objectives of permafrost sens-
ing are location and depth measurement. For
many problems involving signal penetration,
active microwave systems will be of minimal
use. However, the primary contribution of
active microwave systems will be the collec-
tion of data for base maps to be used in
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geophysical exploration. Functional require-
ments are essentially the same as those per-
taining to geology, mineralogy, and civil
works (table 2-1).

Snow-cover sensing demands a high pri-
ority because of the need for better data in
runoff prediction, water management, and
flood prediction. Much research is needed to
determine the feasibility of acquiring data
for both water content of snow and the de-
termination of the snow-water equivalent.

With respect to lake ice, a relatively low-
resolution (50 m) system would be adequate
for operational navigational problems in the
upper Great Lakes. A prototype operational
system using existing radars has already
been initiated. Ice thickness is still a major
problem because there are, at present, no
known surrogates to aid interpretation. Sev-
eral short pulse radars that could provide this
much-needed data are operational, but their
utility in space is marginal.

For lake-ice hydrology, the major needs
are more intense ground truth and develop-
ment of interpretation techniques. Existing
radars will probably fulfill the vast majority
of the data needs.

WATER POLLUTION

General Objectives

Many governmental agencies are inter-
ested in water pollution data. Although the
Environmental Protection Agency is the ma-
jor Federal agency empowered to investigate
pollution problems, the U.S. Army Corps of
Engineers, the U.S. Geological Survey, and
the U.S. Coast Guard also have jurisdictional
responsibilities. Amendments to the Federal
Water Pollution Control Act, passed October
18, 1972, began a two-phase program to
eliminate the discharge of pollutants into
navigable waterways. In response, the U.S.
Coast Guard began a program of pollution
monitoring using remote-sensing techniques,
including microwave remote sensing.

Because local, Federal, and international
environmental/water resource agencies have
the chief responsibilities of identifying,

monitoring, and inventorying water pollu-
tion, they become data users and must either
establish their data collection systems or de-
pend on systems provided by other agencies.
Remote sensors have both complementary
and supplementary capabilities to provide
data not otherwise available. A general ob-
jective in remote sensing is to provide rapid
assessment of pollution accidents and to pro-
vide both supplementary and complementary
data relating to pollution monitoring from
continuous and semicontinuous sources. For
active microwave sensing, the following ob-
jectives can be outlined.

1. Determine the nature and extent of in-
advertent or intentional oilspills and monitor
their dispersion either as they occur or
shortly afterward. Possibly assess oil-slick
thicknesses.

2. Determine the nature and extent of de-
bris spills and monitor their dispersion.

3. As a complementary sensor, monitor
pollution outfalls for surface effects and ex-
tent (i.e., scums, flotsam, foam, and water
turbulence).

4. As a supplementary sensor, monitor
pollution sources during nighttime and dur-
ing weather conditions that prohibit the use
of other remote sensors.

5. As a complementary and supplementary
sensor, assess the effects of pollution (i.e., de-
velopment of excessive algal growth and deg-
radation of shore vegetation).

Demonstrated Remote-Sensing Observations

Aircraft platforms.—Aerial photographic
systems have been extensively used in water
pollution. Color and color IR imagery have
been evaluated by several investigators as
summarized in table 2-III by Welch (ref. 2-
83). Qualitative studies have predominated,
but there have been attempts to measure
spectral properties of pollutants and their
backgrounds. Examples of such studies in-
clude Neumaier and Silvestro (ref. 2-84),
Villemonte et al. (ref. 2-85), Lillesand et al.
(ref. 2-86), and Piech (ref. 2-87). To date,
there has been limited success in quantifying
heavy concentrations of industrial wastes.
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TABLE 2-III.—Photographic Specifications for Water Pollution Studies

Problem

Water movement

Detection of pollutants

Oil pollution

Inventory of kelp

Selecting underwater
park sites.

Best film-filter
combination °

Color, 1A

Color, 1A

Pan, 47B
Ortho, ISA
Color IR 12

Color IR, 12

Best black-and-
white film-filter

combination "
Pan, 25A
Pan, 58
Pan, 90
Pan, 25 A
Pan, 90

Pan 47B
Ortho, ISA
IR 89B

None used

Smallest scale
used

successfully

1:60 000

1-60000

1-8000

1-24 000

1:10000

Notes

Some water impurities
caused confusion.

Color is significantly
better than black and
white.

Overcast day appeared
to be best.

Sun glare caused prob-
lems.

Stereoscopic vertical
and oblique views
were very useful.

" Numbers designate Wratten filters. A partial list of suitable film includes the following:
Color: Kodak Aero Negative (MS), Ektachrome Aero, Ektachrome X, and Kodachrome II, Anscochrome.
Color IR: Kodak Ektachrome IR Aero.
Pan (Panchromatic) : Kodak Plus-X Aerographic, Double-X Aerographic, and Tri-X Aerocon.
Ortho: Kodak Royal Ortho, commercial.
IR: Kodak IR Aerographic.

A few attempts have been made to inter-
pret other forms of pollution such as algae
and aquatic plant concentrations. For exam-
ple, plant growth on lakes can be outlined
with color IR photography (ref. 2-59). Oil
slicks have also received attention. Sensors
ranging from ultraviolet (ref. 2-88) to ther-
mal IR (ref. 2-89) to radar (ref. 2-90) have
been studied. Many other studies have been
undertaken for surveillance of thermal dis-
charges using IR scanning (refs. 2-91 and
2-92).

Satellite platforms.—Sensing from orbital
altitudes has taken various forms, ranging
from assessment of large water bodies to
study of individual point sources. The synop-
tic view provides a basis for documenting
such aspects of water quality as general tur-
bidity and eutrophication. Industrial pollu-
tion has been detected and mapped in a quali-
tative way (ref. 2-57). A variety of seasonal
data relevant to the dispersal and distribu-
tion of pollutants is provided by satellite cov-
erage (e.g., current, turbidity patterns, and
flooding), whereas the applications to spe-
cific, local water-quality problems seem to

concern mainly aircraft remote sensing. This
situation could change with the development
of new techniques.

Of all water pollution problems listed, ra-
dar has contributed most to the detection and
mapping of oil slicks. Estes and Senger (ref.
2-93) and Guinard (refs. 2-90, 2-94, and 2-
95) have reported on this application. Gui-
nard concluded that a strong functional rela-
tionship exists between radar wavelength,
sea state, and oil-film thickness. Evidence
suggests the use of low frequencies, combined
with low sea states, for detecting thin oil
films. Thicknesses as small as 0.5 ^m have
been detected. Also 30- to 100-m resolution
cells were sufficient with radar incident an-
gles in the range from 2° to 20°.

The application of radar to other aspects
of water pollution has been limited by the
basic characteristics of radar signal interac-
tions with water. Radar does provide infor-
mation on surface features that either float
on the water or change its surface geometry.
Oil slicks and kelp beds are examples. Oil
slicks smooth the water surface and thus re-
duce the radar cross section of the water
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compared to its surroundings. Kelp beds
have an opposite effect.

With the prospect of using high-resolution
radar, some of the surface effects resulting
from local pollution, such as surface scums
and foam, should be detectable. No signifi-
cant research has developed in recent years
regarding the application of radar for pollu-
tion monitoring of these types of surface
phenomena, probably because relatively high
resolutions are required, and these data have
not been generally available.

Functional Requirements for Active
Microwave Measurements

Table 2-IV provides an estimation of cer-
tain important functional requirements,
based on what little has been done and on
some theoretical considerations of radar
capabilities.

Data processing.—Image data are required
for most analyses. Imagery may be derived
directly, as with current operational radar,
or may be obtained from CCT. The CCT may
be processed in much the same way that con-
ventional scanner data are manipulated to
produce a spatial pattern.

Image rectification is an important con-
sideration because correlations with output
from other sensors are sometimes required,
and these correlations will have to be trans-
ferred to a data base. In the case of water
pollution data, a map base is needed; and, in
many cases, absolute locations must be deter-
mined. As noted by Moore (ref. 2-96), all
images should be converted to the radar
equivalent of orthophotographs when corre-
lation is needed with other remote-sensing
images for data analysis. However, because
of the state of the art with respect to radar,
it is clear that further research is required.

Supplementary data.—Substantial ground-
truth data are required to properly evaluate
water pollution. Mensuration of the complex
nature of certain types of effluents is not yet
feasible by remote sensing, and possibly may
never be feasible. However, the distinct

vantage point provided by aerial and space
remote-sensing platforms does provide at
least qualitative data that may prove valu-
able. The significant factor is that a rapid
assessment of the spatial dimensions of a
problem is usually possible. Assessing the
specific attributes of any water pollution prob-
lem, whether oil spills or industrial effluents,
requires more than can be provided by aerial
or space remote-sensing platforms and sys-
tems. Thus, surface sampling stations are
usually needed. In addition, radar missions
would need the support of other proven con-
ventional remote-sensing systems to provide
maximum information for most water pollu-
tion problems.

Accuracy of calibration.—Because most
remote-sensing information is rendered in
spatial formats, some type of mapping accu-
racy must usually be considered. The degree
of accuracy required becomes a function of
the purpose of the available data. Further
research on data accuracy problems within
the water-pollution/remote-sensing frame-
work is needed.

Cost/Benefit Considerations

As indicated, remote sensing of water pol-
lution has its principal value in presenting a
synoptic view of the areal extent of the prob-
lem. It has been estimated that with ERTS,
mapping can be reduced to costs as low as
$0.03 per square kilometer. Assessment of
the distributional patterns of water pollut-
ants often requires numerous simultaneous
observations, which are costly in both equip-
ment and manpower. Although it would seem
that the cost/benefit ratio could have favor-
able results, actual evaluations have not yet
been performed. The U.S. Coast Guard ex-
perience with X-band radar could provide an
important test case.

Recommendations

It must be recognized that radar may have
limited application in the surveillance of
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water pollution problems; thus, actual dem-
onstration of the utility of radar must yet be
produced. The best developed radar applica-
tion appears to be in detecting, monitoring,
and possibly assessing the thickness of oil
slicks. However, application of radar for this
purpose in the inland freshwaters needs to be
demonstrated.

Other aspects of water pollution that re-
sult in surface roughness alterations, al-
though theoretically detectable, have not been
addressed.

Summary

Two major areas of water pollution are
considered: oilspills and plant growth. Oil-
spills are the strongest area of study and ap-
plication, not necessarily in terms of present
operational status, but because of economic
and environmental impact and importance.
Present radar systems provide usable data,
although more work is necessary for deter-
mining the optimum sensors for this work.
One of the most important needs is in the
area of interpretation and analysis.

PART C

AGRICULTURE, FORESTRY, RANGE, AND SOILS

INTRODUCTION AND
GENERAL OBJECTIVES

In remote sensing of vegetation and soils,
the important factor is the region of the elec-
tromagnetic spectrum to be sensed. Green
vegetation absorbs strongly in the blue and
red wavelengths primarily because of its chlo-
rophyll content. Figure 2-24 shows a typical
spectral reflectance pattern of a closed crop
canopy and the corresponding spectral bands
of the ERTS-1 MSS. The strong reflectance
in the near IR is the result of matrices of
cells and intercellular spaces, differing re-
fractive indices, and large critical angles
formed by cell walls in plant leaves.

The wavelengths used in microwave sens-
ing are considerably longer than those used
by ERTS. Therefore, the microwave return
from vegetation is primarily influenced by
the roughness (crop morphology) and dielec-
tric properties rather than the cellular and
molecular structure of plants. Thus, the de-
termination of crop species, crop cover and/
or leaf area, and crop vigor by microwave
sensing depends on the effects of those fac-
tors on the crop structure and/or dielectric
properties.

Crop vigor can be affected by many fac-

tors ; for example, overgrazing, nutrition,
drought, flooding, disease, and insects. One
of the primary factors affecting agronomic
production is plant-water deficit. Slight
changes in plant-water content can cause sig-
nificant decreases in growth and production.
Some plant species change leaf orientation
and hence basic geometry during periods of
water deficit. Such changes in structure may
be more readily detected by microwave than
by visible or near-IR sensors. Dielectric prop-
erties of crops depend primarily on water
content. Therefore, if small changes in di-
electric properties of the crop can be detected,
microwave sensors may prove valuable in
detecting water deficits and the beginning of
disease and insect damage. Extreme drought,
disease, and insect damage would certainly
be detectable because of leaf loss and conse-
quent large changes in both crop morphology
and dielectric properties.

The most important advantage of micro-
wave sensing in agriculture is the all-weather
capability. Timeliness in gathering data at
specific growth stages in the ontogeny of the
plants cannot be overstated.

Several promising applications for sensing
of soil properties are made possible by some
of the unique penetration capabilities of mi-
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FIGURE 2-24.—Spectral hemispherical reflectance of a typical green crop canopy. The
spectral response of ERTS-1 MSS bands and the primary absorption bands of
chlorophyll and water are shown.

crowave systems. Measurement of soil water
content would allow the development of a
soil-moisture index that, in turn, could be
used as input to prediction models for water-
shed runoff, crop yield, and soil strength or
trafficability. Microwave measurements also
offer possible new techniques in soil-type
mapping for agricultural and military use.
Other applications of regional value appear
to be possible because of the ability of mi-
crowave sensors to readily distinguish differ-
ences in state (i.e., ice and water).

The primary need for measurement of soil
moisture over large areas comes from the de-

sire to develop more precise mathematical
models for water-resources and crop-yield
predictions. The spatial distribution of soil
moisture indicates that such a measurement
is feasible with active microwave systems.

Complex continuous watershed models
have been developed in the past decade to
mathematically represent the movement of
water in the Earth-surface portion of the hy-
drologic cycle. These models are presently
the only means of calculating "low flow" or
continuous streamflows. Low-flow values for
streams and the temporal distribution of flow
volumes are extremely important for the
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study of water supplies and the environ-
mental input of changes in a watershed
drainage area. Presently, soil moisture input
to the models cannot be measured and is gen-
erated by submodels based on parameters de-
veloped by fitting the overall model to exist-
ing watershed data. The use of complex
models is thereby restricted to use on water-
sheds with existing historical records.

Development of a soil-moisture index for
use as input to crop-yield models is also very
important. Crop-yield models are vital to im-
proving timely estimates of world food pro-
duction. However, no adequate system for
measurement of moisture available to the
plant root zone has been developed. Labora-
tory experiments on penetration and soil-
moisture measurement with microwave sys-
tems indicate that reasonable estimates of
moisture availability for plant growth are
feasible.

Other applications in the areas of soil and
soil moisture will require more refined spatial
measurement; however, with improved tech-
nology in the following decade, most of the
applications should become useful.

The general objectives of agricultural re-
mote sensing are—

1. To provide information that is not
readily available for decisionmaking in the
agricultural extension, marketing, and proc-
essing industries.

2. To provide a better method for obtain-
ing data for the Statistical Reporting Serv-
ice, Agricultural Stabilization and Conserva-
tion Service, SCS, and Economic Research
Service.

3. To monitor changes in agricultural land
use for general research and development.

The specific objectives of microwave re-
mote sensing are—

1. To identify major crops as one of a
family of sensors to insure a timely and con-
tinuous remote-sensing capability.

2. To perform inventories of major crops,
particularly those that either develop during
the cloudy season (e.g., tropical rice) or may
be identifiable on the basis of internal spatial

structures rather than by visible/near-IR re-
sponse (e.g., rubber).

3. To determine crop condition, disease
severity, insect damage, leaf area index, and
ontogeny to the extent that these factors af-
fect either the plant-water status, gross crop
morphology, or yield.

4. To determine the extent and timing of
certain crop management practices such as
irrigation, fertilization, and rotation.

CROPS, FOREST, AND RANGE

Demonstrated Remote-Sensing
Observations for Crop, Forest,

and Range Resources

The ERTS-1 observations.—The feasibil-
ity of crop identification from ERTS-1 has
been demonstrated for selected crops and test
areas: corn, alfalfa, and soybeans in South
Dakota; wheat in Kansas; and various field
and vegetable crops in California (ref. 2-97).
An accuracy of 90 percent can be accom-
plished for field sizes larger than 10 hm2.
Usually, correct identification can be accom-
plished by knowing each crop calendar in
each crop region.

Identification and mapping of major large-
field crops (a prerequisite to yield and pro-
duction estimates by remote sensing) is con-
sidered feasible. Once the crop has been
identified, field mensuration is feasible with
an accuracy of 70 to 90 percent using ERTS
data. Timely and accurate estimates of win-
ter wheat acreage, yield, and production in
southwest Kansas were shown to be possible
by Morain and Williams (ref. 2-98).

Feasibility for determining water deficit
and disease severity from the ERTS data has
not yet been determined. One of the primary
difficulties has been the collection of data on
a timely basis. Diseases spread rapidly, and
the possibility that clouds might obscure the
ground on a given ERTS pass can completely
preclude their timely detection (ref. 2-99).
The MSS has been used for determining leaf
area and percent cover. The ratio of MSS
band 4 to 5 has been found to relate to the
amount of leaf area for wheat in Kansas,
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whereas the ratio of MSS band 5 to 7 is best
for estimating the leaf area for cotton and
sorghum in Texas. This difference in ratio-
ing techniques is apparently due to the low
leaf area of wheat compared to the higher
leaf areas of cotton and sorghum.

Forest discrimination into coniferous and
deciduous types has been developed to a 90-
to 95-percent accuracy level. Using multi-
stage sampling techniques, the timber volume
of a national forest district has been esti-
mated to a confidence level and standard de-
viation acceptable to the U.S. Forest Service
at a very favorable cost/benefit time/benefit
ratio (ref. 2-100).

Range species/plant community vegetation
mapping has been accomplished at various
levels of success (70- to 90-percent accu-
racy). Several investigators have obtained
encouraging initial results in range biomass
estimation and range readiness predictions.
If results continue to indicate good agree-
ment between biomass and ratioed radiance
levels, such data can be used not only as plan-
ning information for regional purposes but
also as range-carrying-capacity decisionmak-
ing information for the area manager at the
field level on a near-real-time basis. A princi-
pal problem area in implementing this appli-
cation is the requirement for data turnaround
no more than 10 days after satellite acquisi-
tion.

A serious limitation documented by the
NASA review of the ERTS-1 investigations
is the frequent occurrence of cloud cover at
critical periods in the growing cycle of crops
(ref. 2-101). Persistent cloud cover is espe-
cially troublesome over Europe and tropical
forest areas.

Active microwave observations.—Several
published examples illustrate the capability
of radar to differentiate both cultural and
natural vegetation classes (refs. 2-102 to 2-
104). Annotated examples of the imagery
used in these studies are shown in figures 2-
25 to 2-27. For agriculture, specifically, the
feasibility for identifying crops has been
shown for a combination of Ka-, Ku-, and X-
band imagery. The values in table 2—V
summarize the current capability as de-
rived from film density data extracted from
images.

The percent crop segregation in table 2-V
was calculated as a percent of all fields com-
prising the fractional codes, not as a fraction
of all fields of a given crop type. For exam-
ple, grain sorghum on commercial imagery
for September 1965 comprised 69 percent of
all crops contained in the data space bounded
by an upper and lower hyperplane, but ap-
proximately 95 percent of all grain sorghum
fields plotted on the scattergram occurred
within that data space. In other words, al-
though most of the sorghum fields occur

TABLE 2-V.—Percent Crop Segregation on Scattergrams as a Function of
Radar Frequency and Date in the Growing Season

Crop

Wheat
Grain sorghum
Corn
Alfalfa
Sugarbeets
Bare ground

Radar, band, and date

Westinghouse
AN/APQ-97,

Ka-band,
July 1966

Not present

82 (cropped)

92
91°

NASA DPD-2,
Ku-band,

Sept. 4, 1969

28
50

90

Westinghouse
AN/APQ-97,

Ka-band,
Sept. 15, 1965

69
92

97
83

Michigan,
X-band,

Oct. 1969

77

64
91

1 Including wheat stubble.
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FIGURE 2-25.—Dual-polarization Ka-band images of a forested area east of Klamath
Falls in southern Oregon. Forest tones and textures on different polarizations are
findings of dominant species. Irregular breaks in the forest canopy are burn scars
that can be categorized by age according to successional stages (compare the clarity
of boundaries at A, B, and C). Most of the area is dominated by ponderosa pine
(D) with sizable areas of white fir (E). Clear-cut logging operations are evident
(F), which can be categorized by age according to regrowth. Both the logged-over
and burned areas are dominated in early successional stages by chaparral, a favored
habitat for deer; later stages are characterized by the encroachment of trees and,
at this time, begin to acquire a textured appearance on radar (G). For further
examples see reference 2-104. (a) An HH polarization. (6) An HV polarization.
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FIGURE 2-27.—Dual-polarization imagery of a grassland and marshland area along the
gulf coast of Texas. Of striking interest is the difference in the pattern of bright
areas on the two views. On the HH image, the brightness caused by moisture is
added to the brightness contributed by surface scattering. The HV imagery is less
sensitive to moisture and surface scattering but more sensitive to volume scattering;
the area of high signal return is therefore much reduced on the HV imagery.
Because of evidence such as this, it is believed that radar may have a unique role
in grassland (rangeland) moisture monitoring, rice surveys, aquatic-plant density
surveys in recreational areas, and plant phenological studies. For more information
on the role of radar in phenology see reference 2-105. (a) An HH polarization.
(6) An HV polarization.

within a fairly well defined data space, they
cannot be unambiguously discriminated from
many other crops.

From these efforts has come the basic jus-
tification for current ground-based micro-
wave research in agriculture experiments by
DeLoor and Jurrieens (ref. 2-106), Ulaby
(ref. 2-107), and others. These experiments

are extending the knowledge of signal inter-
actions with crops and soils under differing
cover, moisture, and plant morphology con-
ditions. Generally, increase in plant cover is
associated with increasing scene moisture;
hence, the microwave response also increases.
As crops decline in leaf area, dry out, or are
harvested, signal strength drops. These cy-

FIGURE 2-26.—Examples of Ka-band HH images of agricultural patterns near Garden
City, Kansas, (a) A general scene showing field pattern and ability to discriminate
crop types. In this September scene, the lighter gray fields are corn, the medium
gray fields are dominantly mature corn and sorghum with some newly planted
(sparse cover) wheat. The darkest fields are bare or newly planted wheat. The
fact that plow patterns are detectable (A) suggests that look direction and soil
roughness are important considerations in SLAR interpretation. Crop moisture
throughout the scene is generally low because the crops are maturing and drying
out. New wheat has higher moisture but covers little of the ground. Therefore,
the overall appearance of the image shows reduced gray scale contrast, (b) An
area showing increased gray scale contrast resulting from higher moisture differen-
tial between crop types. The brightest fields are sugar beets with large turgid
leaves. Moisture patterns within fields can be observed as irregularly shaped areas
(B, C, and D), which suggest that information about crop condition may be
obtained from radar, (c) An image similar to that in figure 2-26(6) but indicating
an additional potential for radar to distinguish areas of flooding and faulty irriga-
tion practices (E). Gradual tone transitions at points F and G also relate to crop
or field condition.
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clical trends can be useful for crop identifica-
tion; also, when viewed under anomalous
circumstances, they might aid as stress
indicators.

However, to monitor and interpret sea-
sonal trends, it is abundantly clear that se-
quential data must be obtained at several
frequencies, polarizations, and viewing an-
gles. Among the most fundamental issues to
be resolved are tradeoffs in signal response
from initially bare soils to partly covered
fields to fully covered fields and their con-
tinuously varying moisture regions. Related
tradeoffs, also to be quantified, include depth
of signal penetration under variable moisture
conditions.

For a large-area inventory of a single crop
for which identification can be achieved on
the basis of its unique phenology (e.g., winter
wheat) or environmental conditions (e.g.,
flooded rice), active microwave sensing may
not require the level of research effort alluded
to previously. For example, a survey of win-
ter wheat acreage was performed for Finney
County, Kans., using Ku-band imagery. The
results (table 2-VI) indicate the feasibility
of accurately tabulating acreage for this par-
ticular crop. Once the acreage is determined,
the application of an appropriate yield model
enables the calculation of total production for
a given area.

In conducting an inventory of natural vege-
tation, Morain and Simonett (ref. 2-108) in-
vestigated methods for the interpretation of
vegetation from radar imagery by using an
image discrimination, enhancement, com-
bination, and sampling system developed at
the University of Kansas. The study con-
cerned various color combinations possible
with HH- and HV-polarization K-band im-
agery on which various forms of level slicing
and data-space sampling were performed. In
this study, probability density functions con-
firmed that data-space sampling on a single
image, or in two-space on two images, to-
gether with color combinations, is a valid
discriminatory tool in studying natural plant
communities.

Viksne, Listen, and Sapp (ref. 2-109).re-

TABLE 2-VI.—Quadruplicated Automatic
Data Processing Acreage Estimate

for Wheat in Finney County °

[Ku-band NASA imagery for June 1971]

Trial
number

1

2

3

4

Estimated
acreage

181 081

177 559

171 776

204 687

Comparison to SRS,'
percent difference

5.7 low

8 low

11 low

6 high

" Unpublished research conducted at Kansas Uni-
versity Center for Research.

* The acreage reported by the Statistical Reporting
Service (SRS) was 192 000 acres.

ported on the use of SLAR for forestry pur-
poses in tropical zones. A great advantage of
radar was that operations could be started
and finished on schedule regardless of the
weather. The authors briefly described the
mapping of vegetation over an area of 17 000
km2 in Panama. Coverage with overlap was
obtained in approximately 4 hr with a YEA-
3A aircraft having a groundspeed of 180 m/
sec. The APQ-97 SLAR, which operates at
K-band, was chosen for this area because
near-perennial cloud cover limits the applica-
tion of aerial photography. Because K-band
signals do not penetrate vegetative cover at
low depression angles, the technique enabled
the evaluation of various vegetation types
based on their radar return characteristics.
Only very broad regions can be delineated in
Colombia from radar imagery (scale approxi-
mately 1:220 000) of the area between Tu-
maco, Barbacoas, and Guapi. These regions
are based on physiographic differences ob-
tained from the interpretation of the radar
imagery bands:

1. Region 1: Coastal zone influenced by
the sea.

2. Region 2: Alluvial plains and low ter-
races subject to inundation.

3. Region 3: Terraces intersected by low
hills.

4. Region 4: High hills and high plains.
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Only subsequent interpretation of small-scale
aerial photographs (in Colombia approxi-
mately 1:40000), visual aerial reconnais-
sance, and knowledge of the vegetation en-
abled further subdivision of these regions
into two to five vegetation types on smaller
areas.

Nicaragua information on 1:250 000-scale
radar imagery flown in 1971 by Hunting is
given by Francis.1 A commercial radar, op-
erating in the Ka-band, reveals similar units
to those previously described but also shows
Pinus caribeae stands to be darker than the
other units. It was possible to distinguish
three density classes in the pine stands. For
areas larger than 15 000 km2, radar was
cheaper than black-and-white photography.
A disadvantage is that a relatively large air-
craft is required.

Perhaps the most ambitious use of radar
in tropical forest land inventory has been in
Brazil. Project Radar of the Amazon has ac-
quired radar imagery of more than 5 million
km2 of the Amazon Basin. Radar mosaics at
a scale of 1:200 000 are being produced from
commercial synthetic aperture SLAR images.
Brazilian scientists interpret the imagery and
conduct ground-truth operations to produce
maps of the geology, geomorphology, hydrol-
ogy, vegetation cover, soil types, and land-
use potential of this vast area. These maps
will be used to select priority areas for more
detailed remote sensing and ground survey.

An additional paper of interest, which em-
phasizes the potential aspects of radar for
vegetation studies, is by Daus and Lauer (ref.
2-110). The principal conclusions of Daus
and Lauer are summarized as follows:

1. Two primary characteristics of the
SLAR imagery were found useful in analyz-
ing wild-land vegetation resources: image
tone and texture.

2. In this wild-land area, vegetation was
the major factor affecting the texture,
whereas slope and aspect were the main fac-
tors affecting tone.

3. A skilled interpreter can delineate dif-
1 Personal communication, 1972.

ferences in major vegetation cover types, es-
pecially in areas of nearly flat terrain.

4. In areas that were nearly flat and level,
timber stands were consistently distinguished
from everything else because of their rela-
tively coarse texture.

5. Slight differences in topographic relief
or change in slant range often caused two
nearly identical timber stands to appear quite
different on the SLAR imagery.

Functional Requirement for Active
Microwave Sensing in Agricultural,
Forestry, and Range Applications

With the possible exception of crop inven-
tory and identification, fundamental ground
and aircraft research must still be performed
to determine the microwave response of im-
portant crops at various stages of growth and
moisture status. Only then can these crop
parameters be incorporated into useful mod-
els for predicting yield, biomass, and credi-
bility or incorporated as input into many
managerial decisions. Research for all ag-
ricultural applications requires repetitive
and/or multifrequency data collection over a
range of viewing angles.

In general, the functional requirement for
an operational active microwave program in
agriculture depends on timely and repetitive
coverage. It is impossible to be more specific
concerning the number of required "looks"
because this number varies as a function of
crop species and geographic location. Inven-
tories require relatively few looks (perhaps
six per growing season) with a tolerable en-
velope of as much as 2 weeks. However, crop
cover and vigor measurement leading to yield
predictions or managerial decisions require
near-real-time data with a tolerable envelope
of not more than 3 days.

Available evidence shows the need for
either a sweep frequency or multifrequency
system operating in the 1- to 12-cm-wave-
length region (and perhaps longer) over a
variety of viewing angles from 30° to 70°
off vertical. A spatial resolution of 15 m is
desirable (particularly for small-field agri-
cultural systems), but 30 m would suffice
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for many useful applications. Gray scale
resolution will need to be from 1 to 2 dB.
Polarization and swath width are less easily
predicted on the basis of current evidence.
Probably, HH and cross-polarizations would
be most generally useful, and swath width
could vary without serious effect as a func-
tion of other design parameters.

Anticipated Microwave Results

It is anticipated that crop identification
(and subsequent use in crop inventory) using
a microwave system will be as accurate as
those reported using the ERTS MSS (i.e., 90
to 95 percent for large fields of wheat,
sorghum, corn, soybean, and alfalfa). There
are many geographical locations where cloud
cover has precluded any attempts to use
MSS data. This would not be the case if a
microwave system were the primary sensor.

Predictions of crop production rely heavily
on soil-moisture conditions and crop vigor
(e.g., disease and insect damage). Therefore,
there is potential for a major contribution
in this area for microwave sensors. Another
area in which microwave sensing can make a
unique contribution is in the assessment of
areas of potential erosion in which crop cover
and surface moisture are important param-
eters. Other areas of potential contribution
are rangeland surveys and crop water
deficits.

It has been postulated that long-wave-
length microwave sensors capable of pene-
trating the vegetative cover of forests will
provide returns from tree trunks and stems,
thus allowing accurate estimates to be made
of their volume. This theory must be tested;
however, classification of major vegetation
types in areas of moderate relief will be pos-
sible, perhaps for the first time in areas with
persistent inclement weather.

Anticipated users.—Crop identification
represents the first step in agricultural re-
mote sensing. Thus, success in this task is
potentially useful to the entire agricultural
community. Government agencies such as
the Statistical Reporting Service, Foreign
Agricultural Service, and Economic Research

Service are perhaps the primary users to-
gether with particular commodity groups
such as the National Association of Wheat
Growers. State and local tax-assessing boards
have a vested interest in accurate crop
identification for tax purposes. Other groups
are interested in projecting water use and
allocation.

Assessment of crop condition is immedi-
ately useful at local levels of agriculture and
all the supporting agricultural businesses
(fig. 2-28) ; consequently, farm and farm-
support communities probably comprise most
of the users. When crop condition impinges
on yield and productivity, the users previ-
ously cited should also be included. For crop
cover assessment, the Wind Erosion Labora-
tory of the U.S. Department of Agriculture
Agricultural Research Service, the Soil Con-
servation Service, and similar organizations
might be included.

Use and management of national range-
land by the individual owners and operators
involve management decisions on a day-to-
day basis. These decisions involve determina-
tion of optimum grazing density, regional
animal movement, grain-feed demand, spray-
ing to prevent encroachment, and decisions
resulting from the effects of regional drought.
Estimates of quality and quantity of range-
land on a regional basis affect decisions in-
volving relocation of animals, natural graz-
ing as compared to feedlot operations, and
marketing practices. In the six Great Plains
States extending from Texas to North
Dakota, there are approximately 400 000
independent ranchers and farmers concerned
with rangeland conditions. These six States
produce 40 percent of the Nation's beef. The
beef industry in this region exceeds $10
billion annually, but it is inadequately pro-
vided with regional rangeland condition in-
formation. The Weekly Weather and Crap
Bulletin provides a gross rangeland condi-
tion map derived from county agents; how-
ever, these data are inadequate to support
effective management practices on a regional
basis.

The current lack of synoptic, regional
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40 000 farmers

2200 local merchants

105 county agents

1800 mi Us, elevators,
and warehouses

50 hatcheries

900 dairy manufacturers
and milk plants

105 county assessors

5000 personal interviews

State and Federal
agricultural agencies

TOO meatpackers
and slaughterers

180 seed dealers
and shippers

Farmers

Farm organizations

State and county
extension workers

Rail roads and
other carriers

Legislators and
public administrators

Farm product buyers

Manufacturers of
products purchased

by farmers

Public and private
insurance agencies

Producers' cooperatives

International agencies

Banks, investors,
and credit agencies

Commodity exchange

FIGURE 2-28.—Sources and uses of Kansas crop and livestock reporting information.

rangeland condition information has ham-
pered effective use of this natural resource.
The availability of regional ERTS data is
expected to improve the coordination of
rangeland management practices over large
segments of the country. Assuming the ac-
ceptance of this new information source by
managers, the need for more reliable range-
land condition information will become evi-
dent. Forest-land managers in the United
States normally require more detailed in-
formation than can be provided by space-
borne radar systems. However, large areas
of the globe are characterized by sparse popu-
lation and/or persistent inclement weather,

including parts of northern Europe, Asia,
and North America; the equatorial rain
forests of Africa, Asia, and South America;
and parts of the tropics and subtropics. The
land managers in these areas need the type
data provided by SLAR to make forest classi-
fication maps and to document land-use
change.

Value to the users.—The Dynatrend report
(ref. 2-1) estimates that the annual benefit
to U.S. users from accurate location and
identification of major crops might approach
$2 million (1972 dollar value). The bulk of
this benefit is expected to result from im-
provements in remote sensing, especially if
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identification accuracies can be improved for
irregularly shaped fields smaller than 50 hm2.

Furthermore, the report indicates that half
the annual benefit derived from more timely
and accurate crop inventories could be con-
tributed by remote sensing; that is, an ex-
pected total of $5.6 billion (1972 dollar
value). According to estimates, the annual
value of improved inventories for wheat
approached $100 million; an additional $100
million accrues for other major wheat-grow-
ing countries (Argentina, Australia, Canada,
France, West Germany, and Italy). Improved
rice inventories are expected to benefit U.S.
decisionmakers in excess of $45 million and
to benefit the rest of the rice-growing world
considerably more.

Based on incomplete evidence concerning
crop condition, the Dynatrend assessment
suggests that remote sensing may contribute
approximately 20 percent of the annual bene-
fits from this activity (approximately $113
million at 1972 values). It is too early to
assess the value of monitoring crop diseases
from space or by microwave systems, because
current sensors show limited capacity to
satisfy these tasks on a timely basis.

Finally, the Dynatrend report lists several
beneficial applications relating to manage-
ment practices. Knowledge of diurnal and
season transpiration rates, evaporation
mapping, detection of faulty irrigation prac-
tices, soil-moisture mapping, improved range
management, and other factors is crudely
estimated to have annual world benefits of
$500 million (1972 value). This number is
projected into the tens of billions during the
next several years. Because of electromag-
netic limitations and resolution, present sen-
sors are incapable of contributing to much
of this annual benefit. Given the necessary
research and development support for active
microwave sensing, there is good reason to
believe that some, and perhaps a large part,
of this benefit could be achieved through
decisions based on microwave sensing.

In forest resources, improvement in loca-
tion of marketable resources and their identi-
fication by type should have an annual na-

tional benefit of $1.5 to $3 million and a
worldwide benefit of perhaps $50 million.
Accurate estimates of timber yield could
benefit forest industries by $30 million an-
nually ($1.6 billion worldwide). Finally, if
forest-fire detection and damage assessment
become operational applications, the Dyna-
trend report states that benefits in the range
of an additional $1.5 to $3 million would
accrue. To the extent that active microwave
sensing can contribute, it can be assumed
that developmental costs for sensing this flow
resource would be worthwhile.

Cost/Benefit

There are complex economic considerations
concerning the benefit portion of any cost/
benefit analysis. Typical estimated benefits
have already been presented. However, con-
siderations of cost can be quite accurately de-
termined and vary only according to the
completeness of the line items included. For
active microwave sensing in the next 5 to
10 yr, most costs are anticipated to be in
sensor design and testing and in development
of interpretation skills, including model
building and data-processing techniques.

Principal Application Areas

The major advantage of including active
microwave sensors among the systems for
agricultural use is that it provides a con-
tinuous temporal capability. The unique con-
tribution of microwave sensing is the po-
tential for detecting crop-water phenomena
that are major factors in limiting yield and
production and that are important input in
current yield-prediction models.

Large area crop inventory.—To accurately
determine the acreage of a specific crop for
inventory, the identity and area of the
cropped field must be determined. This de-
termination is equally true for range surveys.
To identify the field and determine its area,
knowledge of the crop calendar and the crop
signature is required. Therefore, measure-
ments of microwave return must be made at
specific times corresponding to various
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growth stages. Because the signal strength
will depend primarily on structure and the
dielectric properties of the viewed surface,
there is an urgent need for information on
the influence of crop morphology on micro-
wave scattering and for separation of the
scattering contribution of the underlying
soil surface from that of plants.

Crop production estimates and erosion as-
sessments.—The success of estimating crop
production and rangeland biomass depends
on the ability to identify the crop species.
Although the range surveys are lower pri-
ority than crop inventories, they are an im-
portant application, especially in the Great
Plains States. The current lack of synoptic
regional range-condition information has
hampered effective use of this natural re-
source.

Crop production estimates require inputs
such as soil moisture and crop vigor. Surveil-
lance of crop vigor will require data acquisi-
tion on a timely basis. Subtle changes in
plant-water content must be detectable to be
useful in assessing crop vigor. Soil-water
potential in the root zone must be determined.
Crop-cover and surface-moisture content
will also be required for erosion assessment.

Depending on the success of measuring
crop condition, active microwave data could
provide solutions to many problems affecting
managerial decisions, among which are—

1. Erodibility.
2. Irrigation scheduling.
3. Overgrazing.
4. Encroachment of undesirable range

species.
5. Infestation by insects.
6. Epidemiology of disease.
7. Assessment of flooding or other storm

damage.

Forest-land classification.—Classification
of forest lands is the first step in the inven-
tory and monitoring of this important re-
source. In many areas of the world, infor-
mation of the type and extent of forest
resources is lacking due to adverse ground
conditions and persistent inclement weather,
which hampers acquisition of aerial pho-

tography. The SLAR can provide the basic
data necessary for production of reconnais-
sance maps and monitoring of shifting
cultivation.

Principal Research Areas

Signal/terrain interactions.—Three simul-
taneous programs need to be established, each
with a critical path and decision points to
insure that research in the next decade is
productive: (1) the development of theories
and models, (2) the testing of these models
using ground-based microwave systems, and
(3) the integration of ground-based measure-
ments with aircraft and eventually space-
craft sensors and with data from other
sensor systems. Among theories and models,
the most urgent needs are for data on crop
morphology (leaf sizes, stalk lengths, leaf
area index, fruit size, shape, arrangement,
etc.) and the influence of crop morphology
on scattering. Laboratory and field studies
should be continued and expanded to deter-
mine the quantitative or, at least, the relative
contribution of geometry and moisture con-
tent to signal backscatter over a range of
frequencies and polarizations. In this regard,
microwave sensing is at the developmental
stage experienced in visible and IR multi-
spectral scanning during the early to middle
1960's.

In addition to studies on signal/plant in-
teractions, research should be supported on
the spatial relationships of crops in fields
(i.e., the areal dimensions of crops are as
important as the shape of the individual
plants that comprise the field). Subresolu-
tion phenomena (such as row spacings) and
other spatial attributes (such as row direc-
tion) need to be studied to determine their
contribution to crop identification. Signal
returns from different canopy covers, soil-
moisture contents, surface plow treatments,
surface-moisture films, and so forth, need to
be compared as functions of viewing angle,
frequency, and polarization. The purpose of
all the studies recommended here should be
to develop broadband microwave systems as
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prime sensors for crop condition and vigor
assessment.

Major research areas in forestry include
the development of procedures to compensate
for changes in signal strength resulting from
topography and the testing of multispectral
radar (including long wavelengths) to aid
volume inventory and classification of multi-
storied forest communities.

While the basic signal/plant and signal/
crop relationships on the ground are being
studied, efforts should be directed at simul-
taneously imaging the phenomena from air-
craft. The purpose is to keep the interpretive
and data-processing arts abreast of develop-
ments in signal/terrain understanding. In
the past, there has been a tendency to inter-
pret radar imagery as though it were pan-
chromatic photography. A specific program
should be initiated to stimulate the proper
interpretation of imagery based on micro-
wave principles.

Supporting research.—Effective use of ac-
tive microwave sensors will require a thor-
ough understanding of the sensor environ-
ment. Research should be initiated at
different but appropriate levels of intensity
to (1) document system transfer functions;
(2) evaluate atmospheric effects (e.g., the
comparative reflectance from dry terrain
compared to terrain that was recently wet,
scatter affected by nighttime moisture films
compared to scatter under dry but windy con-
ditions, etc.) ; (3) establish sampling strate-
gies for plant and crop morphometry and for
plant and soil moisture (areally and verti-
cally) ; (4) determine depth of signal pene-
tration in different angular, frequency, and
moisture domains; and (5) develop cali-
brated spectral data for integrating active
microwave and MSS data in processing
schemes.

Recommendations

The following are recommendations for the
development of remote sensing of crops,
forests, and ranges:

1. Continue and expand the program for
ground-based microwave studies.

2. Relate threshold detectable moisture
conditions to critical soil and plant water
limits.

3. Design models for relating detectable
moisture phenomena and ground cover to
crop vigor and yield.

4. Support efforts to establish levels of ac-
ceptable accuracies required by the user
community, which should be done for specific
applications at several levels in the user
hierarchy.

5. Continue and expand the program in ac-
tive microwave sensor data processing to in-
sure its compatibility with other sensor data
and to promote its interpretability at the
user levels.

6. Continue and expand programs of test-
ing multispectral active microwave systems
over cultural and natural vegetation com-
munities.

SOIL MAPPING WITH ACTIVE
MICROWAVE SENSORS

Introduction

Although aerial photographs have been
used extensively in national soil surveys,
little use has been made of radar imagery
in soil surveys. This situation is the result
of several factors, but a major restriction
on the use of radar imagery is the present
inability to interpret the radar image. The
success of aerial photography for soil surveys
has been built on an ability to relate soil
patterns, usually not actually visible on the
imagery, with the distribution of other land-
scape features visible on the imagery. Radar
studies have lacked the dual understanding of
image pattern and soil distribution that has
been essential in the use of aerial photog-
raphy. This limitation is largely the result
of a tendency to regard the radar image
simply as a photograph and to ignore its
special characteristics.

Previous research on radar reflectance
from soils has used one of two approaches.
The first approach is laboratory research
such as that conducted by Lundien (refs.
2-111 and 2-112), who measured radar re-
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flectance from artificially structured soils at
several texture and moisture conditions. A
second approach, used by Sheridan (ref.
2-113), Simonett (ref. 2-114), and Barr and
Miles (ref. 2-115), applied airphotographic
interpretation procedures to radar imagery
to demonstrate that natural soil distributions
in the field correspond, in some areas and
under certain conditions, to patterns ob-
served on radar imagery. However, their
interpretations largely ignore the differences
between radar and photography and present
strictly empirical interpretations, without an
explanation of the soil properties recorded
on the imagery. The objective of this section
is to outline an approach combining both
these techniques to produce image interpreta-
tions based on analysis of microwave be-
havior and reflectance properties of Earth
materials. The result will be a preliminary
outline of (1) the kinds of soil properties
that can be expected to appear on radar
images, and (2) the necessary conditions for
such imaging.

Functional Requirements for Active
Microwave Sensing

Review of theory.—The SLAR operates
by transmitting a known signal and receiv-
ing that portion reflected back toward the
receiver from objects on the ground. The
power returned to the receiver from any
reflecting element is a function of the trans-
mitted power, the gain of the antenna, the
wavelength of the transmitted energy, the
scattering cross section for the element,
some function of the incident angle and beam-
width, and the distance to the target. Each
sensor parameter can be controlled so that
the only variable is the scattering cross
section of the specific ground object.

Black-and-white line-scan imagery is pro-
duced by converting the backscattered energy
into a spot of light, which is regulated in
intensity according to the strength of the
received signal. A strong reflection will pro-
duce relatively bright tones, whereas a weak
signal will result in relatively dark tones.
These tones are described as relative because

they presently cannot be converted into abso-
lute values of scattering cross section. Never-
theless, relative values can be useful if fac-
tors determining reflection strength can be
applied to image interpretations and if these
factors can be related to landscape patterns.
These factors can be divided into ground
variables and system variables. The most im-
portant ground variables for soil mapping
are (1) dielectric properties, determined
mostly by moisture content, and (2) surface
roughness, determined mostly by the textural
composition of the soil, microrelief, and
vegetative cover. In addition, image inter-
pretation must also consider the microwave
variables of frequency, incident angle, and
resolution. Interaction between ground and
system variables produces the tone observed
on the image. Because these interactions
operate in a predictable fashion, they can be
used as clues in image interpretation.

Effects of microwave variables on soil
mapping.—Dielectric properties of soil are
directly related to water content (ref.
2-112). The nature of the relationship has
been empirically derived by Lundien (ref.
2-111) for Richfield silt loam at four radar
frequencies (fig. 2-29). For all frequencies
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FIGURE 2—29.—Apparent relative dielectric constant
of Richfield silt loam as a function of moisture
content.
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measured, the dielectric constant increased
with increasing moisture. In a similar man-
ner, for any two soils having nearly the same
characteristics of particle size, shape, and
arrangement (together with pore size, shape,
and arrangement), the soil with the higher
water content should have the higher di-
electric constant and appear in relatively
light tones on imagery. The relationship is
such that one would expect a small increase
in soil moisture near wilting capacity to re-
sult in a significant increase in radar re-
flectivity and, hence, image tone. However,
the addition of moisture to an already moist
soil should not significantly alter its already
high reflection.

These general observations have led in-
terpreters to regard radar as a potentially
useful sensor for mapping regional soil
moistures and for monitoring the relative

moisture status of fallow fields. The useful-
ness of tonal changes, however, will depend
on the position of these changes on the
wetting and drying curves. Therefore, the
case for radar as a monitor of available
moisture depends upon future research
demonstrating that radar is sensitive to
changes between field capacity and wilting
point. For the present, only gross differences
in image tone between saturated and non-
saturated soils have been reported (ref.
2-38).

Relationships between wavelength and soil
texture are shown in figure 2-30. In this dia-
gram, the radar wavelength for "rough"
(2A) and "smooth" (A/10) surfaces for mid-
points in the bandwidths of V-, K-, X-, and
L-bands are matched with U.S. Department
of Agriculture soil texture classes. Several
assumptions are inherent: (1) that the re-
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fleeting terrain is sufficiently flat that reflec-
tion differences related to slope are negligible,
(2) that the surface elements are uniform in
size and distribution, and are sufficiently
free of vegetation so that complications from
composite reflection do not arise, (3) that
signal returns are from surface rather than
subsurface phenomena, and (4) that in-
creases in return as a result of moisture are
negligible. Based on the knowledge that
rough surfaces have stronger reflection than
smooth surfaces, the diagram suggests that
at V-band, for example, returns should be
highest for surfaces covered by small (pea-
sized) to medium gravel and least for all
textures finer than medium sand. At pro-
gressively lower frequencies (e.g., K-, X-,
and L-bands), all other factors being equal,
radar reflection from bare ground should be
dominated by progressively coarser textured
materials. Thus for L-band at incident angles
less than 30°, boulder surfaces should give
relatively brighter returns than their finer
textured surroundings. Simultaneously pro-
duced imagery from both X- and L-bands
should show gravel surfaces to be light gray
or white at X-band and dark gray or black at
L-band.

These relationships are expectations based
on theory. In practice, identification of sur-
face materials is much less precise because
of the variable importance of moisture con-
tent and vegetal cover. Nevertheless, Sheri-
dan (ref. 2-113) has verified from field
examinations near Bishop, Calif., that on
Ka-band imagery, gravelly soils image in
comparatively light-gray tones, whereas
silty and clayey soils appear in darker tones.
His observations were made over an incident-
angle range from 30° to 65°. Morain and
Campbell (ref. 2-104) believe that arid lands
offer the best opportunity for surface ma-
terial identification because there is little
surface moisture or dense vegetation to
complicate the situation.

Kellogg and Orvedal (ref. 2-116) state
that, at a scale of 1:50 000, the minimum
mappable soil area is approximately 10 hm2.
At 1:1 000 000, the minimum area is ap-

proximately 4000 hm-. At a scale of 1:50 000,
a radar imaging system having 10-m resolu-
tion would have 1000 independent cells from
which to generate an average gray level for
every 10-hm- area. This number is more than
that necessary for statistical significance.
The resolution of images contained in figures
2-31 (a) and 2-31 (b) ranges from 12 to 15 m.
For cartographic purposes, such resolution is
satisfactory for generalized soil mapping.

However, for actual image interpretation,
the adequacy of resolution depends on vegeta-
tion density and incident angle. Three
idealized surfaces are as follows: (1) ex-
posed soil of uniform moisture and texture
having microrelief less than A/2; (2) a simi-
lar, densely vegetated surface; and (3) a
similar but partially vegetated surface. For
exposed smooth surfaces, the major factors
affecting reflection are soil texture, structure,
cloddiness (microrelief), and moisture. These
factors contribute so much to tone that, for
practical purposes, average returns would
be the same, whether the resolution cell was
3 or 15 m. Similarly, in densely vegetated
scenes, soil studies by direct interpretation
are precluded, whether radar or photography
is used. Uncertainties surrounding the depth
of signal penetration and the effects of mois-
ture in vegetation make soil interpretations
highly suspect. In densely vegetated areas,
finer resolution alone will not improve the
utility of radar for generalized soil mapping.

However, in the case of partially vegetated
surfaces, resolution is an important con-
sideration for image interpretation because,
in each resolution cell, the process of signal
averaging sums the reflectivities of different
objects. Thus, signal returns from elements
of varying sizes, shapes, and arrangements
are averaged in different proportions de-
pending on system resolution. The propor-
tion of soil surface to vegetation is maxi-
mum at vertical incidence and declines as
the incident angle increases to grazing. For
radar systems having a wide angular range,
there should be more soil information con-
tained in the near-range portion of the image.

These considerations indicate that resolu-
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Depression angle = 60°
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FIGURE 2-31.—Radar images in the vicinity of Tucson Mountains, Arizona, (a) Ka-band
(0.86 cm) real aperture image; 15-m resolution; scale, 1:136000 (October 1965).
(b) X-band (3 cm) synthetic aperture image; 12-m resolution; scale, 1:195000
(April 1971).

Look
direction

tion requirements for radar soil studies de-
pend on radar incident angle and vegetation
patterns. For practical reasons, it seems un-
likely that resolution better than a few
meters would greatly improve the production
of soil maps from radar.

For a fixed resolution cell size, the scatter-
ing cross section has angular dependencies
that are a function of the roughness, volume
scattering, and resonances determined by ob-
ject geometry. "Smooth" surfaces, those
with reflecting facets (surface height devia-
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tions from a mean plane) less than A/10, are
characterized by specularlike reflection. At
incident angles between 10° and 30°, these
objects reflect signals away from the receiver
and appear very dark gray or black on the
image. "Rougher" surfaces (usually defined
as those with reflecting facets between A/2
and 2A) function more nearly as isotropic
reflectors. In extreme cases, these surfaces
tend to have more or less equal reflecting
potential, regardless of incident angle. In a
natural scene with two or more materials
contributing to the radar return, the situa-
tion is more complex.

To investigate the application of this
principle in a real landscape (near Tucson,
Ariz.), Morain and Campbell (ref. 2-104)
estimated the amounts of soil and vegetation
visible at several incident angles. Quadrats
similar in size to a resolution cell in figure
2-31 were laid out, and, within each, the size
and location of each shrub were recorded.
The only two terrain elements present were
soil and creosote bush (Larrea divaricata).
In the laboratory, these data were used to
reconstruct models of the quadrats, which
were then photographed at several angles.
The resulting negatives were scanned by an
area integrator, and the percentages of shrub
and soil were calculated. The results from a
typical quadrat clearly indicated that, for
these rather simple landscapes, soil is the
dominant visual element, even at incident
angles as high as 75°. Since soil studies are
equally concerned with mapping and de-
terminations of soil-moisture status, active
microwave systems should be designed for
steep depression angles (from 60° to perhaps
75° off horizontal).

Anticipated Microwave Results

Soil surveys for generalized maps are less
intensive and narrower in objectives than
detailed surveys. Their purpose is usually to
determine the range of variability likely to
be found in a region to provide an outline
for initial development and to select areas
requiring more detailed mapping. Observa-
tions are made at wider intervals than in

detailed surveys, and the mapping units are
usually soil associations or broad soil pat-
terns (ref. 2-117).

The main contribution of SLAR imagery
(or any imagery) for generalized mapping
is to provide knowledge of geographic distri-
butions and estimates of relative areas of
soil units. Most of the actual pedologic in-
formation cannot come from the imagery but
must come from collateral information, field
surveys, and the knowledge of the soil sci-
entists. The imagery can only provide in-
formation about soil distributions. To inter-
pret this information, the soil scientist must
have a general knowledge of local climate,
vegetation, and topography; identical re-
quirements apply for producing a map by
conventional methods. In addition, a knowl-
edge of radar theory enables the interpreter
to separate soil patterns from other patterns
on radar images.

Morain and Campbell (ref. 2-104) illus-
trate this principle by applying radar theory
to analysis of two SLAR images. An image
of an area near Tucson, Ariz., shows a pat-
tern related to variable vegetation densities,
which are, in turn, closely related to soil and
topographic patterns.

A site from Arizona was selected because
an area with relatively low and uniform
ground moisture was needed so that the
effects of roughness could be studied inde-
pendently of moisture. Furthermore, arid-
zone vegetation is relatively sparse and
soil-vegetation relationships are strongly
expressed. The authors were fortunate in lo-
cating a region northwest of Tucson imaged
by two different SLAR systems having
slightly different system variables (fig.
2-31). Attention was focused on the non-
agricultural lands because they were subject
to relatively few changes during the interval
between data collection and field observa-
tions. There were no available soil surveys
for this particular environment, but the
work of Gile and Hawley (ref. 2-118) with a
similar environment near Las Cruces, N.
Mex., assisted the interpretation. The authors
identified Entisols and two orders of Arid-
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isols on the alluvial fans. The approach was
to examine a range of soil-vegetation types
and to compare ground conditions with pat-
terns on the radar images. These compari-
sons produced generalizations regarding the
interpretation of soils from SLAR imagery.

A summary of observations for one par-
ticular landscape is given in figure 2-32,
which shows a portion of the 3-cm (X-band)
image together with landscape photographs
and respective closeup photographs of the
terrain types. Three terrain types are de-
fined: (1) the riparian vegetation (d) and

(e), which appears in light-gray tones; (2)
transitional (c), the gentle shrub-mantled
slopes (3°) that appear in medium-gray
tones; and (3) interfluves (6) characterized
by angular gravel pavement. These last two
appear as dark filaments on the image. Two
other land-surface entities are included in
figure 2-32. The first is an abandoned air-
strip (a), which does not appear in the
SLAR image; the second is a streambed that
does not appear on the SLAR image because,
in that particular area, no drainage line was
wide enough to be visible through the ri-

Portion of X-band SLAR image

Landscape photographs

• (

a

Airfield Interfluve

IB
Transitional

Terrain closeup views

Riparian

FIGURE 2-32.—Summary of observations for a designated landscape. Top: X-band
SLAR image; center: landscape photographs (a) to (e) of the same area; bottom:
closeup views of respective terrain types.
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parian vegetation. When the look direction is
oblique (as in this case) or orthogonal to the
drainage, streambeds will not image unless
they are sufficiently wide that vegetation
along the banks does not obscure the bed
from radar observation. Such a streambed
appears as a thin black line on figure 2-31 (b)
(arrow A).

"Rough" surfaces are defined as having
reflecting facets in the range from A/2 to 2A
(where A = 3 cm) or, in this case, in the
gravel range from 1.5 to 6 cm. Such gravel
surfaces should image in dark gray tones
at K- and X-bands. In the insets of figure
2-32, it appears that both the airstrip and
streambed have narrow particle-size ranges
centering on 0.5 and 0.2 cm, respectively
(the detailed insets have a 1-cm scale). The
interfluve and transition categories appear
to have wider particle-size ranges including
infrequent cobbles up to several centimeters.
Most surface materials appear to have par-
ticle sizes of approximately 1.0 and 0.05 cm.
Photographs of the surfaces of all five terrain
types indicate that no surface has a particle
size exceeding 1.5 cm. Theoretically, when
exposed and dry, these surfaces should all
appear in similar dark tones. The fact that
they do not appear this way on the image is
explained by variations in vegetation density.

As the proportion of soil to vegetation in-
creases, the strength of signal return de-
creases. For example, the areas marked B
and B' on figure 2-31 (6) are almost identical
creosote bush landscapes. No apparent sur-
face textural differences were observed be-
tween them. The only significant difference
is that, in area B', the shrubs are shorter
and farther apart. From this evidence, it is
concluded that B' appears darker than B on
the image because there is less radar reflec-
tion from vegetation.

This knowledge, combined with topo-
graphic information, provides a basis for
matching image patterns with the soil cate-
gories that Gile and Hawley found in similar
environments in New Mexico. The major
pattern found on the alluvial fan is shown in
the SLAR image in figure 2-33(a). The

•an

FIGURE 2-33.—Soil categories identified on the SLAR
image of alluvial fan. (a) Major pattern of SLAR
image. (6) Distribution of brighter tones cor-
responding to riparian vegetation, (c) Distribution
of darkest tones, which are the interfluves and are
characterized by desert pavements of stones and
cobbles, (d) Soil categories positioned between
those in figures 2-33(6) and 2-33(c).

distribution of brighter tones corresponding
to riparian vegetation is shown in figure
2-33 (6). These tones correspond to areas of
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riverwash and are probably bordered by
small areas of Torrifluvents. In figure
2-33 (c), the darkest tones are shown, which
are the interfluves characterized by desert
pavements of stones and cobbles. The inter-
fluves represent the oldest and most stable
surfaces, and the soils are probably Haplar-
gids. Figure 2-33 (d) shows the types posi-
tioned between those in figures 2-33(6) and
2-33(c), which are likely to be Camborthids.

In dry environments, the attributes most
influencing radar returns are size, shape,
and arrangement of the reflecting material
rather than moisture content. Microphyll
species have leaves comparable in size to
gravelly and cobbly veneers. The tendency
for desert plants to minimize evaporative loss
through pubescence, thorniness, and schlero-
phylly suggests that little plant moisture
would be visible to radar signals. It is
suspected that the effect of shrubs on radar
reflectance from desert terrain is confined
to surface roughness and that this influence
adds to reflectance from soil surfaces.

Microrelief contributes more to radar re-
flectivity than soil texture. However, because
image tone is determined basically by rough-
ness at the wavelength scale, it would seem
that only those forms of microrelief having
a commensurate scale should be important;
for example, ripple marks in sand. Some
plow patterns on bare soil are reported to
increase radar reflection from cultivated
fields (ref. 2-119), but no examples from
natural landscapes have been reported. Field
investigations at Tucson confirmed, in all
cases, that exposed soil surfaces imaged in
very dark gray or black tones at X- and
Ka-bands. This type imaging occurred de-
spite the variable microrelief, which in some
cases exceeded 2A by a factor of 3.

MacDonald and Waite (ref. 2-38) demon-
strated that imaging radars are, under cer-
tain conditions, sensitive to gross soil-mois-
ture variations. Morain and Campbell (ref.
2-104) have also observed moisture patterns
of an area west of Hutchinson, Minn. (fig.
2-34). The numerous white and light-gray
spots observable on the image are one of

FIGURE 2-34.—Radar image and related landscape
photographs showing moisture patterns of an area
west of Hutchinson, Minn. Sites 1 and 2, imaged
at a depression angle of approximately 45°, have
bright tones of similar intensity. Sites 3 and 4,
positioned at 20° and 18° depression angles, respec-
tively, appear brighter than surrounding agricul-
tural and wooded areas, although not as bright as
sites 1 and 2.

the expressions of that moisture. Topo-
graphic maps, soil maps, and field observa-
tions reveal that these spots correspond in
size, shape, and position to poorly drained
depressions usually mapped as peat or muck
soil.

The importance of incident angle on the
magnitude of the received signal from a
moist surface is illustrated in figure 2-34.
At more nearly vertical angles, signal
strength declines and gray tones are observed
on the image. All sites have approximately
the same vegetation and moisture character-
istics. Sites 1 and 2, imaged at approximately
the same depression angle (approximately
45°), have bright tones of similar intensity.
Sites 3 and 4, positioned at 20° to 18° de-



ACTIVE MICROWAVE REMOTE SENSING OF EARTH/LAND 119

pression, respectively, appear brighter than
surrounding agricultural and wooded areas,
although not as bright as sites 1 and 2. Moore
(ref. 2-120) states that at shallow depression
angles the height of vegetation may have a
significant effect on reflection, particularly if
the plants have a high moisture content.
Therefore, it is possible that the bright spots
at steep depression angles result from the
cumulative effects of plant and soil moisture.
At shallow angles, the topographic depres-
sions are still somewhat brighter than their
surroundings because they are relatively
wetter, but the contrast is reduced by
stronger returns from vegetation.

High moisture content and rough texture
(relative, to wavelength) tend to increase re-
flection. Thus, it is easy to envision situa-
tions in which an interpreter could not
distinguish between reflection from a fine-
textured moist soil and that from a coarse-
textured dry soil. Theoretically, both types
should appear as bright tones on an image
and should not be easily distinguishable with
a single radar frequency. In practice, how-
ever, an interpreter should resolve such con-
fusion with multiple coverage using different
radar characteristics, much the same as dif-
ferent film and filter combinations are used in
photography.

Cost/Benefit

Much work should be done to document
the economic factors associated with im-
proved soil type and association mapping.
The Dynatrend report (ref. 2-1) notes sev-
eral studies of benefits in this area of remote-
sensing applications, but these are considered
questionable.

For cataloging soil environmental char-
acteristics, the world might benefit to the
extent of $30 million annually. Use of satel-
lite data for locating and surveying poten-
tially cultivable soils might save developing
countries an additional $75 million. These
values may be an order-of-magnitude low or
high (probably not the latter), but in either
case they suggest that there is valid economic
reason to improve soil-mapping capabilities.

Conclusions

Radar sensors will not completely replace
photography as a mapping aid for either de-
tailed or generalized soil surveys. Neverthe-
less, the unique contributions of active micro-
wave sensing for resource inventories in arid
and semiarid environments or the perennially
cloudy tropic and arctic zones should be
pursued. These contributions are especially
important when the penetration capabilities
of longer wavelength systems are considered.
Only a small portion of the electromagnetic
spectrum has presently been used (mostly
the visible portion) in remote sensor studies
of the soil. Unique and valuable informa-
tion on texture and texture-related phe-
nomena, moisture, and possibly even sub-
surface texture contrasts could probably be
partially provided by radar imagery.

Observations from aerial photographs have
shown that local experience and knowledge
are important factors in soil interpretation.
These same factors will probably be im-
portant for interpretations from SLAR.
Knowledge of the sensor principles and
operation is of greater importance in SLAR
studies because of the unfamiliarity of most
people with this sensor. As a result, soil in-
terpretations from SLAR are unlikely to
progress without individuals having com-
bined knowledge of local soils, soil science,
and SLAR theory. Because such imagery is
available only for certain areas and because
the combination of interpretation skills is
possessed by only a few interpreters, ad-
vances in radar mapping have been slow.

Additional research is needed to ascertain
the relationships of radar reflection to system
frequency, polarization, dielectric constant,
and incident angle. Investigations confirm
that near-vertical incident angles are best for
detecting differences in soil moisture and,
possibly, for discriminating soil types on the
basis of their surface texture. In reviewing
the theory and observations, the relative re-
flection strengths caused by moisture and
texture are believed to intersect in both the
frequency and angular domains; thus, in-
terpreters cannot readily distinguish between
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a moist fine-textured soil and a dry coarse-
textured soil if all other parameters are
equal. These tradeoffs should be reconcilable
by comparing the reflection characteristics
of soils over a broad range of microwave
frequencies, angles, and moisture conditions.
In the same way that various film-filter
combinations aid in the interpretation of ob-
jects that otherwise look the same on pan-
chromatic photography, it should be possible
to distinguish between soil-moisture and tex-
ture differences by judicious selection of
radar parameters.

SOIL MOISTURE MEASUREMENT

i
Introduction

Civilization and the existence of water in
soil are inseparable; thus, when prolonged
droughts occur, civilizations vanish. As
presently demonstrated in Africa, even the
lack of water in soils for periods of weeks
can seriously alter the precarious balance
between food supply and demand. The ability
to monitor and predict moisture in soils on a
global scale has been a longstanding objective
that has thus far eluded man. Active micro-
wave sensors offer a promising approach
based on scientific reasoning and preliminary
results. Additional research and develop-
ment is required to arrive at a functional
capability.

Two promising applications for sensing of
soil properties are made possible by some of
the unique penetration capabilities of micro-
wave systems. Measurement of soil water
content would allow the development of a soil
moisture index that could be used as input
to watershed runoff and crop-yield models.
Soil moisture monitoring for irrigation re-
quirements has local value and may be ac-
complished after more precise techniques are
developed.

The primary need for soil-moisture meas-
urements over large areas stems from a de-
sire to improve prediction models for water
resources and crop yield. The spatial distri-
bution of soil moisture indicates that such

measurements are feasible with active micro-
wave systems.

Complex, continuous watershed models
have been developed in past decades to mathe-
matically represent the movement of water in
the Earth-surface portion of the hydrologic
cycle. Presently, these models are the only
means of calculating "low flow" or continu-
ous streamflows. Low-flow values for streams
and the temporal distribution of flow volumes
are extremely important for the study of
water supplies and the environmental input
of changes in a watershed drainage area.
Presently, soil-moisture input to the models
cannot be measured, and the input is gen-
erated by submodels based on parameters
developed by fitting the overall model to
existing watershed data. The use of complex
models is thereby restricted to use on water-
sheds with existing historical records.

Development of a soil-moisture index for
use as input to crop-yield models is also very
important. Crop-yield models are vital to
improvement in timely estimates of world
food production. Identification and mapping
of some major crops are considered feasible.
However, no adequate system has been de-
veloped for measuring the moisture available
for the plant root zone. Laboratory experi-
ments on penetration and soil-moisture meas-
urements with microwave systems (refs.
2-121 and 2-122) indicate that reasonable
estimates of moisture availability for plant
growth are feasible.

Demonstrated Remote-Sensing Observations

ERTS-1 and aircraft photography.—Pre-
liminary results from ERTS suggest that
relative soil-moisture variations can be de-
tected in desert playas and areas of alkaline
soils (refs. 2-123 and 2-124). Quantitative
measurements cannot be made based on
spectral appearance in the visible region.
The MSS's and cameras on aircraft plat-
forms show similar feasibility for moisture
detection. In general, soils that are moist
have somewhat darker tones in comparison
to their dry state. However, no known mathe-



ACTIVE MICROWAVE REMOTE SENSING OF EARTH/LAND 121

matical relationship exists between soil color
and moisture content.

Skylab S193 and aircraft radar observa-
tions.—Several research programs have cen-
tered on laboratory studies regarding the
measurement of electrical properties of the
soil-water mix (refs. 2-112, 2-125, and
2-126). These studies have shown that the
water content has a major effect on the elec-
trical properties of soil media. Differences
in soil type do not have an important effect
on the relative dielectric constant.

Other research programs have demon-
strated the use of radar measurements from
elevated platforms to detect changes in soil
properties (refs. 2-107, 2-111, 2-112, and
2-121). These efforts have indicated that
near-vertical measurements are more de-
sirable than low-depression-angle measure-
ments because the predominance of the sur-
face-roughness comparison of the total radar
backscatter is reduced, and the significance
of the reflection from vegetation is reduced.
Field studies by Morain and Campbell (ref.
2-104) confirm these observations. When
measurements are made on smooth surfaces
at these near-vertical angles, the reflectance
can be correlated with soil moisture. In addi-
tion, when skin depths are significantly large,
subsurface composition can be inferred.

The SI93 scatterometer on Skylab made
numerous measurements over test sites from
which soil-moisture data are available or for
which soil moisture can be inferred from
nearby rainfall measurements. Because these
data are being analyzed at this time, no con-
clusive results can be reported. However,
the general indications are that soil moisture
may correlate with measurements made with
the truck-mounted radar and airborne scat-
terometers. In cursory examination of Sky-
lab data, vegetation appeared to have a
disturbing influence on the K-band measure-
ments.

Wavelengths from 0.8 to 21 cm and inci-
dent angles from vertical to 50° have been
used in passive microwave measurements on
soils (ref. 2-122). Because these microwave
devices measure the natural emission from

the target, they are sensitive to the target
temperature and emissivity. The natural
emission from a soil target is very dependent
on surface roughness and on bulk electrical
properties. Thus, a change in the water con-
tent in a soil would show up in an apparent
change in temperature. The depth at which
the bulk of the energy originates is deter-
mined by the wavelength and the water-
content profiles.

A truck-mounted passive microwave sys-
tem has been used recently to determine an-
tenna temperature changes as a result of
changes in soil moisture, roughness, and
vegetation. Preliminary measurements indi-
cate that an L-band (1.41 GHz) radiometer
wil be necessary to overcome some of the
influence of roughness and vegetation on soil-
moisture measurement (ref. 2-127). How-
ever, limitations on antenna size may pre-
vent design of radiometers in a scanning
mode at L-band. Another study using an
L-band radiometer (S194) on Skylab has
shown good correlation between antenna
temperatures and a 30-day decayed ante-
cedent precipitation index. An index of this
nature would be adequate for prediction of
moisture for wheat production if repeated
coverage could be provided over the Great
Plains at 2-week intervals. At best, the
passive systems are hampered by antenna
size requirements that do not restrict the
active microwave systems.

Functional Requirements

The response of microwave energy in soil
media is determined by the electrical proper-
ties of soil and their spatial distribution.
The use of microwave sensors is advancing
because of known relationships between elec-
trical properties of soils and water content.
The electrical conductivity of soils at low
frequency is almost exclusively ionic and
occurs as a result of the motion of free or
exchangeable ions in the soil solution. Be-
cause exchangeable ions often dominate over
free ions in solutions, clays have a higher
conductivity than coarser grained soils.
Typically, the conductivity of soils varies
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from 10"1 mho/m for clay soils to 10"3 mho/m
for sands and gravel. Because of these high
conductivities, conduction currents dominate
over displacement currents for frequencies
above approximately 10° Hz.

Water content influences the conductivity
of soils, but other factors such as soil and clay
type are as important as water content in
determining the conductivity of soils. At
frequencies above 107 Hz, the influence of
conductivity of soils on the propagation
constant begins to diminish and the relaxa-
tion of water in soils becomes important.
Figure 2-35 shows the relative dielectric
constant of typical soils as a function of
volumetric water content at a frequency of
1.074 GHz (parallel and perpendicular
polarization). The 12 soils included sands,
silts, and clays. Increasing the frequency to
1010 Hz causes the relative dielectric constant
to decrease significantly from its low-fre-
quency value (ref. 2-125), as will subjecting
the soil to low temperatures.

A transverse electromagnetic wave nor-
mally incident on a smooth surface, which
has a finite conductivity, will be partly re-
flected at the surface, and the remainder will
penetrate into the soil. The electric and
magnetic fields in the ground will decay ex-
ponentially with depth. The skin depth in

soil media can have values as much as several
meters in the 10s- to 109-Hz frequency range.
In the 109- to 1010-Hz range, the skin depth
can shrink to only a few centimeters. Thus,
by selecting a number of frequencies for
operation, it may be possible to define soil
media as a function of depth.

Images produced from SLAR systems can
be divided into areas of relatively consistent
tonal and texture patterns. A relatively few
samples from these areas of consistent pat-
terns will serve to identify the physical prop-
erties of these areas. Thus, information from
a few bench-mark stations can be extrap-
olated to large surface areas. These bench-
mark stations can be entirely composed of
ground-truth measurements or a limited
amount of ground truth supplemented by di-
rect measurements with airborne or truck-
mounted radars.

The functional requirements for active
microwave systems to measure soil moisture
vary considerably with the required ultimate
operational system. Three areas of applica-
tion for soil moisture data are (1) modeling
of watersheds, (2) crop-yield predictions,
and (3) scheduling of irrigation. Table
2-VII outlines some of the characteristics
required in active microwave systems desired
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for these applications in the soil-moisture
area.

Anticipated Microwave Results

The applications and unique capabilities
of active microwave systems are summarized
in table 2-VII. Other applications in the area
of soil moisture will require more refined
spatial and spectral measurement. How-
ever, with improved technology in the follow-
ing decade, most applications should become
feasible.

Several researchers have reported results
from airborne microwave measurements
(refs. 2-38 and 2-128). Most results can
only be reported in rather broad categories
of soil-moisture content (e.g., dry or wet).
The fact that soil-moisture conditions can
be observed in these measurements indicates
that such data may be adequate for large-
area prediction models. Conventional meas-
urement of soil-moisture distribution over
large areas is not presently feasible. Part

of the problem concerns the available ground
truth at the time the flights were made. Al-
though most laboratory experiments are con-
ducted with highly controlled targets of
rather small dimensions, field programs must
sample large areas of highly variable prop-
erties. Ground truth has been adequate in
very few field measurements.

Cost/Benefit

Accurate measurement of soil moisture
affects so many vital areas of modern civiliza-
tion that cost/benefit statements are difficult
to formulate or document. The importance
of soil moisture for agriculture, runoff pre-
diction, flood-hazard prediction, locust in-
festation prediction, credibility, and numer-
ous other uses cannot be overstated. As a
fundamental attribute of the terrestrial en-
vironment, soil-moisture data become a basic
input to all models. By the most conservative
estimates, the benefits exceed any costs in-
volved in the data collection.

TABLE 2-VII.—Soil Properties Capabilities Chart

Environmental
parameter

Water content of soil. .

State of water in soil
surface (frozen or
liquid) .

Soil type

Application
Input to crop-yield

models and
monitoring crop
vigor.

Input to complex
watershed models.

Soil strength and
trafficability.

Detection of danger
from sheet runoff.

Infiltration

Restriction of soil
moisture
evaporation.

Soil type mapping
Input to trafficability

models.

Unique key capability of
active microwave systems

Penetration of soil,
penetration of clouds, and
vegetative cover.

Penetration of soils and
all-weather capability.

Penetration of soil,
all-weather capability
and penetration of
vegetative cover,
vegetation mapping and
soil reflectivity.

Competing sensors
or systems

Visual and IR.

Geophysical
techniques.

IR

Geophysical techniques.
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Conclusions

Research is recommended along two par-
allel lines: (1) attempts to empirically cor-
relate scattering coefficients and images from
present systems with field measurements of
soil moisture, and (2) research to build a
store of knowledge from which system be-
havior can be predicted. For some applica-
tions, the empirical approach is the only
feasible approach (e.g., runoff prediction of
watersheds) because the areal extent of the
entity to be sensed does not allow control.
For irrigation scheduling, the second ap-
proach is the most economical way to proceed,
because the relationship between the quantity

to be measured and its microwave signature
varies from one setting to another (e.g., the
relationship between microwave signature
and water content in Arizona may be unique
to that location). To predict the extent to
which a certain observed correlation persists
in other settings of soil type, vegetation,
water, and temperature regime, the inter-
actions between microwave radiation and the
Earth need to be fully understood.

Figure 2-36 is a flowchart for required
research. Level I research should be a low-
level continuous effort conducted simultane-
ously with research at level II. At level II,
the empirical approach and the controlled ex-

Develop computer models for
dielectric behavior of soils
as a function of water content,
temperature, and soil type

•Level I- Theoretical and experimental
work for developing models
for computing scattering
coefficients for real surfaces

Verify models under rigidly
controlled or carefully mea-
sured conditions

• Le vein- Empirical approaches:

Use of present scatterometers and
images to attempt empirical use soon

Correlation with as much ground
truth as can be afforded

Pulse dispersion techniques:

Systems that mate use of
unique dispersive properties
of water in soils

Laboratory measurements for
smooth surface

Ground-based
field measurements

Low-altitude airborne

Continuous wave techniques:

Laboratory-field measurements
Stable platform, rigid control
of soil, vegetation, and surface
parameters

Movement of vegetation by wind
considered important

Experimental aircraft studies

Merge data with parallel
empirical approach

FIGURE 2-36.—Flowchart showing required research for simultaneously measuring
moisture content and soil type with microwave sensing.
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periments are also recommended to be con-
ducted simultaneously.

SUMMARY

The objectives for active microwave sens-
ing in agriculture, forestry, range, and soils
extend those indicated for other sensors. The
most unique contribution is expected to be in
measurements of soil moisture as input to
models of crop and rangeland production,
watershed runoff, and trafficability. Theory
and preliminary results show the feasibility
of measuring moisture status, although re-
search is needed to quantify many complex
tradeoffs in signal return as a function of
moisture content, vegetational cover, signal
penetration, soil structure, root densities,
and so forth. Further work will be needed
to develop quantitative image interpretation
techniques. The functional requirements for
such a system will include a multifrequency
design with a 1-dB intensity resolution and
50-m spatial resolution. Most important is
the need for timely coverage.

For vegetational resources, crop identifica-
tion for inventory and for yield and produc-
tion estimates is most feasible. Active micro-
wave sensors are unique in providing
continuous temporal monitoring; thus, they
are regarded as prime sensors for agricultural
survey. The most significant contribution
for both agricultural and rangeland surveys
is in the potential ability of active microwave
sensors to detect crop-water phenomena and
total leaf area. Both these parameters are
important as input to yield-prediction and
crop-vigor models. For tropical agricultural
systems, active microwave sensors may have
a singular role in monitoring the rate and
direction of riceland flooding during the
cloudy monsoon season. These flood data can
be translated into valuable information on
basic rice type and production.

Apart from moisture- and water-related
phenomena, active microwave systems are
viewed as prime sensors for recording struc-
tural and spatial data related to crops and
forests. These data are important attributes
in determining leaf area indices and, ulti-

mately, crop or timber yield. Tropical tree
crops (e.g., rubber, oil, and palm) are ex-
pected to be more discernible from their for-
est surroundings because of the regular spac-
ing and orientation of trees comprising
individual plantations. Canopy penetration is
essential for obtaining returns from tree
trunks to discern the regularity, and only
microwave sensors have this ability.

Functional requirements for an opera-
tional active microwave system in agricul-
ture include multifrequency (wavelengths of
1 to 12 cm for crops and 1 to 50 cm for
forests) and multipolarization (HH, VV, and
cross) capabilities. Spatial resolutions of
15 to 30 m and spectral resolutions of 1 to
2 dB are desired over a viewing-angle range
from 30° to 70° off vertical. As with all bio-
logical sensing, timeliness of data collection
is absolutely essential.

The most important application for range-
land sensing is to measure available biomass
as input to decisions on animal grazing
capacity and improvement of range condi-
tions. Plant cover, moisture status, and soil
moisture are key parameters in assessing
biomass. Essentially, the same system con-
siderations that pertain to agricultural crops
apply to rangelands.

Applications for active microwave sensors
in forestry focus on typing community struc-
tures with the objective of producing physiog-
nomic maps and, ultimately, to estimate
timber volumes in economically important
areas. Forest-clearing sites (as in clear-cut
logging operations in the Pacific Northwest
or tropical slash and burn agriculture) are
readily visible on radar images in regions of
low relief. Equally interpretable are succes-
sive stages of forest regrowth after a clear-
ing or fire. Difficulties occur in mountainous
terrain. Functional requirements include a
multifrequency, multipolarization system and
stereographic coverage having almost com-
plete (90 percent) overlap to satisfactorily
image mountainous environments.

Research programs are suggested for ad-
vancing knowledge of signal/plant and
signal/crop interactions and for learning to
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interpret images and digital data obtained
from aircraft and spacecraft sensors. Even
very conservative estimates of dollar benefits

suggest that these efforts could have enor-
mous economic benefit for agricultural busi-
nesses and society.

N76 11816
LAND USE, URBAN, ENVIRONMENTAL, AND CARTOGRAPHIC APPLICATIONS

LAND USE, DISASTER, AND ENVIRON-
MENTAL MONITORING

Effective State, regional, and national land-
use planning requires the compilation of a
wide range of areal data. These include data
on static components of the environment (in-
cluding soils, slope, geology, and hydrologic
systems) and on dynamic cultural land use
and related components (including trans-
portation routes, urban and rural land use,
and public infrastructure). In the interplay
of these natural and cultural features, with
natural features relatively static and cultural
features to a greater or lesser degree dy-
namic, planning is accomplished. Monitoring
the changes in land use is of value not only
in itself but also for determining the in-
teraction with other land uses and with
the background environment. This section
focuses on radar applications and land-use
analysis in the monitoring of land-use change,
especially the more dynamic components, and
the interaction between land use and dynamic
features of the environment (floods, hur-
ricanes, etc.). Because public awareness of
land planning is relatively new, a more de-
tailed discussion of land planning in relation-
ship to remote sensing is included in this
section.

Although the relationships between land
use and environmental quality are not well
defined and are not conducive to orderly
simple analysis (ref. 2-129), general public
awareness has increased and has helped focus
attention on land-use planning and manage-
ment as one means of achieving a reasonable
balance between economic well-being and en-
vironmental quality.

Growth in economic productivity has
caused a greater demand for leisure and
recreational services, which are highly de-
pendent on environmental quality. Environ-
mental quality is becoming more highly
valued in relationship to potential increases
in economic standards of living. Growth in
productivity depends on increasingly power-
ful technologies and therefore has greatly
increased the geographic and temporal extent
of each person's effect on the environment.
The results of these trends have been recog-
nized, and new laws have been passed; new
institutions have been created for protecting
the environment. As new policies have been
developed and implemented for controlling
specific types of environmental effects, there
has been increasing recognition that land-use
patterns have a strong influence on the rela-
tionship between future economic production
and environmental quality. These overall
land-use patterns influence such key factors
as (1) the location of environmental disrup-
tions that arise from the extraction of
resources; (2) the magnitude of wastes gen-
erated, especially from transportation activi-
ties; and (3) the costs of treatment to lessen
the impact of residuals discharged into the
environment.

More fundamentally, the experience of the
last 5 yr has furthered the recognition that
land-use patterns determine who shares
which environments and with whom. As this
sharing and the resulting external effects
include more people over larger areas and
for longer times, the potential economic, en-
vironmental, and social benefits from more
centralized, comprehensive land-use planning
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increase. These benefits have provided the
incentive for a restructuring of the Federal,
State, and local land-use planning processes
and techniques. The beginnings of this re-
structuring are evident in recent legislation,
and its effects will have a strong influence on
spacecraft remote-sensing systems during
the next several decades. A parallel reac-
tion by the private sector is already under-
way.

Recently, there has been increasing con-
cern in the Congress about what many
Americans perceive to be a national land-use
crisis. Evidence of congressional concern
is demonstrated by the following facts:

1. More than 120 land-use-related bills
were introduced in the 91st Congress.

2. More than 200 such measures were
considered in the 92d Congress.

3. By March 10, 1973, more than 50 land-
use-related bills had been introduced into the
93d Congress.

Presently, Congress has temporarily tabled
a Land Use Policy and Planning Assistance
Act to encourage .the"t establishment of the
decisionmaking framework and to assist in
the development of data collection tech-
niques. This act may be reintroduced and
passed within the next 2 yr. The desire of
many officials to pass such an act indicates
the belief that land-use planning is beneficial.
If passed, the act will establish broad re-
quirements for data collection, part of which
may be accomplished with satellite data (in-
cluding active microwave sensor data). Re-
lated trends are evident in State legislation.
Three recent reports (refs. 2-130 to 2-132)
summarize the changes in the land-use plan-
ning and control activities of various States
and local jurisdictions.

The Rubino-Wagner report (ref. 2-130)
identified five States that have already de-
veloped land-use plans—Hawaii, Alabama,
Delaware, New York, and Rhode Island—and
seven other States that have recently ini-
tiated innovative State legislation in the field
of land use.

The Bosselman-Callies report (ref. 2-131)
provides detailed descriptions of the experi-

ences of recent land-use control legislation
in Hawaii, Vermont, San Francisco, Min-
neapolis, St. Paul, Massachusetts, Maine,
Wisconsin, and New England.

The Haskell report (ref. 2-132) views the
changes in landruse planning practices from a
somewhat different perspective than either of
the other reports. Although the primary
focus of the report is on organizational and
institutional design over the entire range of
environmental problems, it also includes some
techniques used for various specific areas of
environmental management, including land
management and regulation.

These reports indicate an increasing trend
toward innovation in State land-use planning
activities, which will create an increasing
need for data on which to base land-use
planning decisions. The Haskell report
states: "A first tool used by some states to
strengthen their land planning effort is the
generation of an adequate data base, and
the development of analytical capabilities
needed to make effective use of such data."

Several developments in analytical capa-
bilities appear to enhance the potential bene-
fits from use of satellite data in land-use
planning. The first development is the use
of computerized information storage and re-
trieval systems for handling land-related
data. Several States have developed or begun
such systems, including Minnesota, New
York, Maryland, and Arizona. Efficient and
low-cost means for handling large arrays of
data through parallel processing technology
can be expected to enable the satellite sys-
tems to produce large data arrays much
more efficiently than at present. These

• methods of data handling will apply not only
to future ERTS-type systems but also to
digital radar image systems.

A second related development is the work
on models capable of partially simulating
the complex interrelationships of socioeco-
nomic activities, land-use patterns, and the
resulting effects on natural resources and
environmental conditions. Such models "can
help land-use planners analyze land-related
data to assess more accurately the tradeoffs
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between economic production and environ-
mental quality and thus increase the benefits
from satellite systems.

General Objectives of User Agencies and
Industries

Land-use planning, monitoring, and regu-
lation.—Traditionally, most U.S. land-use
data have been for counties and various
metropolitan planning agencies. Counties
have rarely been of sufficient size or com-
manded sufficient capital to include regular
land-use inventory as part of their planning
function. However, counties have been the
principal arena for interplay between the
public and private sector when zoning and
development are in conflict. Small under-
capitalized planning departments have been
no match for private interests, and zoning
decisions frequently remain only as long as
the more powerful private interests are not
included. Although the balance between
public and private interests—as represented
by metropolitan planning agencies, councils,
and private developers—has perhaps been
more even than at the county level, there
are numerous examples of the protagonists
of "the highest and best use" in a strictly eco-
nomic sense, which ignore environmental and
neighborhood quality considerations.

These facts have stimulated the intense
Federal and State interests in land-use in-
ventory, monitoring, and planning. The Fed-
eral initiatives in this area focus on stimulat-
ing State-level activity. Thus, the natural
interests of the State (reflecting citizen con-
cern for a more forceful public voice) and
the Federal pressures for State action have
converged in making the State and, in some
areas and for some problems, regional groups
of States the prime focus of the current
trends in land-use planning.

Constitutionally, the State governments
have the authority to determine powers of
local government units. Although the trends
in land-use planning do not indicate State
reassertion of authority for land-use control,
they do show a complex reworking of inter-
governmental relationships in which the

State governments play a more active role
in providing framework, data, information
systems, overall guidelines and coordination,
and many of the public facilities and services
that influence land-use decisions.

Although these trends and pressures are
still evolving, it is highly probable that, by
the time spacecraft active microwave systems
are used in land-use planning, a wider and
stronger role for the State will have devel-
oped. Similarly, State-sized areas and re-
gional groups of States concerned with com-
mon environmental problems (for example,
Rocky Mountain States and Northern Plains
States concerned with strip mining and oil-
shale development) will have developed and
strengthened.

The counties are too small in many in-
stances to benefit from space-derived data
because their problems are too detailed and
require information that cannot be obtained
from remote sensing, but the State is, in
many ways, a prime candidate (in area, scale
of problems, and information needs) for the
capabilities of high- and moderate-resolution
spacecraft remote sensing. The general ob-
jectives of user agencies and industry must
therefore be considered in relationship to the
trends to strengthen State land-use planning,
which is aided both by Federal legislation and
funds and by public pressure.

The principal interests of the States are
converging in the development of statewide
geobase information systems as part of the
planning base and in the possible integration
of economic modeling and forecasting
through use, on a small-area basis, of the
geobase data on natural and human re-
sources. The ability to overlay and spatially
examine finely disaggregated economic and
census data (at the census tract level), land
use, and static and dynamic environmental
background data is now seen as a major area
for State agency planning and development.
The State Department of Planning in Mary-
land is already working in this area.

In a parallel manner, the interests of major
corporations are converging in large-area
analysis. Corporations with large or scat-
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tered real estate holdings, with land owned
in sensitive areas, with requirements for
utility-site and route selection and planning,
and with concerns for general community
development are beginning to anticipate the
need in their planning departments for pre-
environmental effect analyses in which geo-
base data on land-use change are essential.
Examples are visible in planning depart-
ments of major electrical utilities in which
public and private funds are used jointly to
prepare land use and other data for entry
into geobase information systems. The many
regulatory and monitoring requirements in
existing and planned Federal and State legis-
lation will hasten the process and offer
opportunities for remote sensing of (1) land
use, (2) changes in land use, (3) environ-
mental stress, and (4) illegal or undesirable
actions in the private sector.

Desirable monitoring, planning, and mini-
mization.—In addition to the previously
mentioned environmental and land-use moni-
toring concerns, both Federal and State agen-
cies together with private corporations and
relief agencies have shown increasing inter-
est in planning for natural disasters. This
interest is expressed by concern with in-
surance programs, disaster relief, damage
area and value assessment during and
following the event, population resettlement,
and related matters.

Several State and Federal agencies realize
that detailed land-use information, together
with data on the extent of the disaster in
relationship to various land uses, is one of the
most effective ways to obtain perspective on
the scope and intensity of a disaster and on
the conditions that will partly dictate the
response.

Detailed land-use data by area will aid in
the assessment of the number of lives en-
dangered and the property value at risk. For
example, in flood-plain land use, the critical
method for assessment during a flood is the
interaction between the extent, depth, and
persistence of floodwaters and the effects by
class of land use of such extents, depths, and
persistences. Studies are now beginning but

will be of increasing importance as State-
developed information systems begin storage
of land use, census, and relevant socioeco-
nomic data by city block and census tract.

Certainly, one of the widely anticipated
advantages of a statewide geobase informa-
tion system is its ability to rapidly provide
data in disaster situations, and refinements
such as anticipatory planning for river flood
and coastal area damage through storage of
high-density data are expected to become
commonplace.

Objectives Relative to Active
Microwave Capabilities

Both of the concerns mentioned (land-use
planning and disaster monitoring) are di-
rectly relevant to active microwave remote
sensing. For disaster monitoring, the use
of active microwave sensors is obligatory
because they are the only sensors that can
obtain data on demand. Therefore, active
microwave sensors must be the prime sensors
for a disaster-monitoring system designed to
obtain data on the extent and progress of
riverine floods, hurricanes, great fires, tidal
waves, volcanic eruptions, earthquakes, land-
slides, and blizzards. Data on these events
must be obtained at night, through clouds,
rain, smoke, dust, fog, and smog. Only
imaging radar meets these requirements.

Active microwave sensors are of at least
equal rank with visible-region sensors in a
general program of land-use monitoring,
updating, and regulatory management. The
purposes of active microwave remote-sensing
systems may be summarized as follows.
(Refer also to tables 2-VIII and 2-IX.)

1. The systems will provide data in areas
partly obscured by clouds and, by cross-
calibration with visible-region sensors; may
be used for partial extrapolation at a single
time.

2. By assuring systematic, orderly acquisi-
tion of data, active microwave remote sen-
sors will enable the establishment of moni-
toring systems in which continuity of data
acquisition is a primary factor. Such situa-
tions will occur when regulatory matters are
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TABLE 2-VIII.—Functional Requirements of Active Microwave Systems

Requirements

Desired incident angle,
deg from vertical .

Wavelength :
Minimum, cm
Maximum cm

Desired number of channels :
Aircraft , .
Spacecraft .
Laboratory

Minimum number of channels

Polarization :
Research mode ... ... .
Operational mode

Swath width :
Aircraft 1cm .
Spacecraft, km

Spatial resolution :
Desired, m
Maximum, m

Gray scale resolution :
Desired dB
Allowable dB

Calibration accuracy :
Type
Accuracy dB . .

Ground truth :
Operational system ... . .

Research system . ... ....

Need for real-time data (operational) . .

Data format
Special techniques needed

Probable ultimate platform . . . . ;

Area of applicatio

Input for complex watershed
and crop-yield models

0 to 40

1
100

4
2

2

All combinations
1 or 2

10 to 40
200 to 350

30
100

20
10

Relative
2

Monitor key large fields with two fields
(extreme wet and dry) having
recording rain-gage records.

Gravimeteric sampling of fields with full
range of soil moisture (two sets) ; one
set to develop prediction scheme,
other set to verify penetration.

Daily values required for watershed
models in real time; 1- to 18-day
interval may satisfy crop-yield models.

CCT and images

Computer programing for rapid
extraction and computation of soil-
moisture output (most vital
requirement for this application) .

Spacecraft

n

Irrigation
scheduling

Oto40

1
100

3 to 4

5 to 10
2

All combinations
1 or 2

10 to 20
NA°

10
30

20
10

Relative
1

Same as application in
preceding column.

Laboratory controlled
(gravimetric samples) .

Real-time values
essential for
operational systems,
not needed for
research.

CCT and images.

New computing
developments for
operational systems.

Aircraft.

° Not applicable.

ORIGINAL PAGE B
10F POOR QUAIOT
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TABLE 2-IX.—Relative Probabilities of
Conditions Restricting Photography

in World Environments

Environment type

Wet Tropics

Midlatitude west coast

Arid Tropics

Arctic

Midlatitude
continental areas ..

Relative probability of
adverse imaging condition

for visible and/or IR
High probability of persistent

clouds, haze, and rain.
Seasonally high probability of

fog, clouds, and rain.
Seasonally medium

probability of dust.
High probability of long-term

darkness, clouds, and snow.

Medium probability of clouds.

involved and when progressive change is a
key element in land-use analysis. This pur-
pose may be described as the provision of key
time data in which active microwave remote
sensing is essential for the effective func-
tioning of the monitoring system. Certainty
of data acquisition will frequently be the
deciding factor in a decision to initiate a
satellite remote-sensing monitoring system.
Just as a manufacturing plant at the mercy
of irregular supplies of key materials incurs
high costs and may be forced to operate
below peak efficiency, an information system
subject to sporadic arrivals of data, long
time gaps, partial data at a single time, and
similar problems would be forced to operate
at low efficiency or, possibly, go out of
business.

3. In areas of persistent cloud cover (such
as parts of western Europe, wet Tropics, and
Northwest United States), in areas of rain
and fog, or in high latitude during winter,
the active microwave systems will be the
only sensors on which a rational program can
be built. For such areas, the active micro-
wave sensor is obligatory.

4. In land-use (including agricultural
areas) data acquisition programs that use
multistage sample designs, it is commonplace
to find that these designs are not strong in
the face of missing data. A purpose of active
microwave sensors may be to provide key
complementary information.

If imaging radar systems are provided to
meet the short-term data-gathering require-
ments previously outlined for disaster moni-
toring (2 hr to 10 days) and for midterm
land-use monitoring, updating, and regula-
tory management (11 to 100 days), the
opportunity will also occur to use active
microwave sensors for other, less time-de-
pendent, but system-essential roles. These
additional roles mainly involve once-a-year
surveillance at a key time of the year. The
long-term monitoring programs (100 days
or more), though required infrequently, may
nevertheless have critical time-dependent
features that restrict the period of data
acquisition. The usefulness of active micro-
wave sensing will be proved by its applica-
bility to short-term and midterm land-use
monitoring. Once the decision is made to
use them, many secondary opportunities in
land use will occur, principally the long-term-
monitoring type providing backup to visible-
region sensors.

Demonstrated Remote-Sensing Observations

To compare performance to objectives for
several sensors, two approaches will be used:
(1) the ability of a given sensor to obtain the
data needed by sensor type and resolution,
independent of considerations of weather and
timeliness, and (2) the ability of the sensors
to obtain data rapidly (2 hr to 10 days) and
under less severe time constraints (greater
than 100 days). These time periods respec-
tively relate to disasters, land use, regulatory
monitoring programs, and annual (or longer)
updating programs.

The ERTS-l.—The ERTS-1 has demon-
strated a high-level capability to update
land-use maps at levels I and II of the An-
derson et al. classification system (ref.
2-133) shown in table 2-X. The usefulness
of data at this level varies from State to
State, depending on its size and land-use
characteristics. With few exceptions, all
categories were .identified in one or more
studies as shown ip table 2-^XI. The land-use
classification (ref. 2-133) in level II is still
highly generalized, and many States find



132 ACTIVE MICROWAVE WORKSHOP REPORT

TABLE 2-X.—Land-Use Classification System
for Use With Remote Sensor Data "

Level I
Urban and built-up

land.

Agricultural land ...

Rangeland

Forest land

Water

Nonfcrested wetland.

Barren land

Tundra
Permanent snow and

icefields.

Level II
Residential.
Commercial and services.
Industrial
Extractive.
Transportation, communica-

tions, and utilities.
Institutional.
Strip and clustered

settlement.
Mixed.
Open and other.
Cropland and pasture.
Orchards, groves, bush

fruits, vineyards, and
horticultural areas.

Feeding operations.
Other.
Grass.
Savannas (palmetto

prairies).
Chaparral.
Desert shrub.
Deciduous.
Evergreen

(coniferous and other).
Mixed.
Streams and waterways.
Lakes.
Reservoirs.
Bays and estuaries.
Other.
Vegetated.
Bare.
Salt flats.
Beaches.
Sand other than beaches.
Bare exposed rock.
Other.
Tundra.
Permanent snow and icefields.

0 Classification system denned in ref. 2-133.

either that data at this level are unacceptable
for State planning purposes or that the data
require extensive support data.

The question of the accuracy of land-use
determination using the ERTS-1 is still
under review because few investigations have
reported quantitative results. In some situa-
tions, accuracies at level I are 90 percent or

better. Generally, accuracies drop to as low
as 60 percent at level II. Accuracies are not
assessable at level III.

In several studies, level III categories were
distinguished, but the number varies from
State to State, depending on the particular
natural land use and cultural patterns of the
area. No consistent nationwide or statewide
level III identification system could be based
on ERTS-1 data. Nevertheless, the situation
is much better than was anticipated for
ERTS-1 imagery because the data were ex-
pected to be useful only for level I. The
ERTS-1 has performed better than antici-
pated, which is encouraging for future
spacecraft sensing.

Additional land cover/use categories2

(level III categories) identified in ERTS-1
studies (in addition to level II categories
contained in ref. 2-133) are as follows: mo-
bile homes, parking lots, unimproved open
space (bare), improved open space (irri-
gated) , unimproved open space (with trees),
low-density residential, high-density residen-
tial, developed open space (urban), rural
open land, rights-of-way in forest, rural
settlements, wooded rangeland, soybeans,
corn, exposed soil, winter ryegrass, and
stubble. Other categories were high-density
single family, low-density single family,
mixed multiple and single family, agricul-
tural (plowed), agricultural (nonplowed),
extractive (mines), extractive (tailing
pipes), extractive (basins), extractive
(gravel pits), sanitary landfill, water (nat-
ural basin), water (excavated basin), wet-
lands (northern bogs), wetlands (southern
perennial), wetlands (southern seasonal),
low-income residential, middle-income resi-
dential, coastal strand, coastal salt marsh,
coastal sage, woodland savanna, and riparian
vegetarian.

Regarding the two principal areas of con-
cern—disaster monitoring and land-use
change and regulatory monitoring—ERTS-1
has performed the following:

1. A limited, but not satisfactory, role in
disaster monitoring, being severely limited

- Unpublished data from M. T. Heinz et al.
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TABLE 2-XI.—A Sample of Experiments Delineating Land-Use Categories
From ERTS-1 Data0

Experiment

Wray/census cities
Simpson/New England . . .
Henry/ Alabama
Erb/Houston
Sweet/Ohio
Ingles/Mississippi
Sizer/Minnesota
Thomas/Maryland
Raji/Los Angeles County. .
Houston/ Wyoming
Sattinger/Michigan
Colwell/California

Total number
of land cover/user

categories delineated
11
11
6

32
19
13
34

6
12
19
9

17

Level of categories
involved

I, II, III
I, II, III
I
I, II
I, II
I, II
I, II, III
I
I, II, III
I, II, III
I, II
I, II, III

Technique
used

Automated/manual.
Manual.
Manual.
Automated/manual.
Manual.
Automated.
Manual.
Manual.
Automated.
Automated/manual.
Automated.
Manual.

° Unpublished data from M. T. Heinz et al.

(by weather, timing, and resolution) to oc-
casional usefulness in long-term persistent
floods in less cloudy areas

2. A limited, but not fully satisfactory,
role in land-use monitoring and regulatory
processes, being limited by cloud cover, tim-
ing, resolution, and ambiguities in identifica-
tion

The Skylab Program.—A recently com-
pleted study (ref. 2-134) concerns Skylab
instrument performance in land-use map-
ping. The instruments studied were the
S192 multispectral scanner, the S190A
camera, and the S190B Earth terrain camera.
Comparisons were made with land-use data
in the Washington-Baltimore area and the
Eastern Shore of Maryland to level IV and,
in some cases, to level V. Modifications of
existing classifications and a new classifica-
tion developed for the study were used.

The Earth terrain camera was extraor-
dinarily valuable; it was capable of enlarge-
ment to 1:24 000 scale (enlargements to
1:10 000 are possible), and updating of land-
use classes with virtually no (or very low)
ambiguity was possible. In addition, the
results of mapping with S190B data com-
pared very favorably with land-use mapping
using high-altitude color IR aircraft photog-
raphy (RB-57). When mapping was pre-
pared with aircraft data, updating by using

Earth-terrain-camera data for longer detec-
tion proved readily feasible, particularly
for classes involving land clearing for urban
development, for which the resolution was
good enough that peripheral information
enabling separation of plowed land from land
cleared for development could be obtained.
These results suggest the following applica-
tions :

1. For disaster monitoring (2 hr to 10
days), a future shuttle spacecraft could
obtain excellent data in noncloudy areas,
especially if resolutions better than the 2 m
of S190B were obtained. Such data would
be calibrated against radar imagery for use
when radar is the only data available. Under
all inclement or night conditions, the camera
and scanners of Skylab (except thermal IR
at night) would be of no use.

2. For land-use monitoring (11 to 100
days), high-resolution photography on a
shuttle-type vehicle would be invaluable for
updating land-use data in arid and semiarid
areas where the probability of obtaining
data is high. In all other environments, to
insure orderly provision of data, radar
imaging would at least equal the photog-
raphy, and, in the more humid environments,
it would be the obligatory sensor.

Active microwave results.—The principal
studies with imaging radar concerning the
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identification of land-use classes comparable
to those found in levels I and II (ref. 2-133)
are those described in references 2-28, 2-102,
2-119, 2-133, and 2-135 to 2-151.

In addition, extensive but unpublished
studies have been used in the assessment of
current and projected capabilities of radar
images in land-use mapping. The studies
were performed in Brazil during Project
Radar of the Amazon and in New Guinea by
D. S. Simonett, who used X- and Ka-bands,
respectively; in Michigan by M. L. Bryan,
who used X- and L-band multiple-polariza-
tion data; and in Kansas by R. K. Moore, who
used a three-frequency multiple-polarization
system for crop identification studies.

Summarizing the results of this literature
review and analysis of the unpublished data,
the following conclusions were reached:

1. A single-frequency radar with single
polarization in X- or Ka-bands and with 15-m
resolution could distinguish all level I and II
categories (table 2-X) virtually without
ambiguity.

2. Improvement of the radar system by
adding polarizations and, especially, addi-
tional frequencies in the range of 1 to 50 cm
will make many categories at level III and
several categories at level IV distinguishable.

3. Improvement of spatial resolution to
approximately 8 m would make the multi-
polarization, polychromatic radar system
highly competitive with color photography
in shape and content evaluation and identi-
fication and would make many identification
classes superior because of the wider multi-
spectral capability.

4. Because of the wavelengths of radar (1
to 50 cm in the areas under consideration)
and the spatial frequencies and geometries of
natural and artificial land-use features,
multifrequency, multipolarization radar is
expected to have a high land-use-information
content, probably as high as any multifre-
quency system in the visible region. The
strongest indications of this assumption are
in the unpublished data of M. L. Bryan and
R. K. Moore.

In summary, the evidence strongly sup-

ports the view that multispectral sensing in
the radar region will probably be at least
as successful as that in the visible and near-
IR regions with, of course, different strong
and weak areas.

All the studies previously listed are em-
pirical, and most are quantitative or semi-
quantitative. Thus, although issues of theory
and modeling have been bypassed, the general
area of measurement and quantification of
identification accuracies with manual, digital,
and statistical analyses has been addressed.
The research completed is sufficient to pro-
vide a good quantitative base for judgment.

Functional Requirements for Active Micro-
wave Investigations of Land Use

The main variables within functional
requirements are the timing of data gather-
ing and the return of data to the user. These
variables tend to govern the data storage,
transmission, and processing techniques
used. If an active microwave system is
designed to provide optimal data for the
broadest spectrum of actual users, then the
functional requirements for short-term ap-
plications will dictate the optimal microwave
system for land-use analysis. The functional
requirements for midterm and long-term
applications comprise the greatest applica-
tions area for active microwave systems.

Short-term events (floods, earthquakes,
etc.) often require data collection under
cloudy, foggy, or smoky conditions. Short-
term events require data within a 12- to 48-hr
period. Rapid data transmission to the user
is mandatory. To be of practical value, data
should be made available from within a few
hours (near real time) to 1 day. Data
acquisition should be possible at any time
of the day or night and during any time of
the year. A satellite system should have
the option to take data on command and
perhaps to acquire very-high-resolution data
of 50- by 50-km areas. Shuttle systems
should have the option of modifying mission
plans to allow for data acquisition within
a 2-hr period.

An active microwave system used in this
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application should be broadband and use the
3- to 30-cm wavelength region of the spec-
trum. The system should be multispectral;
however, multispectral (multifrequency)
radars will have to be tested in spacecraft
and aircraft to determine optimal bandpass.
A multiple-polarization capability is impor-
tant, and HH, vertical transmit/vertical re-
ceive (VV), and cross-polarizations should
be available. Instantaneous coverage on a
synoptic level (100 by 100 km) will be de-
sirable for monitoring; however, high-
resolution coverage of small areas may be
desirable on a command basis.

Worldwide repetitive coverage on a de-
mand basis will encompass the largest user
community. The desired resolution of 15 m
is allowable if a narrow strip of very-high-
resolution data can be embedded in lower
resolution data. A 50-dB dynamic range in
2-dB steps would be desirable for gray-scale
resolution. Design of the active microwave
system should approach a — 30-dB scattering
coefficient. Ground truth, together with
very-high-resolution color photography to
calibrate active microwave interpretive pro-
cedures, should be acquired in selected areas.
Data storage, transmission, analysis, and
dissemination should be a key development
area. Multispectral analysis techniques, both
optical and manual, and computer processing
must be used. Multistage data analysis and
cross-comparative data analysis will be an
important functional requirement.

Data reduction and analysis.—As dis-
cussed later, the spacecraft and aircraft
radar data are expected to be in three prin-
cipal formats that will govern the data
reduction and analysis processes: black-and-
white image format, color-combined images,
and CCT's.

The CCT data would enable multispectral
pattern analysis and digital image enhance-
ment and should be considered in precisely
the same way as multispectral scanner data
for processing and analysis options. These
options will include the use of time-con-
gruenced digital images for areas of very low
relief.

Color-combined and black-and-white im-
ages will be interpreted manually to provide
major land-use boundaries, which may then
be registered to the CCT's by using inter-
active terminals (graph tablet, light pen,
etc.). Within these manually determined
boundaries, detailed multispectral classifica-
tion will be conducted by using computer
classification. Within the next 10 yr, parallel
processing will cause a sharp reduction in
the cost per pixel classification and will result
in interactive identification and mapping
programs.

Display and distribution timeliness.—Data
needed for disaster monitoring are required
within 12 to 48 hr, preferably 12 hr. Data
for land use and regulatory monitoring
should be obtained within 1 week of acquisi-
tion. Data for longer term monitoring should
be obtained within 2 weeks to 1 month,
preferably 2 weeks.

Formats.—The data obtained from air-
craft and spacecraft imaging systems will be
in the form of CCT's and images prepared
from the digital tapes, which include en-
hanced preprocessed images.

Scales and projections.—All images de-
rived from the CCT's should be outputted
on universal transverse Mercator (UTM)
projection, with indexing to UTM coordi-
nates and latitude/longitude coordinates.
Scales may be variable, but a recommended
group of scales would be 1:24 000, 1:50 000,
and 1:100 000.

Ground truth.—Ground truth should be
obtained (mainly in the form of field observa-
tions of land-use categories) during the
experimental phases of the aircraft testing
needed to define the limits of data interpreta-
bility. During spacecraft research and de-
velopment and later operational missions,
training sets should be established and up-
dated regularly as small samples for extrap-
olation. Studies are needed on the propor-
tions and types of ground truth essential for
regulatory monitoring and disaster, situa-
tions.

Accuracy of calibration.—Two forms of
calibration are required: absolute calibration
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to 2 dB and relative calibration to 1 dB.
Ground calibration with corner reflectors
may be needed in some instances.

Unique Justification of Microwave Sensing

The unique justifications of microwave
sensing are as follows:

1. Disaster monitoring (2 hr to 10 days) :
Radar is the only sensor capable of monitor-
ing the progress of a disaster under inclement
conditions.

2. Land-use monitoring (11 days to 100
days) : Radar is the only sensor that can
guarantee data acquisition and thus is essen-
tial to the effective initiation and functioning
of a truly responsive monitoring system.

3. Long-term land-use update (100 days
or more) : Radar does not have a uniqufe role
in this area; it is secondary or supportive.

Anticipated Active Microwave Results and
Accuracies Within 5 to 10 Yr

The results and accuracies shown in tables
2-XII and 2-XIII might be anticipated be-
tween 1978 and 1984, if a prompt commit-
ment is made to construct a flexible aircraft
research radar system capable of testing
resolution, wavelength, polarization, band-
width, swath width, depression-angle effects,
and azimuth-angle effects on the radar return
with completion before June 1977, and if a
systematic testing program is initiated.

Value of disaster monitoring.—The annual
loss of life resulting from disasters is large,
and the annual monetary cost of such dis-

TABLE 2-XII.—All-Weather Monitoring of
Disaster Areas, Intensities, Persistencies,

and Effects

TABLE 2-XIII.—All-Weather Monitoring of
Land-Use Change, Regulatory Monitoring,

and Updating of Land-Use Classes

Disaster characteristics

Flood area
Flood area and time by class of

land use
Fire damage (large area) . .
Wind damage
Earthquake damage
Blizzard effects .

Syr

95

90
80
60
30
60

10 yr

98

95
85
70
50
70

Percent accuracy

Category

Level I . . . .
Level II . . . .
Level III
Level IV (accuracy based on

good identification, 90 percent
of a small number of classes) .

Percent accuracy

5 yr

95
92
60

10

10 yr

98
96
80

15

asters is roughly estimated to be $300 million
in the United States and $10 billion on a
worldwide basis. The degree to which these
losses could be reduced through the introduc-
tion of a quick monitoring system, which
could be used to direct relief operations,
recovery, land management practices, etc., is
largely unknown and will require a sys-
tematic and thorough analysis. Savings of 1
percent in the United States and 2 percent
on a worldwide basis for areas of poor
communications would total $3 million and
$200 million, respectively.

The cost of testing a disaster-monitoring
system using a standby shuttle vehicle and a
multifrequency radar system is estimated at
less than $25 million per year, which does
not include development costs of the system
or systems.

Value of land-use monitoring.—To deci-
sionmakers, the value of an integrated geo-
based land use information system using
radar for systematically updating to level III
is estimated to be $6 million annually.
Throughout the world, such a system might
be worth 10 times that amount. If borne
exclusively by a single land-use monitoring
program, the cost of operating the multi-
frequency system would probably exceed $20
million annually. The problem of double
counting for both cost and benefits will arise
when the same data serve multiple purposes.

Cost/Benefit Considerations

The complexity of cost/benefit analysis is
evidenced in the studies now being conducted
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for the U.S. Department of the Interior.
These studies indicate the types of analyses
required and the difficulty of pinpointing the
benefits for the United States and other
parts of the world.

Conclusions and Recommendations

The principal conclusions of the panel re-
garding presently demonstrated feasibility is
that published and unpublished studies
strongly support the view that radar imagery
at one or two frequencies and several polar-
izations can be used satisfactorily for map-
ping and updating land use to level II in the
Anderson et al. (ref. 2-133) land-use
classification system.

The present capability leads to the con-
sideration of a full-scale multifrequency,
multipolarization, digitally recorded, syn-
thetic aperture, 8-m resolution system as a
candidate for spacecraft use in disaster and
land-use monitoring. The development of a
polychromatic system is important because
land-use data at level III (not considered in
the Anderson et al. paper (ref. 2-133)), and
possibly at level IV, are much more useful
for State-level geobase information system
functioning and for disaster monitoring,
when penetration of tree cover is important
and a diversity of wavelengths up to 50 cm
(short of the limiting region of Faraday
effects) is required.

Research is needed in the scanning of
detailed land-use classes to level III and the
scanning of disaster areas in a systematic
testing program with a flexible polychromatic
radar system. The detection of land-use
change for regulatory monitoring and the
interaction between disaster and detailed
land-use classes constitute the basis of the
experiments needed in which the following
radar parameters should be systematically
and repeatedly examined against these
classes.

1. Wavelength: 1 to 50 cm; 4 to 5 bands.
2. Polarization: Linear, HH, VV, HV.
3. Bandwidth: One band of greater than

usual bandwidth (e.g., !/•> octave).
4. Resolution: Experiment with one band

of very-high-resolution, narrow-swath-width
imagery embedded in moderate resolution.

5. Swath width: 20 to 100 km.
6. Depression angles: 50° to 80°.
7. Azimuth angles: Multiple flight direc-

tions.
8. Stereoscopy: 60 percent sidelap.

Recommendations on data gathering for
which imaging radar is the obligatory sen-
sor.—A class of management and policy
decisions exists in both public and private
sectors that requires timely rapid-response
data under inclement conditions of night,
cloud, rain, fog, smog, dust, and smoke.
Many of these decisions relate to national and
especially international emergencies caused
by great storms, earthquakes, fires, volcanic
eruptions, blizzards, floods, tidal waves,
landslides, oilspills, and related events. Only
active microwave sensors can meet these
needs. Timely data on the interaction be-
tween these events and land uses in time
and space will be critical in defining the
areas affected, the types of property damage
anticipated, emergency operations, the prog-
ress of flood recession, and so forth, espe-
cially for developing countries.

The development of an emergency pre-
paredness system including the following
components is necessary.

1. Single- or dual-frequency radar space-
craft imaging system.

2. Digital onboard processing of wide
bandwidth transmission to a central facility
in the United States.

3. Rapid-analysis teams at the central
facility.

4. Provision of alternative information to
emergency headquarters and field teams by
means of—

a. Provision of hardcopy images.
b. Multicolor-enhanced interpreted

images.
c. Commercial satellite television

transmission of enhanced interpreted
images.

Recommendation 1: A significant effort
should be initiated by NASA to define the
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most effective radar system to image the
diverse group of areas and emergency con-
ditions. This effort should explore multiple
resolutions, wavelengths, bandwidths, polar-
izations, incident angles, azimuth angles, and
swath widths by theoretical analyses and
aircraft data gathering.

Recommendation 2: For the purpose of
defining a radar system for emergency con-
ditions and for many other less-time-depend-
ent uses of radar imagers, NASA should
develop a flexible aircraft multiplex radar
system (or systems) in which the interre-
lationships between system parameters and
target response may be systematically ex-
amined.

The aircraft system (or systems) should
have the capability to explore basic questions
on target and background radar response
with variations in resolution, wavelength,
bandwidth, polarization, depression angle,
azimuth angle, and swath width.

Recommendation 3: With the aircraft
system (or systems) of recommendation 2
available, NASA should examine to at least
level III in the Anderson et al. (ref. 2-133)
land-use classification system the target/
background interactions before, during, and
following major hurricanes and similar dis-
asters in the United States. These data will
set bounds on interpretability, decisions,
management options, etc., and will define the
spacecraft radar designs.

Recommendation 4: Following successful
research analysis and development through
the previous recommendations, NASA, the
European Space Research Organization, and
the United Nations should take the steps
necessary to establish emergency interpreta-
tion and data dissemination facilities and to
explore the methods and techniques of hard-
copy and television transmissions.

Recommendations on data gathering for
which radar is required for effective func-
tioning of a land-use monitoring and change
detection system.—Many States are con-
cerned with monitoring land-use changes
(1) for compliance with regulations at both
the State and Federal level, (2) for the nor-

mal updating needed in a geobase informa-
tion system, (3) for using changing land-use
data to level III as a basis for economic and
forecasting models, (4) for maintenance of
planning options, and (5) for anticipation
and planning of new public and private
sector cooperative planning of utility sites
and routes, development works, population
shifts, and related matters. In many cases,
the original decision to establish a remote-
sensing satellite-based monitoring system
will be conditioned on the ability of the sys-
tem to reliably and orderly supply data and
information as needed to facilitate key land-
use management decisions. The value of
active microwave sensors in insuring that
the ^ystem will function independently of
weather conditions should not be deempha-
sized. Radar imagery will probably meet
many, if not all, monitoring needs. Visible-
region sensing will be adequate in some
subhumid and arid areas but will benefit
significantly from radar support in cloudy
areas.

URBAN AND TRANSPORTATION
APPLICATIONS

A series of Government-sponsored ongoing
research programs concerned with the col-
lection and use of data from urban areas is
underway. Many of these programs are
concerned primarily with using a set of re-
mote sensors, including multiband photog-
raphy, multispectral scanners, and SLAR
mounted either in aircraft or spacecraft.
Most data that have been properly collected,
analyzed, and used in application programs
for decisionmaking have been confined to the
visible and IR portions of the electromagnetic
spectrum. The microwave portion of the
spectrum has been sparingly used as a viable
data source for urban information.

Some uses of active microwave imaging
systems, specifically SLAR, for urban data
collection are discussed in this section. The
usefulness of SLAR data is compared with
data collected by other sensors, and the
applications of these SLAR data for urban
studies are identified. Therefore, this dis-
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cussion is a continuation and extension of
previous work by NASA (ref. 2-152) in
identifying Earth resources from space, with
specific emphasis on urbanized areas and
active microwave sensors. The objectives
of such programs are as follows:

1. To determine the capabilities of various
remote sensors to record physical data, both
natural and cultural, about the atmosphere,
oceans, and terrain of the Earth.

2. To identify potential applications of
these data in scientific and resource manage-
ment fields.

3. To design information systems based on
both the needs of users and the capabilities
of forthcoming remote-sensing satellites.

Work on these objectives has not pro-
gressed as a unit. Usually, after completing
a functional data collection system, the data
collected by the system are subjected only
to modest analysis. In urban studies, this
type analysis is especially relevant because
the problems are only partially within the
immediate domain of technology. Social
problems, which are not really amenable to
the technologist's approach or to the scien-
tific method (ref. 2-153), are an integral
part of the problem that must be solved
before stating the usefulness of active micro-
wave sensor data.

Definition of Subject and Problem

Urban studies measure three parameters:
population density, functional use, and
morphology. Population density is often
measured and expressed by housing density
and population size and density. The rural/
urban fringe is delineated by using popula-
tion density. Another means for delineating
the fringe is by counting street intersections
per square kilometer. Normally, the sources
of these data are Federal, State, and local
census-gathering projects, aerial photo-
graphs, and topographic maps. However,
some measurements, especially street inter-
sections per square kilometer, could be in-
terpreted from radar imagery.

Functional boundaries within a city are

also defined primarily by census-type data
and high-resolution aerial photographs.
These data would be more difficult to derive
from existing SLAR systems, although sev-
eral studies indicate that this can be accom-
plished at relatively low levels of accuracy.

Defining morphological regions is difficult
because the definitions vary from region to
region. Generally, the information wanted
is the shape and texture of features such as
the central business district, the alinement
of street patterns, or the pattern of com-
mercial development. As will be documented
later in this chapter, active microwave sen-
sors can provide part of these data.

Transportation, a key to urbanism, must
also be considered because, without the
ability to move people and goods quickly and
cheaply, urban centers would not exist. The
fact that streets occupy from 10 to 20 per-
cent of the surface in urban areas is proof of
their importance.

Determination of transportation network
and site usage has importance for land plan-
ning and management at all levels of govern-
ment. Conventional photographic techniques
are limited by (1) the requirement for
repetitive coverage at large scales (1:6000)
and high resolutions, (2) weather conditions,
(3) daytime observation, and (4) vegetative
cover. Active microwave sensors may pro-
vide accurate data, especially if they can
result in the identification of moving (tran-
sient) subjects.

Land-Use Classification

In urban areas, where most of the surface
is covered by artificial construction, the
determination of actual land use is difficult
under any circumstances. Asphalt and other
petroleum derivatives are used for race-
tracks, roads, parking lots, driveways, and
roofs. The actual use of the asphalt is
determined by the original intent, age, and
changing spatial context. The use may also
be multipurpose, with each use being valid
and possibly time dependent (e.g., a parking
lot during business hours may become a
recreational area at night and on weekends).
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Using photographic remote sensing, which
detects only the surfaces (e.g., the tops of
trees, roofs, or bottoms of gravel pits), the
functional uses of these surfaces or of the
surfaces they obscure from view are difficult
to determine.

Existing systems for classification of urban
land use are separated into levels of gener-
alization based on the amount of detail
described. The level of generalization is
usually dependent on the scale and target
detection capabilities of the imagery. Also,
the level of generalization of urban land-use
data may be determined by the requirements
of the user. Map users at the national scale
would normally require only the highest level
of generalization, whereas users at the local
scale would need detailed information avail-
able at a second or third level in a land-use
classification system. Table 2-XIV shows the
relationship of user needs to levels of gen-
eralization in urban land-use classifications
(refs. 2-133 and 2-154).

Urban land-use classification systems are
similar at the first level of generalization but
vary to suit conditions as more detail is
added. Urban land-use maps based on radar
imagery at aircraft altitudes show that im-
agery of urban areas can be classified ade-
quately to produce maps that include most
level II categories shown in table 2-XV. In
a few instances, a refinement to a level III
category has been possible (i.e., relative

TABLE 2-XIV.—Land-Use/Scale
Relationships a

TABLE 2-XV.—Land-Use Classification
System for Use With Remote Sensor

Data"

User scale
National

State

Local (city or
county) .

Level of
generalization
I"

I and II

III and IV "

Source of
information

Satellite
imagery and
high-altitude
photography.

Same as for
"National."

Medium- and
low-altitude
photography.

Level I
01. Urban and

built-up land.

Level II
01.
02.
03.
04.
05.

06.
07.

08.
09.

Residential.
Commercial and services.
Industrial.
Extractive.
Transportation, commu-

nications, and utilities.
Institutional.
Strip and clustered

settlement.
Mixed.
Open and other.

1 Refs. 2-133 and 2-154.
' Most generalized.
; Most detailed.

0 Ref. 2-133.

residential densities and relative ages of
residential areas).

Demonstrated Remote-Sensing Observations

Present methods of collecting data about
urban areas and the analysis of these data
are time consuming, costly, and rather in-
efficient. Normally, these methods involve
extensive fieldwork, interviews, and similar
operations (e.g., census data and origin-
destination studies). To provide management
and decisionmakers with current informa-
tion, emphasis has been placed on the devel-
opment of new systems and analysis tech-
niques, which include exploring the potential
of remotely sensed data, including SLAR.
Most previous research in remote-sensing
data-collection analysis and management has
used photographic systems (black and white,
color, color-IR, and multilens cameras).
Thermal imagery and radar have received
relatively minor attention (ref. 2-155).

Photography and ERTS.—Urban land-use
data from aerial photographs are feasible on
both a block and parcel basis; however,
mapping parcels usually requires supple-
mental data (ref. 2-156). Block mapping
can be accomplished on photographs at scales
as small as 1:100000. By using ERTS
imagery, eight major land-use categories
have been mapped in Rhode Island at a level
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to meet standards set in State land-use maps
published in 1960 (ref. 2-155).

Aerial photographs are standard tools in
transportation studies. Highway depart-
ments use photogrammetric and interpretive
techniques for route selection, road design,
and recording the various stages of con-
struction. Mapping traffic-flow patterns,
planning future parking facilities, and deter-
mining necessary road maintenance are
other demonstrated applications of aerial
photographs.

Current high-resolution large-scale photo-
graphs can provide accurate data on tran-
sient events by repetitive aircraft overflights.
Though more cost effective than ground sur-
veys, this approach is still expensive in terms
of time and money, because (1) repetitive
coverage over small areas at low altitudes is
required and (2) large volumes of data must
be analyzed by conventional photointerpre-
tive methods. Current quasi-operational
satellites (ERTS) do not have the resolution
or repetitive frequency required for detection
and identification of transient subjects.

Other urban-oriented applications of aerial
photographs are as follows:

1. Planning collection routes (e.g., gar-
bage, sewage, and buses) and zoning changes.

2. Establishing the rights-of-way for
powerlines and pipelines.

3. Monitoring atmospheric pollution.
4. Determining dwelling units and esti-

mating population.
5. Determining housing quality.

Active microwave.—Radar imagery has
been used much less frequently than aerial
photography. However, published reports
indicate that radar imagery is a potential
source of urban data. Radar has been used
to map land-use patterns within urban areas
(refs. 2-28, 2-148, and 2-149). An example
of this application is shown in imagery of
San Diego, Calif, (fig. 2-37). Industrial,
commercial, and residential zones and vacant
lots were delimited in all cases. Finer
divisions were possible in a smaller and less
complex urban area; parks, cemeteries, golf

courses, and relative ages of residential
regions were delineated.

The relationship between population and
the radar-derived area of urban regions has
been studied and tentatively established (ref.
2-151). Settlement detection was evaluated
for 100 percent of the cities with a population
larger than 7000, for 80 percent of the towns
with populations between 800 and 7000, and
for 50 percent of the villages with popula-
tions between 150 and 800 (ref. 2-146).
Differentiating rural from urban areas was
found to be consistently possible.

Other studies (refs. 2-148 and 2-137)
have evaluated polarization schemes for
detecting cultural features. Polarization is
important in the delineation schemes for de-
tecting cultural features. Polarization is im-
portant in the delineation of railroads and
powerlines (fig. 2-38), the separation of
parks from urban areas, the distinction be-
tween residential areas differing in age or
building materials, and the detection of
bridges. Bryan (ref. 2-147) recently con-
ducted similar studies using a two-frequency,
two-polarization imaging radar system. His
studies concentrated on two areas in the De-
troit metropolitan area: one was near the
central city with heavy industries and large
railroad yards, and the other was a suburb
composed primarily of residential areas. The
residential areas and the heavy industrial
areas (fig. 2-39) on this 10-m-resolution
imagery were clearly and accurately delim-
ited. Generally, the accuracies of identifica-
tion of the residential areas were approxi-
mately 75 percent correct, whereas industrial
areas were discriminated with accuracies of
approximately 63 percent. These accuracies
may appear to be low; however, they were
made solely on the basis of the existing SLAR
imagery.

Anticipated Microwave Results

Because most urban changes do not occur
within a 2-day timespan when cloud cover or
daylight could be critical and because most
urban areas are concentrated in the well-
developed countries, radar imagery is in com-
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FIGURE 2-37.—Imagery of San Diego, Calif., showing separation of residential, park,
and business areas by using two radar polarizations, (a) An HH polarization, (b)
An HV polarization.
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FIGURE 2-38.—Imagery showing delineation of railroads and powerlines near Bountiful,
Utah, using two radar polarizations, (a) An HH polarization. (6) An HV
polarization.

petition with aerial photography as a source
of data. Existing active microwave systems
may provide the technology necessary for
frequency-of-use analysis based on identifica-
tion of transient subjects. Microwave sys-
tems with resolutions of 10 m (with different
polarizations and with moving-subject an-
alysis) may possibly be used to identify the
transient subjects previously outlined. Mov-
ing-target analysis using active microwave
sensors has been proved feasible. Radar may
also provide data on (1) short-term phenom-
ena, such as urban flooding related to high-

intensity rainfall; (2) nighttime-related ac-
tivities; and (3) urban or commercial
activities in the tropics and underdeveloped
countries. The near-all-weather capability of
active microwave sensors makes possible the
collection of such short-term information
without the loss of critically timed data.

Active microwave sensors aboard a space-
craft could produce imagery capable of map-
ping to a level of generalization suitable to
users at a national and regional scale; that is,
level I. Furthermore, radar imagery from a
satellite should enable mapping of certain in-



144 ACTIVE MICROWAVE WORKSHOP REPORT

FIGURE 2-39.—Four-channel simultaneous SLAR
imagery of a portion of Detroit, Mich, (a) An
X-band, HH polarization, (b) An X-band, HV
polarization, (c) An L-band, HH polarization, (d)
An L-band, HV polarization.

formation at level II in the classification
system.

Other time- and place-dependent data can
also be obtained from radar imagery.

1. Monitoring traffic on waterways.
2. Search-and-rescue operations in coastal

and fluvial environments.
3. Nighttime surveillance of movement

across borders and possible contraband.
4. Monitoring use of recreation facilities

during periods of inclement weather.
5. Documenting urban flooding related to

local weather conditions.
6. Supplying local, State, and Federal agen-

cies with timely information on traffic-flow
patterns, concentrations of activity in urban
and rural areas, recreational site usage, and
so forth, so that management plans can be
developed to maximize land use and to mini-
mize the negative effect of people on the
environment.

Functional Requirements

The following requirements are recom-
mended for use of active microwave sensor
data for study of urban scenes:

1. Resolution: A 5-m resolution is recom-

mended; 10-m resolution is acceptable (fig.
2-40).

2. Swath width: A width of approximately
15 to 20 km is required.

3. Repetition: One pass over each scene
every 14 days is required.

4. Wavelength: Two wavelengths, col-
lected simultaneously, are recommended:
shorter wavelength in the Ka- or X-band (1
to 3 cm), longer wavelength in the L-band
(20 to 30 cm).

5. Polarizations: The HH and HV polari-
zations are strongly recommended and should
be available for each wavelength.

6. Depression angles: Depression angles
should range from 20° to 60°. The actual
image swath should be centered within this
range.

7. Timeliness: For nonemergency studies,
data should be delivered to the users within 2
weeks of data collection. For emergency stud-
ies (e.g., floods, hurricanes, and disaster as-
sessments) , data should be delivered within
2 hr of collection.

8. Processing: Onboard processing is de-
sirable for aircraft and Space Shuttle. Digital
tapes are required for later processing to en-
hance data. Low-altitude aircraft under-
flights are required for documentation of
ground conditions and for calibrations. Un-
manned satellite data are to be telemetered
and processed at data collection centers.

9. Format to user: Formats will be raw
imagery at time intervals, a map format
showing frequency of use, and printouts
showing inventory of transient subjects in
specified areas.

10. Unique justification for active micro-
wave : Active microwave sensing can iden-
tify moving subjects and make nighttime and
all-weather observations possible.

11. Identification of users: No independ-
ent evaluation of the potential users of SLAR
imagery from urban areas has been con-
ducted. However, a brief review of the litera-
ture indicates some potential users.

In a series of discussions (ref. 2-157) con-
cerning urban planning and data needs for
the Denver, Colo., metropolitan area plan-
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ning community, the following potential
users were identified:

1. State Planning Office
2. State Land Use Commission
3. Denver Council of Governments
4. State Highway Commission
5. City of Denver Planning Office
6. City Engineer's Office
7. Urban Drainage and Flood Control

Commission
8. Traffic Engineer's Office
9. Zoning Board

10. Assessor's Office
11. City Water Board
12. Urban Renewal Authority

13. Model Cities Program
14. Community Renewal Program
15. Office of Economic Opportunity
16. Colorado Water Conservation Board
17. Regional Transportation District

The following applications for remote
sensing were identified as having the highest
potential (ref. 2-158) :

1. Natural resources and economic de-
velopment.

2. Recreation and culture.
3. Agriculture.
4. Transportation.
5. State planning agencies.
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6. Regional planning agencies.
7. Local city and county planning agen-

cies.

In the present context, the last four items
are of special interest. To state definitively
the complete listing of possible users would
be an extensive task and would, in essence,
identify all individuals, groups, agencies, and
offices that are involved in various aspects of
the structure, morphology, and extent of the
urbanized area.

One metropolitan area should be selected
as an example, and, within the selected area,
all potential user agencies for SLAR should
be identified. It is assumed that other States
would have, within the same general cate-
gories, the same or similar organizational
hierarchies, which would fit the general for-
mat of the original test case.

Recommendations

As previously noted, visual interpretation
of SLAR data will probably provide the
greatest immediate benefits. Later benefits
will be derived from both visual and machine
analysis because photographic interpretation
techniques are indispensable for identifying
those areas that cause confusion during vis-
ual interpretation.

Because only a few studies of the micro-
wave response of urban landscapes have been
accomplished, a well-documented and sus-
tained program should be developed to ex-
plore sensor capabilities. The following se-
quence is suggested:

1. Identify study areas that include a com-
plete spectrum of urban conditions.

2. Collect relevant SLAR imagery using a
system comparable to that selected for satel-
lite development.

3. Interpret the data by concentrating on
the following items:

a. Develop optimum land-use classifi-
cations with consideration of those clas-
sifications that are presently being used
by the local planning and land-use agen-
cies.

b. Document the interpretation ac-

curacies for combinations of wave-
lengths, polarizations, and resolutions.

Active microwave instrumentation should
be developed with a multifrequency, multi-
polarization, and multiresolution capability;
thus, aircraft and Space Shuttle missions can
be flown to define the optimal resolutions, fre-
quencies, and polarizations required to detect
and identify transient phenomena. Data-
processing techniques should be developed to
further aid identification of transient sub-
jects by moving-subject analysis.

SUMMARY AND RECOMMENDATIONS

A reliable and timely update of changes in
a data base is a major need in land-use plan-
ning. These changes may be considered in a
very short term period, such as disasters, and
in mid- and long-term periods, such as de-
velopmental change. For each of these needs,
active microwave sensors can be important.

For disaster sensing, radar is the only sen-
sor that can obtain data with certainty on
demand, regardless of obscuration. Radar
can rapidly provide complete coverage and
monitoring of the extent and progress of
floods, hurricanes with destructive winds,
coastal inundations, great fires, tidal waves,
volcanic eruptions, earthquakes, landslides,
and blizzards. To be timely, data on these
events must be independent of night, clouds,
rain, smoke, or fog; and only radar can pro-
vide that independence.

In the developmental change of land use, the
urgency of timely coverage is reduced, and
the status of radar becomes coequal or, in
some cases, subordinate to sensors of the visi-
ble wavelengths. In these applications, active
microwave sensors will provide missing data
in areas partially obscured by clouds and will
assure an orderly and systematic continuity
of data. The assurance of complete data is a
key consideration when monitoring regula-
tion of progressive land-use change is prac-
ticed. In cloudy environments (even in the
United States), imaging radar would provide
strong support to aerial photography in the
management of land use. In very cloudy
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areas, active microwave sensors would per-
force become the obligatory sensor for a
monitoring program. In many such situa-
tions, the decision to establish the ground in-
formation system will be made possible only
by the assurance of data acquisition, which is
given by the active microwave sensor com-
ponents of the monitoring system.

The obligatory role of active microwave
sensors in the monitoring of disasters re-
quires that data be acquired at high resolu-
tion (8 to 10 m) over a wide swath (5.0 to
100 km) using a wavelength that is certain
to penetrate clouds (3 to 10 cm). Further-
more, the data must be provided to the user
within a few hours (12 to 48 hr) in a hard-
image format.

The supportive use of radar for land-use
data collection requires identification of
surface cover by active microwave multi-
spectral, multipolarization, multistage analy-
ses. Therefore, instruments with 1-, 3-, and
10-cm wavelengths should be used together
with combinations of polarizations. The data
should be available to the user in intervals of
a few weeks in both hardcopy and digital
tape. Lower resolution (10 to 20 m) would
be acceptable, but a high-resolution strip em-
bedded within approximately 5 percent of the
coverage would be highly advantageous.

A basic need for the development of an ac-
tive microwave land-use change information
system is a determination of optimum radar

system parameters. For this purpose, a flexi-
ble variable-parameter aircraft radar system
(or systems) should be developed, and a re-
search program should be initiated to deter-
mine the radar and target interactions with
respect to variations in resolution, wave-
length, bandwidth, polarization, depression
angle, azimuth angle, and swath width. The
research will help determine the limits of in-
terpretability and the spacecraft radar de-
signs. Ultimately, the research program
should initiate development of national and
international emergency data dissemination
facilities. Experiments are needed to define
the abilities of radar imagery for detection,
identification, and mapping of land uses to
level III of the Anderson et al. land-use clas-
sification system (ref. 2-133).

A land-use monitoring system will require
the same aircraft testing of land-use category
mapping and inventory to level III, system-
atically viewed against variable radar-instru-
ment parameters of wavelength, polarization,
bandwidth, resolution, depression angle,
azimuth angle, and swath width, which were
previously listed for disaster monitoring.

Each category to level III should be sys-
tematically reviewed by repeated flights in
representative areas of the United States to
define radar performance in multispectral
digital pattern recognition, manual updating,
and interactive identification.
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APPENDIX 2A

EARTHQUAKE MECHANISMS AND CRUSTAL MOTION

To be competitive, a new system for crustal
motion measurements must have at least one
advantage over conventional geodesy; it must
be more accurate, be more economical, or be
capable of reaching inaccessible areas. There-
fore, it is necessary first to ascertain the state
of the art of conventional geodesy. The Na-
tional Geodetic Survey claims a very high de-
gree of accuracy and economy; therefore, cor-
respondingly high standards must be set as
criteria that a system must attain to be
worth building.

Horizontal control and vertical control are
performed by independent techniques in con-
ventional geodesy, and the accuracies and
costs are therefore estimated separately.
First-order horizontal control is presently at-
tained by building networks of triangles, each
side of which is measured by a laser ranging
device. Each triangle is solved by a side-side-
side formula of plain trigonometry. This
technique replaces the use of theodolites and
an angle-side-angle formula working from a
single invar-taped baseline, and this tech-
nique is far less sensitive to errors produced
by horizontal refraction. Nevertheless, the
principal source of error is still the varying
index of refraction of the atmosphere. The
atmosphere increases the time of propagation
of a light pulse over what it would be in
vacuo; therefore, the range measurement is
increased by approximately one part in 3375
in the red wavelength characteristic of a
Model 8 Geodimeter (6328xlO-10 m). That

quantity, in turn, varies by approximately 1
part in 300 for every Kelvin of temperature
change along the line of sight and by approxi-
mately 1 part in 105 N/m2 change of atmos-
pheric pressure. Because it is not possible to
calibrate the atmosphere more accurately
than 1 K for a line of sight along the ground,
the net accuracy of laser ranging is not more
accurate than approximately 1 ppm—that is,
1 cm per 10 km (ref. 2A-1). The cost of
first-order horizontal work is approximately
$3000 per triangulation station occupied, re-
gardless of the spacing between stations.1

Vertical control is obtained by a technique
called differential leveling, which consists of
sighting on a graduated rod (called a stave)
by spirit level, reading the elevation, and
stepping through the countryside at approxi-
mately 50-m intervals. Measurements are
taken in both directions along the traverse—
that is, all lines are fore- and back-leveled.
Estimates of accuracy vary. In 1948, the In-
ternational Geodetic Association redefined
high-precision leveling as having a standard
deviation (in meters) of <r= (2.9xlO'3)L3/2,
where L is traverse length in kilometers (ref.
2A-1). This presumably includes both ran-
dom and systematic errors, which were
treated separately in an older definition.
However, there is some evidence that sys-

1 Private communication, H. Schmid and J. Bos-
sier, National Oceanographic and Atmospheric Ad-
ministration, National Geodetic Survey, Rockville,
Md., Dec. 1973.
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tematic effects may be larger than the defini-
tion implies. The National Oceanographic and
Atmospheric Administration, National Geo-
detic Survey, examined rates of vertical
crustal movement in the eastern part of the
United States by comparing the 1929 com-
bined level net of the United States and Can-
ada with the releveling performed at a mean
date of 1965. The discrepancy between these
results and the tide gage data along the At-
lantic coast totaled 4 mm/yr from Maine to
New Jersey, or approximately 144 mm in 36
yr over 500 km, which is one-half larger than
the definition would allow between two inde-
pendent first-order levelings. The Survey Di-
vision of the Los Angeles County Engineers
has stated that there is a discrepancy of ap-
proximately 1 mm/km (almost four times
what the definition would allow) revealed by
the failure to attain closure on the line be-
tween Long Beach and San Diego.

A serious limitation in conventional level-
ing is that it attains high accuracy only when
traversing flat country. But flat country in
the American Southwest typically connotes
intermontane regions filled with loosely con-
solidated alluvium, which may be expected to
display large vertical movements, depending
on the amount of underground water, and
which masks the important crustal move-
ments beneath. The greatest advantage that
a new system may offer, especially in its early
development when the cost may be high and
the accuracy low, is the location of stations
on bedrock in hilly or mountainous country.
Good strategy requires that developing such
capability be given high priority in the sys-
tem design.

The basic mathematical technique used for
the proposed system was developed by Rinner
(ref. 2A-2) and depends on what he called a
transfer network. In this case, grids of radar-
reflecting geodetic control points are flown so
no fewer than six can be viewed from the air-
plane system at one time. Rinner's equations
are used to solve simultaneously by multi-
lateration for the relative positions of the six
grids. The equations are then used to propa-
gate the solution along a chain, adding new

stations and dropping others as they pass
through the zone of visibility of the radar.

Unfortunately, Rinner restricted his ex-
amination to numerical analysis of multi-
lateration by using a high satellite; thus, it is
necessary to analyze a case using the low-
flying airplane. Nevertheless, a few generali-
zations from his work apply to this discus-
sion.

1. The smallest total error in the three-
dimensional positions of the geodetic control
points on the ground is obtained when the
height of the vehicle is approximately equal
to the separation between ground points.
Thus, for an aircraft flying at an altitude of
10 km, the control points should be placed at
10-km intervals.

2. It is not possible to solve for positions
from a single overpass of the aircraft. It is
necessary to make two overflights at different
altitudes so the equations of position will not
be singular. The errors in calculated position
decrease linearly with the separation in alti-
tude of the two passes.

3. The errors are approximately inversely
proportional to the square root of the number
of points that can be ranged at one time.

4. The horizontal errors increase with the
square root of the number of links in the
chain, but Rinner's numbers indicate that
the vertical sigmas increase linearly with the
chain length. This point must be carefully
checked because it implies that the rate of
propagation of vertical error in a system
would be unacceptably large. It will be nec-
essary to calculate the effect of Earth tides
on the ground points.

Several requirements are imposed on the
aircraft flight plans and on the distribution
of the ground markers by the mathematics of
multilateration. These requirements are sum-
marized in the following theorem: A simulta-
neous ranging system can obtain no unique
solution for marker coordinates if all the
markers lie on a plane curve of the second
order, or if all markers and aircraft ranging
positions lie on a surface of the second order.
Two implications of this theorem are as
follows:
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1. The aircraft must vary its altitude by a
large factor—for example, by a factor of 2—
during data acquisition, which can be done
most simply by having the aircraft overfly
the markers twice, once at high altitude and
once at a much lower altitude. This dual
overflight sets a strong upper limit to the
spacing between ground markers. Even if a
U-2 is used, which can fly one of the passes
at an altitude of 30 km, the second flight must
be performed at 15 km, and because little
weight is added to the solution by points at
elevation angles below 12°, there must be a
complete set of markers in a square of ap-
proximately 75 km on a side. This fact im-
plies that the ground markers (receivers)
must be spaced fairly evenly at an average
density of one every 30 km, even if the air-
craft is a U-2. If a commercial plane is used,
then the markers must be spaced at one every
15 km, because a minimum of six markers
must be simultaneously visible from the air-
craft to obtain a solution for relative coor-
dinates.

2. The aircraft must vary its groundpath
and altitude between the two passages. It
seems probable that the aircraft must fly pre-
assigned routes determined by computer
simulation, which will not be straight lines,
but the turning radii need not be smaller than
30km.

One of the most troublesome problems in
the system design is the detection of reason-
able-size targets observed by the signal re-
turning from the background landscape, and
the most important factor in detection is the
frequency of the system. The signal-to-noise
ratio is set by the "clutter," the reflection
from the countryside surrounding the target,
and it cannot be improved by increasing the
transmitted power because signal and "clut-
ter" rise proportionately. The signal-to-noise
ratio can be improved in only two ways: by
increasing the size and efficiency of the target
and by improving the resolution of the radar
so that the smallest distinguishable area of
the landscape is reduced to a minimum.

If the new system attains the accuracy of
3, 4, 6, and 10 cm, then the system will exceed
conventional leveling in accuracy for spacing
greater than 40, 60, 100, and 200 km, re-
spectively.
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A rationale is developed in this chapter for
the use of active microwave sensing in future
aerospace applications programs for the re-
mote sensing of the world's oceans, lakes, and
polar regions. This chapter is divided into
five major parts: (1) Applications, (2) Tech-
nical Background, (3) Local Phenomena,
(4) Large-Scale Phenomena, and (5) Techni-
cal Approaches. Summaries pertaining to ap-
plications, local phenomena, and large-scale
phenomena are given in chapter 1. A discus-
sion of orbital errors is presented in appen-
dix 3A.

The technical background section is a de-
tailed account of the general physical inter-
action of an electromagnetic wave with the
ocean surface. Large ocean waves (gravity
waves) behave like an ensemble of specular
reflectors so that the strength of the scatterer
is proportional to the slope of the gravity

waves. However, ocean waves comparable to
the wavelengths of the microwave systems
used show resonant (Bragg) scattering ef-
fects for angles of incidence larger than 20°.
This type of scattering is controlled by the
capillary waves, which in turn depend on the
local short-term surface wind field and the
ocean water surface tension. The latter
changes when an oil film covers the water
surface, resulting in a modification of the
character of the capillary waves (smoother
because of the greater surface tension of oil),
and the presence of oil is thus detectable with
active microwave systems.

The section concerning technical ap-
proaches is a discussion of specific instru-
ments and their needed characteristics. Ra-
dar altimeters, scatterometers, and imaging
radars are the major instruments needed to
accomplish the many applications outlined.

157
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For the detection and determination of sea-
surface topographic features, which relate to
many important phenomena, the altimeter
(corrected for orbital perturbations) is the
only instrument able to economically supply
the needed information on a global scale. This
ability was demonstrated by the recent, very
successful Skylab altimeter experiment in
which height variations of the sea surface
were detected with a precision of 1 to 2 m on
a local scale (as large as 200 km). In the fu-
ture, the broadening effect on the radar-
return pulse will also provide accurate in-
formation about significant wave height as
well as the surface height probability density
function.

The scatterometer viewing the oceans at 0°
to 10° incident angles provides sea-state in-
formation through the detection of the slope
statistics of the ocean waves. For higher in-
cident angles, local wind fields can be deter-
mined. The Skylab experience demonstrated
that wind velocities as high as 20 m/sec are
detectable by such methods.

Imaging radars may be the most versatile
instruments for ocean-surface observations.
These instruments can provide information
on global wave climatology, coastal wave re-
fraction, and buildup of waves in large storm
areas. In addition, radar images of sea ice,
polar ice, open water areas, and Great Lakes
ice conditions will provide important practi-
cal application for weather forecasting,
coastal structure design, fishing, and ship-
ping.

In conclusion, airborne and, particularly,
spaceborne active microwave systems are es-
sential for almost all previously mentioned
applications.

No actual attempt was made to reduce
the applications and requirements outlined
herein to specific operational flight hardware
and missions. Further, active tracking sys-
tems such as radar, lasers, range and range-
rate systems, and satellite-to-satellite track-
ing systems are not discussed; these systems
are very important for some of the oceano-
graphic measurements to be made but are
adequately covered in the literature. Also,
documentation already exists (and is cited in
the section entitled "Current User Needs")
that outlines in some detail the requirements
for oceanographic data using aerospace tech-
nology. These requirement reports are being
coordinated by the Interagency Coordination
Committee, Earth Resources Survey Pro-
gram, and some coordination was accom-
plished at the recent National Academy of
Engineering Study, July 1 to 13, 1974, at
Snowmass, Colo. System performance pa-
rameters, such as measurement accuracies
and intervals, spatial and time resolution,
coverage, etc., are addressed in those docu-
ments and have been used with modification
in this report. Therefore, a restatement of
those requirements is not included in this
document. However, it is recommended that
some of the requirements be updated in view
of the evolving knowledge and technology dis-
cussed in this document.

PART A

APPLICATIONS

CURRENT USER NEEDS

User needs for a large portion of the ocean
community have been compiled and inte-
grated in documents by the National Oceanic
and Atmospheric Administration (NOAA)
(ref. 3-1) and the U.S. Coast Guard (USCG)

(ref. 3-2). Other information concerning the
use of oceanographic observations has been
documented by the National Academy of Sci-
ences and the National Academy of Engi-
neering. Also, a SEASAT User Working
Group within the NASA Earth and Ocean
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Physics Application Program (EOPAP) has
defined the ocean communities' physical
oceanographic data needs.

Briefly, the total need may be defined as an
increasing requirement for improved marine
environmental monitoring. This, in turn, may
be subcategorized as monitoring of physical
parameters; forecasting of weather, winds,
waves, and circulation; hazards warning; ice
surveillance; and the detection and monitor-
ing of ocean and near-shore pollution events.

The environmental monitoring require-
ments may be broadly grouped into three re-
gions: estuarine and coastal (including the
Great Lakes), open ocean areas with major
current systems, and open oceans. The polar
regions could be regarded as a fourth general
area, but the requirements are very similar
to those of the coastal region. The U.S. terri-
torial waters and proposed coastal economic
zones are of immediate importance for moni-
toring man's activities in the oceans.

BENEFITS

The benefits that may ultimately be derived
from an aerospace remote-sensing system are
as multif aceted as the impact of the oceans on
the affairs of people. These benefits generally
fall into the categories of protection of life
and property along the coasts and at sea; im-
provement of commercial fisheries and the
management of marine resources, particu-
larly in the coastal environment; safety and
navigation of U.S. shipping and maritime in-
terests; enhancement of the quality of the
environment; improved ship and oceanic
structures design; and improved long-range
weather forecasts for the ocean and conti-
nental environment.

The general problem of defining coastal
circulation in detail is an important feature
that affects most coastal-related activities.
This need is common to all coastal studies;
for example, in fisheries, the prevailing cur-
rent system moves larval forms from the
spawning grounds to other regions where
they either grow or perish; water quality is
subject to change at any point as a function
of the tidal system and prevailing currents;

and, for protection of life and property, the
focusing of wave energy in the coastal region
is gradually altered by both the methodical
action of daily currents and the dramatic ef-
fects of storms as they change the ba-
thymetry and shape of the coastline.

Substantial benefits would be derived from
active microwave sensing. It must be noted
that the development of remote sensors ad-
dresses only a part of the entire system nec-
essary to fully achieve the benefits. Thus, not
only is it necessary to develop the technology,
but the involvement and acceptance of the
new technology by the user is also required.

Improved Environmental Forecasting

Because of the large area of ocean
pared to land and the coupled complex inter-
actions between ocean and atmosphere, much
of the world's, weather is created over the
water and ice that comprise the surface of
the Earth's oceans. The combination of sur-
face measurements and meteorological and
oceanographic satellite data would signifi-
cantly help to achieve the goal of meaningful
1- to 2-week forecasts. An accurate 5-day
forecast would immediately improve U.S.
shipping operations. These 5-day forecasts
should reduce the present international ship-
ping cargo damage losses of approximately
$500 million per year globally by estimates of
5 to 10 percent, and permit reductions in
transoceanic transit time of as much as 10
percent.1

Hazard Warnings

It is difficult to consistently predict the
landfall of a major weather disturbance (e.g.,
tropical cyclones and the resultant storm
surge) to within 200 km and 24 hr in ad-
vance. With the increase in the number of
people living along the coasts, where approxi-
mately 80 percent of the U.S. population now
reside, and in the number of offshore facili-
ties contemplated for this region, the poten-
tial for loss of life and property has been

1 From 12 to 24 hr in the Atlantic Ocean and 12 to
60 hr in the Pacific Ocean.
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increased proportionately. In the world's low-
lying areas, particularly in the U.S. Gulf of
Mexico region where more than 30 million
people dwell, early warning of severe hurri-
canes is absolutely essential to initiate evacu-
ation of the population. Observations of sea/
air interactions, sea-surface temperature,
wind, waves, and an increased understanding
of the storm surge process will constitute a
large step forward in providing the required
early warnings.

Not only are forecasts needed but compila-
tion of such data as wave spectra, focusing
of wave energy, and storm-induced along-
shore currents is also critically needed to
improve ship and oceanic structures design.
The 2000 to 3000 doubtful shoals presently
located on the world's hydrographic charts
are potentially confirmable by high spatial
resolution instrumentation operating in both
the visible and microwave portions of the
electromagnetic spectrum. Such shoals, which
may or may not even exist, require avoid-
ance by as much as 50 km for the conserva-
tive ship navigator.

Fisheries Improvement

From 1959 to 1969, the deficit in the U.S.
balance of payments attributed to fisheries
accounted for 19 percent of the total deficit.
Since the late 1950's, this deficit has been
on the order of hundreds of millions of dol-
lars and currently is about $1.5 billion per
annum, with about 70 percent of its products
imported. An increase in fisheries produc-
tivity and protection in U.S. coastal waters
is needed to reduce the dependency on other
nations. Active microwave sensors will bene-
fit the U.S. fishing industry from two stand-
points. First, improved forecasting of marine
environmental conditions will enhance de-
cisions concerning those regions of the oceans
where efficient operations can occur without
loss of nets, vessels, or life. Second, the
anticipated increase in the "economic coastal
region" to 370 km will require monitoring of
all vessel operations in a region nearly 20
times larger than historically required.
Radar imaging systems could provide initial

detection of localized activity that could be
monitored by aircraft or geostationary satel-
lite systems.

One specific fisheries application is the use
of spaceborne sensors to make surface salin-
ity and temperature isomaps. These maps
can be used as an index of possible density
distribution of those game and commercial
fish species having definite salinity and/or
temperature habitat preferences, with obvi-
ous potential for increased yield. Such maps
would be of particular use in pinpointing
local low-temperature anomalies indicative
of coastal upwelling and its attendant high
biological productivity.

Ice Surveillance

The Arctic region has a significant impact
on global meteorological and climatological
conditions. It has been estimated that, at any
time in the Arctic region, approximately 10
percent of the ocean surface is open water.
The heat flow through the water/air inter-
face is two to three orders of magnitude
greater than the heat flow through the water/
ice/air interface. The dynamics arid fore-
casting of ice strain in terms of ice type,
leads, and polynyas are thus important not
only to shipping but also to long-term
weather forecasts, which are significantly
affected by major points of energy input.
The Polar Experiment, as a part of the Global
Atmosphere Research Program (GARP),
should be a major program during the next
decade. This experiment will be supported
by microwave sensors. The first benefits will
be scientific and are threefold: the synoptic
view of ice conditions; the availability of
surface truth for instrument calibration and
validation; and an area for international
cooperation.

In addition to the aforementioned effects
of ice and water on weather predictions,
marine transportation in various parts of the
continental United States and Alaska is sub-
ject to hazardous ice conditions. Increasing
emphasis is being placed on the Great Lakes,
the central river system, and New England.
Nearly all iron ore transported in the Great
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Lakes region is carried by ship. Significant
amounts of wheat, oil products, coal, and
finished goods also move across these regions
by ship.

Ordinarily, domestic icebreaking is pro-
vided for vessels that are not designed to
move through ice-covered waters. Therefore,
an ability to determine ice coverage, clear
water passages, pressure ridges, and ice
thickness is material to the successful exten-
sion of the navigation season. An interim
USCG report on the extension of the St.
Lawrence River and Great Lakes navigation
season beyond the December 15 closing date
estimated the economic gains listed in table
3-1.

These gross estimates are based on a num-
ber of factors, some of which are improved
ice surveillance, data analysis and prediction,
all-season aids to navigation, and increased
icebreaking activity. No attempt has been
made to assess the economic benefit of each
of these contributing programs. Therefore,
estimating that portion of the potential bene-
fit to be derived by improved ice surveillance
and forecasting is not possible at this time.

Arctic and Antarctic icebreaking have
historically been conducted in support of
scientific investigations and, to a limited
degree, military operations. Discovery of oil
deposits on Alaska's North Slope and the
political and economic ramifications of a
dependency on Middle East oil supplies have
spurred further activity in the far north.
Scientific and geological surveys, commercial
oil drilling, ocean transport, and support of
icebreaking requirements in the high lati-
tudes will place increasing emphasis on all-

TABLE 3—1.—Economic Gains Resulting From
Extension of Navigation Season of the
St. Lawrence River and Great Lakes

Navigation season
extended to —

Jan. 31
Feb. 28
Year round

Economic gains,
millions of dollars

By 1975

40
58
68

By 1985

85
123
145

weather monitoring and prediction of ice
extent, ice-free passages and polynyas, ice
thickness and pressure ridges, and on the
discrimination of new ice from multiyear ice.
The benefits of more complete data gathering
and ice forecasting should be more efficient
icebreaking operations, reduced damage to
vessels and structures, increased safety of
personnel, and more economic or other ad-
vantageous vessel transport of petroleum and
other resources.

Ocean Pollution

Oil pollution constitutes a major threat to
U.S. water resources, marine life, water-
front property values, and the recreational
industry. Oil pollution incidents are generally
agreed to be a direct result of the number
of transfer operations between vessels and
shore facilities, the volume of oil transferred,
the number and length of vessel passages
within U.S. waters, and the number of off-
shore oil wells.

The size of the area to be monitored is
significant; it includes thousands of kilom-
eters of rivers, lakes, harbors, and.coastlines.
Remote-sensing techniques that enhance the
ability to observe oil discharge will ma-
terially assist in the enforcement of ap-
plicable laws and tend to ameliorate the
environmental damages by more rapid re-
sponse and cleanup.

The USCG has observed marked decreases
of as much as 25 percent in the number of
oilspills when continued surveillance of
critical areas was used. Although much of
this decrease could be attributed to increased
attention to handling and transfer methods,
the fact that better and more complete sur-
veillance is being conducted would tend to
dissuade the intentional polluter.

Cost estimates of USCG daily observation
of certain harbors and waterways with exist-
ing vessels and aircraft are $2 to $4 million
annually. Extension to a dedicated surveil-
lance of major U.S. continental lakes and
coastlines for pollution may exceed $18 mil-
lion. High-resolution radar, imaging micro-
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wave radiometers, and multispectral low-
light-level television are presently being
installed on aircraft for low-altitude flight.
Sensor systems that could detect a surface
oil sheen of 1000 m2 or greater from high-
altitude aircraft with corresponding in-
creased swath width could decrease yearly
costs from $11 to $18 million.

Monitoring of Endangered Marine Life

The Marine Mammal Act of 1972 (Public
Law 92-522) focused on the need to assess
the stock of specific species of marine life to
insure their continued existence and on the
ultimate goal or restoring and maintaining
a viable commerce with certain of these
species. The prime current need is to con-
duct a census of many of these mammals, in-
cluding, for example, sea otters, and gray

and bowhead whales, walrus, and seals. Three
specific forms of space technology appear ap-
propriate for development.

1. Tracking of animals by surface, air-
craft, or spacecraft techniques, potentially
using radar transponders, to determine the
habits of the creature; in particular, the
time in and out of the water.

2. Overflights by aircraft to determine the
herd sizes and numbers of animals in the
herds.

3. Where appropriate, satellite tracking of
icefields to assess and forecast the location of
ice where these animals are most likely to be
found, thus reducing aircraft search time.

Benefits are difficult to establish beyond the
preservation and conservation of these
marine animals.
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PART B

TECHNICAL BACKGROUND

SUMMARY

This section describes the physics of elec-
tromagnetic scattering from the sea and is
presented as a guideline to relate an observ-
able (such as the radar cross section) to
the hydrodynamics or physical properties
of the sea.

At microwave frequencies, the ocean pro-
duces two types of scattering processes. The
larger ocean waves essentially behave as
an ensemble of specular reflectors such that
the strength of the scatter is proportional
to the tilts (or slopes) of the gravity waves.
Because the length of the ocean wave is
much greater than the height, quasi-specular
scattering occurs only at angles close to the
nadir direction (usually within 25°). There-
fore, near nadir, the active microwave sys-
tem is closely linked with the physics that
controls the gravity wave slope. For angles
beyond 20°, resonant (Bragg) scattering

occurs from those waves that are comparable
to the wavelength of the incident electro-
magnetic wave. At microwave frequencies,
this type of scattering is controlled by the
capillary wave structure. Because the capil-
laries have a short time constant for growth
and decay, the scattering strength is linked
to the local wind fields and the surface ten-
sion of the ocean surface.

As specific examples of the interdiscipli-
nary science of electromagnetics and geo-
physical oceanography, the physics is dis-
cussed in connection with data provided
by three instruments; namely, the scatterom-
eter, the altimeter, and the imaging radar.
These instruments are selected because of the
availability of generally consistent data re-
sulting from numerous experiments con-
ducted from stationary platforms, aircraft,
and satellites. The data provided by each
instrument are discussed in context with
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specular point and Bragg scattering theories.
Although the scope of the Active Micro-

wave Working Group is active systems, the
physics of the microwave radiometer is dis-
cussed as a complementary instrument.
Finally, the degrading effect of extraneous
sources of noise is discussed as a limiting
mechanism of the accuracy of the ocean
surface measurement.

PHYSICAL MECHANISMS OF THE
RADAR ECHO

Radar echo from the sea was first observed
during World War II on shore- and ship-
based surveillance systems. Because this
echo represented an unwanted signal that
often masked the desired target signals, it
was referred to as "clutter." Early systems
used straightforward techniques to suppress
the echoes from these nearly stationary sea
scatterers to enhance the returns from faster
moving targets. However, little attention
was devoted to the actual nature of the sea
echo and the scatter mechanisms until the
late 1950's.

The first definitive studies on this subject
were experimental. Crombie (ref. 3-3) de-
duced from measured sea echo Doppler
spectra that the dominant scatter mechanism
at high frequency (hf) (approximately 30 m
wavelength) is resonant (or Bragg) scatter,
which originates from ocean wavetrains for
which the spatial period is one-half the radar
wavelength (for backscatter near grazing),
and which is traveling toward and away from
the radar. Measurements of microwave sea
return (approximately 3-cm wavelength),
although not immediately identifying the ap-
plicable scatter mechanism, showed definite
regions and trends in the echo that were
functions of frequency, sea state (wind-
speed), polarization, and incident angle. Re-
views of these early investigations can be
found in references 3-4 to 3-6.

Theoretical efforts (refs. 3-7 and 3-8) on
the subject of rough surface scattering have
also contributed significantly to the interpre-
tation of the physical mechanisms responsi-
ble for sea scatter. In particular, the two-

scale scattering model (refs. 3-7 and 3-9)
has offered satisfactory explanations for
most of the observed characteristics of the
sea return.

For returns near normal incidence (inci-
dent angles less than approximately 20°),
theoretical results indicate that the large
gravity waves (which are at least several
radar wavelengths across) are the dominant
contributors to sea return. These gravity
waves act as quasi-specular reflectors to
which physical optics theory is applicable.
The problem may be approached either by
computing the surface autocorrelation func-
tion (ref. 3-10) needed in the physical optics
formulation for a randomly rough surface
using the sea spectrum obtained by oceanog-
raphers, or by modeling the sea surface by a
collection of plane facets (ref. 3-11) and
using the measured sea slope distribution
for the facets. Such theories have given cor-
rect predictions for both the angular and the
wind dependence in this region. They also
indicate that wind dependence is related di-
rectly to the changes in the slope of the
density function of. the sea surface (ref.
3-12). ; , , .

For returns away from 'the normal (inci-
dent angles larger than 20°), the dominant
contributor to sea return in the microwave
region is the capillary wave to which the
standard small perturbation theory is ap-
plicable (ref. 3-13). The first-order pertur-
bation result shows that the Bragg resonance
alone cannot explain the difference in wind
dependence between the horizontally and
vertically polarized returns (ref. 3-14). The
two-scale scattering theory indicates that the
interaction between the gravity and the
capillary waves must be considered. Such an
interaction leads to a stronger wind de-
pendence for the horizontally polarized re-
turn, which is exactly what has been observed
experimentally (ref. 3-14). The two-scale
scattering theory also shows that wind de-
pendence in this angular region is due pri-
marily to the growth of the sea spectrum
with the wind, a fact reported by many
oceanographers (ref. 3-15).
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Before attempting to design a radar ex-
periment for remotely sensing sea state from
space, a thorough understanding of the
mechanisms responsible for the scattering
process should be achieved. Having the
mechanisms and the quantitative models that
they produce, one can then sensibly analyze
a proposed experiment concerning its feasi-
bility, sensitivity, and cost.

The physical mechanisms presently known
and accepted as responsible for scatter from
the sea are summarized in table 3-II. Bragg
scatter is illustrated in the experimental
record at 10 MHz shown in figure 3-1. The
two dominant "spikes" in the Doppler spec-
trum occur at shifts of ± [g /(TTA) ]* /2, where
g is the acceleration of gravity and A is the
radar wavelength. This is confirmed by
derivations from the first-order theory,
which is summarized as

where

(3-1)

(17) = normalized Doppler spectrum
backscattering cross section
for vertical-transmit, vertical-
receive polarization states

Higher order sea echo:.-—f ~^~~

-"•""'

- 1 0 1 2
Normalized Doppler frequency

FIGURE 3-1.—Illustration of Bragg scatter at 10
MHz.

= radian Doppler shift from
carrier =o)—w 0

= temporal wave number of
ocean wave

= radian wave number of radio
carrier frequency

=sum of incident and scattered
radar wave number s = kj+ks

= &0(sin 9i cos <t>t x+sin ft sin fr
cos ftz)

0(sin 0a cos <t>, x+sin Os sin $,
y+cos08z)
radar wave number =2ir/x
Doppler shift of advancing
and receding resonant gravity

y
8= fc0

fc0 =

S.(Krx, Kry) = directional wave-height spec-
trum of ocean waves, where
the ± subscript refers to
spectra representing waves
advancing and receding along
Kr (X,lj)

(6, <£) = polar angles associated with
transmitted and received wave
directions

s,i= subscripts indicating scattered
and incident, respectively

x,y,z=unit vectors along the x-, y-,
and 2-axis, respectively

A= radar wavelength
S= Dirac impulse function

In equation (3-1), the Doppler spectrum is
shown to consist of two impulse functions (or
spikes) in the frequency domain centered at
shifts ±[(2fcof lr)/(27r)]1/2=[^/(Tx)]1/2 for
backscatter near grazing ((#>„=<£,, &=ft=

TABLE 3-II. — Physical Mechanisms of Radar
Scatter From the Sea

Scatter

mf/hf (1000m>\>10m)°

Microwave (lm>\>lmm)

Physical mechanisms

Bragg (diffraction
grating) effect.

Quasi-specular reflec-
tions (diffraction)
(within 15° of specu-
lar direction).

Bragg (diffraction
grating) effect and
interaction between
large- and small-scale
waves (beyond 15° of
specular direction).

° Medium
length.

frequency/high frequency; \ = wave-
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77/2). Furthermore, the magnitude of the
echo as contained in these spikes is propor-
tional to the wave-height directional spectrum
evaluated at twice the radar wave number
(2k0). Bragg scatter in other directions fol-
lows analogously. The ocean wave train that
scatters in a given direction (6s, <f>8) has a
spatial period L — 2ir/\K,\ and orientation
given by </>,.=tan-1 («,.„/*«) with respect to
the z-axis.

At microwave frequencies, the average
radar backscattering cross section as a func-
tion of angle of incidence typically has the
shape shown in figure 3-2. The scattered
echo signal in the region with 15° to 25°
from the vertical is referred to as the quasi-
specular component and can be explained
by reflections from plane facets. In the high-
frequency limit, the average backscatter
cross section per unit surface area for this
component is given as

where

' = IT sec* *P (£,.„<;,.,) \R(0) |2 (3-2)

<r° = average backscatter cross sec-
tion per unit area for polar-
ized component

10.3 to 12.9 m/sec

^7.7 to 10.3 m/sec
_ ! ^

--.iS.l to 7.7 m/sec
N2.6 to 5.1 m/sec

20 40 60 80
Angle of incidence, deg

100

FIGURE 3-2.—Typical average backscattering cross
section as a function of incident angle (1.25 cm).

£») = probability density function
of surface slopes £ in x and y
directions

r«p + £i/»p = required specular (mirror)
reflection condition at surface
facet=tan2 9

R(Q) =Fresnel reflection coefficient
of sea at normal incidence

0= angle of incidence (angle be-
tween local normal at the sur-
face of scattering and the inci-
dent wave direction)

For the sea, the probability density function
for the surface slopes is nearly Gaussian.
The nature of the continuous sea surface (ex-
cept under extreme conditions of breaking
waves) is such that the slope rarely exceeds
15° to 25°; hence, specular point return
would become very weak for incident angles
beyond approximately 25°. Because the slope
itself is a function of sea state and wind-
speed, this limit will vary somewhat: be-
tween approximately 8° and 15° for the sea
states between about sea state 1 (2.5-m/sec
wind) and sea state 6 (16-m/sec wind).

One further effect is worth noting in this
quasi-specular region: both theory and ex-
periment show that the return is not polari-
zation sensitive. As long as the "polarized"
component of backscatter is being received
(e.g., vertical received for vertical incident,
horizontal received for horizontal incident,
left-circular received for right-circular in-
cident, etc.), the magnitude as a function of
incident angle is the same; no depolarization
is predicted in the near-vertical angular re-
gion. This is not true as one moves away
from the quasi-specular region, where the
vertically polarized backscatter return is
usually much larger than the horizontally
polarized return in the Bragg scatter region.

Beyond incident angles of approximately
15° to 25°, microwave sea backscatter can be
explained to a large extent by the Bragg dif-
fraction grating mechanism. Although the
theory appears strictly justifiable only when
the overall height of the surface is small in
terms of the radar wavelength (which is
never true for the sea in the microwave re-
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gion), an argument can be made that the
sea is really a two-scale composite surface,
in which a small-scale slightly rough com-
ponent is riding on top of much larger waves.
According to this composite theory (refs.
3-7, 3-9, 3-16, and 3-17), it is mainly the
small-scale component that the radar is ob-
serving at these large angles. Although the
mathematical justification of the theory can
be questioned, extensive experimental work by
Guinard and Daley (ref. 3-18), Moore et al.
(ref. 3-14), Bradley (ref. 3-19), and Wright
(ref. 3-7) indicates that this explanation and
theory are reasonably accurate. The magni-
tude of the radar return as a function of
incident angle, the polarization dependence,
the frequency dependence, and the Doppler
characteristics are all predictable from this
two-scale surface model.

Experiments to determine the radar re-
sponse of the sea have been carried out by
numerous investigators. The empirical ob-
servation that radar cross section increased
with increasing sea state was evident from
the start. Some of the conclusions reached
by the many investigators have been con-
fusing, however, because of the variety of
incident angles used and because of diffi-
culties in obtaining adequate measurements
of the sea and wind to compare with the
radar observations.

The recent programs (since about 1966)
conducted by the Naval Research Laboratory
(NRL) and NASA Lyndon B. Johnson Space
Center (JSC) have led to a fuller under-
standing of both the wind response of the
capillary waves and the corresponding in-
crease in microwave backscatter.

Claassen et al. (ref. 3-20) reported infor-
mation on the increase in capillary wave
spectral components with windspeed as
shown in figure 3-3 (ref. 3-21), where
Z)(C7.)1/2 is a wind-dependent coefficient of
the capillary part of the wave spectrum.
Because the previously described theories
indicate that the radar signal should increase
as the capillary wave components of the sea
increase, the result reported by these authors
is most encouraging.
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1

D(UJ1/2 - 1.247 + 0.0268U. + 6.03 x 10~5uf

I), > 12 cm/sec

O NYU (ref. 3-20)
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FIGURE 3-3.—The wind dependence of Z)(I/.)1/2 for
capillary waves, where U, is the friction velocity at
the ocean surface, and Us.a is the wind velocity at
an elevation of 5.9 m above the ocean surface (refs.
3-20 and 3-21).

The JSC and NRL measurements are sum-
marized in reference 3-14. In both cases,
measurements made in different years were
separated from each other by biases, but
individually they exhibited approximately
the same wind response. Figures 3-4 and 3-5
show examples of the two data sets plotted on
logarithmic scales (the linear decibel scale is
a logarithmic amplitude scale). The slope
of the trend lines on these curves is the
exponent of the wind response for the angle,
frequency, polarization, and direction. These
responses were found to vary between linear
and square law; that is, the exponents were
between 1 and 2. Figure 3-6 shows the up-
wind vertical polarization case.

The variation of response with angle be-
tween wind direction and look direction for
the radar was somewhat uncertain until the
Advanced Application Flight Experiments
(AAFE) radiometer/scatterometer (RAD-
SCAT) instrument was flown. This instru-
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FIGURE 3-4.—Wind response of JSC scatterometric
data for crosswind observations (vertical transmit/
vertical receive polarization).

ment gave a much clearer identification of the
angular variation that must be considered in
using backscatter data for wind determina-
tion than had previously been available.

Skylab S193 results, although presently in-
complete, tend to confirm the previous experi-
ments and to reduce the variance associated
with the aircraft experiments. Figure 3-7
shows some of the early results for hori-
zontal polarization (after aspect angle cor-
rection).

THE PHYSICS OF THERMAL EMISSION
IN THE MICROWAVE BAND

Thermodynamics of Radiometric Emission

The basic physics of thermal emission, re-
gardless of the electromagnetic wavelength,
is based on the Planck radiation law. In the
microwave region, the Rayleigh-Jeans limit
is applicable, and the received power is given
by

(3-3)

-20 r

§-30

-40

O • North Atlantic
D • Joint Ocean Surface Study I
A • Rejected from fit with better

than 95-percent confidence

6 7 8 9 10
Windspeed, m/sec

20 30

FIGURE 3-5.—Wind response of NRL X-band data for
upwind observations at an incident angle of 60°
(vertical transmit/vertical receive polarization).

where
Pr— received power
fc=Boltzmann constant

A/= receiver bandwidth
TA — antenna temperature

/(n) — normalized pattern function of
the receiving antenna

TB (n) = brightness temperature
fl= solid angle

0 NRL 3.4-cm data

D NASA2.25-cmdata

1 ±l<r range

I' M
r Square-law

r Linear

10 30 50
Incident angle, deg

70
Independent

//(n)

FIGURE 3-6.—Wind response of scatterometer (up-
wind, vertical transmit/vertical receive polariza-
tion) .
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FIGURE 3-7.—The S193 scatterometer response to
wind at sea, 30 days into the first Skylab mission
(horizontal polarization; 50° angle with vertical).

If atmospheric contributions are ignored,
the quantity TB(n) is the product of the sur-
face emissivity and the molecular tempera-
ture of the source.

Emission From a Specular Surface

If the surface is flat, the emissivity E is

E=1-\R\* (3-4)

where \ R \ 2 is the reflection coefficient, de-
fined by the usual Fresnel expressions. In
general, \ R \ 2 is a function of polarization,
viewing angle, operating frequency, and di-
electric constant. The emissivity of seawater
(at the vertical viewing angle) increases
from approximate values of 0.3 at 1 GHz to

0.5 at 35 GHz, so that the brightness tem-
perature ranges between 100 and 150 K
within the microwave region. As the wave-
length decreases to the millimeter range, the
emissivity gradually increases to unity.

In addition to radiation being emitted by
the surface, sky noise is reflected from the
surface into the instrument. This noise is
generated by molecular species (principally
oxygen and water vapor) and condensed
water (clouds and rain) and requires a cor-
rection to the radiative transfer order to
properly interpret the surface character-
istics. The correction is made by using the
standard radioactive transfer equations. The
atmospheric radiation depends strongly on
electromagnetic frequency, relative humidity,
and rainfall rate. As a numerical example,
the sky temperature increases from approxi-
mately 5 K at 1 GHz to approximately 100 K
at 22 GHz.

If the surface is indeed flat, or specular,
the radiometric emission is a function of only
two parameters; namely, the salinity and
the temperature of the water. If the water
is covered by a layer such as ice, oil, or foam,
the reflection coefficient will vary according
to the thickness of the layer. If the losses of
the layer are not too appreciable, the reflec-
tion coefficient will alternately exhibit maxi-
mums and minimums at quarter wavelength
(layer thickness) intervals. An example of
this behavior is shown in figure 3-8, which
typifies the way the reflection coefficient

lr

8 4 T 2 T
Fractions of wavelength -\

FIGURE 3-8.—Variation in reflection coefficient as a
function of thickness in fractions of wavelengths
within an ice layer (normal incident angle).
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varies as a perfectly smooth ice layer thick-
ens over freshwater. This curve clearly indi-
cates that (1) it is possible to measure the
thickness of smooth layers over the surface
of the water and (2) as the dielectric con-
stant of the layered medium approaches a
matched condition, with |fl|2—>0 at odd
quarter-wavelength intervals, the change in
thickness can radically alter the radar cross
section.

Relationship Between Microwave Emission,
Sea State, arid Winds

The determination of sea-state and sur-
face wind fields over the oceans by remote
passive microwave sensing has generated
much interest during the last decade. Meas-
urements of this type on a temporal, global,
and all-weather basis would be of great value
to the meteorologist and oceanographer and
would be of general maritime use.

The microwave brightness temperature de-
pendence on sea state (windspeed W) arises
from two effects. The first effect is a result
of the increasing roughness of the compact
water surface, and the second effect is a
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result of the increasing coverage of whitecaps
and sea foam with increasing windspeed. Al-
though both are properly termed roughness
effects, the first will be referred to as the
surface roughness and the second as the sea-
foam effect. Surface roughness has been in-
vestigated theoretically using a geometric
optics model (ref. 3-22) based on the sea-
surface slope distribution of Cox and Munk
(ref. 3-23) and using a physical optics model
(refs. 3-16 and 3-24) that depends on the
correlation function heights.

Multiple-scatter and shadowing effects,
which become important at large angles of
incidence, have been investigated using a
one-dimensional geometric optics model (ref.
3-25) . These investigators have shown that
the emission from a rough surface is inti-
mately related to the radar scattering coeffi-
cient and is explicitly given by

E=l- .fJV(o) dn (3-5)JJ '47rCOS0J

where 6 is the incident angle. The quantity
<7° also replaces the reflection coefficient to
account for the scattered sky component. If
<r° is computed from the geometric optics
expression, results typical of those shown in
figure 3-9 are obtained. These curves show
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FIGURE 3-9.—Brightness temperature as a function
of incident angle with wind-roughened ocean sur-
face as a parameter (frequency of 19.4 GHz, water
temperature of 290 K). (a) Vertical polarization
(windspeed of 14 m/sec). (6) Horizontal polariza-
tion.
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that, for the vertical polarization, there is a
crossover point; that is, roughness causes an
increase in brightness temperature for angles
near nadir and a decrease in brightness
temperature as the incident angle approaches
grazing. Hence, the radiometric temperature
is invariant with roughness at the crossover
point. For the horizontal polarization, rough-
ness generally causes an increase in bright-
ness temperature over all incident angles.
The rather complicated behavior of the
family of curves beyond an incident angle of
60° is due to scattered atmospheric radiation,
which can be a predominant factor near
grazing.

The very high microwave brightness tem-
perature of sea foam compared to that of the
average sea surface, which results in the sea-
foam effect, was first suggested by Williams
(ref. 3-26) and has been supported theo-
retically on the basis of a physical model for
foam (ref. 3-27). Measurements of the
microwave brightness temperature of sea
surface indicate a dependence on surface
roughness and sea foam that is correlated
with windspeed (refs. 3-28 to 3-31).

Surface roughness effects will dominate at
the lower windspeeds. However, because of
the increasing prevalence of sea foam with
increasing sea state and the high microwave
brightness temperature of foam, the micro-
wave emission characteristics of the sea
will be determined by sea foam at very high
speeds. The transition windspeed between
the two effects is not known but is probably
between 15 and 20 m/sec. An estimate of
the combined effect of surface roughness and
sea foam with windspeed, as viewed from a
satellite, is shown in figure 3-10 (ref. 3-32).
The effect of surface roughness is seen to
predominate at windspeeds to approximately
20 m/sec, with foam being the major factor
at higher windspeeds. The combined effects
result in a strong windspeed dependence that
allows remote sensing of surface wind fields
over the entire range of windspeeds from
calm to 30 m/sec and higher.

To cover the entire range of windspeeds,
observations will be necessary at larger in-
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FIGURE 3-10.—Total windspeed dependence at 55° in-
cident angle. The estimated total differential
change in horizontal brightness temperature at
19.34 GHz and 55° incident angle is shown as a
function of windspeed by the upper solid line. The
relative contributions due to surface roughness and
sea foam are indicated.

cident angles because the roughness effect is
less at the smaller angles. Because the sur-
face roughness effect decreases with decreas-
ing frequency and the foam effect is also
likely to decrease, the sensitivity to surface
windspeed is greater at higher frequencies.
The relative effects of surface roughness and
foam may best be studied by simultaneous
measurements of both vertical and horizontal
polarization at 55° incident angle. The verti-
cal component is sensitive only to foam,
whereas the horizontal component is affected
by both foam and roughness.

In summary, the microwave brightness
temperature of the ocean is significantly de-
pendent on the surface wind fields. This
dependence offers the potential to remotely
sense surface winds over the entire range of
windspeeds from calm to 30 m/sec and higher
from a satellite on an all-weather and global
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basis. The dependence results primarily from
surface roughness effects for windspeeds as
high as approximately 15 to 20 m/sec and is
largely due to the effects of ocean foam for
higher windspeeds. Sensitivity to windspeed
increases with frequency and is most pro-
nounced for horizontal polarization at larger
incident angles.

ATMOSPHERIC ATTENUATION AND
SKY NOISE

When radar measurements of a desired
observable are conducted through a long path
length of intervening medium, several unde-
sirable results may occur. First, the medium
can remove electromagnetic energy from the
beam by attenuation and scattering, which
will reduce the amount of power received by
the radar and therefore restrict the dynamic
range of the instrument, or even eradicate
the measurement entirely. Another unde-
sirable aspect is that the index of refraction
of the medium will affect the group velocity
of the electromagnetic wave, thereby result-
ing in unwanted dispersion and time delay
for altimetry. Finally, the noise temperature
of the intervening medium increases with ab-
sorption, resulting in a reduction of the
signal-to-noise ratio.

The pertinent medium is, of course, the
atmosphere. The atmosphere removes power
from the beam either through resonant ab-
sorption by molecular species or by condensed
water vapor. Pulse dispersion occurs because
the index of refraction is frequency de-
pendent. Absorption and dispersion are most
severe when the radar system is tuned to
operate near the resonant lines of the atmos-
phere at 22 GHz (water vapor) and 60 GHz
(oxygen).

Details of the undesirable effects can be
inferred from the papers concerning the
sensing of atmospheric properties. As a gen-
eral statement, any physical phenomenon
that enhances the atmospheric measurement
results in a degradation of the oceanographic
measurement. This is particularly true if the
experiments are conducted from space.

The strongest source of sky noise is the

Sun. The radiometric temperature of the
quiet Sun ranges from 104 K at X-band to
105 K at L-band. The "slowly varying com-
ponent," which is due to sunspot activity,
raises these numbers by one to two orders of
magnitude, and bursts will raise the tempera-
tures to 10" to 1010 K. If a radar or radiom-
eter is pointing at an area of the ocean where
a strong specular component of the Sun is
being reflected from the water, noise may
saturate the receiver.

PHYSICAL PROPERTIES OF WATER

The physical properties of water that affect
the electromagnetic interaction are the
salinity and temperature of the water. These
two quantities are important because the
complex dielectric constant, and hence the re-
flectivity, is a function of both salinity and
temperature.

Experiments currently indicate that the
complex dielectric constant can be cast in the
Debye form

t-e- (3-6)

where
e' =

T=
e0=

P=

dielectric constant
loss factor
the relative dielectric constant as <o— > oo
the relative dielectric constant as <a— >0
2?r/

relaxation time (sec)
permittivity of free space (8.854 x
10-12 F/m)
dielectric conductivity

The quantities es, T, and p are all functions
of temperature and salinity. Stogryn (ref.
3-33) has examined the experimental data
and developed analytical expressions for
these quantities in terms of regression series.
When the dielectric constant is specified, the
reflection coefficient |.R(0)|2 can be derived
from the Fresnel formulas, which, for normal
incidence, is given by

\R (0=0) \* = 1-V7
i+v; (3-7)



172 ACTIVE MICROWAVE WORKSHOP REPORT

It is of interest to note that the geometric
optics expression for the radar scattering
coefficient of rough surfaces is proportional
to |/2 (0=0) |2.

Figure 3-11 shows a plot of reflection co-
efficient as a function of frequency values
that \R(0) |2 may assume because of extreme
variations in the water temperature and
salinity content (0 to 35%0). At frequencies
above 5 GHz, the change in |/?(0)|2 is pri-
marily due to the influence of water tempera-
ture. As the frequency decreases below
5 GHz, salinity becomes a more important
parameter. The gross knowledge of the re-
flection coefficient is important for the sys-
tem design. First, the scattered signal is
2 to 3 dB less than what it would be if the
ocean were a perfect reflector; second, if
|/2(0) |2 is less than unity, thermal radiation
is emitted that decreases the signal-to-noise
ratio of the measurement. The detailed
knowledge of the variation of reflection co-
efficient with salinity and temperature ap-
pears to be of minor importance. Because
the data in figure 3-11 only span 1.88 dB, the
measurement of <r° must be done to within a
few hundredths of a decibel for active sys-
tems to provide accurate temperature (&T =
10°) and salinity (AS = 1%0) measurements
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FIGURE 3—11.—Plot of reflection coefficient as a func-
tion of frequency over the microwave band of 1 to
35 GHz.

of water. Such measurements can apparently
best be done with microwave radiometers.
When water turns to ice, the static dielectric
constant remains unchanged; however, the
relaxation time r increases by several orders
of magnitude. Assuming that the ice is
frozen freshwater (i.e., p = 0), then a large
<or in the Debye equation gives a value « of
approximately er. plus a small imaginary part
(or e=«4.9), in which case |/?(0)|2 is ap-
proximately 0.14. This very low loss, which
results from the significant increase in o>r,
serves to increase the skin depth and enables
the radar to illuminate features covered by
snow and ice.

APPLICATIONS OF PHYSICS TO RADAR
SENSING TECHNIQUES

The purpose of this section is to examine
several concepts for instruments that could
possibly measure some of the important prop-
erties of sea state. In this section, the vari-
ous instruments will not be compared con-
cerning their sensitivity, performance, and
cost; that will be done in a subsequent sec-
tion of this document. Rather, the physical
mechanism of radar scatter in the operation
of the instrument will be examined and it will
be shown how the theoretical concepts and
equations of the section entitled "Physical
Mechanisms of the Radar Echo" can be ap-
plied to quantitatively explain the perform-
ance of the sensors. The principal instru-
ments to be examined in this respect are as
follows.

1. Scatterometer: Mean slopes near verti-
cal are sensitive to sea state. Bragg scatter
from capillary waves at angles sufficiently re-
moved from nadir is sensitive to the instan-
taneous windspeed.

2. Altimeter: Distribution of specular
points at vertical is proportional to the height
distribution of the largest waves.

3. Imaging radars/wave spectrometers:
Local tilts of specular points (and hence
local echo intensity) vary with the slope of
longer waves.
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In addition to these well-known sensors,
several other concepts that could also have
spacecraft application will be described.

Scatterometry

The scatterometer is the simplest form of
microwave radar. It senses the (averaged)
absolute power return from the' sea surface.
The instrument parameters that can usually
be varied for a particular scatterometer sys-
tem are the incident angle and the polariza-
tion states. Because the instrument is usually
well calibrated, it is possible to measure <r°,
the average radar backscatter cross section
of the sea surface per unit surface area, as a
function of incident angle and polarization
state. The scatterometer has already been
flight tested aboard numerous aircraft and
has been flown on Skylab; specific results are
discussed in subsequent sections of this
report.

The normal incident angle range of the
instrument is from the vertical out to 60°.
Near the vertical (<?<20°), the specular-
point theory discussed in the section entitled
"Physical Mechanisms of the Radar Echo" is
applicable. The radar scatter model is given
inequation (3-2). Because the slopes for the
sea are usually Gaussian distributed, equa-
tion (3-2) can be rewritten

„ see'tf

.08r

where £* and £„ are the root-mean-square
(rms) sea slopes in the x and y directions,
with the x-direction here being taken to lie
along the surface in the plane of incidence.
Again, R(Q) is the Fresnel reflection co-
efficient of a smooth sea at normal incidence.
Thus, by measuring CT° as a function of 0, one
can potentially measure the surface slopes
of the sea. Because these slopes are related
to sea state and/or windspeed, it should be
possible to determine these meteorological
parameters with the scatterometer.

An example of one possible straightfor-
ward relationship between surface slope and
windspeed is shown in figure 3-12 (ref.
3-34), which gives both measured data and a

~« .06
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FIGURE 3-12.—Example of possible relationship be-
tween sea surface slope and windspeed.

theoretical prediction for the variation of the
sea surface slope with windspeed. If the
further simplifying assumption is made
(though it may not be necessarily valid) that
the sea-slope distribution is isotropic, then
the expression for <r° can be simplified still
further. In this case, f/ = f„-= £2/2, where
;2 equals £,r+ £/ and is the total mean-square
slope of the surface. Then, at the vertical,

Jo= | f l(0) |2
(3-9)

The slope-dependent specular-point theory
can provide a reasonable basis for the design
and interpretation of scatterometer data out
to incident angles of approximately 20°.

An important question that has an impact
on scatterometer accuracy is the variance
around the apparent mean of the measured
sea-echo points, which is evident in experi-
mental data. No simple theoretical model
completely explains the reason for this vari-
ance. It is quite obvious that this variance
in sea echo, combined with instrumental and
propagation loss variances, will ultimately
limit the accuracy of the scatterometer for
measuring the surface winds.

The bulk of scatterometer data, which has
been obtained by NRL, NASA JSC, and
NASA Langley Research Center (LaRC),
has concentrated on the response at viewing
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angles greater than 25°. The rationale be-
hind the desire to operate in this mode is
twofold: first, the scattering data are pro-
portional to the local wind sector (which is
of interest for meteorological forecasting),
and second, the wide-angle scan will give
wide-area global coverage from satellite plat-
forms. As previously mentioned, Bragg
scattering dominates in this mode of the
scatterometer. Specific descriptions of the
theoretical model and a discussion of flight
results are presented in detail in a subsequent
section. Scatterometers have also been used
in the detection of oil spills (ref. 3-35).

Altimetry

An orbiting microwave altimeter trans-
mits a pulse with an effective spatial length
that is short compared to typical wave
heights (e.g., usually less than 0.5 m). As the
pulse interacts with waves beneath the satel-
lite, it is scattered back toward the satellite
by specular points on the larger gravity
waves. The short pulse is "stretched" tempo-
rarily by the ocean waves, and the degree of
this stretching is a direct measure of the
mean heights of the waves at the suborbital
point. The radar altimeter has been tested on
various aircraft and on Skylab. The pulse
length on Skylab, however, was insufficiently
short to allow a good test of the sensor for
measuring wave height. The primary satel-
lite tests of the instrument are to be con-
ducted with the Geodynamic Experimental
Oceanic Satellite (GEOS-C), which is to be
launched in 1975.

The radar cross section can be expressed
as a function of the height of the radar pulse
interaction region, as shown in equations
(3-10) and (3-11). From the specular-point
theory discussed in the section entitled
"Physical Mechanisms of the Radar Echo,"
backscattered strength from N specular
points is

where
<7i= Gaussian curvature at the tth specular

point
Z4= height of the ith specular point above

mean surface
ka = radar wave number
0=- angle of incidence from vertical

When equation (3-10) is squared, written as
a distribution over height, and averaged, it
becomes

n(Z,g)gdg (3-11)

where 17° (Z) is the average backscatter cross
section per unit area per unit height incre-
ment at height Z, and n(Z, g) is the average
number of specular points per unit area for
heights between Z and Z+dZ and for Gaus-
sian curvature between g and g+dg.

The physical illustration of a radar pulse
of spatial width AZ cos 6— (cr)/2 advancing
over the ocean is shown in figure 3-13. If
this model is used, and it is assumed that a
symmetric Gaussian distribution of sea-wave
heights exists, the expression in equation
(3-12) is obtained for the average radar
cross section of the sea as a function of time.
Radar altimeter power return (£f«ft) is

(3-12)

where
G= antenna gain as a function of time

a(t) = average radar cross section as a
function of time

H = height of the radar altimeter
a= "radio" radius of the Earth («4/3

times actual Earth radius)
s2 = total slope

xM - (cr) / [4( ln2) 1 / 2 ]
tp=
*.=

V«r«= 2 (3-10)

= [ (81n2)/*|] + (l/s2), where *e
and *B are shown in figure 3-14

h2 = mean-square sea wave height
<j>(x) = error function of argument x

Two constants tp and t, appear in this model.
In normal satellite operation, ts will be much
larger than tf; this is defined as the "pulse
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FIGURE 3-13.—Physical illustration of specular point scatter (specular points are high-
lighted).

limited" mode of altimeter operation. In this
case, the return signal (as expressed by the
average radar cross section as a function of
time in eq. (3-12)) is as shown in figure
3-15. The slope of the leading edge of the
signal is a function of the significant sea-
wave heights H1/3 at the suborbital point.
This portion of the signal is the one that must
be used to extract "sea state."

The constants tt and ts have simple geo-
metric interpretations that help to explain
the nature of the received signal. As shown
in figure 3-16, tp represents the amount that
the incident signal (propagating vertically
downward) gets stretched by ocean waves
of height h. The constant ts is a measure of
the time that the radar echo is being received
from the sea, as shown in figure 3-14. In the
pulse-limited mode (£„»£„), this return will
be received from a spherically advancing
resolution cell as long as (1) there are specu-
lar points with slopes large enough to back-
scatter, and (2) the antenna beamwidth is
great enough to permit illumination of the
sea. For pulse-limited operation, the length
of the trailing edge of the pulse shov/n in
figure 3-15 is essentially ta.

Because the information on significant
sea-wave height for pulse-limited altimeter
operation is contained in the slope of the

leading edge, one way of retrieving the height
distribution information is to differentiate
(as a function of time) the averaged leading
edge. This derivative is then essentially a
pulse that is directly proportional to the
ocean-wave height probability density func-
tion. This effect is shown in figure 3-17, in
which a more realistic height distribution
than the symmetric Gaussian function is now
used. Oceanographers have known that, for
greater wave heights, the height probability

A--.Radar altimeter antenna

Antenna illumination pattern

-B

Edge of effective specular scattering
area *e (combination of antenna illumination pattern and

angular distribution of required specular scatterers)

Advancing radar
/ resolution cell

FIGURE 3-14.—Interpretation of altimeter model con-
stant t,.
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FIGURE 3-15.—Average radar cross section as a function of time (where Hi/a is signifi-
cant wave height and W is windspeed).

density function is skewed toward heights
above the mean plane. This skewness can be
described by a parameter 8, which can be as
high as 0.4. Hence, the upper graphs in
figure 3-17 show wave probability density
functions (with and without skewness) for
various wave heights. The lower graphs
show the time derivative of the averaged
leading edge of the received signal for a
10-nsec transmitted pulse (in the absence of
noise). This signal, for greater wave heights,
is stretched in direct proportion to the width
of the height probability density function.
However, note that when the height density
function is skewed (dashed curve), the radar
return is also skewed, but in the opposite
direction. This has been observed experi-
mentally, where the radar "centroid" of the
measured altimetry return appears to move
toward the troughs and away from the wave
crests. The theoretical model explains this
shift and can be used as a correction to
quantitatively determine the error factor in-

troduced by wave skewness for the purpose
of determining the mean sea position.

The specular-point model, and its extension
to radar altimetry, therefore adequately ex-
plains the interaction mechanism with the
sea and can permit both the design of the
sensor and the interpretation/extraction of
sea-wave height information from the re-
ceived signal.

Average scattered
pulse after

stretching by
sea waves

FIGURE 3-16.—Interpretation of altimeter model con-
stant tr.
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FIGURE 3-17.—Wave probability density functions.

Imaging Radars

Recently, airborne imaging radars have
recorded very striking radar "pictures" of
longer ocean-wave patterns that very clearly
show the periods and directions of the vari-
ous "swell type" wave components present
on the sea. These high-resolution radar
images are formed by synthetic aperture
techniques, in which fine detail parallel to
the flightpath is obtained by "synthesizing"
a long antenna from the small aircraft an-
tenna by combining the received signals at
different points along the aircraft flightpath.

The purpose of this section is to explain
that factor in the scatter process that permits
the imaging radar to see the long gravity
waves. For this purpose, it is adequate to
consider only a high-resolution radar with a
resolution cell size that is small in terms of
the ocean wavelengths under observation,
and to ignore the mechanical details of how
the signal is processed aboard the aircraft to
actually achieve this image. Because the
imaging radar appears to have such great

long-term potential for oceanic sensing from
spacecraft, this understanding of the scatter
process appears to be essential to the proper
interpretation of the images in terms of sea
state (or the wave-height directional spec-
trum) .

The fact that the imaging radar "sees"
gravity waves tens of meters in length (when
the radar wavelength itself is only centi-
meters) indicates that the long wave is
"modulating" the intensity of the echo over
different parts of the wave. The most dis-
tinctive wave patterns in these radar images
appear within approximately 25° from the
vertical. The specular-point theory explains
scatter in this region (see the section en-
titled "Physical Mechanisms of the Radar
Echo"). Because the specular points pro-
ducing scatter at centimetric radar wave-
lengths are themselves ocean-wave features
with dimensions that are centimetric in scale,
these small-wave features obviously must be
affected by the presence of the long wave on
which they are riding.
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There are mechanisms by which modula-
tion of the small specular-point scatterers
can be produced by a long underlying gravity
wave, thus enhancing the radar visibility of
the long gravity wave. If one assumes (to
first order) that the total slope of the surface
is the sum of the slopes of all the surface
components present, then the long gravity
wave causes all the surface components
present and also causes all the small-wave
specular points to be tilted according to its
own slope. Thus, for the radar look direction
shown, more specular points will be on the
forward face of the wave than on the back
side. The diagram in figure 3-18 illustrates
this modulation pattern as a "radar reflec-
tivity plot," in which the heavier shading
corresponds to the greater reflectivity on the
forward wave face. Hence, a periodic pattern
of radar reflectivity is produced that corre-
sponds to the long underlying gravity wave.
The equations under the plot use the previous
specular-point model (eq. (3-2)) to show
how the slope probability density function of
the small wavelets is modified to account for
the presence of the long wave slope f£. The

Radar look
direction

second equation expands the small-scale slope
density function in a Taylor series, showing
that (to first order) the radar cross section
is indeed proportional to the slope of the
long underlying gravity wave. This explains
why the longer wave is visible and also
provides a quantitative estimate of the
intensity of this modulation.

A second mechanism (fig. 3-19) can also
produce a radar reflectivity pattern that car-
ries the modulation of a long underlying
gravity wave. As a result of hydrodynamic
nonlinear interactions involving straining
and surface tension, short capillary waves
tend to be concentrated more on the leading
edge of the long gravity wave. The leading
edge is defined as the side of the long wave
the normal of which points in the same
direction as its phase velocity. Capillary
waves are excited by very gusty, strong
winds and hence may be absent entirely when
there is little wind. When they are present,
however, they will arrange themselves in a
spatial pattern with the periodicity of the
underlying gravity wave and thereby produce
a radar cross section that (to first order)
varies directly with the slope of the under-
lying gravity wave. The proportionality
constants, which depend on wind, are pres-
ently unknown. They could be estimated
either theoretically or experimentally.

One final effect may (in some cases) ac-
count for the "wave" patterns seen by an
imaging radar. This effect is the orbital
velocity of the short radar-reflecting capillary
waves due to the presence and motion of the
long underlying gravity wave. These scat-

Radar reflectivity plot

.. <r° airsec4 e[ps(tan e,0> - ;* (x)Ps'(x)(tan 6,0)]

FIGURE 3-18.—Specular-point tilt superposition
(where P, is the probability density function in the
specular direction).

Phase velocity of long
gravity wave

Radar reflectivity plot

FIGURE 3-19.—Capillary bunching on leading edge.
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tering specular points on the larger gravity
wave execute a circular motion as the longer
wave passes beneath them. For a given
position of the long wave, the direction of
this circular motion is in the directions shown
by the arrows in figure 3-20. The speed
va of this motion is constant and equals
2a.[(2ir£r)/L]1/2) depending on the amplitude
a and length L of the long wave. Therefore,
at some points on the long wave, the specular
points have no component of motion along
the radar direction (where the vector is
perpendicular to the radar line of sight). At
other points (in particular, within two re-
gions over one period of the longer wave),
the orbital velocity component lies along the
radar look direction, and the specular points
are moving relative to the radar and hence
changing their phase with time, as observed
at the radar receiver. Because the return
from the sea in an imaging radar is observed
and integrated for some finite period of time
T, the distance traveled by these "maximum
radial velocity" specular regions during this
time is v0T. If this distance is greater than
one-quarter of the radar wavelength, destruc-
tive phase interference will occur in these
regions and the "image" will appear weaker
(or effectively "blurred"). For example, for
a long wave with an amplitude of 1 m and a
length of 15 m, destructive interference will
occur for processing times greater than 6

Radar look-
direction

\

Radar reflectivity plot
tWto Vtilt

FIGURE 3-20.—Capillary motion caused by orbital
velocity.

msec when viewed at S-band frequencies
(10cm).

The radar reflectivity plot corresponding
to this temporal smearing effect is shown in
figure 3-20. The important fact is that this
effect, unlike the previous two, produces a
reflectivity plot that appears as a second
spatial harmonic of the fundamental gravity
wave. Thus, the radar image would give the
misleading impression that the ocean wave
seen by the radar was one-half its actual
length.

Which of the three mechanisms is domi-
nant is not clear. Because only the first has
been analyzed quantitatively, the others, at
this time, can only be qualitatively described
and said to have some part in the production
of the radar image. Further analysis is
required on the latter two to ascertain their
quantitative role in the process. As can be
seen from the reflectivity plots and from
the equations, the three effects do not always
reinforce each other constructively for all
angles. Because, in addition, the specularly
reflecting capillary waves are present on top
of the long swell-type gravity waves only in
gusty wind conditions, there may be several
situations that involve combinations of effects
in which the long gravity waves are not
visible at all on radar images. This may
explain the "sometimes" nature of swell pat-
terns in radar images when compared to
optical photographs.

MICROWAVE RADIOMETRY
APPLICATIONS

The rationale of including a discussion on
microwave radiometer measurements of the
ocean surface is that some oceanographic
parameters can best be made with radio-
meters (rather than radars). As noted in a
previous section, using a radar to accurately
measure ocean-surface temperature and
salinity is unrealistic. Microwave radiom-
eters, however, offer a very attractive
possibility. A plot of brightness temperature
as a function of salinity content of the water
is shown in figure 3-21 for 1.0 and 5.4 GHz.
Brightness temperature as a function of
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FIGURE 3-21.—Brightness temperature as a function
of salinity content.

water temperature is plotted for the same
two frequencies in figure 3-22.

The relative independence of brightness
temperature with salinity at C-band coupled
with the strong salinity dependence at L-band
suggests that an airborne two-frequency
radiometer system can be used to measure
water temperature and salinity. An S-band
radiometer developed for the NASA AAFE
has demonstrated the capability of measuring
brightness temperature to an accuracy of
0.3 K. A companion instrument operating
at L-band (which is being constructed at
LaRC) would open the possibility of simul-
taneously measuring water temperature and
salinity to respective accuracies of at least
1 K and 1%0. The 1%0 accuracy figure for
the salinity measurement is valid only if the
salinity is greater than 5%0.

The most attractive use of the microwave
radiometer is as an instrument to comple-
ment the scatterometer for wind measure-
ments. Radiometers may be required to
provide atmospheric corrections for active
measurements.

CONCLUSIONS AND RECOMMENDATIONS

There is firm experimental evidence to con-
clude that the electromagnetic backscattering

process at microwave frequencies is due to
(1) specular-point reflections when the view-
ing angle is within 20° of nadir, and (2)
resonant (Bragg) scattering when the view-
ing angle is beyond 20° from nadir. The first
phenomenon is intimately linked to the tilt
of gravity waves, and the second is due to the
spectral characteristics of the capillary or
short gravity wave spectrum.

The response of the radar altimeter can
be interpreted in terms of the specular-point
theory; that is, the impulse response is
stretched in time in a manner that is pro-
portional to the vertical distribution of
specular points.

The scatterometer measures sea slope near
vertical incidence as a result of the change
in the rms tilt of specular points. At angles
sufficiently removed from the vertical, the
scatterometer responds to the wind fields
because of the instantaneous change in the
Bragg spectrum of short waves.

More analytical work is required to define
the scattering process associated with pro-
mising experimental techniques, including
the imaging radar. Microwave radiometers
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should be incorporated as complementary
instruments, specifically in regard to ocean
temperature measurements, salinity meas-
urements, and inference of high windspeeds
due to the presence of surface foam.

Parallel analytical and experimental efforts
are recommended to establish the accuracy
with which windspeed can be measured from
the percent foam coverage.

PART C

LOCAL PHENOMENA

This section is devoted to the oceanic and
coastal phenomena with dimensions ranging
to 100 km. The two major categories dis-
cussed are waves (their generation and
dynamics) and ocean-land related problems.

The dynamics of surface waves in both
capillary and gravity ranges indicates that
microwave technology provides a superior
means of measuring simultaneously the
spatial and temporal properties of ocean
waves. The need for basic studies of physical
phenomena in support of active microwave
sensing is indicated. Active microwave scat-
tering from surface waves is discussed in
terms of wave dynamics. Ocean waves re-
ceive most of their energy from wind. The
state of the art in wind measurements by
conventional methods shows a gross inade-
quacy of present surface-sampling techniques
for global weather and wave forecasting;
microwave technology offers the potential to
alleviate many of the problems. Global
aspects of wind climatology are included in
the discussion of large-scale phenomena in
the section entitled "Global Wave Statistics."
The subject of internal waves is relatively
new and is less well understood in comparison
with surface waves. Internal waves, even
though they exist well below the microwave
skin depth, are frequently detectable through
surface manifestations such as convergence
zone slicks, which have been visible in Earth
Resources Technology Satellite/--, (ERTS)
imagery. Internal waves may als'b possibly
be detected from surface temperature anom-
alies in the divergence zones. Thus, by

monitoring surface properties with micro-
wave sensors, a mathematical model for the
prediction of internal waves might be de-
veloped.

The second category deals with the inter-
action between the ocean and its land bound-
aries in the coastal zone. The monitoring of
shoreline changes is very important for coas-
tal engineering and oil-drilling structures,
beach erosion, coastal navigation, and recrea-
tion. The wave climate, the single most
important parameter affecting coastal proc-
esses, could be monitored in great detail over
large areas by satellite-borne active micro-
wave sensors.

All these phenomena influence the ocean-
surface structure in various ways, which are
detectable by active microwave instruments.
The signatures of signals obtained by such
instruments and their relationships to oceanic
and coastal processes provide an invaluable
aid to understanding these processes.

WAVES

Human activities on the sea are very much
influenced by waves, which damage struc-
tures and cargoes, change shorelines, and
slow the progress of ships. A better under-
standing of waves and better wave predic-
tions will benefit marine activities and yield
concomitant economic benefits.

In the past, wave measurements have been
difficult, and understanding of the genera-
tion, propagation, mutual interaction, and
decay of waves on the ocean is based on
several good oceanographic experiments. In
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the following paragraphs, the present under-
standing of wave spectra is outlined, and the
ways in which microwave systems may
facilitate wave measurement and how this
might provide scientific and economic benefits
are discussed.

Ocean waves may be defined as undulations
of the surface with time scales in the range
from 0.025 to 25 sec, corresponding to wave-
lengths in the range from 0.02 to 1000 m,
respectively. These are subclassified as (1)
gravity waves, with time scales in the range
from 0.1 to 25 sec, length scales from 2 cm to
500 m, and heights to 30 m, or (2) capillary
waves, with time scales in the range from
1Q-1 to 10~2 sec, length scales from 0.5 to 2.0
cm, and heights of less than 1.0 cm. Ocean
waves are random, and a time record of the
ocean-surface displacement in a storm region
may contain wave periods in the entire range
indicated earlier. Far from a storm center,
waves become more organized as the longer
waves propagate more rapidly out of the
region. Long waves occurring away from
storm centers are referred to as swells. Long
waves approaching a coastline are influenced
by the drag of the bottom and become shal-
low-water waves. Wave energy is eventually
dissipated through breaking in an active
near-shore area called the surf zone. Wave
energy is also dissipated offshore through
viscous effects and by breaking, which is
evidenced by the presence of whitecaps. The
processes of wave generation by wind; the
transfer of energy between the various wave
spectral components by wave-to-wave inter-
action; and the dissipation of energy by
viscosity, breaking, and bottom effects are
extremely complex and constitute a research
area under intensive investigation by theore-
ticians and experimentalists.

The statistical properties of gravity waves
vary slowly in time and space and can be
described locally by a three-dimensional
Fourier transform F (k, <£, «) ; that is, the sea
surface can be considered as a superposition
of waves of all wavelengths L— (2jr)/fc and
periods T=(2ir)/<a traveling in all possible
directions </>. Usually, the larger waves

(L>1 m) are assumed to obey the dispersion
relation applicable to infinitesimal amplitude
gravity waves (<a2 = gk). This reduces the
dimension of the spectrum by one, and the
resulting function is the directional spectrum
>/>(&,<£)=)/,! (to, </>). The sea surface is now de-
scribed as a superposition of plane waves
with various wavelengths and directions.
These wave components are generated by
the wind, interact with other wave com-
ponents, propagate away from their gener-
ating area, and eventually decay. Clearly,
study of these processes requires a simple,
routine method of measuring these individual
components of the wave spectra. Such a
method does not now exist.

Integration of the function <]/(k,<j>) over all
angles yields the one-dimensional spectrum
<K«j). This is the more easily measured
spectrum of sea-surface elevation measured
at a point. Integration of i//(<a) gives the
variance of wave height at this point <Z2>.
This statistic is frequently reported in terms
of the significant wave height //1/3, which
historically has been defined as the average
of the highest one-third of waves present in
a sea. More recently, it has been taken to be

#1/3 = 4<72>1/2 (3-13)

where <> indicates ensemble average.
The statistics of the ocean surface, especi-

ally the statistics of wave-number distribu-
tion, are poorly known. In fact, F(k, <]>,<»)
has never been measured. In discussing what
is known about the various spectra, it is
convenient to consider the simplest first.

From the wave-height variance, the rms
wave height, <Z2>1/2, and significant wave
height are easily estimated. Most data come
from "eyeball" estimates of significant wave
height reported by transient ships and, less
commonly, from accelerometers on weather
ships and buoys. Large amounts of data are
available: atlases give wave climate over the
world's oceans, wave height is routinely in-
cluded in weather reports from ships, and
wave height is routinely predicted by such
groups as the Fleet Numerical Weather Cen-
tral and the National Weather Service.
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The one-dimensional spectrum is commonly
measured with wave staffs or accelerometers
mounted on buoys and ships. The general
shape of the function and its relation to
windspeed, duration, and fetch are reason-
ably well known for wavelengths greater
than 1 m. Little is known of \jt(<a) in the
region between 1 m and 1 cm because few
measurements have been made. The equiva-
lent function >f r (k ,< f>) is almost unknown for
these wavelengths because the dispersion
relation <a2 — gk cannot be applied accurately
to short waves. This has important conse-
quences. Microwave signals are Bragg
scattered by ocean wavelengths in this band,
and lack of knowledge of the generating
mechanisms of these waves hinders, to some
extent, the application of active microwave
systems that use sea scatter for inferring
such factors as oceanic winds. Conversely,
the Bragg scatter can be used to investigate
this wavelength region of </<.

The directional spectrum <(/(k,<t>) is not
well known. Measurements have been taken
a few times in a few selected places, but the
dependence on windspeed, duration, and
fetch could be better described.

Capillary waves have been traditionally
investigated by theoreticians and experi-
mentalists with academic interests. More
recently, and with the onset of microwave
instruments as remote sensors, capillary
waves have attracted more attention from a
more practical point of view. The roughness
of the sea is interpreted by the density and
structure of capillary waves, which respond
to windspeed. The detection of sea-surface
roughness by active microwave instruments
offers the potential of remote determination
of windspeed.

Laboratory studies by Wright and Keller
(ref. 3-36) indicate that Bragg scattering
dominates radar return signals for angles
greater than 20° from the vertical. The
primary return is from capillary waves. The
dynamics of capillary waves, therefore, as-
sume central importance in understanding
radar return at higher angles of incidence.

Capillary waves are sensitive to wind

forcing, local currents, orbital velocities of
long gravity waves, and changes in surface
tension due to slicks induced by oil spills or
biological activity. Laboratory experiments
by Shemdin et al. (ref. 3-37) (fig. 3-23)
indicate that a linear relationship exists be-
tween capillary wave slope energy <^8 and
windspeed W for each frequency. A satura-
tion level is achieved at a certain windspeed
beyond which the slope energy remains con-
stant. Higher frequencies achieve saturation
at higher windspeeds. The same study (fig.
3-24) also indicates the influence of long
waves on capillary waves at various wind-
speeds. These results provide an understand-
ing of the scatter evidenced in relating
windspeed to radar backscatter. Indeed,
windspeed is only one of the variables that
affect capillary waves, which in turn deter-
mine the magnitude of the backscatter.

Imaging radar has the capability of de-
tecting long gravity waves and directions
primarily because capillary waves vary in
intensity along the profile of long waves.
The variation is induced directly or indirectly
by the orbital velocities of the long waves.
The interaction between capillary waves and
long gravity waves is nonlinear, and a com-
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FIGURE 3-23.—Wind dependence of slope spectral
values at different frequencies.
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plete understanding of the process is under
investigation. Presently, it is not evident
how one may obtain heights of the long
gravity waves from variations of the radar
imager return from various phase positions
along the profiles of the long waves. The
remote determination of the directional wave
spectra is of central importance to users
involved in structural design and protection
in coastal and offshore areas.

Microwave technology now provides a
means of simultaneously measuring the
spatial and temporal properties of ocean
waves. This is far superior to the traditional
methods of measuring the time history of
water-surface elevation at a fixed position
or the spatial distribution of waves from a
photograph. The dynamics of wind-gener-
ated capillary waves as revealed by a Doppler
radar mounted on a wave tank are far more
complex than the traditional understanding
based on hydrodynamics. The surface drift,
for example, can increase wave dispersion

by as much as 100 percent. The modulation
of capillary waves by long gravity waves can
be more easily investigated by active micro-
wave instruments in a wide range of wind-
speeds.

For larger ocean waves, active microwave
measurements are expected to produce rou-
tine estimates of significant wave height
#,/3 and of the directional wave spectrum
tj , (k ,< t>) . The dispersion of a high-resolution
altimeter pulse gives H1/3 directly. High-
resolution real and synthetic aperture radars
have shown images of waves. Suitable optical
or digital processing is expected to yield the
directional spectrum (or slope spectrum)
of large ocean waves.

Satellite measurements of the directional
spectrum of ocean waves are expected to have
a number of important benefits to pure re-
search, ocean engineering, and marine ac-
tivities. First, development of the satellite
instruments will lead to simple, reliable
techniques for measurement of the spectrum.
Given the development of such a technique,
substantial benefits will accrue from the
increased knowledge of ocean waves.

Wave forecasting models can benefit
greatly by direct measurement of wind and
waves with appropriate microwave sensors.
Daily.global coverage of areas of approxi-
mately 1000 km2 will verify and update
numerical models for forecasting wind and
waves. Representative spot measurements
over areas of approximately 5 km2 will be
more useful. Windspeed resolution of ap-
proximately ± 2 m/sec over a range up to 50
m/sec will be needed to cover storm areas.
Measurement of wavelengths from perhaps
25 to 500 m and a resolution of 5 to 25 m will
also be needed.

For pure research, measurements of the
spectrum as a function of windspeed and
fetch can be used to test theories of wave
generation. To date, only a few measure-
ments of wave growth have been published.
Measurements near the edge of strong cur-
rents can test theories of wave trapping and
refraction by current shears; the effect could
be substantial but has never been measured.
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Measurements made in conjunction with
simultaneous oceanic internal wave fields can
test theories for the generation of internal
waves by surface waves; internal waves have
often been measured. Internal waves affect
the propagation of sound in the sea, but no
generally accepted theory for their genera-
tion exists.

Routine measurements of wave size and
direction will lead to reliable catalogs of wave
climatology of benefit to marine engineering
activities. A few examples can be listed as
follows:

1. Offshore structures are designed to
withstand the largest expected waves from a
particular direction. Improved wave clima-
tology will lead to more reliable, less costly,
and safer designs.

2. The siting and design of breakwaters
and harbors depends on the expected direc-
tion of arrival of large waves, and these
data can be supplied by satellite.

3. Ships are often slowed and their cargoes
damaged by large waves. If the oceanic wave
field were known, ship routing predictions
could be optimized for most economic opera-
tion. The wave field will be measured by
satellite and its future development will be
predicted from the improved models of wave
generation that are themselves produced
from satellite data.

4. The wave spectra are also important in
more accurate forecasting of mixed layer
dynamics, and hence the entire range of
fluxes of heat, momentum, and energy be-
tween the ocean and the atmosphere.

As indicated, the dynamics of capillary
waves have a central function in radar return
from the ocean surface at angles greater than
10° from the vertical. Field measurements
of capillary waves are extremely limited at
the present time and must be developed.
Recent laboratory measurements of capillary
waves by Shemdin et al. (ref. 3-37) verify
the existence of strong interactions between
capillary waves and long gravity waves.
Wright and Keller (ref. 3-38) more recently
placed an X-band Doppler radar over the
same laboratory facility and found that the

return from the water surface is strongly
modulated by the long gravity waves. Suf-
ficient evidence already exists that suggests-
that radar return is governed not only by
wind but also by all physical and dynamical
factors that control the generation and decay
of capillary waves.

The imaging radar detection of long gra-
vity waves is another manifestation of the
aforementioned observations. Although the
wavelength and direction can presently be
obtained from the imaging radar, wave
height is not yet obtainable. Research into
the dynamics of capillary wave modulation
by long waves and the effect on surface back-
scatter may be useful in relating heights of
long gravity waves to the modulation of the
capillary wave backscatter over the wave
profile. Photographic methods exist (ref.
3-39) by which directional wave-number
spectra of long waves can be obtained. The
aim must be to develop the methodology by
which the imaging radar information can be
treated as an all-weather "photograph" from
which directional wave-number spectra can
be extracted.

The full utilization of active microwave in-
struments for remote sensing will require a
comprehensive program of basic studies of
physical phenomena, evaluation of instru-
ments, and comparisons with sea truth. The
basic studies must include the response of in-
struments to wind and capillary waves in the
presence of long gravity waves, currents, and
surface agents. Field and laboratory pro-
grams will both help toward this end. Of
paramount importance will be the availa-
bility of an adequately instrumented field sta-
tion to monitor wind, capillary and gravity
waves, currents, temperature, and surface
tension. Airborne microwave instrument
measurements can then be compared directly
to the sea truth to delineate the various fac-
tors influencing the return.

The existing capability to predict ocean
waves is primitive compared to what might
be done subsequent to further development of
satellite microwave instruments as remote
sensors. The potential can only be realized
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in conjunction with numerical models, be-
cause the satellite coverage will not be fre-
quent enough to monitor continuously the ra-
pid changes normally encountered in storms.
The periodic coverage will be best utilized to
improve numerical models, which then be-
come useful on an operational basis with
continuous updating of new information.

WINDSPEED

From a historical standpoint, airborne re-
mote sensing for oceanography began in
January 1785 with the first balloon flight
over the English Channel, from Dover, Eng-
land, to the forest of Guines, France. How-
ever, the only remote-sensor system available
at that time, and for a long time to come, was
the human eye. The only observable phe-
nomena probably seen on the sea surface by
the observers were surface waves and white-
caps. At that time, the balloon flight itself
was more important that any observations
made. It is interesting to note that, once
again, lighter-than-air craft are being con-
sidered as a platform for remote-sensing ex-
periments.

In the early 19th century, technology had
not yet advanced to the point at which in-
strumentation existed for the purpose of
measuring windspeed and wave height. Prob-
ably the oldest and best known of the rela-
tionships between windspeed and wave
height is the Beaufort wind scale (table 3-
III) designed by Admiral Sir Francis Beau-
fort in 1805. The scale was based on the ef-
fects of various windspeeds on the amount
of canvas that a full-rigged frigate of the pe-
riod could carry. Table 3-III, a condensed
modern version of the original Beaufort
scale, describes the sea surface appearance
as a function of windspeed.
. With the development of the cup anemom-
eter in the second half of the 19th century,
(supposedly) accurate information on wind-
speed could be obtained. Although other,
more accurate wind-measuring systems have
been developed through the years, data from
any windspeed sensor located on the sea sur-
face should be considered with caution.

Ever since man has been able to estimate
or measure windspeed and wave height, he
has attempted to form some empirical rela-

TABLE 3-III.—Condensed Version of Beaufort Wind Scale

Beaufort
number

0
1
2

3 . . . .

4

5
6

7

8

9
10

11

12

Definition

Calm
Light air
Light breeze

Gentle breeze

Moderate breeze

Fresh breeze
Strong breeze

Moderate gale

Fresh gale

Strong gale
Whole gale

Storm

Hurricane

Windspeed,
m/sec

Under 0.5
0.5 to 1.5
2.1 to 3.1

3.6 to 5.1

5.7 to 8.2

8.7 to 10.8
11.3 to 13.9

14.4 to 16.9

17.5 to 20.6

21.1 to 24.2
24.7 to 28.3

28.8 to 32.4

32.9 or more

Description of effects
on sea surface

Sea mirror smooth.
Ripples present without foam crests.
Small wavelets; crests glassy but do

not break.
Large wavelets ; crests begin to break ;

occasional whitecap.
Small waves becoming longer; fre-

quent whitecaps.
Moderate waves ; many whitecaps.
Large waves form ; white foam crests

more extensive; streaks develop.
Sea builds up : streaks very noticeable

in wind direction.
Moderately high waves; well-defined

streaks.
High waves ; dense streaks.
Very high waves ; sea surface appears

white.
Exceptionally high waves; sea covered

with large patches of foam.
Air filled with spray and foam; sea

completely white ; driving spray.
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tionship between the two. Probably the most
famous of the studies was that of Sverdrup
and Munk (ref. 3-40). For the first time, an
attempt was made to relate windspeed to the
significant wave height (the average of the
one-third highest waves in a long sequence of
waves at a given location) and predict the
significant wave height at other locations
from wind-velocity information. The signifi-
cant wave-forecasting technique lends itself
readily for computer application and, indeed,
continues in operation on a daily basis by
both the National Weather Service and the
Navy's Fleet Numerical Weather Central.
Unfortunately, the significant wave method
is not able to fully describe what is occurring
at the sea/air interface. For this purpose,
the directional wave spectrum and momen-
tum transfer rates are needed.

In the late 1940's, the English pioneered
in experimenting with wave spectral proc-
essing, which led eventually to techniques for
obtaining shipborne ocean-wave records with
the Tucker meter. The wave spectral concept
received added impetus from the superposi-
tion theory, which describes the sea surface
as an infinite number of sinusoidal waves
with different heights, periods, and phases
all traveling in different directions. This
theory is the basis for numerical prediction
of ocean-wave spectra. Within 11 yr, many
spectral forms were developed that purported
to describe the limiting wave spectrum for a
specific windspeed (i.e., a fully developed
sea).

The fundamental requirement for produc-
ing accurate ocean-wave spectral forecasts is
accurate wind velocity data over a dense data
network. This data network is scarce at the
present. In addition, the quality of available
wind-velocity data is questionable. Numer-
ous factors can adversely affect wind-velocity
observations at sea as well as any unknown
possible malfunction in the anemometer sys-
tem itself. Some of these factors are the fol-
lowing :

1. Instrument sheltering: Mast-mounted
anemometers could be sheltered by the mast
and produce erroneous observations.

2. Anemometer height: Most anemometers
aboard ships are not located .at a standard
height above the sea surface. Because wind-
speed does vary with elevation above the
surface, windspeeds should be adjusted to a
standard level.

3. Atmospheric stability: Atmospheric
stability is important in determining how
windspeed varies as a function of elevation
above the sea surface. Stability is a function
of sea-air temperature difference. Under neu-
tral stability conditions, when the air and
sea-surface temperatures are equal, wind-
speed varies logarithmically with elevation.
This neutrally stratified air may range in
thickness from a fraction of a meter to per-
haps 1500 m in the extreme.

4. Ship motion: Ship motion will tend to
truncate high- and low-windspeed estimates
by changing the effective anemometer height;
hence, the rougher the sea, the greater the ef-
fect. The wind-velocity vector must also now
be corrected for the forward translation of
the ship.

Windspeeds at sea are sometimes estimated
by nonanemometer means such as the follow-
ing:

1. Wind estimates from visual wave-height
estimates: Observers would estimate the
wave height and then correlate their observa-
tions with a windspeed/wave-height scale
such as the Beaufort scale.

2. Whitecap density: The windspeed could
be estimated from the percentage of white-
caps and foam present on the sea surface.
Whitecap production begins with a 6- to 7-m/
sec windspeed. At approximately 12 m/sec,
the wind hurls the whitecaps downwind in
the form of streaks.

3. Navigational estimates: Wind velocity
could be estimated by vector addition from
the position, heading, and drift of a ship.

Windspeed may also be inferred from the-
following other data:

1. Synoptic weather maps: Geostrophic
and gradient winds may be estimated from
surface weather maps where there are no
ship observations.

2. Ocean-wave records: Windspeed may
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be inferred from the variance of a wave spec-
trum obtained by spectrally analyzing an
ocean-wave record.

From the previous discussion, one can see
that the deficiency in oceanic wind data is due
not only to technology but also to the paucity
of ships at sea at any specific time. At no time
are there more than six weather ships syste-
matically obtaining ocean wave records on
the world's oceans. Furthermore, there are
no longer any weather ships flying the U.S.
flag. The primary means for obtaining wave
data at sea is by visual techniques. For the
purposes of wave forecasting and describing
what is occurring at the sea/air interface,
visual wave observations are inadequate. A
visual wave-height observation does not sup-
ply enough information. In addition, accu-
rate visual wave-height observations are dif-
ficult to make in rough seas and at night.

The wave records obtained systematically
at the six foreign weather ship locations have
proved to be invaluable. Unfortunately, proc-
essing of these wave records for spectral
content is delayed for as long as 30 days or
more because each ship remains on station
for several weeks and no processing facilities
are aboard. Furthermore, not all the wave
records are processed: those that are proc-
essed are not widely distributed and are
mainly used for research. The processed
wave records from the Tucker-type shipborne
wave recorders yield only a one-dimensional
spectrum. The most desirable method for
ocean-wave prediction is the directional wave
spectrum (i.e., the distribution of spectral
wave energy with wavelength and direction).
Although techniques exist for obtaining di-
rectional wave information, there remains no
operational program (except in research ex-
periments) for obtaining these data.

The orbiting of an active microwave sen-
sor aboard a satellite has the potential for
revolutionizing the methods by which global
ocean wind and wave information are ob-
tained and for improving the quality of pres-
ently obtained information. For both mete-
orologists and oceanographers, this could
represent a great increase in the amount of

global ocean wind and wave information to
become available on a regular basis for both
short- and long-range weather and wave pre-
diction. The knowledge of Southern Hemis-
phere sea-surface conditions would improve
tremendously, because little information is
presently available from the Southern Hemis-
phere oceans by conventional means. Large-
scale air/sea interactions between the North-
ern and Southern Hemispheres could be
monitored and studied. Predictions of upper-
air meteorological parameters would im-
prove as a result of more reliable lower
boundary (surface) input parameters. The
total impact of an active microwave system
orbiting the Earth cannot now be deter-
mined; however, the process of monitoring
and forecasting the marine environment
could be revolutionized by having such a sys-
tem in orbit.

To provide the most meaningful informa-
tion about global-scale ocean winds and
waves, certain minimum specifications are
required for parametric values (table 3-IV).

TABLE 3-IV.—Sensor Specifications for
Remote Sensing of Surface Winds and Waves

(a) Deep Water (global)

Surface winds:
Velocity, m/sec 2 to 50 (±2 or 10 percent)
Direction, deg 0 to 360 (±20)
Field of view, km 20 by 20
Sample intervals, km 250

Waves:
Length, m 50 to 500 (±25)
Direction, deg 0 to 360 (±10)
Height, m 0.5 to 30 (±0.5 or 10 percent)
Field of view, km 20 by 20
Sample intervals, km 250

(6) Shallow water (local)

Surface winds:
Velocity, m/sec 2 to 50 (±2 or 10 percent)
Direction, deg 0 to 360 (±5)
Field of view, km 3 by 3
Sample intervals, km 50

Waves:
Length, m 50 to 500 (±25)
Direction, deg 0 to 360 (±5)
Height, m 0.5 to 30 (±0.5 or 10 percent)
Field of view, km 3 by 3
Sample intervals, km 50
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Active microwave technology has not yet
been proved capable of providing information
over the entire windspeed range recom-
mended. As a result, a complementary multi-
frequency passive microwave system should
be part of the total sensor package aboard a
given orbiting satellite. This system would
allow more complete coverage of the required
windspeed range, although greater complex-
ity is necessitated by the inclusion of a pas-
sive system. The incident angle, polarization
(preferably both horizontal and vertical),
frequency, and atmospheric attenuation be-
come important factors to be considered. Be-
fore operational deployment of such a com-
bined system, a breadboard version should be
tested aboard the Space Shuttle or as a scien-
tific experiment aboard another satellite.

Information on global sea-surface condi-
tions has many applications. Accurate sea-
surface conditions are important to commer-
cial fishing, both near shore and in the open
ocean; naval operations; optimum-time ship
routing; search-and-rescue operations; deep-
sea and near-shore drilling operations; long-
range weather prediction; hurricane detec-
tion, tracking, and prediction; near-shore
recreational activities; and further scientific
research. Within these major categories are
numerous smaller categories. Essentially, a
satellite system providing global wind and
wave information on an operational basis
will be immediately cost effective. Such a glo-
bal ocean system has long been awaited by
meteorologists and oceanographers.

INTERNAL WAVES

The existence of modes of internal oscilla-
tion in a stratified fluid has been known since
the early part of the century, when such
waves were postulated to explain the phe-
nomena of "dead water" in Norwegian fiords.
An internal wave is simply a trapped gravity
wave propagating in a medium having verti-
cal density variations, with the normal gravi-
tational restoring force reduced by the buoy-
ancy presented by the density changes. The
dominant mode is a low-frequency, low-speed
oscillation that exhibits very little surface

amplitude but appreciable horizontal surface
velocities.

Internal waves can be generated by a va-
riety of mechanisms. Wind stress that ex-
cites a spectrum of surface gravity waves is
one source; the surface waves scatter and
form an interference pattern that is felt at
depth, thereby generating an internal wave
that propagates freely. Another mechanism
is the scattering of tides by bottom roughness
or depth discontinuities presented by the
edges of continental shelves and island areas.
A third mechanism is shear-flow instability
caused by current systems such as the Gulf
Stream.

The usual method for observing internal
waves involves towing thermistor strings
through the water to sense the associated
temperature variations. Recently, Apel et al.
(ref. 3-41) have shown that periodic surface
slicks seen in ERTS-1 images serve to "tag"
the underlying internal wave and thereby
render them visible on a synoptic scale for
the first time. Such slicks are probably due
to the concentrations of oils arising from the
convergence of wave-associated surface cur-
rents mentioned earlier. The oil damps the
small capillary wave structure that is largely
responsible for variations in the optical re-
flectivity of the surface. The periodic nature
of the internal waves then leads to periodic
surface slicks, which are a familiar sight at
sea, especially on the Continental Shelf. In
shallow water (200-m depth), these slicks
usually appear in packets of a few kilometers
in extent and consist of individual striations
spaced at 500 to 1000 m. The slicks are gen-
erally oriented parallel to the local bottom
topography.

Because changes in X-band radar reflec-
tivity of the ocean surface result from es-
sentially the same sources as do changes in
optical reflectivity (i.e., capillary wave varia-
tions), one would expect internal wave-slick
patterns to be visible to an imaging radar un-
der conditions similar to those occurring for
visible radiation.

Whether such waves have ever been ob-
served on radar images is not known; nor is
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it readily apparent what frequencies, polari-
zations, or incident angles are needed. How-
ever, an estimate is obtainable from the va-
riation in radar cross section with windspeed
and incident angle. From unpublished curves
of radar cross section available elsewhere in
this study, one deduces that, for windspeeds
below perhaps 5 m/sec, X-band frequencies
at incident angles from 15° to 35° might be
suitable. Resolutions of 10 m on the ocean
surface should be more than adequate.

Further vague indications also exist that
deepwater internal waves may leave very
subtle signatures that might conceivably be
visible with imaging radar. Observations of
this sort would represent a significant ad-
vance in the understanding of an important
oceanic phenomenon.

LAND/SEA INTERACTION

Land/sea interactions are most pronounced
on the Continental Shelf and in the vicinity
of islands. An estimated 90 percent of man's
ocean activity occurs in water depths shal-
lower than 30 m. In this region, the wave
climate represents the single most important
environmental factor affecting offshore plan-
ning and design. Tides and currents are
equally important for navigation, fishing,
and recreation. The Continental Shelf has a
width scale of approximately 100 km and a
mean maximum depth of less than 200 m.
Around islands, ocean/land interaction can
occur over a region 500 km along a given
dimension.

Significant modification of the wave climate
occurs in shallow water through shoaling, re-
fraction, bottom friction, and breaking. In
the presence of sharp discontinuities, wave
diffraction is dominant in spreading the wave
energy; Available procedures for wave fore-
casting are predominantly for deep water.
The state of the art for extending deepwater
forecasts to shallow water is in the embry-
onic stage. Isolated procedures exist for
evaluating refraction and diffraction of sim-
ple waves. Attenuation of waves by bottom
friction has been assessed with the aid of
quadratic friction coefficients, which have

been shown not to be completely satisfactory.
Combined refraction and diffraction schemes
have also been tried for single wave compo-
nents. Directional spectra methods are being
developed by the oil industry, but the results
have not been published.

The use of remote-sensing methods can aid
in providing significant information on the
transformation of wave direction across a
continental shelf. The return from a radar
image can provide an all-weather photograph
of waves over the entire region from deep-
water to shore. Existing refraction and dif-
fraction schemes can be verified. A low-
altitude altimeter with a 3- by 3-km spot
size can provide wave-height information
along a path transecting the shore.

The catastrophic changes imposed on the
shoreline by major storms in the coastal re-
gions are obvious because the changes oc-
cur rapidly. Such monitoring of shoreline
changes is particularly suited to observation
by radar systems, which can assess shoreline
damage and changes even before the storm
has subsided enough to permit visual obser-
vation.

In addition to this use for storm damage
assessment, aerospace radar systems are ap-
plicable to shoreline form analysis. During
the last decade, there has been increasing sci-
entific interest in alongshore variations in
coastal processes and their relationship to
rhythmic and crescentic beach morphology,
shoreline erosion, and overwash processes.
Efforts are underway to formulate the physi-
cal processes responsible for the alongshore
variation; however, research is needed to
characterize the beach features, their distri-
bution in both time and space, and their
relationship to erosion trends and overwash
processes. Alongshore variations in coastal
processes and shoreline form were not under
investigation until the 1950's. Consequently,
only recently have the effects of these dy-
namic features on the beach dune system
been recognized. Aerial photographs of the
coastline have assisted in this recognition.
Radar imaging systems can extend the ob-
servation.
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The study of shoreline form is far more
than an academic exercise. Briefly, significant
alongshore features of sandy coasts are cusp-
like forms of that shoreline called shoreline
sand waves, which migrate along the coast.
The wavelength of the features range from
approximately 100 m to 10 km. The larger
sand waves are fundamental to the stability
of the shoreline; therefore, the success or
failure of the several types of costal engineer-
ing structures and facilities depends on an
understanding and surveillance of these
shoreline phenomena. The shoreline sand
waves are part of a hierarchical pattern, the
elements of which are often superimposed.
These elements include (1) small cusps, or
cusplets, only 1 m across; (2) beach cusps,
which are up to tens of meters in length;
(3) the shoreline sand waves, or giant beach
cusps already mentioned; (4) secondary
cusps spaced from 25 to 50 km; and (5) cusps
spaced from approximately 100 to 200 km.
Dolan has shown (ref. 3-42) that sand waves
are important in focusing the destructive
power of storm surges and storm erosion
damage.

In addition, these sand waves migrate ap-
proximately 200 m/yr along the mid-Atlantic
coast. Accelerated erosion (associated with
the passage of a shoreline sand wave embay-
ment) can severely damage a barrier dune
(if one is present), cause the loss of valuable
shore property, or destroy structures located
too close to the shore. Passage of the sand
wave point, or horn, leads to propagation of
the beach. The point of focus of storm surge
energy is gradually changed. Thus, the fore-
casting of storm effects must be modified in
accordance with shoreline changes.

A significant advantage of radar imagery
over visual photography is the acquisition of
both shoreline shape and wave-energy spec-
trum information. Thus, the interactive sys-
tem can be studied. The application of active

microwave techniques to the coastal region
is more extensive than the .specific task of
storm damage interaction and assessment.

Optimum use of remote-sensing instru-
ments will require coverage over a 100-km-
wide area with a 3- by 3-km spot size over
10-km intervals. Wavelength measurements
are needed in the range from 25 to 500 m,
with height measurements to 20 m. Wind
measurements to 50 m/sec, with a resolution
of ±2.0 m/sec, are desirable to monitor storm
propagation across the Shelf. In the vicinity
of islands, somewhat larger coverage, spot
size, and sampling interval would be useful.

Further improvement in remote-sensing
capability can be achieved by the comparison
of remotely sensed data with high-altitude
photographs in good weather. The presence
of directional wave gages will aid in inter-
preting results. Direct measurements can be
used to test existing numerical schemes for
wave transformation in shallow water and
to develop new ones.
. The derived benefits from improved shallow
water wave climate data will be primarily in
beach erosion prevention and minimization
of hazards along the shoreline. The design
and placement of offshore structures such as
nuclear power plants, deepwater oil ports,
and oil drilling rigs will also benefit.

INLAND AND ESTUARIAL WATERS

The objectives of a study done by D. E.
Bowker of LaRC were to define the needs in
the coastal zone related to the four LaRC-
established national priority areas of pollu-
tion, fisheries, hazards, and geography/car-
tography. The approach to this study was to
fund four independent contractors—The Vir-
ginia Institute of Marine Science (VIMS),
Old Dominion University (ODU), TRW Sys-
tems Group (TRW), and Ocean Data Sys-
tems, Inc. (ODSI)—to study the problem.
The results are summarized in appendix 3B.
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PART D

LARGE-SCALE PHENOMENA

This section deals with oceanic phenomena
with horizontal scales from approximately
100 km up to the widths of the oceans them-
selves. Their very size makes these phe-
nomena difficult to monitor by surface-based
methods, so that satellite-mounted active mic-
rowave techniques are especially valuable and
may be the only way of gathering the infor-
mation needed for scientific progress.

An important class of large-scale features
consists of those concerned either directly or
indirectly with the vertical topography of the
ocean surface, estimated from the center of
the Earth. This class includes the shape of
the geoid, which is determined by the internal
mass structure of Earth; the quasi-stationary
anomalies due to spatial variations in sea
density and steady current systems; and the
time-dependent variations due to tidal and
meteorological forces and to varying cur-
rents. These features are discussed in sub-
sequent sections. All these features make use
of the techniques of radar altimetry, although
currents can also be studied by satellite track-
ing of floats.

Certain large-scale phenomena could, in
principle, be usefully observed by satellite al-
timeters ; however, it is unlikely that the nec-
essary precision (approximately 1 cm) could
be obtained in the near future. Steric varia-
tions in sea level, due to time-dependent
changes in water density, notably at annual
and semiannual periods, are known from
shore-based tide gages to have amplitudes of
less than 10 cm in most parts of the ocean.
Tsunamis sometime reach meters of ampli-
tude at a coastline, but in the open ocean
where they would be most useful to measure,
they merely consist of long waves of a few
centimeters' amplitude and some tens of kilo-
meters' wavelength. Prospects for detecting
tsunamis by altimetry are discussed by
Greenwood et al. (ref. 3-43).

MARINE GEODESY

Background

The primary function of geodesy is to de-
termine the shape of the Earth by carefully
measuring the geometric distance between
points on its surface. For years, this ap-
proach seemed to be satisfactory because the
surveyed areas were limited to portions of
continental crusts and the measurements
were not required to consider the micromove-
ments of the solid Earth crust, which was
considered as a perfectly rigid body. Prob-
lems related to the choice of a common refer-
ence datum for all those local determinations
were approached through the use of a theore-
tical surface called the geoid, which is an
equipotential of the Earth gravity field.

The geoid on land is not a physical surface;
it is determined through a numerical process
that involves the computation of an integral
of gravity anomalies called the Stokes for-
mula. The geoid on the oceans was long con-
sidered to be in coincidence with the physical
surface of the sea (refs. 3-44 and 3-45).

During the last 10 yr, the problems of geo-
metric geodesy have been extended to the open
oceans mainly through the needs of accurate
navigation and positioning. Marine geodesy
has appeared as a separate scientific endeavor
because most of the hypotheses of practical
"land" geodesy were found to poorly match
the physical properties of the ocean environ-
ment. At the same time, the accuracies of the
available instruments for distance measure-
ments were drastically improved so that
movements of the crust of very small ampli-
tude had to be considered.

Presently, serious difficulty is encountered
in coping with the shape of the Earth per se,
and marine geodesy must be concerned with
four important surfaces (ref. 3-46) : the
physical surface of the Earth crust, the phys-
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ical surface of seawater, the geoid, and the
mean sea level.

The physical surfaces are experimentally
accessible but the others are concepts with
definitions that unfortunately tend to vary
slightly from one author to another. Follow-
ing is a brief overview of the problems en-
countered when dealing with those surfaces.

The physical surface of the Earth crust.—
The Earth crust is the solid surface of Earth,
including that portion underlying the seas
and the oceans. Long regarded as perfectly
rigid, the Earth crust is, in fact, the outer
shell of a "pulsating" elastic medium in ever-
lasting slow movement. Those displacements
are essentially as follows:

1. The solid Earth tides (20 to 40 cm, ver-
tical).

2. The continental drift (a few centimeters
a year, horizontal).

3. Movements caused by earthquakes and
fault displacements (a few centimeters to a
few meters in any direction).

4. Tilt of coastal areas caused by the rising
and falling of ocean tidal motions (a few cen-
timeters in any direction).

5. Movements caused by the modification
of loading conditions on the crust (erosion-
sediments piling).

Some of those effects would have to be con-
sidered very carefully when using a radar
altimeter with a 10-cm resolution capability.

The physical surface of the sea water.—The
water surface changes position for many rea-
sons, some of which are ocean tides; air pres-
sure; winds; temperature, density, or pres-
sure gradients; movements caused by sudden
variations in the physical surface of the
ocean floor (earthquakes, fault displace-
ments) ; and geologic changes associated with
the melting of glaciers (ref. 3-47).

This fast-moving surface is obviously diffi-
cult to match with the present concept of the
geoid over the open seas; a fresh look at the
problem is badly needed. Other important in-
teractions that may occur between the two
surfaces are the cross-coupling of ocean tides
and solid Earth tides and the movements of
the sea surface due to movements of the

ocean floor. Both these interactions tend to
be very difficult to decipher in the coastal
zone areas. -

The geoid.—The only satisfactory defini-
tion of the geoid from the mathematical view-
point is that of an equipotential of the Earth
gravity field with a certain absolute poten-
tial. However, an empirical approach has
been imposed by practical considerations so
that local geoids have been defined by each
national geodetic agency as equipotential sur-
faces passing through a defined point (datum
point), usually chosen in the countries having
oceanic borders near the mean sea level. Un-
fortunately, those local geoids do not coincide
over the total surface of the Earth because
the datum points have not been chosen on the
same equipotential.

One of the greatest contributions of satel-
lite altimetry (using coast-to-coast tracking
across the Atlantic Ocean) will be to provide
experimental data ultimately useful in the
choice of a common datum for North Amer-
ica and Europe. This datum should be chosen
as a reference for the North Atlantic marine
geoid.

Three ways of mapping the shape of the
geoid are available today.

1. Measurement at sea of gravity and in-
tegration through the Stokes formula.

2. Measurement at sea of the vertical de-
flection of gravity and integration through
the Veining-Meinez formula.

3. Measurement of the altitude of a satel-
lite over the physical surface of the sea lead-
ing to the shape of the geoid with the use of
appropriate correction and filtering of the
data.

Gravity at sea cannot be measured, in the
foreseeable future, to an accuracy better than
0.01 m/sec2, thus leading to uncertainties in
the geoidal heights computed from the sea of
at least a few meters. Deflections of the ver-
tical could be measured to an accuracy of 0.5
sec of arc with the GEON system (ref. 3-48)
and to a few seconds of arc using an inertial
navigation system (ref. 3-49).

The wealth of geoidal information avail-
able from radar altimetry has been ade-
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quately demonstrated by data from the Sky-
lab S193 altimeter experiment (ref. 3-50).
Figures 3-25 and 3-26 are two examples.
Figure 3-25 shows the profile of the Puerto
Rican trench area, which represents a mass
deficiency, and figure 3-26 shows the effect
of a sea mount, which corresponds to a mass
concentration. Because the geophysical value
of such information is well known, this dis-
cussion will be directed toward geoidal fea-
ture resolution available from altimetry.

To discuss the large-scale resolution capa-
bilities of radar altimetry, it is first necessary
to examine geoid spectrum and altimeter-
related characteristics. Figure 3-27 shows a
geoidal power spectral density of the Puerto
Rican trench area, computed by using Skylab
S193 data from McGoogan et al. (ref. 3-50)
and Miller and Brown (ref. 3-51). This area
was selected because it should contain short-
wavelength components of substantial mag-
nitude; therefore, the analysis should yield
an approximate upper boundary on geoidal
data processing requirements for GEOS-C.
Figure 3-28 shows the spatial filter transfer
function of the altimeter, which was com-
puted based on the specific tracking system
used in the GEOS-C altimeter. The mini-
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FIGURE 3-25.—Geoidal profile of the Puerto Rican
trench area from Skylab passes 4 and 6 (ref. 3-
48).

mum-mean-square linear filter for processing
altimeter data may be derived based on the
power spectrum and spatial filter models dis-
cussed and on known altimeter random error
characteristics. Optimum impulse response
functions are shown in figure 3-29. Refer-
ring again to figure 3-27, the half-power
bandwidth of the optimum filter is seen to
be 40 km for the GEOS-C design.

These findings indicate that future altime-
ter systems will be able to provide substantial
improvement in resolution of features to
wavelengths as short as 5 km.

The mean sea level.—The geodesist, looking
for a reference surface from which land
heights could be measured, adopted the aver-
age height of the ocean surface in coastal
areas as defining segments of its reference
surface, the hypothesis being that the geoid
and the mean sea level coincide all along the
coastal lines.

The basic idea was that proper averaging
in time of tide gage logs taken in ports along
the coast would provide reliable estimates of
the true position of the geoid. Coastal ge-
odesists have developed complex schemes for
filtering out all tidal influences. Unfortu-
nately, other systematic effects are still pres-
ent in their computations. It is well known
that a 10-m discrepancy exists between the
two ends of the eastern coast of the United
States. High correlations of the residuals
with atmospheric pressure variations (ref. 3-
52) have been noted by oceanographers all
along the Mediterranean coast.

The mean-sea-level computations could be
corrected with radar altimeter measure-
ments, but this is a very difficult task indeed.
Radar altimeters take instantaneous profiles
of the physical surface of the sea, whereas
mean sea level is computed from time logs
taken at fixed points. The only method of
comparison would be by the averaging of
many profiles measured by the altimeter.
Such a time-consuming task would only be
fulfilled many years from now after many
successful launches of radar altimeters
aboard satellites.
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FIGURE 3-27.—Geoid undulation spectrum of Puerto
Rican trench and Wiener filter transfer function.

Figure 3-30 presents ideas on how an inte-
grated system for marine geodesy could be
built around the short-arc coast-to-coast
tracking of a radar altimeter. Signals Tlt T2,
and T3 are time references transmitted by the
satellite to synchronize all the ocean and
Earth tides logs.

Applications

The need for high-accuracy geoidal infor-
mation to support studies such as crust de-
formation and solid-Earth models is well
known (ref. 3-53). Marine geodesy is con-
cerned with two main applications: the po-
sitions of objects on the Earth solid surface
in a marine environment, and the average
position of an object on the water surface.

Requirements of users for each category
are summarized in tables 3-V and 3-VI (ref.
3-54) and are expressed in terms of needed
precisions in geocentric (#, A.) position and
height (h) above the geoid. Many of the spe-
cifications can only be fulfilled if a marine
geoid has been determined with a relative
precision of better than 1 m (==50 cm) and
an absolute precision of a few meters (*»5
m).

A secondary requirement for high-accuracy

7.85 3.14
xs, km

FIGURE 3-28.—Spatial filter transfer function, where
altimeter altitude is 440 km and antenna beam-
width is 1.5° (rectangular gate). (From ref. 3-50.)

(<10 cm) geoidal information is that of sup-
porting ocean topography activities. If ocean-
ographic applications of remote-sensing ac-
tivities are to achieve their full potential, it
will be necessary to define the geoidal, or
permanent, contours to a resolution compara-
ble to the magnitude of oceanographic effetcs.

OCEANIC TIDES

Historically, tidal research has concen-
trated on the immediately practical problems
of computing tide tables for the major ship-

— Undulation niter

FIGURE 3-29.—Derived weighting function for geoidal
data processing.
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FIGURE 3-30.—Concepts of an integral coast-to-coast
radar altimeter system for marine geodesy.

ping ports. Unfortunately, this can be done
quite accurately by a purely empirical process
that teaches one almost nothing about tidal
dynamics. Since the work of the 18th- and
19th-century French mathematician, La-
place, it has been clear that the proper under-
standing of tidal dynamics demands a knowl-
edge of the tides in the open ocean, where
they are generated by the Newtonian gravity
field of the Moon and the Sun. Such knowl-
edge would not only be a fundamental con-
tribution to oceanography but would also, in
principle, enable the computation of the
propagation of tidal energy into the shallow
seas and estuaries and, hence, give predic-
tions of both tidal elevations and streams in
any location that may be required for future
practical purposes.

No one has yet succeeded in attaining this
knowledge. Computing the disturbing gravi-

TABLE 3-V.—Positions of Motionless Objects
on the Solid Surface of the Earth

Precision, m A

Activity

Coastal landmarks . .
Island positioning . .
Deap sea mining . . .
Drilling platforms . .
Shallow water

topography . .
Geologic mapping . .

0,\

1
20
10
20

20
50

h I

0.5
20
3

bsolute (A)
or

Relative (R)

R
A
A
R

R
R

tational field that drives the system is fairly
easy, and Laplace's field equations have been
written in countless learned scientific papers,
but their solution for the complex geometry
and topography of the actual ocean presents
great difficulties. The difficulties arise partly
from the large number of possible normal
modes of oscillation, partly from the fact that
all the ocean basins interact (so that partial
solutions for a single ocean are impossible
without independent tidal measurements
around its entire boundary), and partly from
the necessity to model the dissipation that is
concentrated in the intricate network of shal-
low seas. Analytical solutions in geometri-
cally defined basins are only of qualitative
value. Numerical solutions for actual ocean
topography tax even the largest modern com-
puters and ultimately only show the extreme
sensitivity to fine topographical detail and to
the yielding of the Earth crust, factors pre-
viously considered negligible.

The lack of definitive global maps for the
oceanic tides is a major lacuna in modern
geophysical knowledge. Apart from the in-
trinsic interest in defining the response of the
ocean to the known gravitational forces and
the driving mechanism for the co-oscillating
tides in all the shallow seas, reliable tidal
maps are fundamental to the solution of a

TABLE 3-VI.—Average Position of an Object
on the Surface of the Water

Precision, m

Activity , X h

Absolute (A)
or

Relative (R)

Oceanographic
buoys

Oceanographic
ship on station

Drifting buoys ..

Oceanographic
vessel en route

Submarine cable
operation . . . .

Hydrographic
vessel on station

70 —

35 —

50 —
200 —

100 —

100 —

5 —
70 —

R
A

R

R

R
A
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number of other geophysical problems. Re-
searchers on tides of the Earth and of the
atmosphere, on geomagnetisms, and on the
momentum balance of the Earth rotation are
increasingly finding their work hinging on
the oceanic tides. They turn to the ocean-
ographers, who are unable to supply the
required data.

State of the Art

Approximately six maps of the M2 tide
(lunar semidiurnal constituent) exist that
have been computed for most of the world's
oceans in recent years by various methods
and assumptions. Assumptions vary, but the
most fundamental divisions occur (1) be-
tween those who force the solutions to agree
with assumed continental boundary tidal con-
ditions and those who eschew the use of all
empirical data, and (2) between those who
attempt to allow for crustal yielding and
those who assume a rigid Earth. (For a
modern review, see Hendershott (ref. 3-
55).) Two of the most authoritative and ad-
vanced results are compared in figure 3-31.
They are in fair agreement on certain fea-
tures, such as the tidal configuration in the
North Atlantic, but their results for the
South Atlantic are quite different. Such dis-
agreement, here and in other oceans, is typi-
cal of all cotidal maps to date. Ironically, it is
extremely difficult even to obtain the meas-
urements necessary to find out which inter-
pretation, if any, is correct. Maps of the
diurnal tides are rarer, but those that are
published show a similar lack of agreement.

Much of the controversy about global tidal
computations centers on ocean/land interac-
tion, which is rather complicated, but there
are also limitations due to the lack of proper
information to be fed into the computer
model from the boundaries bordering shallow
seas. A typically crucial area for the Atlantic
Ocean appears to be the Patagonian Shelf,
but reliable data from here and many other
places are sparse. Computer models would
also benefit from measurements across trans-
oceanic sections, which would provide bound-
ary conditions for separate evaluation of

smaller zones. Isolated spot measurements at
certain places where the tidal amplitude is
known to be large would also be valuable.

Seabed pressure sensors for measuring
tides in the open sea have been increasing in
numbers over the last decade, but they are
expensive devices with a high risk of loss and
require expert supervision and many ship de-
ployments. The sensors are supported only
by a few nations that have well-developed
oceanographic technologies; thus, the chances
of obtaining data in the foreseeable future,
from most of the Southern Hemisphere at
least, are remote. To date, the only tidal data
that have been taken from the open sea
(apart from islands) have been from within
a few hundred kilometers of North America,
Northwestern Europe, and South Australia.
Monitoring the tides in all the world's oceans
by direct measurement, or even obtaining the
minimal data that might enable computation,
is not possible at this time.

Radar altimetry from spacecraft will trans-
form the measurement situation. The differ-
ence between satellite range and altimeter
height above the sea surface, suitably cor-
rected for various biases and errors, will vary
from a variety of causes discussed elsewhere
in this report (ref. 3-45). The variables may
be divided into (1) permanent or quasi-
permanent features of ocean topography,
(2) features that vary in time at any given
Earth location, and (3) tracking and other
errors. Variables of type (1), including the
geoid and steady dynamic features, although
approximately 1 to 100 m, can in principle
be extracted either from independent knowl-
edge or, in due course, by averaging from re-
peated satellite passes. Variables of type (2)
include the tides, up to approximately ±2 m
in amplitude, and also include random varia-
tions caused by the weather, on the order of
0.1 to 0.3 m. (Transients such as surges and
tsunamis may be ignored in this context be-
cause their amplitudes are appreciable only
in shelf seas.) A large proportion of the
weather influence is a direct reflection of at-
mospheric pressure at 1 m of sea level per
N/m2. This can be removed by means of
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(b)

FIGURE 3-31.—Cotidal maps of the Atlantic Ocean using different methods and bound-
ary conditions, (a) Cotidal maps computed by Pekeris and Accad, 1969 (ref. 3-56).
(b) Cotidal maps computed by Hendershott, 1972 (ref. 3-55).

synoptic meteorological data computed on
land. The residual signal will therefore be
considerably tide dependent, provided vari-
ables of type (3) are well below 1 m. This
dependence is further enhanced by using the
strong coherence that exists between any
oceanic tidal variable and the perfectly calcu-
lable tide-generating potential of the Moon
and Sun (ref. 3-57).

Requirements

As in all applications of satellite altimetry,
the only basic requirement demanded is ac-

curacy of the interpretable signal. Because
modern trends in altimeter design enable its
accuracy to be reduced to a few centimeters,
the major requirement is in the accuracy of
orbital tracking over as wide a global cover-
age as possible. Stating minimal require-
ments outside the context of discussion of ap-
proaches to various problems is difficult, but
the situation may be summarized as "given
any reasonable accuracy, one can expect to
learn so much tidal information and no
more." With 1- to 2-m accuracy, there is some
hope of gaining useful information about the
oceanic regions with largest tides, such as
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parts of the North Atlantic. With 0.5-m ac-
curacy, one should certainly obtain good in-
formation from such regions and could hope-
fully consider wider oceanic fields. Complete
tidal definition over the world's oceans would
require 5- to 10-cm accuracy. In any case,
continuous signals for many months or years
are assumed.

An altimeter "footprint" of approximately
100 km should be adequate for most tidal
work in the deep ocean. To resolve the smal-
ler horizontal scale of tides in most shelf seas,
resolution better than 20 km would be needed.

Technical Approach

At some stage in the interpretation of the
altimeter tidal signal, one will have to allow
for the fact that the signal differs fundamen-
tally from the usual land-based concept of the
ocean tide. If z' is the anomaly in sea level
sensed by a tide gage, that sensed by the
altimeter is z = z' + z", where z" is the tidal ele-
vation of the Earth crust, approximately 0.2
m. (See ref. 3-55 for a full dynamical dis-
cussion.)

A large part of z" consists of a direct yield-
ing of the body of the Earth to the gravita-
tional forces, which is easily calculable, but
there is a smaller residue of approximately
0.1 m that can only be calculated in terms .of
global integrals of the ocean tide itself (i.e.,
the "loading tide"). Clearly, for some pur-
poses, one can interpret z in terms of z'
merely by approximating to z" by the simple
body tide, with small loss of accuracy. For
higher precision, a fair approximation to the
loading tide could be computed from one of
the existing rough cotidal maps. The entire
situation procedure is, in any case, one of
successive approximations.

Two possible approaches to data analysis
are possible. One method relies on obtaining
many traverses of a given track zone; that
is, for example, 500 km wide. After correct-
ing for the geoid (which preferably should
not vary too steeply in the chosen area), for
atmospheric pressure, and for any other
known anomalies, the successive altimeter
readings in any 500-km-square section are

treated as a signal that is partly coherent
with both the diurnal and semidiurnal parts
of the tide-generating potential, calculated
at the appropriate times, together with a
random noise due to tracking errors. One
would attempt to extract perhaps as many
as eight arbitrary constants to describe the
coherent signals in terms of "admittances"
to the potential, with one further arbitrary
constant to absorb a residual error in the
geoid.

Applying numerical filters aimed at isolat-
ing the Afj, tide is similar in principle (ref.
3-58). With orbital height errors of ap-
proximately 0.5 m and tidal amplitudes of
approximately 1 m, one could obtain solutions
of reasonable accuracy from about 50 passes.
Larger numbers of passes give greater ac-
curacy or permit more refined definition of
admittances. Several possible variants could
be considered. The admittances could be
treated as arbitrary functions of distance
along an entire oceanic track, or as localized
functions of two dimensions, constrained to
satisfy the tidal dynamical equations. In
some places, the diurnal tide could be ignored.
The ultimate result would be empirical tidal
measurements in a network of grid areas
covering a chosen zone.

The other approach would be to compare
every traverse of an ocean, on whatever
track, with the corresponding simultaneous
solution of a given computer model of oceanic
tides, again after removing the major part of
the geoid and other variations assumed
known. The residual variance about space-
located averages would be compounded be-
cause of tracking errors and errors in the
computer model. The computations would
be repeated for the same data with variation
of frictional and other uncertain parameters
in the model until the residual variance was
minimized. One could then say that the
model output was "correct" for the ocean
area considered, and a refinement of the geoid
would also result.

In any approach to tidal analysis of al-
timeter signals, the accuracy of the solution
will obviously be a function of the tracking
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error variance divided by the number of
track repetitions. Any means of reducing
this quotient is beneficial and will extend
the scope of any investigation; for example,
to regions of smaller tidal range. With cur-
rent practices, vertical errors can apparently
be as little as 0.2 m in the vicinity of track-
ing stations, worsening to 1 to 2 m in areas
remote from these stations. Increasing the
number of tracking stations would have obvi-
ous advantages. However, oceanic zones exist
where the tide is already known to an ac-
curacy of 0.5 m or better, either from pelagic
measurements or by approximate calcula-
tions where the tidal range is known to be
very small. These zones could be used as
"surface truth" to identify the tracking
errors where they might otherwise be large.
A program can also be envisioned of pelagic
tidal measurements in oceanic zones selected
for this purpose. (The surface measurements
do not necessarily have to be taken simul-
taneously with the altimetry.) However,
0.5-m accuracy is hardly sufficient to resolve
tidal signals in the controversial South At-
lantic (fig. 3-31), where, according to island
data, the amplitudes are approximately 0.3 m
(ref. 3-59). Such areas would have to be
computed from altimeter measurements
along boundary zones where the tidal range
is larger.

Applications

Finally, assuming that all errors can be
reduced to useful levels and all the analysis
has been done, what applications would
knowledge of ocean tides have, both to science
and to the practical world of mankind ? The
scientific uses have been outlined by Munk
and Zetler (ref. 3-60), and their conclusions
are restated here.

1. The knowledge of oceanic tides on a
global basis is necessary to properly interpret
nearly all geophysical measurements at tidal
frequencies, including measurement of grav-
ity, magnetic field, etc.

2. Measurements of oceanic tides will lead
to improved tidal models and ultimately to
improved calculations of tidal dissipation in

the ocean, which, when subtracted from dis-
sipation obtained from changes in the length
of day, will yield the dissipation in the solid
Earth. These measurements will provide im-
portant information concerning the plastic
properties of the solid Earth.

3. Oceanic tidal currents, when coupled
with electric and magnetic field measure-
ments on the ocean bottom, can probe the con-
ductivity (and thus temperature) within the
upper mantle as a function of frequency
(depth). Horizontal gradients of tempera-
ture should exist near volcanic belts, in areas
of downthrusting plates, and at postulated
upper mantle "hotspots."

4. Finally, the response of the Earth to
the shifting weight of the oceans, as meas-
ured by Earth strain or tilt meters, gives
information about the local elastic structure
of the Earth. This, too, is expected to vary
near margins of lithospheric plates.

Knowledge of oceanic tides at the bound-
aries of shallow land-bounded seas enables
better computation of the tides and tidal
streams in such seas for purposes of naviga-
tion of ships, tidal power-generating schemes,
and flood warning (see the following sec-
tion). The inland Earth tide, which requires
the oceanic tide for proper computation, is
of value to geodetic leveling, surveying pro-
cedures, and the accuracy of astronomical
siting.

STORM SURGES AND WIND SETUP

Storm surges may be defined as transient
anomalies in sea-surface elevation (and cur-
rents) caused by storms, with time scales in
the region of 10' to 105 sec, horizontal scales
of approximately 102 to 10" km, and vertical
excursions as high as approximately 6 m.
The associated currents may be regarded as
determinable from the gradients of elevation
and will not be considered here as inde-
pendent variables. Storm surges are largely
confined to shelf seas, partly because the dy-
namic effect of wind stress is inversely pro-
portional to water depth, and also because
critical wave speeds in shallow water are
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comparable with speeds of propagation of
weather systems, causing more efficient
coupling with the atmosphere than with the
deep ocean. Storm surges have been intensely
studied in certain sea areas where they
present a frequent danger of flooding to ad-
jacent lowland, such as in the southern part
of the North Sea, the Adriatic Sea near
Venice, and the shelf seas bordering the
Eastern and Southern United States. Flood
danger also depends on the coincident state of
the tide, and, to some extent, study of storm
surges and local tides are inseparable.

An important ingredient of some storm
surges is a quasi-static pileup of water toward
the coastline, caused by the onshore wind
stress and the radiation stress in the as-
sociated waves. This effect is usually called
"wind setup." In some areas, where wind
strength and direction persist for many days
and coastal topography prevents the forma-
tion of steady currents, wind setup may form
a steady deformation of sea level of some
decimeters. However, although such a setup
may not be thought of as a storm surge, its
dynamics are not essentially different.

When tidal predictions were sufficiently
well developed for sea level to be approxi-
mately partitioned into "astronomical tide"
and "surge residual," researchers observed
that the latter was to some extent a direct
function of local weather and tried to ex-
press it as a simple linear regression of wind
components and local atmospheric pressure.
Results varied from passable to poor, and
obviously neglected the spatial as well as the
time history of the weather patterns and the
transmission of energy from other parts of
the shelf in the form of a free wave (some-
times called an "external surge"). More
complex response operators, which take into
account the spatial and temporal wind and
pressure fields, have been developed with
some success, but scientific practice has
tended to veer away from such empirical
approaches, whereby "prediction constants"
are estimated from data by a least-squares
calculation. The modern tendency is to pre-
dict storm surges by numerical solution of

the wave equations over a network of small
areas covering the shelf sea concerned; at
each area, the three components of atmos-
pheric stress are specified at regular incre-
ments of time.

State of the Art

Three examples of disastrous surges are
shown in figures 3-32 and 3-33. Figure 3-32
shows elevations in the North Sea computed
over a numerical grid from the dynamical
equations. The surge of February 17, 1962,
reached more than 3 m above tide level and
caused severe flooding in the Cuxhaven-
Hamburg area of Germany. Figure 3-33
shows the surge height, exceeding 7 m, along
the U.S. gulf coast during the passage of
Hurricane Camille.

The principal features and causes of storm
surges are fairly well understood and, within
certain limits, can be roughly reproduced by
integrating the wave equations with driving
stresses from the wind and pressure fields.
But the demand continues for further re-
search and information to help understand
the finer scale features, such as their inter-
action with the tide and with coastal topog-
raphy, and the response to unusual weather
conditions. Because wind stress is the most
important factor, success in predicting or
understanding storm surges depends on the
accuracy with which the winds over the sea
can be specified. A serious hindrance to re-
search is the lack of observational data of
surface elevations offshore. With few excep-
tions, nearly all the observations of surges
come from coastal tide gages, but these ob-
servations can give a distorted and/or limited
picture of their main structure in the open
sea because waves and currents cause steep
gradients near the shoreline. Like the ocean
tide problem, the logistics of offshore re-
cording are difficult. Stormy shallow seas
present a particularly hostile environment
for recording equipment and data trans-
mission systems.

Active microwave technology could help
research on storm surges in two ways. Wind
determination over the sea by the "scatter-
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FIGUHE 3-32.—North Sea storm surge, (a) September 14,1962. (b) September 17, 1962.

ometer" technique would give a more ac-
curate picture of the driving forces than
is usually obtainable from computations
based on the pressure field, and altimeter
tracks over surge-ridden seas would give
valuable information on the open-sea struc-
ture of the surge itself.

The scatterometer data would be more fre-
quently available, because the wide swath
of the instrument would include a given sea
area on a large number of tracks. By the
nature of altimeter tracks, the chance of
sensing a large storm surge, which may occur
only once or twice in a year, would be cor-
respondingly less. However, as in the case
of tsunamis, a single fortuitous track could
provide useful data for checking a computer
model that would be virtually unobtainable
by conventional methods. Any track across
the sea in calm weather would naturally
provide useful information about the tides.

Requirements

Requirements of the scatterometer would
be at least twice-daily coverage of a given
sea area with dimensions of approximately
1000 km, with interpretation to windspeed
over a grid spacing of approximately 100 km.
To improve on surface-based estimates, wind-
speed would require precision to approxi-
mately 2 to 3 m/sec. Because, in storm condi-
tions, the wind field may change considerably
in a few hours, the winds measured by the
satellite would not in themselves be sufficient
to follow the full time history of a storm
surge, but the data for intermediate times
could be supplied from a computed weather
model, which would itself be improved by
the scatterometer data.

The altimeter "footprint" would need to be
smaller than that required for oceanic tidal
research. A diameter of approximately 20 km
would be satisfactory. Vertical precision
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FIGURE 3-33.—Comparison of observed and calculated surge height maximums along the
Gulf Coast during Hurricane Camille. (a) Surge height compared to distance along
coast. (6) Geographical map.

of 0.5 m in the altimeter signal would be
useful for measuring a large surge, but be-
cause the chances of encountering a large
surge are slight, one would like in any case
to record the more frequent small surges
with an accuracy of 0.2 m. At the same time,
orbital tracking errors and other systematic
errors that do not vary by more than a few
centimeters in 100 km can be neglected, be-
cause the seas of interest are always well
provided with coastal tide gages and only
the gradients of the sea surface are really
required from the altimeter.

Applications

One application of these data would be to
improve computer models designed to fore-
cast storm surges. These models in turn are
used as a basis for warning the public of
danger from floods and for alerting sea de-
fense operators. Another use of these models,
of growing importance, is in warning large
ships of unusual shoaling caused by "nega-
tive surges"; that is, depressions in sea level
associated with the more familiar positive
surges.



ACTIVE MICROWAVE REMOTE SENSING OF OCEANS 205

CURRENTS

Until recently, the methods of study in
oceanography were limited to the standard
shipbound tools. By comparing the area that
can be covered by a ship in a reasonable
amount of time to the total ocean, trying to
understand the entire ocean by using the
standard methods is equivalent to trying to
understand the nature of a very large forest
by painstakingly examining each tree. Many
of these methods and their shortcomings are
discussed in detail by Fomin (ref. 3-61)
and Neumann (ref. 3-62). This does not
imply that the traditional methods are use-
less; in understanding some particular
aspects of the ocean, they are actually in-
dispensable. However, as far as the global
ocean model or large-scale phenomena are
concerned, the traditional methods are not
effective enough to produce a synoptic view.
This shortcoming can be compensated to a
large extent by the newly developed remote-
sensing techniques.

Remote-sensing techniques are the only
observation methods that are capable of fast
scanning over a vast area. Because of this
unique capability, these techniques will be-
come the most important tools in large-scale
physical oceanographic research. However,
because of the way data are collected, all
the information thus obtained is confined to
the surface. But the environment of the
ocean is a complicated one; all the physical
processes in the ocean are controlled by both
surface and subsurface parameters. These
parameters act and interact to produce the
phenomena actually observed. Remote-sens-
ing techniques are only effective in measur-
ing those phenomena controlled by surface
parameters. Fortunately, such phenomena
include most of the crucial problems in physi-
cal oceanography. Furthermore, some sub-
surface phenomena such as internal waves
can also be inferred indirectly from micro-
wave measurements of the surface.

The most severe deficiency of the tradi-
tional methods is the time factor. All ocean
phenomena change with time as well as space.
The traditional methods, because they are

shipbound, are highly time constrained. They
cannot produce any synoptic data of global
scale. As a result, the so-called global data
are actually patched-up works from differ-
ent times and different cruises. For example,
the meandering of the Gulf Stream is a well-
known feature of the motion. If, as shown in
figure 3-34, the stream path from A to B is
PI at time fi and a ship surveys the area
in time interval t.2 — tlt the path changes con-
tinuously to P2 in the same time interval.
The result of the survey will produce a path
P that is not a path of the event at any time.

Another view of this deficiency of time
factor is the spatial restriction. To cover a
reasonable area in a given time interval, the
ship will have to move with a minimal amount
of delay, thus occupying fewer stations.
Therefore, the gaps will be wide. This dis-
crete set of data will create problems when
interpolation is used in processing the data.

The combined effect of the space and time
deficiencies is to eliminate the possibility
of getting field data to improve the accuracy
of global condition prediction, which depends
not only on a local system but also on the
interrelation between different systems. The
Gulf Stream, for example (fig. 3-35), is
dominantly controlled by the wind field of the
northern Atlantic as a whole, rather than
by local winds. However, events in the south-

Pj • path of the current at time ta
P2 • path of the current at time t2
P • path given by shipboard measurement

FIGURE 3-34.—Sketch illustrating problem with tra-
ditional methods of data gathering. Time for a
ship to travel from A to B is t-—ti.
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ern Atlantic will eventually feed to the Gulf
Stream through current systems (nos. 15, 2,
20, etc., in fig. 3-35).

Although severely limited, the traditional
method can produce data on the water column
under the surface. Such information is im-
portant in studies on interval waves and
baroclinic current, etc.

Advantages of Remote Sensing

Because remote-sensing techniques are
capable of rapidly scanning large areas, they
can be used to obtain continuous data on a
global scale. Such data are essential to the
predictive models on weather and sea state.
From remote sensing, useful data can be ob-
tained concerning the mean sea level, the sea
state, and the surface temperature field.
(Also see fig. 3-36.)

The first method of measuring ocean cur-
rents by remote sensing was by satellite

tracking of drifting buoys. This was the
French meteorological EOLE satellite system
(Cooperative Application Satellite CAS-A)
that was launched from the NASA Wallops
Island Station on August 16, 1971. The
EOLE data collection and positioning system
has been operational since early September
1971. The satellite tracks and collects data
from drifting buoys during each pass by
interrogating the buoy transponders. The
stored range and range-rate observations
are later transmitted to ground telemetry
stations and processed at the Centre National
d'Etudes Spatiales (CNES) computing cen-
ter in Bretigny, France. In the future, the
observations will be processed at the NASA
Goddard Space Flight Center.

Although originally designed for balloon
tracking, the EOLE system has proved to
be an ideal tool for applications such as
drafting objects positioning (icebergs and
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Current, 6 ° Florida Current, 7 = Gulf Stream , 8 • North Atlantic Current, 9 • Norwegian Current, 10 • I rminger Current, 11 -
East Greenland Current, 12 • West Greenland Current, 13'Labrador Current, 14 • Canary Current, 15 • Guiana Current, 16'Brazil
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FIGURE 3-35.—World chart of ocean currents during Northern Hemisphere winter (ref.
3-62).
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FIGURE 3-36.—Uses of remote-sensing techniques.

buoys). Routine operation can provide posi-
tions with accuracies of approximately 2 to
3km.

The Virginia Institute of Marine Sciences
started drifting buoy experiments using the
EOLE positioning system in September 1972.
The main objective is a study of currents
along the coast of Virginia, outside the mouth
of the Chesapeake Bay. The buoys are round
disks carrying the radio and EOLE antennas,
under which is attached a cubic case contain-
ing the electronics. A 5- to 20-m cable links
it to a submarine crosslike sail.

Although the drifting buoy system uses
satellites for data acquisition, it has many
of the disadvantages of the traditional
methods discussed previously. In this sense,
this system does not offer many of the real
advantages achieved by remote sensing.

The most promising method for measure-
ment of ocean-surface currents has been de-
veloped from increasingly accurate radar or
active microwave altimeters. The basis for
current measurement using satellite-borne
altimeters is that most important ocean cur-
rents are driven by changes in the ocean-
surface elevation.

By measuring the surface slope alone, the
surface-current velocity can be determined.

This calculation is not new, but the practical
implications of this approach have only re-
cently been realized through the possibility
of accurate measurements of ocean-surface
slope by satellite-borne radar altimeters.
The accuracy to which the slope is measured
directly determines the accuracy of the sur-
face current.

Measurement of surface current seems
simple; however, difficulties arise because
data obtained from satellite altimeters still
contain substantial amounts of noise. To
analyze the data and to calibrate the instru-
ment, the satellite measurements must be
related to models of the ocean-surface relief.
To do this, one must rely on in situ hydro-
graphical data available in the literature.
The most useful data are measurements that
lead to surface relief by means of dynamic
height.

Requirements

The expected change in surface elevation
due to geostrophic currents for areas of well-
defined current integrity is approximately
0.5 to 1.0 m change in elevation over distances
of 25 km or larger. Current features in these
regions, such as eddies or weaker subcurrent
systems, cause a height variation of approxi-
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mately 25 cm. To detect the transient topo-
graphic signatures of these magnitudes, the
permanent topographic features must first be
determined to somewhat higher resolution.
On the basis of defining permanent features
to within 10 cm with 80 percent confidence
(over a 25-km spatial extent), using nominal
satellite groundtrack velocities, the required
resolution translates to 12 cm rms for alti-
tude samples that are statistically inde-
pendent for a 1-per-second data rate. In
some special situations, the height change
may occur over distances less than 25 km,
in which case a resolution (footprint) of
approximately 1 to 3 km is recommended.

Technical Approach

The present technical approach is to meas-
ure the surface elevation and use this meas-
urement to compute surface currents. Com-
puted currents can be compared with
currents from in situ measurements of dy-
namic height or measured elevations com-
pared with measured values of dynamic
height. At places where the density profile
is known, the subsurface currents may also
be computed. The accuracy of the surface
current computed by this method depends on
the accuracy of the measured height and the
geostrophic assumption. In most situations,
the geostrophic assumption is good and the
accuracy of the surface elevation is the only
parameter affecting accuracy.

If subsurface currents are desired, then
the density profile is also required. The
density profile cannot be measured remotely;
therefore, any computation of subsurface
currents will require local measurements.

The present approach is based on data ob-
tained solely from an altimeter. The in-
creased development of remote sensing will
permit the measurement of many parts of the
wave spectrum. Presently, the high-fre-
quency or high-wave number part of the
spectrum can be measured by active micro-
wave backscatter as shown by Krishen (ref.
3-63), Daley (ref. 3-64), and Valenzuela
et al. (ref. 3-65). In addition, part of the
low wave number spectrum can be obtained

for an altimeter by the measurement of sig-
nificant wave height Hl/3 or by imaging
radar. Huang et al. (ref. 3-66) have shown
that there is a relation between nondirec-
tional wave spectrum, surface wind, and cur-
rent. Moreover, they have determined the
change in wave spectrum with surface cur-
rent using windspeed as a parameter. This
was done by using the Pierson-Moskowitz-
Kitaigorodskii (ref. 3-67) spectrum for the
zero current condition. Figure 3-37 shows
the wave number spectrum as a function of
surface current u for a windspeed W of
10 m/sec. If the surface wind and the spec-
trum can be obtained, this would provide an
alternate method of current measurement.

It may not be possible, at least in the near
future, to remotely sense the entire wave
spectrum. Because of this, Huang et al. (ref.
3-66) have computed the relation between
rms surface roughness and current. Surface
roughness also depends on surface wind, and
figure 3-38 shows the rms slope as a function
of windspeed with current speed u as a pa-
rameter. In principle, surface roughness
could be used for current measurements.
Figure 3-39 contains the same information
as figure 3-38, but with windspeed as the
parameter.

W -10 m/sec

.05 .1 .15
Wave number, nr1

.2 .25

FIGURE 3-37.—Changes of wave number spectra for
a 10-m/sec windspeed under different current con-
ditions.
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FIGURE 3-38.—Variation of rms surface slope with
windspeed, using current speed as a parameter.

The surface roughness or the energy in the
high wave number waves increases quite
rapidly with wind (see figs. 3-38 and 3-39).
Thus, an increase in the energy in the high
wave number region can be caused by either
adverse currents or the wind. At high wind-
speeds, the effect caused by the wind will
probably overshadow any change in wave
spectra caused by currents. Therefore, it is
postulated that only in low winds can sur-
face roughness be used to measure current.
At this time, however, additional efforts must
be made to separate the two effects. This
alternate method of current measurement, at
least at low windspeeds, can be used as a
check (also obtained by remote sensing) on
the currents obtained from the satellite
altimeter.

The ultimate goal must be remote sensing
of the complete directional wave-height spec-
trum. This is slightly different from the
present approach of measuring the high-
frequency spectrum by means of backscatter
and of inferring wind by a relation between
wind and the wave-height spectrum at spe-
cific (high) wave numbers. If, by using
various remote-sensing systems and possibly
models of the spectra, the total wave-height
spectrum can be obtained, then the high-
frequency portion could be used to infer
wind; and the rest of the spectrum, including
the high-frequency portion, would be used

o .5 i
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FIGURE 3-39.—Variation of rms surface slope with
current speed, using windspeed as a parameter.

to measure currents and other parameters of
interest (e.g., wave energy, significant wave
heights, etc.).

Applications

Virtually all ocean waves are influenced by
ocean currents and, thus, information is re-
quired on these currents. Any activity using
ships will be able to use surface current in-
formation to reduce time en route, to lower
costs or fuel consumption, and to avoid bad
weather. Some examples are shipping and
naval operations, fishing operations, and
search-and-rescue operations. Access to
measured or predicted ocean-surface cur-
rents will be of immediate benefit to all these
users.

Long-range weather forecasting and/or
weather models also require a global picture
of the surface currents. The proposed cur-
rent information will benefit both. As the
ocean becomes more crowded, pollution and
the ability to predict pollution becomes in-
creasingly important. Surface currents are
also needed for predictions of pollution from
any known source. Moreover, slicks detected
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by a measurement of the high wave number
spectrum can reveal pollution or salt in-
trusion.

GLOBAL WAVE STATISTICS

Any dynamic phenomena on the ocean
surface, such as ship motion and forces on
anchored or stationary platforms, are gov-
erned by the actual and/or expected sea state.
Because the ocean surface is random, the
only way to define it is by statistical descrip-
tion. The usual method used to describe wave
motion is by the wave-number or wave-fre-
quency spectrum and the expected variation
of this spectrum under different conditions.
Therefore, models to predict the expected
wave spectra for given geographical and
meteorological conditions have received much
attention.

The primary mechanism by which waves
are generated is the surface wind. Moreover,
in the open ocean (i.e., without boundaries)
with no currents, the wind uniquely deter-
mines the wave spectrum. However, the re-
lationship between wind conditions and the
sea state is still not completely resolved.
When boundaries or currents are present, the
prediction of wave statistics becomes in-
creasingly difficult.

Because of the inability to uniquely pre-
dict the wave spectrum, the approach must
be to measure the wave spectrum, or wave
statistics, so that mathematical models may
be refined by observations and thus yield the
desired data. The measurements must be
made on a global scale because some of the
factors (e.g., storms, geostrophic currents,
etc.) that affect the spectrum extend for
hundreds of kilometers. Because of these
large-scale processes that influence the sea
state, measurements at a single point or at
several points at different times are difficult
to interpret. Therefore, remote sensing offers
a great many advantages in developing global
wave statistics. Such statistics have two
immediate and widely useful purposes:

1. To establish reference conditions to be
used for design and planning, and for evaluat-
ing global wave models.

2. To monitor any changes from the refer-
ence condition, such as those caused by
storms, currents, topography, pollution, etc.
The change in wave spectra can be used to
evaluate the size and nature of these phe-
nomena.

A less-immediate goal is the generation of
improved methods of predicting and model-
ing ocean-wave spectra.

State of the Art

The first work on a model to predict ocean-
wave characteristics was undertaken by
Cornish (ref. 3-68). Little work followed
this until Sverdrup and Munk (ref. 3-40),
motivated by the necessity of wave informa-
tion for naval operations, developed a model
to predict wave characteristics. Their analy-
sis was concerned with a relation between
wave heights and periods and did not deal
with the concept of a wave spectrum. Neu-
mann (ref. 3-69) was the first to deal with
the concept of a wave-frequency spectrum
from which statistical properties could be
obtained. Using Neumann's concepts, Pier-
son et al. (ref. 3-70) developed a model for
the prediction of wind-driven sea and ocean
swell spectra. The model has experienced
considerable modification and improvement
and still remains the most widely used model
for forecasting ocean wave characteristics or
statistics. The concept of an equilibrium
spectrum was introduced by Phillips (ref.
3-71). This provided additional insight into
the parameters that must be included in the
gravity wave spectra and on the shape of the
high-frequency part of the spectrum. A re-
cent summary of wave spectra models for a
complete range of wave numbers has been
given by Pierson and Stacy (ref. 3-15).

Generally, wave spectra models have been
quite successful. For example, a NOAA Na-
tional Data Buoy Center report (ref. 3-72)
provides analyses of ocean-wave spectra as
determined by hindcasts. The development of
these models has required the acquisition of
a large amount of information about waves.
Data concerning waves are routinely col-
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lected by ships at sea. Wave heights, periods,
and dominant direction of travel are recorded
and radioed ashore in a special code by many
ships at 00:00, 06:00,12:00, and 18:00 G.m.t.
These measurements are collected, stored at
national data centers, and used to produce
statistical summaries of the waves for the
various areas of the oceans. The cost of col-
lecting, storing, and analyzing data of this
kind amounts to millions of dollars annually.

Also, a very small number of weather
ships have wave recorders that measure the
rise and fall of the sea surface as a function
of time at a point. These spectra have been
studied and used to develop wave-forecasting
techniques and to aid in the design of ships.
Wave records of this nature are obtained
routinely at four or five locations in the
North Atlantic and at one location in the
North Pacific.

A consortium of oil companies has used
wave recorders on their drilling rigs to col-
lect a large amount of wave data during
hurricanes in the Gulf of Mexico. The sub-
stantial effort to obtain wave data in these
ways is a measure of its present value. How-
ever, this level of effort is inadequate for
the future needs of the United States and the
other nations of the world.

The reports from ships are estimates, not
measurements, of the wave conditions. They
are also concentrated along shipping lanes
and do not adequately describe conditions on
a uniformly spaced grid over the oceans.
Moreover, they tend to be substantially in
error, and the data obtained before a few
years ago had built-in biases that tended to
group reported wave heights near 5 and 10 m
and to report high waves inadequately. In
one study, in which these estimates of wave
heights were compared with measured wave
heights, the estimates frequently differed
by a factor of 2 (either too high or too low)
from the measured values. Approximately
1200 ships report wave conditions in this
way every 6 hr, primarily in the Northern
Hemisphere.

The shipborne wave recorder data are of
high quality and have proved invaluable for

many scientific investigations. However, the
number of ships is too few and their loca-
tions too random to provide an adequate
data base.

In addition, predictions of wave spectra
are based on local conditions, primarily be-
cause this is all the information that is
available. However, very-large-scale phe-
nomena (storms, global currents, etc.) alter
or determine the wave spectrum. For this
reason, recourse must be continually made
to observations of measured wave character-
istics typical of those given by Hogben and
Lumb (ref. 3-73). Moreover, in coastal
regions, the open ocean waves must be con-
sidered in combination with local topography
to develop realistic estimates of the wave
spectra.

If global meteorological data were avail-
able, more accurate models for the prediction
of wave spectra could possibly be developed.
Such models would need to be verified by
global wave statistics, however. Therefore,
remote sensing appears to not only offer the
opportunity to evaluate and improve wave
spectra but to be the only way presently
available to do so.

Requirements

The complete wave frequency or number
spectrum need not be measured. Various
parts of the spectrum must be measured,
however, so that present models can be used
to infer the complete spectra. In addition
to the measurements of wave spectra or wave
statistics, data on meteorological conditions
are also required. These data are needed not
only at the point of wave measurement but
also globally, because of the large-scale phe-
nomena that govern local wave spectra.

Technical Approach

The acquisition of sufficient data to de-
velop a global picture of the local wave
spectrum and its expected extreme is re-
quired. By using presently available models
(e.g., Pierson et al. (ref. 3-70) and Pierson
and Stacy (ref. 3-15)), a complete wave
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spectrum can be developed from the sig-
nificant wave height H,/:< or the surface wind.
Both together permit some checking of the
models. The significant wave height can be
obtained by the present satellite altimeter,
although the accuracy may not be as great as
desired. Surface wind can be obtained from
microwave backscatter, but a higher accuracy
may be needed.

Imaging radar can also be used to generate
wave statistics. Imaging radar gives a pic-
ture of wave patterns that is at present a
qualitative picture of the wave field. There-
fore, the fact that waves can be seen makes
the imaging radar a powerful tool for the
oceanographer. The most exciting prospect
is that of mapping wave patterns and wave
buildup during large storms. This wave
buildup occurs under cloud cover that only
active microwave sensors can penetrate. It
is in these large storms that the bigger, more
damaging waves are generated.

In addition to mapping storm waves, the
mapping of swell over continental shelves
will permit the study of wave refraction in
coastal regions. The continental shelves will
be valuable real estate in the next few
decades as a place to put man's machinery,
such as offshore airports, powerplants, and
oil rigs. The ability to predict wave climates
in these areas and to verify these predictions
by observations is another important contri-
bution that imaging microwave sensors can
make to oceanography. Again, the ability of
active microwave sensors to penetrate clouds
during storms is a most important attribute.

The capability for global monitoring of sea
state and ocean waves, which will be pro-
vided by spaceborne imaging radar, is also a
very important contribution. This is par-
ticularly true for oceans in the Southern
Hemisphere, where wave measurements in
the open ocean are so widely scattered that
many areas of the ocean are essentially un-
known. Little shipping and almost no land
observation points are present in the South-
ern Hemisphere oceans between latitudes
20° and 40°, so that the interaction between

wind and waves and the buildup of waves
is practically unmonitored.

All of this information can be used to
generate a global picture of the expected
wave spectra or the wave statistics char-
acteristic of these spectra. These data would
establish a reference state for the ocean.
This state could be considerably more ac-
curate and detailed and with better resolu-
tion than the present tabulation by Hogben
and Lumb (ref. 3-73) or those from the U.S.
Department of Commerce (ref. 3-72).

With the acquisition of a reference con-
dition, continued monitoring of the oceans
can be used to reveal any changes that occur
because of storms or other large-scale phe-
nomena. These two goals, the development
of more accurate global wave statistics and
the monitoring of the magnitude of their
changes, should be ample justification for the
program.

The many advantages provide motivation
to attempt to sense more completely the total
wave spectrum. At present Krishen (ref.
3-63), Valenzuela et al. (ref. 3-65), and
Daley (ref. 3-64) have used microwave back-
scatter to measure the high wave number
(above 0.1 cm-1) part of the wave spectrum.
The use of the longer wavelength radar, or
perhaps imaging radar, to sense the lower
frequency portions of the spectrum should
be considered. This is because the ultimate
goal must be a tabulation of the complete
wave-number spectrum and, in the future,
possibly the directional wave-number spec-
trum, on a global basis. Active microwave
systems are now the only sensing technique
that can be used to measure wave spectra
directly.

Applicability

The use of remote sensing to establish a
reference picture of global wave statistics
would provide data needed to plan shipping
routes, design ships and/or offshore struc-
tures, and aid in the planning of future ports.
This reference condition is especially needed
in costal regions where the influence of the
local topography on incoming open ocean
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waves makes prediction of sea state quite
difficult.

The monitoring of local variations from an
established reference condition probably has
its most immediate applicability in the rout-
ing of ships. The financial benefits obtained
by routing ships around areas of heavy seas
are quite large and can be easily accom-
plished with present remote-sensing technol-
ogy. Other advantages would be in the
monitoring of large-scale storms and their in-
fluence and the tracing of various surface
pollutants, such as oil spills or the intrusion
of saltwater into freshwater. Over longer
periods, the compilation of wave statistics
and their variation can reveal any unusual
or significant changes in topography. In
addition, there are a number of specific
coastal problems that these data can help
resolve.

When the depth of the water becomes less
than half the wavelength of a spectral com-
ponent in a wave spectrum, the speed of
the component is affected by the depth. The
shallower the water, the slower the wave
travels. Complex offshore submarine topog-
raphy turns the waves away from deeper re-
gions and focuses them at shallower regions.
Shallow areas off the coasts of parts of the
continents, called continental shelves, are as
much as several hundred kilometers wide.
The depths in these shallow areas are often
complex, and the waves are refracted in ways
both difficult to describe and to compute.

All structures to be built in such shallow-
water areas require design wave data so
that the structures can withstand the forces
on them produced by the high waves during a
storm. Also, the continued action of the
lower waves can erode the material around
the structure base and cause it to collapse.
With the many proposed offshore structures
around the coasts, the problem of adequate
designs for them will become increasingly
more pressing during the next few decades.

One area studied in the past and under
renewed theoretical analysis is the New
York Bight, especially as affected by the
Hudson Submarine Canyon. Offshore sites

just 10 or 20 km apart in this area can, at
times, be exposed to waves 10 times higher
at one site than at another.

During selected conditions with appropri-
ate offshore deepwater waves, data can be
obtained that will provide verification for
wave refraction studies in shoal water. More-
over, potential sites all over the world can
be surveyed concerning wave refraction ef-
fects for preliminary, and perhaps even final,
design considerations. The actual images
will have to be recovered because the waves
become shorter and change direction as the
water becomes shallower, so that the con-
cept of a spectrum representative of an en-
tire area is not applicable.

A scientist familiar with the needs of the
user community could rather easily select ap-
proximately 500 sites on a global basis for
obtaining daily data, some over the deep
ocean and others at coasts, so that in the
course of each year a global data base of
approximately 180 000 coastal refraction
patterns and deep-water wave-number
spectra could be obtained. .

Finally, advantages will be gained by im-
proved predictive models to forecast wave
spectra. The present numerical spectral wave
forecasting models are quite good. They
incorporate many physical features of the
generation and propagation of waves but not
all the variously proposed theoretical fea-
tures of waves. However, any numerical
model of a physical phenomenon of the oceans
can be improved because there are always
increasing levels of complexity that need to
be modeled. At present, the problem is lack
of an adequate verification data base on
which to build improved numerical spectral
forecasting models. The measurements to be
made by satellites would provide the kind of
data needed to develop greatly improved nu-
merical wave-forecasting models by provid-
ing a means to determine the errors in the
present models. The need will always exist
for forecasting wave conditions for as many
days as possible into the future. The fore-
cast problem involves wave spectra and
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weather, but improvement in wave forecasts
is a necessary requisite for improvement in
weather forecasts.

POLAR ICE FIELDS

The polar regions are a fundamental part
of the Earth heat engine, yet the way in
which they interact with the other parts of
the atmosphere/ocean/ice/land system is
poorly known because they have existed be-
hind what has been called an "observational
barrier." Most polar geophysical studies are
based on a paucity of data; relatively short-
time series of measurements acquired at a
few points spread over vast distances. The
state and behavior of the Earth surface is
one aspect of the interaction-exchange prob-
lem that can be said to be the most important
in polar regions, where changes of phase
of water into snow and ice occur over large
areas at small times scales, and where large
permanent floating and grounded ice masses
are involved in a complex feedback process
with atmospheric and oceanic circulation.
This problem can be studied only by using
satellite remote-sensing techniques.

In the vast array of remote-sensing tech-
niques available for polar studies, microwave
remote sensing, both passive and active,
promises to be the most useful tool. The
polar regions are in the dark for a large
part of each year and when they are in their
sunlit periods they are normally cloud
covered. Therefore, sensors that can observe
the polar surface at all times, such as micro-
wave sensors, are needed to provide the se-
quential synoptic imagery needed for elucida-
tion of the complex cause and effect processes
of these vast regions.

Scope

Polar ice includes three distinct forms of
ice that have widely divergent properties:

1. Sea ice, which covers large parts of
polar oceans and some subpolar seas, contains
brine, averages one to several meters in
thickness, and ranges in age from hours to
several years.

2. Icecaps and glaciers, which are com-
posed of freshwater ice that averages several
kilometers in thickness for Antarctica and
Greenland and is tens of thousands of years
old.

3. Lake ice and estuary ice, which is fresh
and brackish water ice of a wide variety of
thicknesses and ranges in age from hours to
several months

In the following section, the three forms of
ice are discussed in relation to active micro-
wave remote sensing.

Sea Ice

Of all the forms of frozen water that exist
on Earth, the one about which least is known
is the sea ice that covers vast areas of the
oceans; 10 percent in the Northern and 13
percent in the Southern Hemisphere. A good
example of the paucity of knowledge is that,
for the International Geophysical Year
(IGY) period, essentially nothing is known
about the extent and morphology of the
winter sea ice surrounding Antarctica.

Individual ice floes have been observed to
move 50 km in a day, and speeds of 10 to
20 km/day are common. Leads (cracks) and
polynyas (large irregular openings) open and
close at all times. The seasonal variations in
areal extent of the ice canopies are large;
approximately 15 percent for the Arctic and
80 percent for the Antarctic. In short, sea
ice is the most rapidly varying solid on the
Earth surface.

Although the feedback mechanism that
exists within the air/ice/water system is not
well denned, intuition and the few facts
available suggest that the variation of the
edge of the icepack must be of prime im-
portance. On the time scale of months, air/
sea interaction at the edge of the pack would
cause an intensification of the atmospheric
baroclinicity, which in turn would alter the
surface ocean regime.

To monitor the seasonal patterns of sur-
face heat exchange over polar oceans, one
must systematically observe the location and
extent of pack ice and the location and dura-
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tion of large polynyas within the pack. Al-
though meteorological satellites such as
Tiros, Itos, and NOAA have given (and will
continue to give) highly useful ice data, an
alltime, all-weather capability of observing
sea ice did not exist until the launching of
Nimbus 5 in December 1972.

The electronically scanning microwave
radiometer (ESMR) on Nimbus 5, operating
at a frequency of 19 GHz (1.55 cm), is pro-
viding the first daily synoptic view of polar
sea ice distribution. The NASA remote-
sensing flights during the 1971 and 1972
Arctic Ice Dynamics Joint Experiment
(AIDJEX) pilot experiments, which flew an
ESMR identical with that aboard Nimbus 5,
have provided data that allow the interpreta-
tion of ice types shown on the microwave
brightness temperature maps obtained from
space. The difference in brightness tempera-
ture between seawater and ice at 19 GHz
is approximately 120 K; therefore, the ice .
edge on the maps shows up clearly and can be
positioned geographically with an accuracy
of 30 km, the nadir resolution of the 1.4°
beamwidth of the ESMR.

The ice-edge positions shown in ESMR
images differ considerably from the averages
shown for winter months in the U.S.S.R. and
U.S. Antarctic atlases. The actual ice edges
are more irregular than the ones deduced
from aircraft and ship reports shown in the
atlases and are more extensive (farther
north) in several areas, such as the Ross
Sea. Of special note are the large polynyas
revealed in the Ross and Bellingshausen
Seas, which are not shown at all in the
atlases.

Gloersen et al. (ref. 3-74) have used air-
craft microwave images to show that it is
possible to distinguish first-year sea ice
(1.15 m thick) from multiyear sea ice (1 to
3 m thick) and to estimate amounts in mix-
tures of the two. Campbell et al. (ref. 3-75)
have compared ESMR and aircraft micro-
wave images of the Arctic ice canopy to
delineate its gross morphology.

Although ESMR is a prime tool to study
gross characteristics of sea ice morphology

and dynamics, it does not provide the kind of
high-resolution data needed for a wide
variety of scientific and commercial pur-
poses. To test the existing and developing
numerical models for sea ice dynamics and
thermodynamics, high-resolution sequential
imagery of select areas is badly needed. The
optimum sensors for this program would
appear to be active microwave sensors.

American radar imaging of the polar sea
ice dates back to the early 1960's (ref. 3-76).
In a flight by a military aircraft from the
North American Continent to the vicinity of
the North Pole, a long strip of imagery was
obtained with an X-band real aperture sys-
tem. The ability of the radar to distinguish
various classes and ages of ice was first
shown in Anderson's analysis of these
images. In 1967, the NASA Earth Resources
Aircraft Program (ERAP) P-3A aircraft
flew north of Point Barrow with the 13.3-
GHz scatterometer. Although ground parties
were on the ice to make thickness measure-
ments, their lack of mobility prevented meas-
urements from being more than of marginal
utility, and the ice types had to be determined
by analysis of aerial photographs made
simultaneously with the scatterometer runs.
Unfortunately, the more interesting ice
morphologies occured some miles from the ice
party's location. By comparing the photo-
graphs with ice atlas photographs and infor-
mation gleaned from conversation with ice
observers, Rouse (ref. 3-77) was able to
make tentative identification of ice types and
to show that the multiangle scatterometer ob-
servations could be well correlated with ice
type.

In 1970, another NASA ERAP mission
was conducted north of Point Barrow, with
the ice party restricted to the uninteresting
fast ice within a few miles of Point Barrow.
In this mission, a series of scatterometer
lines were flown with both 13.3- and 0.4-GHz
instruments; the same area was imaged with
the 16.5-GHz DPD-2 multipolarized imaging
radar by flying the imager in a box around
the area covered by the scatterometer.
Parashar et al. (ref. 3-78) were able to make



216 ACTIVE MICROWAVE WORKSHOP REPORT

excellent identification of ice types by de-
tailed stereoscopic analysis of photographs
of the area. The classification by ice type
was then converted into effective ice thick-
ness, using the average ice thickness appro-
priate to each kind of ice. The results were
then interpreted in terms of ability to meas-
ure ice thickness with the various radars,
but most of the work concentrated on what
could be done with individual incident angles
appropriate to an imaging radar that might
be used operationally. Figure 3-40 shows the
encouraging result at 13.3 GHz. Note that
there is an ambiguity between the very
thinnest ice category (new ice, less than
5 cm thick) and ice approximately 1 m thick.
Fortunately, this ambiguity can be resolved
by image interpretation, for the new ice has
a characteristic texture quite different from
that of the older first-year ice. It was found
that the 0.4-GHz data could resolve this
ambiguity if needed, but that the lower fre-
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FIGURE 3-40.—Experimental a° compared to ice thick-
ness for different incident angles (frequency of
13.3 GHz, vertical transmit/vertical receive polari-
zation).

quency by itself could not distinguish be-
tween the thicker multiyear ice and ice ap-
proximately 0.5 m thick. Indications from
image analysis of the DPD-2 were that four
categories (open water, ice less than 18 cm
thick, ice 18 to 90 cm thick, and thicker ice)
could be readily identified on the images,
even though the images were somewhat
saturated. The identification was an indica-
tion that the ambiguity in intensity between
new ice and meter-thick ice did not exist on
the cross-polarized image, but saturation on
the film prevented assurance that this con-
clusion was correct. Parashar et al. (ref.
3-78) have also developed a theory that
seems to explain the observations.

The Arctic and Antarctic Institute of
Leningrad has engaged in imaging of sea ice
for at least 6 yr (ref. 3-79). The Soviets
believe that they can clearly distinguish thin
ice, thick first-year ice, and multiyear ice.
In the late spring of 1973, an ice map of the
entire shipping region across the north of
the Eurasian Continent was prepared using
the Toros 16-GHz real aperture radar im-
ager. The system is presumably being used
operationally in connection with directing
shipping convoys along this route. In fact,
the Soviet participants in the 1973 joint
Bering Sea passive microwave experiment
used the Toros images for "ground truth" to
identify whether the passive microwave was
able to distinguish water and ice and one ice
type from the other. The Soviets have stated
that the radar definitely distinguished more
different ice types than did the passive micro-
wave sensors.

The first American active microwave ex-
periment on sea ice in which sequential im-
ages of ice were obtained took place north
of Point Barrow during April and May
1973 when a joint U.S. Geological Survey
(USGS)/Cold Regions Research and Engi-
neering Laboratory (CRREL) team used an
X-band side-looking airborne radar (SLAR)
mounted in a Mohawk aircraft. In 2 weeks,
nine flights were made over selected large
areas of sea ice (200 by 50 km) to the east,
north, and west of Point Barrow.
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FIGURE 3-41.—An X-band SLAR image from the
April 28, 1973, mission west of Point Barrow.

Figure 3-41 shows a portion of the April
28 mission data from west of Point Barrow.
The coast can be seen with Wainwright at
the upper left and Icy Cape at the upper
right. The zone of shorefast ice shows clearly,
as does the coastal lead. The pack ice is
clearly seen to be composed of numerous
fragmented floes and leads and has under-
gone strong recent deformation. The pack
was made up of mostly first-year ice with
some multiyear ice.

Figure 3-42 shows the same area 5 days
later on May 3. The shorefast ice remained
the same during this period, but the pack ice
can be seen to have undergone strong defor-
mation. Major lead changes occurred while

the pack was translated only a few kilometers
to the west.

A comparison of figures 3-41 and 3-42
with figure 3-43 reveals that SLAR shows
the difference in ice types. Figure 3-43
shows a segment of the pack ice on May 2
approximately 190 km north of Harrison Bay
(240 km northeast of Point Barrow). In
this image, numerous undisturbed large ice
floes can be seen, and the ridges appear as
white linear features. The ice in this area
was far less deformed than the ice west of
Point Barrow.

Although much work remains to be done on
these data, SLAR remote sensing of sea ice
provides discernment of the following
features.

1. Leads and polynyas can clearly be dis-
tinguished from ice.

2. Thin ice (pancake, frazil, gray) can

FIGURE 3-42.—An X-band SLAR image from the May
3, 1973, mission west of Point Barrow.

FIGURE 3-43.—An X-band SLAR image showing Arc-
tic Ocean pack ice.
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be distinguished from open water in leads
and polynyas.

3. Ridges can generally be distinguished
from leads, especially when the leads are
large.

4. Ice floe shape and size can clearly be ob-
served.

5. Land (permafrost) can clearly be dis-
tinguished from shorefast ice, water, and
pack ice.

6. Ice-type distinction is good enough to
permit distinctions between water, thin ice,
thicker first-year ice, and the thicker multi-
year ice.

Icecaps and Glaciers

Approximately 85 percent of the fresh-
water on Earth exists as ice in Antarctica
and Greenland. Glaciological research in
those areas has been aided greatly by the
development of radio echo sounding tech-
niques, which has made possible the delinea-
tion of bedrock topography and the measure-
ment of ice thickness. Both these variables
are needed to test recently developed nu-
merical models. However, if the complex
interaction between icecaps and glaciers and
climate are to be understood, the ice/air
interface events must be understood, espe-
cially the accumulation rate.

The ESMR images of the Arctic and Ant-
arctic from Gloersen et al. (ref. 3-80) show
very interesting signature variations on ice-
caps. For Greenland, brightness temperature
differences of 323 K occur across the icecap,
with the highest brightness emittance cor-
responding roughly to the highest elevation
of the icecap. Although the cause of these
variations is not fully understood, they are
apparently not due to variation of the physi-
cal temperature of the ice, but to the emis-
sivity variations probably induced by varia-
tions of the small-scale structure. Such
crystal metamorphosis could be caused not
only by temperature variations but also by
pressure gradients within the ice.

In the ESMR images of the Antarctic ice-
cap, no such correlation with elevation
occurs; instead, the lowest brightness tem-

peratures occur near the center of the conti-
nent, which would be expected if the
variation in brightness temperatures was
predominantly due to the variations in the
physical temperature of the ice. Thawing
and recrystallization of the surface ice does
not occur on the Antarctic cap as it does in
Greenland.

As interesting as these passive microwave
measurements of icecaps are, they will be
useful only for gross structure studies,
whereas an urgent glaciological need exists
for detailed measurements of the surface
structure of icecaps and glaciers. It is pre-
cisely in this area that SLAR techniques
could prove highly useful.

The Jet Propulsion Laboratory (JPL) has
recently obtained L-band sounder profiles on
Alaskan glaciers and on Greenland. The data
show signal returns from structural features
below the surface. The Greenland profiles
show a tilted, layered structure that looks
as if it had been formed by surface flow.

The only two-dimensional SLAR images
of glaciers and icecaps are those obtained by
V. V. Bogorodsky and V. S. Loshchilov of the
Arctic and Antarctic Research Institute of
Leningrad.2 These Soviet scientists have ob-
tained numerous SLAR (S-band) images of
Siberian glaciers. All were obtained through
a dry snow cover over nontemperate glaciers
(those having temperatures below 273 K
within the ice mass). In the great majority
of images, the foliation planes formed by the
annual accumulation processes were clearly
visible. Most of the images were of glaciers
with a snow cover thicker than several
meters.

From the glaciological point of view, these
data are exciting because one of the most
difficult things to measure in glaciers is the
rate and pattern of accumulation and abla-
tion. As a glacier flows, the deposited layers
of snow metamorphose into ice, which slowly
flows downslope. Therefore, the pattern of
foliation planes observed is due to two proc-
esses : accumulation/ablation and flow. Thus,
to deduce the recent accumulation history of

- Personal communication, J. W. Campbell.
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a glacier from the foliation planes, one must
allow for the dynamics. This may not be too
difficult for slow-moving nontemperate
glaciers.

Bogorodsky and Loshchilov believe that
SLAR measurements of glaciers can be used
for accumulation studies. They have also
obtained images of Arctic ice islands (pieces
of icecaps that have calved off an ice shelf
and drifted about within the matrix of sea
ice floes). These images all showed the ice
to have a parallel banded structure, with the
bands having a spacing on the order of sev-
eral hundred meters. They do not know
what these bands are, but surmise that they
were formed by the accumulation process
existing on the icecap where the island was
formed. The structural differences between
ice island and sea were so great that dis-
tinguishing between the two was always
possible.

Lake and Estuary Ice

Several of the world's major shipping
routes are covered by lake or brackish ice for
several months a year (i.e., Gulf of St.
Lawrence and Baltic Sea), and great efforts
are being made to extend the navigable season
in these areas. To do this, two uses of se-
quential radar imagery are necessary: (1)
as input into numerical models of ice dy-
namics and thermodynamics, and (2) as
routing maps to direct ship traffic through
the thinnest ice in an area.

A considerable part of the Asian and North
American tundra is lake covered, and during
the winter these lakes freeze both fully and
partly (not to the bottom). Measurement of
the ice cover on these lakes is important
for many biological studies.

During the Skylab 4 overflights, SLAR im-
agery was obtained of the ice covers in Lake
Ontario and the Gulf of St. Lawrence. These
data show that radar remote sensing of
lake and brackish ice can make it possible
to distinguish the following features:

1. Leads and polynyas can clearly be dis-
tinguished from all forms of ice.

2. Rafted ice can be distinguished from
undisturbed ice.

3. Shorefast ice can be distinguished from
moving ice.

4. Ice floe size and shape can clearly be
observed.

5. The approximate age of ice can be ob-
served in terms of gray, gray-white, and
white ice.

6. Ridges can generally be distinguished
from small leads.

Bogorodsky and Loschilov, who have made
SLAR X-band observations of lake ice in the
Soviet Union, agree with these six tentative
conclusions.

A very interesting phenomenon was ob-
served on the tundra lakes east of Point
Barrow during the USGS/CRREL experi-
ment. In figure 3-44, a SLAR image of a
series of thaw lakes to the east of Point
Barrow is shown. Some of the lakes appear
white (strong return), whereas others ap-
pear dark (weak return). After comparing
this and other SLAR images with surface
measurements, it was concluded that the
lakes that appear white in the images are
frozen all the way to the bottom (to the

FIGURE 3-44.—An X-band SLAR image showing fro-
zen thaw lakes east of Point Barrow.
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permafrost table) and the lakes that appear
dark have a water layer beneath the ice
cover. This finding is important from several
points of view. Such images could provide
information to local communities concerning
which lakes to tap for a winter water supply.
The biological regime between completely
and partly frozen lakes is different, the latter
having far more fish.

Conclusions

Satellite-borne active microwave sensors
offer the only means of obtaining high-resolu-
tion imagery of polar ice during all times,
thus penetrating the "observational barrier"
that has hampered much-needed research.
Sequential synoptic active microwave im-
agery of sea ice is urgently needed to test
and help develop numerical models of air/ice/
ocean interaction. Such data will greatly en-
hance the usefulness of ESMR imagery of
the gross characteristics of the sea ice
canopies.

The only remote-sensing means capable
of observing subsurface structures of ice-
caps and glaciers is active microwave. The
SLAR images of glaciers clearly delineate
the accumulation foliation planes through
several meters of snow cover. Those of ice-
caps reveal a subsurface parallel banded

structure. Such images promise to provide
needed data on accumulation amounts, and
patterns may help in determining surface
flow patterns. Satellite radar is the best way
to track and study the metamorphosis of ice
island (bergs).

Active microwave imaging of lake and
estuary ice will provide high-resolution, se-
quential, synoptic data needed to extend the
navigable season in busy waterways such as
the Gulf of St. Lawrence and the Baltic Sea.

The SLAR can be used to determine which
tundra lakes are frozen to the bottom and
which are not, an important logistical and
ecological technique.

Although the potential of active microwave
sensors that currently exist has been demon-
strated as ice sensors, neither U.S. nor
U.S.S.R. scientists yet know what frequency
(or combination of frequencies) or what
polarization (or combination of polariza-
tions) is best for monitoring either sea ice
or lake ice. Although earlier theories might
be used to permit some extrapolation or in-
terpolation, these too need improvement and
further verification. Hence, in addition to
further flights over the ice, both theoretical
research and research with a microwave
spectrometer that can be transported onto
the ice seems to be needed if the optimum
system parameters are to be established.

PART E

11821f TECHNICAL APPROACHES

INSTRUMENTATION

Radar altimeters, scatterometers, and
imaging radar are the major instruments
needed to accomplish the applications dis-
cussed earlier in this chapter. This section
describes the instrumentation in terms of
its functions, future developments, con-
straints, and applications.

Altimetry

Introduction.—Satellite altimetry has dem-
onstrated the capability for determining
mean sea level. Although past efforts have
not achieved the ultimate goal in spatial and
height resolution, it is attainable in the next
decade. On attaining this goal, satellite
altimetry will enable improved knowledge of
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the geoid, increasing the number of terms
in the knowledge of the gravity field and the
upward extension of the surface field. Also,
the position and density of underwater topo-
graphic features can be determined from
geoid undulations and satellite tracking. In
addition, from waveform analysis of the
radar altimeter return, global knowledge of
sea slopes, currents and eddies, and estuarine
characteristics is possible. From proper
choice of orbit parameters and system con-
cepts, an altimeter can provide a global syn-
optic description of the ocean surface. Fig-
ure 3-45 shows the differences between the
"computed" and "measured" sea surface
from one of the last Skylab experiments as
a typical example of a first test (ref. 3-45).

Satellite altimetry.—Satellite radar altim-
etry has the potential to significantly im-
prove knowledge of the geoid and sea state
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FIGURE 3—45.-—Skylab altimeter pass over the Cape
Verde Islands.

on a global basis. Although the data collec-
tion capabilities are limited to nadir, the
short-pulse altimeter concept for the simul-
taneous measurement of surface-height va-
riations and sea state has experimental veri-
fication warranting its deployment .into
space. Both the scientific value and the ap-
plications were emphasized in the Terrestrial
Environment Solid Earth and Ocean Physics
Study conducted during August 1969. Based
on available data, the NASA EOPAP 3 (ref.
3-45) recognized the importance of satellite
altimetry and has adopted a long-range phys-
ical ocean sensing program with objectives
that rely heavily on this sensor.

In all the activities to date, the role of al-
timetry has been visualized to include detec-
tion of dynamic ocean features (tides, waves,
currents, etc.) or mapping of permanent
mean ocean surface topography (geoid). The
subsurface geological features have been
known to affect the ocean geoid, and results
obtained with the Skylab altimeter have cor-
related this relationship. These correlations
could result in new applications of altimetry
for bathymetric positioning of underwater
topographic features (ref. 3-50).

The Skylab S193 experimental altimeter
has demonstrated a system bias change of
less than 20 cm in approximately 6 months
of orbital operation. Altitude noise levels
slightly less than 1 m have been maintained.

Altimeter tracking over the Great Salt
Lake and the Great Lakes obtained altitudes
above mean sea level for these features that
correlate very nearly to those listed on maps.
For mapping the ocean topography (ref. 3-
81), a typical system error model has been
produced (table 3-VI). Both the uncorrected
magnitude and the residual of the best-known
corrections that are applied to the data are
shown.

Antenna beam pointing and antenna
height bias are the two factors that are most
critical to mapping surface topography. True

3 NASA: Earth and Ocean Physics Applications
Program. Vol. I—Executive Summary, Vol. II—
Rationale and Program Plan, Sept. 1972 (NASA
internal document, restricted distribution).
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satellite heights are difficult to determine
when short orbit arcs are used for analysis of
the data. Also, the altitude of the satellite is
continually changing, which affects the an-
tenna pointing. Therefore, methods have been
developed to extract pointing information
from the altimeter waveforms and then to
apply corrections to the altitude based on this
information.

Figure 3-45 also shows data obtained from
a pass over the Cape Verde Islands on Sep-
tember 3, 1973. For comparison, the God-
dard (Marsh-Vincent) geoid (refs. 3-44 and
3-50) is shown on the graph. The absolute
difference between the altimeter geoid and
the Goddard geoid of approximately 45 m is
well within the estimated orbit uncertainty.
The dotted line on the graph is the geoid
shifted for shape comparison. The overall
comparison is good except for the 12-m un-
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dulation in the vicinity of the Cape Verde
Islands. Detailed analyses of the altimeter
footprint, noise characteristics, and ground-
track indicate that the altimeter was not over
land during any part of the pass. Because
dynamic sea-surface effects could explain
only a few meters of the undulation observed,
the geoid undulation observed is surmised to
be a real feature.

Figure 3-46 illustrates the altimeter-
derived geoid for a pass of data taken on the
Skylab 3 mission on September 13, 1973.
These data were taken as the altimeter passed
over the Mid-Atlantic Ridge in the North At-
lantic. Excellent agreement with the general
shape of the geoid is again seen and the offset
is well within the expected orbit accuracy. A
comparison of the altimeter geoid with the
bottom topography in the area also shows ex-
cellent correlation.

The Skylab altimeter data analysis results
are representative of numerous data that
have been studied. The instrument perform-
ance was excellent, and the geoid shape in-
formation derived correlates well with the
Goddard global geoid. Also, a strong corre-
lation appears to exist between the derived
geoid and underwater topographic features.
The agreement between Sklab data and the
predictions of system models has been ex-
tremely close (ref. 3-82). For example, fig-
ure 3-47 illustrates the agreement between
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Atlantic Ridge in the North Atlantic.
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Skylab data and a predicted waveform for a
0.3° pointing error. The low one-sigma var-
iation indicates the quality of that system
for determining pointing.

Future developments.—The AAFE pulse
compression altimeter development will in-
crease the radar sensitivity and flexibility.
This increase improves the radar perform-
ance over the NRL nanosecond pulse radar
and establishes the feasibility for use in satel-
lite altimetry. The GEOS-C altimeter experi-
ment is primarily intended to demonstrate
the operational utility of altimetry for geod-
esy and oceanography. Thus, the GEOS-C
altimeter experiment follows the Skylab S193
altimeter experiment in a planned sequence
of developments leading to an operational
satellite system for oceanographic applica-
tions. The GEOS-C altimeter capability to
measure mean-sea-level and ocean-wave
heights will be greatly improved over the
S193 altimeter. Experiments with GEOS-C
(ref. 3-83) will be improved over the Sky-
lab experiment because of improved orbital
determination for GEOS-C. The orbital de-
termination capability of the GEOS-C experi-
ment will represent the best in the state of
the art in this technology and will show from
planned experiments what factors limit this
technology for an operational oceanographic
satellite. The next planned altimeter is for
SEASAT-A and will have two modes of op-
eration. In mode A, the altimeter will have
a maximum range noise of 31 cm at a data
output rate of 10 Hz, and in mode B, a 10-cm
range noise at a data output rate of once per
second. An internal calibration mode will
provide a capability of an absolute range ac-
curacy calibration to within ± 25 cm. Ocean
backscatter coefficients will be determined to
±1 dB, and the measurement of significant
wave height H1/3 of the ocean surface will be
determined to ± 25 percent of H1/3 or 0.5 m,
whichever is greater, in the Hl/3 range of 1-
to 20-m wave height. The requirements for
mode B are the same as for mode A except
that H1/3 will be accurate to ± 10 percent or
0.5 m, whichever is larger, and that all the
data outputs specified will be determined in

real time onboard the satellite instead of by
ground processing. The mode B goal will be
achieved by the use of an onboard maximum-
likelihood processor, which will adaptively
change the tracking and sea-state algorithms
as a function of signal-to-noise ratio and sea
state.

Applications.—The immediate application
of active microwave sensors is in the area of
measuring sea state. The ability of mapping
sea state globally and synoptically by active
remote sensors would provide reference data
needed to plan shipping routes, design ships,
design offshore structures, and help plan fu-
ture ports. The knowledge of sea state will
also enable the testing of present meteoro-
logical and oceanographic models and aid in
improving the understanding of the air/sea
interactions so that better models can be de-
rived for forecasting sea state and weather.

The intrinsic values of monitoring sea state
are not limited to the consideration of wave
forces or energy. The knowledge of sea state
in the form of a wave spectrum can be used
to measure ocean-surface currents (ref. 3-
86). The information on global and synopti-
cal ocean surface current systems will be very
cost effective in efficiently deploying ships.
Understanding mass transport, heat trans-
port, and current systems has dominant
effects on economies of marine communities
and global weather predictions.

Scatterometers

Introduction.—Active microwave sensors
have been used to measure range, reflection
or scattering coefficient, and shape of the re-
turned pulse from various objects or scenes.
The ability with which a scene or object scat-
ters incident microwave energy can be as-
sessed by measuring the radar-scattering
cross sections at various frequencies, polari-
zations, and incident angles. A microwave
scatterometer is a special-purpose radar that
is used to quantitatively measure the target
reflectance or scattering cross section. Mi-
crowave scatterometers are usually simpler
than conventional radars because range and
velocity measurement capability and the high
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spatial resolution (short pulse) requirements
are eliminated. Long-pulse and continuous-
wave scatterometers have been used to meas-
ure the scattering signatures of rough
surfaces such as terrain or the ocean. The
quantity of interest is the radar-backscatter
coefficient, which is the backscattered power
per unit area normalized for antenna gain,
range loss, and the transmitted power.

The result of measurements taken to date
reveals the following information about the
dependence of the backscattering cross sec-
tion from the ocean on windspeed:

1. A range of radar wavelengths exists for
which backscatter is primarily dependent on
surface windspeed, relatively insensitive to
large-scale roughnes.

2. Backscatter at and near the vertical (0°
incident angle) monotonically decreases with
increasing windspeed.

3. Backscatter from incident angles greater
than 20° from the vertical monotonically in-
creases with increasing windspeed.

A representation of these three features of
ocean backscatter as a function of windspeed
and incident angle for 2- to 3-cm wavelength
radar illumination is shown in figure 3-48.
For windspeeds less than 1 m/sec, essentially
no sensible backscatter is seen at any angle
of incidence; the strong radar return at 0°
incident angle is from specular mirror reflec-
tion (shown as a dotted line). As the wind-
speed increases toward 2 m/sec, patches of
roughness begin to appear on the surface
where turbulent gusts at the surface exceed
the threshold for wind-to-water coupling.
The small capillary waves generated by these
gusts produce some backscatter at all angles
of incidence with very rapid rates of change
of backscatter as compared to windspeed.

At windspeeds above approximately 1.5 m/
sec, the total surface is essentially covered
with wind-driven capillary waves from which
the large waves will grow. The approximate
magnitude of backscatter cross section at 0°
and 55° incident angles in figure 3-48 has
been formed from good, but sparse, data
taken between the extremes of approximately
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FIGURE 3-48.—Representation of approximate magni-
tude of backscatter cross section from the ocean at
2- to 3-cm radar wavelengths.

2- to 30-m/sec windspeeds. The continuation
of the curves beyond 30 m/sec shows that the
monotonic changes in backscatter cross sec-
tion initiated at low windspeeds probably do
not stop abruptly but become very slight at
higher windspeeds. The local slope of the
curves at high windspeeds shows that ex-
tremely accurate measurements of the back-
scatter must be made to sense small-percent-
age changes in windspeeds, but this accuracy
is required over only a small range of back-
scatter values. Alternatively, the local slopes
at low windspeeds show that less-accurate
measurements are required to sense small-
percentage windspeed changes.

The set of curves for backscatter is com-
pared to windspeed at all angles of incidence
between 0° and 55° lies between the curves
shown in figure 3-48, being far apart at low
windspeeds and close together at high wind-
speeds.



ACTIVE MICROWAVE REMOTE SENSING OF OCEANS 225

Because the change of backscatter com-
pared to windspeed has a change in sign at
some incident angle between 0° and 20°, a
hoped-for discovery would be an incident an-
gle for which the backscatter cross section is
constant for all windspeeds. This constancy
would provide a natural reference backscat-
ter cross section and eliminate the require-
ment for absolute backscatter cross-section
measurements for windspeed measurements.
The dashed line in figure 3-48 shows that this
hoped-for "hypothetical incident angle of
constant backscatter" lies at approximately
the average level of the backscatter as com-
pared to windspeed for incident angles be-
tween 5° and 20°.

Other aspects of backscatter measurements
present both an opportunity and a problem:

1. The upwind, downwind, and crosswind
viewing directions give different values for
backscatter cross sections.

2. The sensitivity of backscatter to upwind,
downwind, and crosswind viewing directions
is different at each incident angle.

3. The sensitivity of backscatter to up-
wind, downwind, and crosswind viewing an-
gle at each incident angle is also windspeed
dependent.

Figure 3-49 shows typical data of this
kind. An interesting observation is that the
upwind-downwind dependency was predicted
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FIGURE 3-49.—Langley Research Center values of a°
compared to wind heading (vertical transmit/
vertical receive polarization; incident angle of
40°).

and explained rather well 20 yr ago at NRL,
assuming specular points as the backscatter
mechanism and wave tank measurements of
the probability distributions of surface facets
as compared to windspeed. These statistics
included not only the distributions of surface
slope normals but also the distributions of the
areas of these specular reflecting surfaces.
Because NRL could not measure these same
statistics in other directions, the crosswind
dependency was not predicted. The problem
created by this feature of ocean backscatter
is obvious: with perfect instrumentation—
that is, no error in the backscatter measure-
ments but no knowledge of the viewing di-
rection with respect to the wind direction—a
radar cross-section data spread of many deci-
bels will be obtained. For example, in figure
3-49, a 6-dB spread exists upwind to cross-
wind at a 13.9-m/sec windspeed, 40° incident
angle, with an average backscatter coefficient
over all wind heading angles of —10 dB,
whereas at a 6.5-m/sec windspeed, the aver-
age is approximately -15.5 dB, with an
upwind-to-crosswind spread of 4 dB.

This problem can only be solved either by
knowing the viewing direction with respect
to wind directions or by viewing the surface
from enough different directions so that the
upwind, downwind, and crosswind curves can
be obtained as input data. However, this
method represents an opportunity because,
with this curve as input data, the wind direc-
tion in that resolution cell has also been meas-
ured. These resolution-cell data at many in-
cident angles in a swath along the satellite
path are required to properly map the wind-
fields over the oceans and/or the pressure
fields at the 100 000-N/m- level.

Scientists working with scatterometry data
have recognized and accepted the facts illus-
trated by figures 3-48 and 3-49 and, finding
that the data are repeatable, are starting to
design their instruments, data-gathering pro-
cedures, and data-processing algorithms to
solve the problems and take advantage of the
directional data to the extent possible, given
the satellite platform constraints.

With proper system design, satellite-borne
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scatterometry will provide a majority of the
input data required for mapping the wind-
fields over the oceans with refresh times of
less than 12 hr.

Typical scatterometer measurements.—Ra-
dar observations of the scattering cross sec-
tions from the ocean surfaces have been con-
ducted for nearly 30 yr. In almost all cases,
only the backscattering cross sections have
been measured.

The NRL has conducted the most compre-
hensive measurements of the backscattering
cross sections from ocean surfaces (refs. 3-
84 to 3-89). These measurements have been
conducted at several frequencies and polari-
zation combinations. Both airborne and
ground sensors have been used by NRL. A
summary of the significant NRL measure-
ments is given in table 3-VII.

The NASA has flown numerous missions
with spaceborne and airborne sensors over
ocean surfaces (refs. 3-63, 3-90, and 3-91).
Scatterometer data have been collected at 0.4

and 13.3 GHz. Spaceborne radar data at 13.9
GHz (Skylab S193) have also been obtained.
Backscattering cross-section data have also
been collected by LaRC at 13.9 GHz. Table
3-VII also presents a summary of the NASA
measurements. Other data, such as those re-
corded by Newton and Rouse (ref. 3-92), are
available.

The interaction of the ocean surface winds
and waves is a complex phenomenon. A
mathematical model of ocean surface rough-
ness as a function of surface wind velocity is
not available. The large volume of the radar-
backscattering cross-section data gathered
over rough oceans has aided in the under-
standing of the interaction of waves and
winds on the ocean surface. In this section,
typical radar-backscattering cross-section
data are presented. Problem areas and fu-
ture efforts for their resolution are also out-
lined.

Experimental studies of the sea echo at
9.2-, 3.2-, and 1.25-cm wavelengths have been

TABLE 3-VII.—Available Radar Backscattering Cross Sections Over Water/Ocean Surfaces

Type of measurement
and organization

Spaceborne experiments :
JSC

Airborne experiments:
NRL

JSC

LaRC

From platform/bridges :
NRL

Wave tank measurements :
NRL

Wavelength or
frequency

13.9 GHz

0.428, 1.228,
1.25, 4.425,
and 8.91 GHz

13.3 GHz

0.4 GHz
13.9 GHz
13.9 GHz

8.6 mm, 1.25,
and 3.2 cm

9.375 GHz

Polarization
combinations "

VV, VH, HV and HH

VV, VH, HV and HH

VV

VV,VH,HV,and HH
VV,VH,HV,and HH
VV VH, HV and HH

VV

VV and HH

Approxi-
mate range
of angles of
incidence,

deg

0 to 53

0 to 89

0 to 60

0 to 60
O t o S O
0 to 50

0 to 80

10 to 86

Range of winds
or waves

2 1 m/sec to more than
28.3 m/sec.

2 1 m/sec to 24 7 m/sec

3.1 m/sec to more than
28.3 m/sec.

3 1 m/sec to 20.6 m/sec

0 to 12.9 m/sec.

Millimeter waves of
wavelengths from
1.6 to 6 cm.

" VV = vertical transmit/vertical receive; VH=vertical transmit/horizontal receive; HH = horizontal trans-
mit/horizontal receive; and HV = horizontal transmit/vertical receive.
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described by Kerr and Shain (ref. 3-93).
These measurements were primarily aimed
at studying the frequency dependence of the
radar return at higher angles of incidence
(grazing angles as much as 4°). The surface
winds and waves have not been reported in
these measurements.

Measurements of both the ocean-surface
contour and the backscattering cross sections
were conducted by MacDonald (ref. 3-84).
These measurements were conducted at 1.25
GHz with an airborne radar, and the data
corresponding to W and HH polarization
combinations were gathered. These data are
shown in figure 3-50.

The details of ocean-surface wind, signifi-
cant wave height, and mean-square slopes
are also given by MacDonald (ref. 3-84). At
higher angles of incidence (40° to 82°), the
radar cross section decreases from —30 to
— 60 dB. Data given in figure 3-50 show a
strong dependence of windspeed with hori-
zontal polarization returns relative to verti-
cal returns. The range of wind velocities for
these measurements extended from 0 to 15
m/sec.

The widely quoted experiments by Grant
and Yaplee (ref. 3-85) of NRL were per-
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FIGURE 3-50.—Naval Research Laboratory data at
1.25 GHz (ref. 3-84).

formed at wavelengths of 8.6 mm and 1.25
and 3.2 cm; some results are shown in figure
3-51. These data were taken with a bridge-
mounted radar system using VV polariza-
tions. The surface wind velocities ranged
from 0 to 12.9 m/sec. The height of the ra-
dar above the water surface was 50 m.

These measurements show a rapid decrease
in the backscattering cross section as a func-
tion of angle of incidence for surface wind-
speeds below 1 m/sec. At normal incidence
for scattering, cross section decreases with
an increase in surface wind velocity. For
1.25-cm and 8.6-mm wavelengths, the scatter-
ing cross section increases with wind velocity
for incident angles higher than 20°.

These measurements do not include the ef-
fects of wind direction and winds in excess of
12.9 m/sec on the backscattering cross sec-
tion. Furthermore, data corresponding to
VH, HV, and HH polarizations were not ac-
quired.

From 1964 to 1971, personnel of the NRL
acquired numerous sea return data using a
single four-frequency airborne radar. The
four major measurement programs (refs. 3-
64 and 3-86 to 3-89) conducted by NRL were
Puerto Rico (1965), North Atlantic (1969),
Joint Ocean Surface Study I (JOSS I)
(1970), and JOSS II (1971). Surface truth
measurements were established by ground-
based observations.

A summary of NRL measurements and
ground data measurements is given by Daley
(ref. 3-64). The NRL measurements are
given as the median normalized radar cross
section (MNRCS). The scattering cross sec-
tion per unit area has been defined as nor-
malized radar cross section (NRCS).

To establish the average value of the back-
scattering cross section <r°, the probability
distribution of the NRCS must be known.
For a Rayleigh-distributed NRCS, a° can be
computed by adding 1.6 dB to MNRCS. Both
theory and experiment have shown that the
sea return may have a probability density
distribution other than that specified by Ray-
leigh. Hence, the average-to-median ratio
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FIGURE 3-51.—Backscattering cross section as a
function of angle of incidence for surface wind-
speeds from 0 to 12.9 m/sec (ref. 3-85). (a)
Wavelength = 8.6 mm. (6) Wavelength = 1.25 cm.
(c) Wavelength = 3.2 cm.

may differ from 1.6 dB and depend on the
sea-surface roughness.

The previously published data, with the ex-
ception of JOSS II (ref. 3-89), do not define
the illuminated area in terms of the two-way
antenna pattern. Corrections to the NRL data
are given by Daley (ref. 3-64). Typical NRL

data acquired during the JOSS II mission are
given in figure 3-52. The MNRCS decreases
with increasing wind velocity at vertical in-
cidence. The NRL measurements have been
used to develop models for the frequency de-
pendence of radar-backscattering cross sec-
tion from the ocean surface. A more recent
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FIGURE 3-52.—Median normalized radar cross section
as a function of incident angle for various frequen-
cies and windspeeds (vertical transmit/vertical
receive polarization).

analysis of NRL data shows correlations be-
tween surface wind velocity and the nor-
malized radar cross section. Backscattering
from capillary waves has also been investi-
gated by NRL (ref. 3-94).

During a period of several years, many air-
craft missions have been flown by NASA
JSC to study the dependence of radar return
on such parameters as local windspeed, wind
direction, and the spectrum of the sea. Data
have been collected using scatterometers at
frequencies of 0.4, 13.3, and 13.9 GHz. Ex-
tensive surface truth has been compiled,
including wind and wave measurements. Air-
borne laser profilometers were used to meas-
ure sea-surface spectra. Photographs of the
ocean and clouds are also available for de-
tailed correlation analysis. For the 0.4- and
13.3-GHz scatterometers, the data are col-
lected simultaneously for incident angles be-
tween 60° and -60° (ref. 3-95) by using
coherent Doppler wave techniques.

The digital-processing program yields the
backscattering cross section as a function of
the angle of incidence. The typical backscat-
tering cross sections for 13.3 GHz are given
in figure 3-53 (ref. 3-63). These data are
for NASA JSC mission 119. For the 13.3-
GHz scatterometer, a strong dependence of
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FIGURE 3-53.—Backscattering cross section as a func-
tion of angle of incidence for 13.3-GHz scatter-
ometer for mission 119 (vertical transmit/vertical
receive polarization).

the backscattering cross section on surface-
wind velocity has been shown (ref. 3-61).

The NASA 13.9-GHz RADSCAT (also
known as AAFE RADSCAT) is a multiple-
polarization system. Data corresponding to
VV, HH, VH, and HV polarization combina-
tions and radiometer vertical- and horizontal-
polarization data (ref. 3-96) can be collected.
The system antenna can be moved automati-
cally, corresponding to 0°, 10°, 20°, 30°, 40°,
and 50° pitch angles, or can be manually ad-
justed at each of these angles. Figure 3-54
is a typical example of the data gathered over
ocean scenes using this system.

The most recent addition to active micro-
wave measurements over ocean scenes has
been the data acquired with Skylab SI 93 op-
erated in several modes both in-track and
crosstrack (ref. 3-97). Scatterometer data
corresponding to VV, VH, HH, and HV po-
larization states were gathered. An altimeter
was also used to collect backscattering cross-
section data to approximately a 16° incident
angle.

Ocean-surface measurements were made
simultaneously for detailed data analysis,
and data have been gathered over oceans hav-
ing calm to hurricane conditions. Examples
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FIGURE 3-54.—Backscattering cross section as a func-
tion of incident angle for a 13.9-GHz aircraft
RADSCAT (upwind: 6.7m/sec; vertical transmit/
vertical receive and horizontal transmit/horizontal
receive polarizations).

of SI93 data are given in figures 3-55 and 3-
56. In these figures, Earth Resources Experi-
ment Package (EREP) (passes 5 and 8) and
Hurricane Ava data are given. The S193
scatterometer data show a strong dependence
on ocean-surface wind velocity.

Relationship between backscattering cross
sections and ocean-surface wind velocity.—
This section summarizes significant results
in the investigation of the correlation be-
tween radar backscattering coefficient <r° and
the ocean-surface windspeed W. This correc-
lation has been investigated intensively dur-
ing the past decade (refs. 3-63, 3-89, 3-91,
3-92, and 3-96) and much <r° data have been
acquired by using airborne and spaceborne
sensors. The major sources of active micro-
wave data are NRL, JSC, and LaRC.

The relationship between <r° and W is cur-
rently being investigated. However, certain
conclusions have been made based on air-
craft- and spacecraft-acquired data analysis:

1. For angles of incidence beyond about
25°, the backscattering cross section increases

20
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-30

O Hurricane Ava pass,
crosstrack
noncontiguous,
wind speed of 6.7 ml sec

OPass 8, windspeed of
6.9 m/sec

A Pass 5, windspeed of
7.3 m/sec

10 20 30 40
Angle of incidence, deg

50 60

FIGURE 3-55.—Comparison of S193 scatterometer
backscattering cross sections for EREP passes 5
and 8 and Hurricane Ava pass.

with windspeed to 25 m/sec of wind for 13.3-,
24-, 1.25-, 13.9-, 4.455-, and 8.91-GHz fre-
quencies.

2. Near and at vertical incidence, the scat-
tering cross section decreases with surface
windspeed. This fact has been observed at
all frequencies thus far investigated.

The remote sensing of ocean-surface winds
can be more effectively accomplished by
measuring the ratio Q0 defined by Krishen
(ref. 3-63).

,-. _ <r° at or near vertical
cr° at or near 45° incident angle

(3-14)

The investigation of the winds over oceans
can be divided into two parts for remote sen-
sors: windspeed and wind direction. Detec-
tion of windspeeds using active microwave
sensors has been done successfully, but little
has been accomplished concerning the wind
direction detection. The prediction of wind
detection has been investigated by LaRC
(ref. 3-96). This aspect of the problem still
requires more research.

To study the effect of the wind on the back-
scattering cross section, the directional spec-
trum of the high-frequency gravity-capillary
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structure of the sea could be expressed as

W(Z)=kZ-k, (3-15)

where k and k3 are constants, Z= (p2 + q2)1/2,
and p and q are radian wave numbers on the
ocean surface.

At higher angles of incidence, the backscat-
tering cross section can be expressed, in part
empirically and in part caused by scattering
from a small gravity-capillary structure, as
(ref. 3-63)

<T°,j(6) = k1Wk-.\a!j\- cos' 6 (cosec 6)k~.
(3-16)

Inequation (3-16) a,;is defined as
£-1

O.HH —
(cos0+V£-sin20)2

(3-17a)

<Xrr =
(c-1) [(c-1) sin2e+c]

(e COS 6+ Ve-Sin20) 2

(3-17b)
(3-17c)

where c is the complex dielectric constant of
the surface and fei and k2 are constants (^ is
related to constant fc).

The cosec 0 form given in equation (3-16)
can be simplified and expressed in cot 6 form
as (ref. 3-63)

(3-18)

In figure 3-57, the experimental and calcu-
lated data (using eq. (3-14)) for upwind
mission 119 NASA JSC 13.3-GHz data are
shown. The values of constants are kt =
0.026, ft, = 1.324, and k3 = 5.47.

Table 3-VIII is the 1.25-cm data reported
by Grant and Yaplee (ref. 3-85). The values
of ki, k2, and k3> using cot 6 form, are fcj =
0.00107, fc, = 1.64, and fc3 = 5.03.

These studies have also demonstrated that
scatterometers can be used to determine the
directional spectrum of small gravity and
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capillary waves at various surface-wind ve-
locities.

Measurements by NRL have also been ana-
lyzed to determine dependence of a° on W.
The values of k» are somewhat smaller (rang-
ing from 0.2 to 1.9) compared to the values
for NASA data. However, the operating fre-
quency of NASA scatterometers (13.3 GHz)
is higher than for NRL radar.

The LaRC has acquired 13.9-GHz data for
various windspeeds. The values of k2 for
these data (ref. 3-96) range from 1.4 to 2.0
(fig. 3-58).

From the data shown in figure 3-58, the
measured power factor fc, apparently lies

TABLE 3—VIII.—Backscatter as a Function
of Mean Windspeed and Angle for the

1.25-cm VV Case

Mean windspeed,
m/sec

3.9
6.4
9.0 . . . .

11.5 . . . .

Backscatter, dB, for —

9=20°

— 14.0
-12.4
- 9.0
- 7.5

0=30°

-25.0
-21.25
-17.8
-14.2

9=40°

-28.75
-25.00
-22.5
-17.5

S=50°

-31.10
-27.60
-24.4
-20.2

somewhere between 1.4 and 2.0 at those inci-
dent angles at which the radar return is
dominated by the capillary wave structure.
Initially, this may appear to be a trivial range
of uncertainty. Nevertheless, many argu-
ments have been generated among various
groups because the value of k2 and the instru-
ment characteristics essentially define the ac-
curacy and the upper limit on the measure-
ment of windspeed.

The Skylab EREP Hurricane Ava pass
provides backscattering cross sections for a
wide range of wind velocities. A quick-look
evaluation (refs. 3-98 and 3-99) of the Hur-
ricane Ava data shows a strong dependence
of 0-° on the wind velocity. The S193 RADS-
CAT gathered data in a crosstrack (right
only) mode for nominal pitch angles of 0°,
15.6°, 29.4°, 40.1°, and 48°. The actual an-
gles attained by the S193 antenna differed
from these nominal angles.

The highest pitch angle data (average
46.6°) were taken from approximate areas
shown in figure 3-59. The photograph was
prepared by NOAA.

The scatterometer data corresponding to
average roll angles of 31.35°, 40.61°, and
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FIGURE 3-59.—Composite photograph showing approximate locations, from north to
south, of 13 of the data points plotted in figure 3-56.

46.6° are given in figures 3-56 and 3-60 as a
function of time. The wind velocities in these
figures were taken from the report prepared
by Hayes et al.'

During this pass, Skylab was in the solar
inertial mode. The data drop after G.m.t.
18:58:17 is due to attenuation by the 0°
Doppler filter. The dashed line marked 1-dB
bandwidth point corresponds to a Doppler
filter attenuation of 1 dB. No Doppler filter
corrections have been done for the data given
in these figures. In figure 3-59, locations of
points 1 to 13 of figure 3-56 have been shown.

To study the wind dependence for data pre-

4 Hayes et al.: A Preliminary Analysis of the Sur-
face Truth Data To Be Correlated With the Skylab
2 Data Obtained for S193 Microwave Investigators.
Informal report prepared for NASA JSC under con-
tract NAS9-13642, Aug. 1973 (unpublished data).

sented in figures 3-56 and 3-60, a function of
the form

aa = k lW^ (3-19)

was used. A least-mean-square fit yields the
following results (ref 3-98) :

1. For the average roll angle 31.35°, &2 =
0.65.

2. For the average roll angle 40.61°, k.,=
0.60.

3. For the average roll angle 46.6°, k-2 =
1.89.

This wind dependence has been investigated
for the data only to G.m.t. 18:48:17; the wind
direction was very nearly downwind for these
data points. No atmospheric corrections were
made to the data.

Problem areas.—The comparison of back-
scattering cross sections from the various ex-
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periments reveals a wide spread of values un-
der supposedly indentical ocean conditions.
This disagreement has caused concern within
the community of applications investigators.
The sources of disagreement cannot easily be
identified, and many of them still remain un-
known. Common sources of disagreement
fall within the following categories.

Description of the sea: The sea surface
and its environment are a complex phenom-
enon. The identification of the ocean scene
has not been given adequately in a majority
of experiments. Ocean-surface data (sea
spectra, surface-wind velocities, fetch, dura-
tion, effect of distant storms, surface con-
taminants, etc.) and intervening medium
data (temperature, pressure, moisture, cloud
cover, rainfall rate, spray, etc.) have not been
fully specified. Even for the cases in which
these data are partially given, the accuracies
of the measurements and the methods of data
processing differ greatly. For example, the
height at which the surface winds are meas-
ured differ between experiments.

System and calibration problems: A thor-
ough evaluation of the systems used for
measuring ocean backscattering cross sec-
tions has not been reported in many investi-
gations, and the precision and accuracy of
the radar system has been neither measured
nor documented. One-time determination of
precision and accuracy is not sufficient be-
cause these measurements should be per-
formed just before or after data have been
collected with the system. The usual difficul-
ties are encountered in accurate calibration
for an absolute measurement of the radar
cross section. The calibration methods for
various radars differ significantly.

Platform perturbations: The changes in
the attitude of the aircraft or spacecraft
cause errors in the measurements. In many
investigations, the effects of platform atti-
tude variations are not properly compen-
sated. Furthermore, the relative direction of
flight should be properly maintained with
respect to the known surface-wind vector for
experimental aircraft missions. Otherwise,

an unknown bias may be added to the data,
as illustrated in figure 3-50.

Data collection and processing techniques:
Subtle differences are observed in data collec-
tion techniques among various investigations.
The extent of averaging of the data differs
for various experiments. When several hours
are required for collection of a° as a function
of angle-of-incidence data, the wind veloci-
ties may have changed direction significantly.
When large areas are averaged, a nonuni-
form windfield could exist.

The algorithms used for processing the
data differ in many cases. In several investi-
gations, the value of backscattering cross
section is referenced to an arbitrary number.

Future research and development.—The
performance of NASA 13.3- and 13.9-GHz
scatterometers has been fully demonstrated
by aircraft and Skylab missions. However,
these systems were basically experimental.
These programs have indicated a need for
improving both hardware and software capa-
bilities. Also, procedures for collecting the
data should be revised for an operational
system.

The decade ahead requires systems that
can be run reliably for extended periods of
time. Also required are computational tech-
niques that will automatically yield backscat-
tering cross-section data without manual
processing. To achieve this goal, the follow-
ing recommendations for research and de-
velopment are given:

1. Improved radar calibration techniques:
After each data collection period, a calibra-
tion period should follow. The frequency of
these calibrations will depend on the per-
formance of the system. Some technique of
external calibration should be adopted. Cor-
ner reflectors over smooth deterministic tar-
gets can be used for airborne and spaceborne
scatterometers. Internal calibrations are un-
desirable because they do not involve all the
paths through which the actual returned en-
ergy goes.

2. Improved systems design: Improve-
ments are needed in the reliability of the an-
tenna pointing, switching logic, and polariza-
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tion isolation. System drifts, resolution, and
noise-level fluctuations must be reduced in
future airborne and spaceborne systems.

3. Data-processing techniques: For opera-
tional systems, highly efficient data-process-
ing techniques are needed; no reliable data
display techniques have yet been advanced.
Onboard processing of the data should be ex-
plored, and the digitally processed data
should be color coded to display ocean winds
and waves for visual interpretation and use.
These programs should be capable of proc-
essing large volumes of reflectivity data and
displaying these data on a world map.

4. Calibration data measurements: For
spaceborne and airborne instruments, the
calibration data corresponding to each sub-
system are usually measured in the labora-
tory. The amplifier, mixer, and filter gains
are some examples. For instruments flown
for extended periods, these internal gains
change with time. To alleviate this problem,
automatic calibration modes should be de-
signed to check all calibration data needed
to calculate backscattering cross sections
from raw data.

Imaging Radars

An imaging radar has been selected as one
of the active instruments for the SEASAT-A
payload. An imaging radar was flown in
space during the Apollo 17 mission, when the
Apollo lunar sounder experiment used syn-
thetic aperture techniques to map the lunar
surface and to sound the near-lunar subsur-
face. Imaging radars have been flown on nu-
merous aircraft and have detected several
ocean surface and ice phenomena that are of
interest to oceanographers.

Almost all ocean and ice mapping require-
ments can be fulfilled with radars using syn-
thetic aperture techniques from satellites or
with radars using synthetic or real aperture
techniques from aircraft. The width of sur-
face imaged from an aircraft platform is ap-
proximately 10 to 20 km. However, the width
imaged from spacecraft can be 1 to 200 km,
which is comparable to the width of an ERTS
photograph. Aircraft platforms can be either

dedicated aircraft or commercial aircraft.
Dedicated aircraft have the advantage of be-
ing the most flexible for observation, param-
eter modification, and target selection. Ra-
dars carried aboard commercial aircraft
could provide quasi-global coverage, particu-
larly when there are no imaging radars in
space. Spacecraft are the only way to obtain
global coverage, which is vitally important
to the monitoring of wave climatology and
polar ice. The tradeoffs between aircraft and
spacecraft are discussed further in this sec-
tion.

The use of either spacecraft or aircraft
imaging radars is suggested for the following
research and application programs:

1. The mapping of ocean-wave buildup in
storms.

2. The global monitoring of ocean-wave
spectra.

3. The mapping and monitoring of oil
slicks.

Imaging radar observables.—The use of
imaging radars for oceanographic observa-
tions has been generally overlooked, although
these radars have been flown in numerous
configurations and over numerous portions
of the Earth. However, the following phe-
nomena have appeared in existing imagery.

1. Ocean waves with wavelengths of 50 m
or more.

2. Ocean-wave diffraction patterns near
shores and structures.

3. Oil-slick patterns caused by internal
waves.

4. Slicks from oil and/or freshwater.
5. Ocean-wave differences at current boun-

daries.
6. Kelp beds.
7. Sea ice cover (floes, leads, polynyas, and

ridges).
8. Ocean-wave attenuation in shallow

areas.
9. Lake ice cover (floes, leads, polynyas,

ridges, and estuary ice cover).
Thus, the imaging radar apparently senses
two different aspects of the ocean surface:
the longer gravity waves, which disturb the
ocean surface with scales larger than the ra-
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dar resolution; and the relative abundance of
very small capillary waves, which disturb the
ocean surface with scales near the radar
wavelength.

Some instrumental constraints.—A pri-
mary requirement for imaging radars is that
they be carried on aircraft or spacecraft plat-
forms. These moving platforms provide the
motion that carries the radar past the target
so that its Doppler history can be mapped to
a single point (synthetic aperture) or so that
the target is backscattering for only a short
period when it is in a narrow antenna beam
(real aperture).

An aircraft platform is advantageous be-
cause radars can be varied and the observa-
tion area can be easily targeted. Radar pa-
rameters such as wavelength can be as short
as approximately 1 cm and as long as a few
meters, and resolutions and polarizations can
be changed with moderately little difficulty.

Investigators at JPL have developed a mul-
tifrequency synthetic aperture radar that op-
erates at wavelengths of 3.5 and 25 cm and 2
m, with a nominal resolution of 10 to 30 m.
This JPL radar is configured to operate on
the NASA GV-900 operated by the NASA
Ames Research Center. Another aircraft
dedicated to active radar experiments would
be a valuable asset to ocean, ice, and other
observations. The primary advantage of the
dedicated aircraft would be the ability to tar-
get its observation area and to allow targets
to be imaged at different angles of incidence.
Jet aircraft fly at altitudes of slightly less
than 15 km; thus, image swath widths could
be 15 km either side of the aircraft.

Aircraft platforms for imaging radars can
also be provided by large commercial jets,
which routinely fly regular routes. Using
spacecraft construction techniques, an imag-
ing radar would have low weight, power, and
volume. The NASA has developed other non-
radar instruments to be carried aboard com-
mercial aircraft. If this commercial aircraft
were flown on ocean routes, oceanographers
would be provided with ocean-wave spectra
across an ocean basin. If this commercial air-
craft were flown over the North Pole, daily

images of sea ice could be obtained to help
monitor ice motion. Imaging radars operat-
ing daily on a commercial aircraft could pro-
vide valuable quasi-global radar images dur-
ing the next decade when global monitoring
by spaceborne imaging radars is not possible.
This period would occur before SEASAT-A
is operating, several years after SEASAT-
A is shut down, and before Space Shuttle
follow-ons are launched and operating.

Satellites and the Space Shuttle will pro-
vide the only platforms for truly global cov-
erage. In addition, spaceborne imaging ra-
dars can have swath widths of 1 to 200 km
and will provide imaging capabilities similar
to ERTS space photography. Spacecraft plat-
forms for imaging radars in the 1970's and
1980's include the automatic unmanned
SEASAT-A, presently scheduled for launch
in 1978; the manned adaptable Space Shuttle
Spacelab missions, scheduled for launch in
the early 1980's; and Space Shuttle launched,
automatic, and unmanned spacecraft, sched-
uled for launch in the late 1980's. Current
plans for SEASAT-A operating parameters
are given in table 3-IX.

In summary, both aircraft and spacecraft
platforms are needed for radar imaging of
ocean and ice phenomena. Aircraft have
swaths as much as 15 km but can be easily
targeted to areas of interest, if an aircraft is
dedicated to active microwave remote sens-
ing. Quasi-global coverages can be obtained
with radar images carried aboard commercial
aircraft, which will provide valuable data
when no spacecraft are in orbit. Radar imag-
ers on spacecraft have the advantage of pro-
viding global coverage with wide swaths of
200 km, which yield imagery like that ob-
tained at optical wavelengths by the ERTS
spacecraft.

Finally, a need exists for a real aperture
radar imager that could be carried on a slow-
moving or stationary lighter-than-air ship or
that could be stationed on land. This type
imager would be extremely valuable for map-
ping oil slicks that are fairly local and gen-
erally slow moving and that may not easily
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be imaged by the fast-moving platforms
needed for the other ocean and ice phenom-
ena. '

Research problems and applications.—The
research problems addressable by imaging
radar techniques are generally related to
(1) ocean waves and their behavior in storms
and near currents, shorelines, and structures;
(2) behavior of oilspills under the influence
of winds and currents; and (3) sea and lake
ice dynamics and iceberg motion. -

Ocean surface waves: The imaging radar
is the only instrument presently existing that
can provide maps of the behavior of ocean
waves under heavy cloud cover in storm con-
ditions. Tropical cyclones and high-latitude
storms generate wavefields of great destruc-
tive capability at precisely those times when
wave information is most difficult (if not im-
possible) to obtain. The radar is a promising
instrument for providing these data. Present
indications are that a spaceborne or airborne
radar with 10-m resolution can image wave-
fields in all wavelengths from approximately
20 m in length to some unknown upper limit.
Images of wave systems and amplitude meas-
urements are required when the wave pat-
terns change appreciably in space. This re-
quirement is also needed near hurricanes
and storms or in the vicinity of shorelines,
jetties, harbor mouths, and offshore struc-
tures. Similarly, images are useful near cur-
rent boundaries such as the Gulf Stream.

TABLE 3-IX.—SEAS AT-A Imaging
Parameters

Wavelength, cm 21.4
Frequency, GHz 1.3
Swath width, km 10 000 and 200
Image length, km 10 to 100
Nadir angle at beam center, deg . . 20
Angle of incidence at beam center,

deg 22
Surface resolution:

Swath of 10 or 100 km, m 25 by 25
Swath of 200 km, m 100 by 200

Signal-to-noise at beam center, dB 10 to 15
Orbital altitude, km 800
Orbital inclination, deg 108

In the open ocean, images by themselves
may not be required; instead, a spectral
description is adequate for the spatial homo-
geneity. The desired quantity is the distribu-
tion of wave energy among various wave-
lengths propagating at varying angles (i.e.,
the two-dimensional power spectral density).
The current thinking is that imaging radar
probably gives the slope spectrum rather
than the amplitude. These two spectra are
related by simple algebraic transformations.

Oilspills: Because of the damping effect of
oils on capillary wave structure, oilspills
(both natural and manmade) should be visi-
ble on imaging radar pictures. For example,
it should be possible to assay the existing
amount of surface oil cover in a region such
as the eastern Gulf of Mexico, which will
soon be opened for oil exploration and drill-
ing, and, once in possession of these baseline
data, determine if significant increases in
that coverage have occurred because of the
drilling operations. Furthermore, the drift
of oilspills under the influence of currents
and winds may be observed, especially in bad
weather. This observation is probably best
accomplished from aircraft optimized for
coastal zone viewing.

Sea and lake ice dynamics and iceberg mo-
tion: The discussion related to polar, sea,
and lake ice dynamics and the iceberg motion
study using a SLAR is given in the section of
this chapter entitled "Polar Ice Fields."

Recommendations: imaging radars.—In
the first few years of the 1970's, the poten-
tial benefits of observing ocean and ice phe-

' nomena with a spacecraft imaging radar
have been established by many programs,
which have shown that ocean wave and ice
patterns, forms, and structures appear in ra-
dar images. In the remainder of the 1970's
and in the 1980's, imaging radars will be
flown on SEASAT and the Space Shuttle. For
the SEASAT and Space Shuttle missions, the
first missions to carry imaging radars in
Earth orbit, the radar parameters are being
established by well-organized and well-oper-
ated programs of user/instrumenter interac-
tions, such as the SEASAT user and instru-
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ment working goups. No doubt exists that
these early imaging radars will observe and
measure interesting and important ocean and
ice phenomena.

The scientific and application values of
these radars can be further enhanced by care-
ful surface-truth verifications. These surface-
truth programs are presently underway and
must be continued throughout the 1970's and
1980's. For imaging radars, it is very im-
portant to establish the physical surface
mechanism of ocean waves that modulates the
echo power and to establish the relationship
that will convert a two-dimensional trans-
form of a radar image into a two-dimensional
wave spectrum. Also, the monitoring of wave
buildup in large storms is very important.
Ice observation programs must be continued
so that the relationship between radar and
echo and ice form can be established.

Measurement characteristics.— Experi-
ments concerning nanosecond radar returns
from the ocean surface have been conducted
by NRL from a fixed tower in Chesapeake
Bay, from ships, and from aircraft (ref. 3-
100).

The ability of the radar-to profile is shown,
in figure 3-61. The upper trace is a laser
profile of sea surface taken along the aircraft
groundtrack. The bottom trace was obtained
simultaneously by an NRL nanosecond radar.
In this comparison, the spot size of the laser
was approximately 0.05 by 1 m, and the spot
size of the radar was approximately 10 m.

Laser profile

A,«* V^JV wv /
V\S

^\
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Radar altimeter profile

FIGURE 3-61.—Radar ocean profile return.

The poorer resolution of the radar does not
affect its ability to return significant infor-
mation on the vertical structure of the sea
surface. The only information lost by the use
of 10-m resolution is basically from the
shorter water waves and capillary waves,
which contain only a small percentage of the
entire energy of the wave spectrum. In the
surface contour radar, the average of a set
number of returns would provide the range
from the aircraft to the spot on the ocean
illuminated by the radar. As the radar is
scanned crosstrack, it will provide a cross-
track profile of the sea surface. As the air-
craft advances downrange, successive cross-
track profiles are recorded, which produce a
three-dimensional plot of the ocean surface.

Experimental apparattis.—A block dia-
gram of the surface contour radar is shown
in figure 3-62. The ranging circuitry would
consist of a discriminator, a range-time to
pulse-height converter, and a low-pass filter.
The output of this circuitry would be a plot
of range time, which is equivalent to vertical
sea structure as compared to clock or experi-
ment time. These data would then be digi-
tized and stored on tape. All the components
shown in figure 3-62 and the components of
the ranging capability are readily available.

The elliptical wobble plate, which would be
approximately 50 cm in diameter, would be
mounted in the lower portion of an aircraft
fuselage, although not so low as to be within
the airstream. The 10° off-nadir scanning
would not require significant modifications to
the fuselage of the aircraft.

Physical parameters of the experiment.—
Typical values of parameters for the pro-
posed experiment are given in table 3-X. The
proposed experiment could use commercially
available components. A reasonable estimate
for the total volume of the experiment would
be 6 m3, with approximately one-fourth of
this volume located in the lower part of the
fuselage. No particularly difficult power, data
rate, or interface requirements are presented
by this experiment, which should be easily
accommodated in the NASA Wallops Flight
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FIGURE 3-62.—Block diagram of surface contour radar.

Center experimental aircraft or another simi-
lar plane.

Surface analytic altimeter.—Altimetry
technology has rapidly advanced beyond the
capability of present satellite orbital deter-
mination and geodesy. Both orbital determi-
nation and geodetic improvements will be
aided by the GEOS-C experiments. The abil-
ity of an altimeter to measure ocean-wave
heights is useful to ocean meterology without
the need for either orbital or geodetic im-
provements. This capability gives the altim-
eter a favorable enough cost/benefit posi-
tion to recover the longer term investment of
improved geodesy and orbital determination
needed to realize ocean topography goals such

as measuring tides, boundary currents, eddy
currents, and surge currents. Therefore, the
possibility should be investigated that this
capability (or some equivalent or better capa-
bility) to measure the properties of ocean
waves will justify either added investment in
altimeter capability or investment in radar
imaging instrumentation.

The microwave technology that gives a
basis for expanding the measurement capa-
bility is represented in the Skylab SI93 altim-
eter orbital performance analysis. More
specifically, certain anomalous operating
conditions of this instrument highlighted the
need for future altimeter designs to include
automatic alinement of the antenna in the
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TABLE 3-X.—Typical Parameter Values

Aircraft altitude, m 300
Aircraft velocity, m/sec 70
Approximate antenna beamwidth, deg 1.2
Antenna diameter, m 0.5
Radar spot size, m 7
Radar wavelength, mm 8
Radar pulse width, nsec 1 to 2
Scan rate, Hz 10
Pulse rate, pps 500
Scan angle, deg 10
Ground swath, m 100

vertical direction. Furthermore, the analysis
concluded that the average return waveform
contains the information required to exercise
the desired control primarily by wave-shap-
ing effects caused by pointing error, but also
by the Doppler content of the returns.

The effects of antenna pointing error on
the return waveshape are given in reference
3-101, which also contains a discussion of
how to use this information for nadir point-
ing control. The change of return signal Dop-
pler content as a function of pointing error
is as follows:

1. If the pointing error is forward along
the subsatellite path, the power spectral den-
sity of the returns will be skewed toward
positive Doppler.

2. If the pointing error is backward along
the subsatellite path, the power spectral den-
sity of the returns will be skewed toward
negative Doppler.

3. If the pointing error is orthogonal to
the subsatellite path, the power spectral den-
sity of the returns will peak around zero
Doppler.

These effects did appear in the Skylab S193
altimeter mode III data analysis for return
signal space/time decorrelation in which
crosstrack pointing errors showed up by in-
creasing significantly the decorrelation times
of the signals following the peak of the re-
turn. A second type of anomalous operating
condition occurred during the Skylab S193
altimeter experiments.

1. Antenna pointing errors as large as 2°
from the vertical did not cause the altimeter
to "automatically abort" the experiment. In-
stead, the instrument exhibited a "pseudo-
track lock" condition characterized by large
standard deviations of altitude track jitter
error accompanied by automatic gain control
readings indicating anomalously low return
signal power.

2. In some instances, the attitude error of
approximately 2° rapidly decreased (during
the proces of Skylab attitude control attempt-
ing to bring the spacecraft to the Earth
pointing condition). In these cases, the
"pseudotracked" altitude was rapidly de-
creasing, whereas the received signal
strength was rapidly increasing, until the
pointing error was approximately three-
fourths of the antenna 3-dB beamwidth, at
which point the altimeter operations switched
to "true altitude track lock," characterized
by approximately a 0.5-m tracking error jit-
ter and a high received signal level. Unfor-
tunately, this sequence of operation was ini-
tially considered to be proof that the S193
altimeter could not track high-altitude rates.
However, analysis of both the orbit (in which
the observed rapidly decreasing altitude
could not have been real) and the Skylab at-
titude history (showing that the Earth point-
ing attitude was being initialized) disproved
this contention. In fact, with the given con-
ditions, the altimeter, by its nature, had to
operate just as it was observed to operate.

The effect of the only satellite altimetry tech-
nology available reveals the following infor-
mation :

1. Future altimeters will require better an-
tenna pointing and better pointing error reso-
lution.

2. The altimeter can provide this needed
pointing control.

3. The antenna pointing should be done
electronically by using a simple array to
eliminate torquing of the satellite.

An altimeter design that has these capabili-
ties is also given a "natural" added capability
in the following respects:
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1. It can be programed to have its antenna
pointing at the vertical to receive the altitude
return, and/or it can be pointed to receive
the return from angles off vertical incidence.

2. Signal processing of the returns from
angles off vertical incidence will yield the
wave-directional spectra of the ocean surface
and, possibly, the power spectral density of
these waves.

Instrument requirements.—The proposed
surface analytic altimeter instrumentation
will require a phased array antenna. Beam
forming and pointing will be controlled by
the altimeter from the average wave shape
and Doppler information contained in the re-
turns from the vertical (altitude returns).
On alternate pulses (or the second pulse of
dual pulses), the antenna will be pointed to
illuminate and receive returns from off-verti-
cal incidence. The alternate on/off vertical
illumination is to be sequenced around a cir-
cle at a radius R ( t ) from the subsatellite
path. For SEASAT geometries, this circle
would have a radius of approximately 25 km.
The surface analytic function is performed
on the returns from this off-vertical scanning
shown in figure 3-63. The short pulse scan-
ning the surface off vertical incidence pro-
duces down-chirp frequency-modulated re-

turns with a different down chirp for each
wavelength composing the surface. The area
A0 represents the altimeter footprint. Areas
A,, A-,, A3 . . . A, . . . AJ show the location of
the surface from which returns at time t are
equal to 2700 nsec (where the time of altitude
return is t = 0). These areas sweep outward
across the ocean waves at the rate

250 m/nsec
:' vt

(3-20)
where spacecraft altitude is 800 km. This
produces a down-chirp frequency modulation
of returns from each surface wavelength

.. i. i of

(3-21)

where f( t , A,) is in gigahertz. The physical
mechanism and geometry involved is shown
in figure 3-64. The surface length of short
radar pulse 8,M1isl. equals (cr)/[2 cos (ct/h)],
where c is the speed of light, r is pulse dura-
tion, h is satellite altitude, and t is time after
altitude return. The frequency of the change
in signal strength (amplitude) of the returns
changes as a function of time. The short
length of the radar pulse illuminates only
portions of the ocean wavelength, and strong
returns will come preferentially from the
side of the waves toward the radar creating
these down chirps /,(£, A , ) , which are func-

radar range
at time t

.Expanding wave front
of short-pulse
radar altimeter
transmission

^Return is amplitude-
'//l modulated strong
'' (. signals from facets

*£y^~ normal
j-Hto wave front

Ocean surface 'Mean sea level

FIGURE 3-63.—Antenna illumination of ocean surface
for surface analytic altimetry.

FIGURE 3-64.—Physical mechanisms involved in crea-
tion of down-chirp frequency modulation of returns
from ocean surface with wavelengths \\, \> longer
than j,,,
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tions of surface wavelength A,. Figure 3-65
shows the log-log plot of surface wave down-
chirp modulation (frequency as a function of
time) for ocean wavelength \x from 25 to
1000 m. One reason for selecting the off-
vertical scan circle radius of 25 km is that
pulse compression circuitry is at least as fea-
sible as a signal process matched to the re-
turns, Figure 3-66 shows the surface wave
down-chirp modulation for A., from 25 to 500
m. Twenty-percent resolution of these wave-
lengths appears feasible. Simply stated, 1-
/iSec pulse compression circuits matched to
these chirps could be selected so that no fre-
quency overlap would occur between them
over the bandwidth from 8 to 225 MHz. That
set of pulse compression circuits comprises a
matched receiver for the signal parameter of
interest (i.e., the surface wavelengths in ra-
dial direction of each off-vertical step). The
approximately 15 outputs obtained from each
radial sweep at the 25-km radius should be
converted from analog to digital and sent to
ground processing. Probably, the only fur-
ther processing required would be accumulat-
ing these numbers for approximately 2 sec

lOOOOr

250 r

I
S?
I

1 000-

100 1000 10000
Time, nsec

FIGURE 3-65.—Log-log plot of ocean surface wave
down-chirp modulation as a function of time after
altitude return. The surface analytic altimeter sig-
nal processor could be pulse compression delay
lines tuned to these down chirps.

2.5
Time, u sec

FIGURE 3-66.—Ocean surface wave down-chirp modu-
lation in the 2- to 3-Msec window containing returns
from the off nadir pointing surface analytic altim-
eter. From this plot it appears feasible to achieve
20-percent resolution of surface wavelengths using
approximately 15 chirp pulse compression delay
"fines "to"cover the~"ra"nge from "25- to 500:m "ocean"
wavelengths.

and plotting them as an amplitude contour
obtained around the circle. Of course, this is
a distortion of the wave directional spectra,
but it should serve as a "first look" process.
Spectra of particular interest can be ex-
tracted for the transformation processing re-
quired to map wave direction in latitude and
longitude.

Undoubtedly, a different transformation
will be required to use the same data in the
wave forecasting algorithms, and a different
transformation will be required for some
other application.

These transformations should probably be
dene from the raw data (or, at most, edited
raw data) so that less processing is required
to get the data-editing quick-look function
performed.

Technical approach.—Conceptual design
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studies on future design and applications of
satellite altimetry are required to determine
a basic question. Should altimeter instru-
mentation become more complex by adding
capability natural to its particular radar
geometry, or should it be made less complex
(restricted to altitude tracking only)? The
answer to this question requires determining
the possibilities, the payoffs, the needs for
overlap and supportive data from different
instruments, etc. The possibility exists that,
in a fully instrumented oceanographic satel-
lite, the need for accurate altitude measure-
ments for 1 yr to solve ocean tide and
circulation problems will be all that is re-
quired from the altimeter. This postulation
assumes that the other instrumentation will
obtain all the information for ocean meteor-
ology. If this case were true, a much-simpli-
fied altimeter designed for 5- to 10-yr orbital
operation may be the final configuration
specified.

A laboratory research and development
study should be undertaken to demonstrate
the pulse compression performance obtain-
able for the ocean-surface-wave down-chirp-
type signals. This class of chirp signal is dif-
ferent because it is not a. linear frequency
modulation with time. It is independent of
transmitted carrier frequency or phase, and
the down-chirp modulation ceases only at the
horizon where it equals the speed of light di-
vided by the surface wavelength.

Applications studies should be made to de-
termine if the 25-km radius for obtaining
wave directional spectra can be increased or
should be decreased. Data processing re-
quired to apply these measurements should
be studied.

Applicability.—The proposed surface an-
alytic altimetry instrumentation simply ex-
tends the capability of an altimeter to meas-
ure the physical properties of sea state. The
application of altimetry to ocean meteorology
is improved. The application of altimetry to
geodesy and static and dynamic oceanology
will be that expected from altimetry with an
accuracy of 10 cm.

Radar spectrometers and dual-frequency

interferometers.—Several other instruments
that have potential for determining ocean-
wave spectral characteristics also advanta-
geously use the "tilt modulation" effects
described previously. One instrument is the
"wave spectrometer." This instrument emits
a short pulse for which the (effective) spatial
width is less than one-half the length of the
gravity waves to be observed (e.g., a pulse
width of 10 nsec will provide a spatial resolu-
tion of approximately 5 m at a 15° incident
angle, which is adequate to resolve gravity
waves longer than 10 m). As this pulse tra-
vels out across the longer gravity wave, it il-
luminates specularly reflecting regions, the
scattering characteristics of which vary with
the slope (and position) over the longer
wave. Hence, the received signal as compared
to time (as would normally be displayed on an
A-scope) will carry an amplitude modulation
pattern corresponding to the period of the
longer gravity wave. By Fourier transform-
ing this amplitude function, a signal spec-
trum is produced, which is directly propor-
tional to the ocean-wave slope spectrum along
the radar line of sight. Both the first and
second mechanisms described in the preced-
ing section are responsible, to some degree,
for the operation of the spectrometer. How-
ever, the third mechanism should not affect
the spectrometer because the return on the
A-scope is essentially instantaneous and will
not be changed by the orbital velocity of the
specular scatterers.

The dual-frequency interferometer is basi-
cally a frequency-domain implementation of
the wave spectrometer described previously;
it transmits two closely spaced frequencies,
/, and /2 (A/=f.2—f, ranging between 1 and
100 MHz). The correlation function of the
power return at the two frequencies is then
taken at the output of the receiver. Theoret-
ical analyses have shown that this function,
as compared to separation wave number &k =
(27rA/)/c, is proportional to the slope spec-
trum of the longer wave components along
the radar line of sight. This technique has
not been demonstrated experimentally. From
the theoretical models, unanswered questions
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still exist about the magnitude of the desired
portion of the correlation function containing
the slope spectrum. Questions must also be
answered concerning performance in the
presence of noise and the average time re-
quired to observe a given level of sea echo
correlation coefficient. However, the tech-
nique appears attractive at this point because
of its simplicity and potentially low data-rate
requirements compared to the wave spec-
trometer.

Dual-frequency wave-height sensor.—Work
is underway at LaRC to use dual-frequency
radar techniques to measure significant wave
heights and probability density function of
large ocean waves. The technique has been
described by Weissman (ref. 3-102), and the
basic results are summarized here.

If a vertical viewing radar transmits two
microwave signals at frequencies /, and f..
from an altitude H above mean sea level, if
the antenna pattern is ignored, and if the ra-
dar illuminates a statistical ensemble of spec-
ularly reflecting wave heights, then the abso-
lute value of the time average of the product
of the returning signals is

(3-22)

where

R (A&) = the correlation coefficient
Ak = difference wave number = [2 (/,

c = speed of light

h— height of a specularly reflecting
wave

P(h) = probability distribution function
of heights

E (f) = electric field of the scattered
signal

* = complex conjugate

< > = ensemble average

Thus, performing measurements by trans-
mitting a sequence </,, A/,, . . ..A/,,, the
significant wave height H,/:i and some fea-
tures of the probability density function can
be measured. The latter measurement may
have some applicability to the detection of
ocean currents. This is strictly a vertical
viewing measurement and requires narrow-
beam antennas.

This technique is a frequency analog of the
impulse altimeter. If complex expression
(magnitude and phase) for R(±f ) is Fourier-
transformed from the frequency domain A/
to the time domain, the solution to the im-
pulse response of a rough surface is obtained.

Bistatic high-frequency local wave direc-
tional sensor.—A concept will be described
that may provide the directional wave-height
spectrum near a fixed point of interest on the
ocean as a satellite passes overhead. This
concept is illustrated in figure 3-67 where the
point on the sea is shown as a buoy; actually
this point could be a ship, island, tower, or
coastal site as well. Also, although figure
3-67 indicates the satellite as the receiver
and the surface point as the transmitter, the
converse is actually a more desirable situa-
tion. In that configuration the satellite would
transmit a low power signal (less than 10-W
average), which would be stepped through
the hf region (from 2 to 30 MHz). The
spacecraft antenna could be an electrically
small omnidirectional loop or dipole pair.
The user below (e.g., a ship) would receive
both the direct signal from the satellite and
a sea-scattered signal at a given delay time
(corresponding to a given range from the
ship). Thus, collection and use of the sea-
state data would be at the user's option and
would require carrying onboard only a re-
ceiver, a simple digital processor, and a
schedule of satellite passes (which need not
be directly overhead).

The principle supporting the technique is
Bragg scatter. In the bistatic configuration,
a contour of constant time delay is an ellipse,
in general, which becomes a circle when the
satellite is directly overhead. The waves from
which scatter is taking place are exactly one
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FIGURE 3-67.—Illustration showing concept of bista-
tic high-frequency local wave directional sensor.

radar wavelength long (when the satellite
is overhead) ; thus, by sweeping from 2 to
30 MHz, one is measuring the heights of the
ocean waves (as the strength of the received
signal), the lengths of which range between
150 and 10m.

Wave directionality is obtained by the
Doppler imposed on the scatter by the satel-
lite velocity. The greatest Doppler originates
from that portion of the time-delay circle
directly ahead of the satellite, with zero
Doppler at the sides and the greatest negative
Doppler from behind. For the satellite di-
rectly overhead, the scattered sea-echo Dop-
pler is described by a simple cosine function
of angle from the satellite track. An example
of the Doppler spectrum produced at 5 MHz
by an isotropic sea is shown in figure 3-68.
Any departure from this shape represents the
directional nature of the ocean waves and can

180 143 127 114 102 90 78 66
Angles, deg

53 37 0

FIGURE 3-68.—Example of Doppler spectrum pro-
duced at 5 MHz by an isotropic sea (where «,i,,, is
maximum satellite-induced Doppler shift, Pa (a) is
average received power spectral density, and PT is
average transmitted power).

be obtained by straightforward digital pro-
cessing of the signal spectrum. The angles
designate the direction of the ocean waves
with respect to the satellite track, which pro-
duces the Doppler at that point.

This technique, which is straightforward
and easy to implement, has the advantage
of requiring no data processing aboard the
satellite. Furthermore, because the users re-
ceive the direct signal also, they have all the
information they need to calibrate the system
and remove unknown transmitter/receiver
drifts and path losses. Because the ionosphere
will pose the ultimate limitation on such a
system, this self-calibrating feature is very
desirable. A thorough system study and
experimental evaluation of the concept is
currently underway at Batelle-Columbus
Laboratories under Wallops Flight Center
support.

Microwave radiometry.— Observations
(refs. 3-32 and 3-103) of the surface-
roughness effect have indicated an apparent
dependency on observational frequency,
increasing with increasing frequency. In ad-
dition, surface-roughness effect is a func-
tion of the angle of observation and polari-
zation of the radiation received. Increases
of 1.1 K of the horizontally polarized bright-
ness temperature at 19.34 GHz and 55° inci-
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FIGURE 3-69. — Measurements of the surface roughness effect made from Argus Island
Tower of Bermuda where T,, is brightness temperature, V is vertical polarization,
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dent angle with 1-m/sec changes in wind-
speed have been measured. Measurements of
the surface-roughness effect made from Ar-
gus Island Tower of Bermuda at 1.41, 8.36,

. (a) Frequency=1.41 GHz. (b) Frequency = 8.36 GHz.

and 19.34 GHz (ref. 3-32) are shown in fig-
ure 3-69. The surface-roughness effect is
closely coupled to the local windfield, rapidly
responding to changes in the local wind;
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FIGURE 3-70.—Brightness temperature of foam as a
function of microwave frequency.

hence, it is relatively insensitive to the en-
ergy content of low-frequency gravity waves.
Evidence indicates that the surface rough-
ness effect is primarily dependent on the
mean-square surface slope.

Observations of the sea-foam effect (refs.
3-104 and 3-105) have shown it to have a
very high brightness temperature (approach-
ing the physical temperature of the sea)
compared to the average sea surface. Recent
laboratory and aircraft-borne measure-
ments f' are shown in figure 3-70. The evi-
dence available indicates that the spectrum
of the brightness temperature of foam is rel-
atively flat at microwave frequencies, with a
slight decrease with decreasing frequency.
The high brightness temperature of foam is
consistent with the foam serving as a match-
ing layer to the sea rather than to inherent
high loss in the foam. Unless the high
brightness temperature of foam results pri-
marily from very high loss of the foam,
which seems unlikely, the brightness tem-
perature will decrease with decreasing fre-
quency when foam thickness of only a frac-
tion of the observational wavelength is
reached. The brightness temperature of foam
is much less dependent on polarization and
incident angle than is the compact sea sur-
face.

" Unpublished data from James P. Hollinger, 1974.
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Clearly, more detailed measurements as a
function of the observational parameters of
frequency, polarization, and incident angle
over the range of foam characteristics, such
as thickness, bubble-size distribution, water
content, and degree of spatial uniformity,
are required to fully understand the micro-
wave properties of ocean foam. In addition
to incomplete knowledge about the micro-
wave characteristics of foam, the determina-
tion of the brightness temperature depen-
dence on windspeed caused by sea foam is
further complicated because the foam cover-
age of the sea surface does not depend only
on the local wind. The foam coverage also
depends on the air/sea temperature differ-
ence, the duration and fetch of the wind,
and the history of the wave spectrum of the
sea area being observed. An analytical model
including these parameters and depending on
the dissipation (by breaking waves) of
energy transferred from the wind to the
wave spectrum has been developed by Car-
done (ref. 3-106) to predict whitecap cover-
age. This model is in reasonably good agree-
ment with microwave measurements at high
windspeeds (refs. 3-30 and 3-31). In addi-
tion to whitecaps, considerable wind streak-
ing (thin lines of foam oriented in the direc-
tion of the wind) occurs at high windspeeds.
Above approximately 12 m/sec, streaking
contributes more to the total white water
visible on a photograph than do whitecaps
(ref. 3-107). The details of the microwave
brightness temperature of streaks compared
to that of whitecaps are not presently clear
and result in difficulty in interpreting the
detailed whitecap/streak/windspeed/bright-
ness-temperature in te r re la t ionship . How-
ever, the general increase of microwave
brightness tempera ture with windspeed
caused by increasing coverage of the sea with
foam is well established.

The increased noise temperature (ref.
3-103), which results from sunlight reflect-
ing or scattering off the water, is shown in
figure 3-71, where brightness temperature is
plotted as a function of time. These data
were obtained by pointing microwave radi-

ometers at a fixed viewing angle over water
(at the complementary Sun elevation angle)
and allowing the image of the Sun to pass
through the antenna beams. The closed points
represent data obtained when the water sur-
face was smooth, and the open points cor-
respond to the data obtained when the sur-
face was roughened by waves. The data show
that, under calm conditions, the noise input
to the receiver can significantly increase
when solar radiation reflects specularly into
the antenna, particularly at the lower micro-
wave frequencies. When the water surface
is very rough, the scattering generally be-
comes diffuse and causes a quasi-isotropic in-
crease in brightness temperature, which may
be tens of degrees at the lower microwave
frequencies. In addition to showing the in-
creased noise temperature in a radar re-
ceiver, these data imply that ocean rough-
ness can be inferred by radiometrically meas-
uring the microwave glitter pattern of the
Sun.

Solar microwave interferometer.—The
proposed instrument, the solar microwave
interferometer imaging system (SMIIS),
represents a novel application of the radio
astronomers' very long baseline interferom-
etry (VLBI) and forward scatter radar con-
cepts and technology. The SMIIS can serve
as a research tool for ocean studies but has
limited operational potential. The history of
both technologies are thus pertinent. Be-
cause the function of SMIIS (i.e., obtaining
microwave imaging of the Earth environ-
ment) is also the function of any other pro-
posed radar imaging systems being con-
sidered by the Active Microwave Workshop,
the history and technology of radar imaging
is also pertinent.

Present state of the art.—The applicable
technology is contained in the previously
stated historical connections to VLBI, for-
ward scatter radar, imaging radar, short
baseline interferometry, and phased arrays
technologies. The present state of the art in
satellite microwave antenna technology is
specifically of interest because of the rela-
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tively large apertures and antenna pointing
requirements for SMIIS.

The standard questions regarding onboard
as compared to ground-site data processing
associated with all satellite-borne imaging
instruments must also be studied for the
SMIIS. Thus, the communication/ground-
site data processing and the inverse onboard
data processing/communication state of the
art is pertinent.

Qualitative concept description.—Figure
3-72 shows the proposed SMIIS instrumen-
tation. The satellite (at 800-km altitude)
has one antenna pointing directly at the Sun
and another antenna pointing at the glisten-
ing surface of the Earth (i.e., the region
surrounding the Sun-to-satellite specular re-
flection point).

The Sun-pointing antenna receives the
solar noise by way of the direct ray path.
This broadband noise radiofrequency signal

Solar
microwave radiation

-Sunrise

Orbit at
=800 ki

/ I mage surface

Glistening surface

Glistening surface-.

Image surface,.

Sunset

FIGURE 3-72.—Earth environment mapping using the
SMIIS. Note the changes in the size and shape of
the imaging and the glistening surfaces for satel-
lite sunrise, noon, and sunset. Also note that the
direct ray signal always precedes the forward
scatter signal in time.

is band-limited (to the level required for the
desired imaging resolution of the system)
and baseband detected by using a coherent
local oscillator. The band-limited bipolar
noise signal obtained and the time lags gen-
erated from the coherent local oscillator are
recorded (or communicated to the ground)
and stored as the reference phase and ampli-
tude modulation for the VLBI-type corre-
lation processing that follows. All surface
elements contained within the glistening sur-
face are also illuminated with the same solar
microwave noise, except for propagation path
noise differences and some signal decorrela-
tion. The amount of signal decorrelation will
be one of the problems requiring further in-
vestigation ; however, for S-, C-, and X-band
wavelengths, these illuminated points fall
within the first (or first few) Fresnel zones
of every point source of noise at the Sun
generating the incident microwave noise.

The forward scatter from the surfaces,
facets, wavelets, etc., in the glistening sur-
face provides the communication link be-
tween the VLBI remotely illuminated an-
tenna and the satellite VLBI master antenna.
These multiple-reflected signals from the
glistening surface are received at the satel-
lite and beat to baseband bipolar video by
using the same receiver-coherent local oscil-
lator that was used to obtain the direct ray
reference signal. This composite baseband
is time-tagged, recorded (or communicated
to ground), and stored. The VLBI process is
then applied to the record obtained from the
reflectors in the glistening region. This
process consists of applying the first-order
Doppler correction (i.e., that computed for
the ray reflection point in the glistening
region), then running a cross-correlation of
the forward scatter record with this first-
order Doppler-corrected reference record.
Strong correlation peaks will be generated in
this time record; in fact, each peak will be a
range pulse compression for a strong for-
ward scatterer. The range pulse compression
actually applied depends on the bandwidth of
the reference record S1M.:F and the time length
of that record R}-KV. The width of the cor-
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relation peak will be approximately \/BKV.v,
whereas the amplitude of the correlation peak
will be proportional to the product of the
reference record length TK,.-t.-, the forward
scatter signal strength from each surface
element .4,, and the match of the first-order
Doppler correction to the Doppler frequency
of that signal. The VLBI process completes
the imaging process by successive correla-
tions using differentially corrected Doppler
reference records. This process is essentially
a Doppler correction sweep across the glisten-
ing surface, in which each detected forward
scatterer is positioned in azimuth. by the
Doppler correction that maximizes its cor-
relation peak. The resultant range/azimuth
map of correlation peaks comprises the polar
microwave interferometer image.

Quantitative description of the SMIIS.—
The following questions are among the first
to be answered in designing the SMIIS:

1. Is enough solar microwave power avail-
able at the frequencies best suited to Earth
environment planning?

2. If so, how large must the antenna aper-
tures be to at least get the direct ray at
adequate signal-to-receiver noise to enable
interferometer processing?

3. What is the best antenna to use?
4. What bandwidth and reference signal

duration will be required to provide adequate
resolution?

5. What processing must be done at the re-
ceivers as opposed to what can or should be
done at the ground sites?

The approximate answers to the first
three questions can be obtained from the in-
formation presented in figure 3-73. The solid
line shows the microwave power of the quiet
Sun (in dBm/m--Hz) in the range of fre-
quencies from 30 MHz to 300 GHz. This
microwave power is increasing at the rate of
approximately 12 dB/decade, and, for fre-
quencies above 4 GHz, the microwave noise
power from an antenna with a 1-m2 aperture
will exceed the noise power from the best
cooled parametric amplifier receivers avail-
able with present state of the art (shown by
the dashed line). Figure 3-73 shows that
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FIGURE 3-73.—Plot of solar and galactic-plane micro-
wave noise power compared with frequency. Also
shown is the approximate noise power of state-of-
the-art, cooled, parametric amplifier receivers.
Note that at 3000 MHz the SMIIS can use either
solar or galactic-plane noise as the reference sig-
nal, thus giving day/night operation (ref. 3-108).

for almost all microwave frequencies suited
to Earth environment mapping, enough
microwave power is available from the quiet
Sun to let the Sun be the transmitter in the
SMIIS. Also shown is a dotted line, which
illustrates the expected received power from
a 16-m- antenna. This illustration indicates
that for antenna apertures approximately
as large as those required for radar mapping,
the SMIIS could work at frequencies from
1 GHz and up. The microwave noise power
available using the galactic plane as the
transmitter for SMIIS with a 16-m- antenna
aperture is sufficient for Earth environment
mapping applications requiring frequencies
below approximately 30 GHz. The 6-dB
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signal to noise obtainable at 30 GHz is ade-
quate for the SMIIS processes.

An initial assessment of the bandwidth
required to provide adequate resolution for
Earth environment mapping can be obtained
from the requirement for wave directional
spectra over the ocean. This data product is
considered useful if ocean wavelengths from
50 m to 1 km are resolved in synoptic maps
of the ocean suface. A 10-m/range resolu-
tion using SMIIS requires approximately
a 30-MHz bandwidth bipolar video reference
signal (because this is one-way propagation
of electromagnetic waves; the resolution is
at 3.3 nsec/m). Azimuth resolution of ap-
proximately 10 m requires approximately a
10-/xsec duration of the bipolar video refer-
ence signals; that is, the differential Doppler
from each reflecting center will cause de-
tectable decreases in the cross-correlation
peaks from records exceeding 10 ^sec in
duration. In the majority of cases, a much
longer delay than 10 ^sec will occur between
the direct ray from the Sun and the reflected
rays from the Earth environment; thus, much
longer reference signals could be taken. How-
ever, the 300:1 pulse compression gain ob-
tained from correlation processing the 10-
/usec-duration 30-MHz-bandwidth signals
should be adequate for SMIIS mapping.

The answer to question 5 is twofold.
1. The low-noise baseband receiver signal

process should be performed onboard to pre-
serve the best signal-to-noise ratio in the
bipolar video signals.

2. The onboard as compared to ground
data-processing tradeoffs, which must be
made for radar mapping systems, apply to
the SMIIS. However, the power, weight,
and volume required for the radar systems
transmitter can be applied to onboard data-
processing electronics for the SMIIS; thus,
all SMIIS data processing can be done on-
board and still save power, weight, and
volume over radar systems with similar map-
ping performance.

Impact of microiuave technology.—The
concepts embodied in the SMIIS bridge the
present gap between the sophistication of

the state of the art in radio astronomy
(VLBI) and the state of the art in synthetic
aperture radar. Because the microwave sig-
nals transmitted by the Sun (and/or the
galactic plane) contain essentially all fre-
quencies and polarizations possible, even the
postulated performance of polypanchromatic
radar (ref. 3-109) can be obtained with
SMIIS. This attainment would represent a
significant advance in the microwave map-
ping state of the art.

Requirements.—Generally, the same re-
quirements are needed for the SMIIS in-
strumentation on a satellite as for any
high-resolution microwave radar imaging
instrument, except for one very significant
difference. Radar images require a high-
power transmitter, transmitted signal modu-
lation electronics, and a matched receiver/
demodulator for each microwave band used,
whereas SMIIS does not require any trans-
mitter or modulation electronics because it
uses cosmic noise sources in the transmitter/
transmitted signal modulator role. The fact
that SMIIS has been described and initially
designed as receiving its reflected signals
from the region of forward scattering sur-
faces does not limit the system to operation
in this viewing direction (i.e., this is not a
requirement or limitation) ; it is simply the
direction from which the strongest reflected
signals are expected and, as such, represents
the easiest direction for high-signal-to-noise,
high-density mapping operation.

Electronically scanned multifrequency ar-
ray antennas would be required to obtain
SMIIS operation in many frequency bands
with minimum use of satellite space. These
antennas would not be a requirement of early
experimental versions of SMIIS, but the tech-
nology of these array antennas should be
nurtured for use with future operational
versions of SMIIS.

Onboard data-processing requirements will
be equivalent to those for radar imaging
systems with the same need for growth, from
the minimum amount possible to the maxi-
mum amount required, and for Earth en-
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vironmeht monitoring and reporting mis-
sions that will evolve.

Technical approach.—Conceptual design
studies should be done to determine the total
capability of SMIIS instrumentation and to
identify research and development require-
ments and feasibility demonstration experi-
ments that can be done with existing instru-
mentation (for instance, the Massachusetts
Institute of Technology Haystack radar per-
forming SMIIS-type mapping of the lunar
surface, possibly using radio stars instead of
the Sun as transmitters).

Feasibility/applications studies should be
done to determine design specifications for
experimental SMIIS instruments aimed at
specific applications missions.

A project to develop SMIIS instrumenta-
tion, data processing, and data use would
be appropriate. One possibility would be to
use one of the large antennas at Wallops
Flight Center to get the direct ray reference
bipolar video record while simultaneously
obtaining the reflected ray record from an
airborne platform. Both ocean and Earth
could.be viewed at all incident angles and at
any distance from the reference station to ob-
tain design data related to these parameters.

Continuing research and development is
warranted in the area of real-time correlation
technology (such as that presently underway
at the General Electric Research and De-
velopment Center using charge-coupled de-
vices that give a 32-bit correlator operating

•at 10 MHz on a single large-scale integration
flatpack). Special developments for SMIIS
applications may justify short-term funding
in this technology.

Applicability.—The Earth environmental
mapping capabilities of the proposed SMIIS
extend from monitoring solar disturbances
and mapping the ionosphere, using the low-
frequency end of the spectrum, to mapping
atmospheric phenomena using the high-fre-
quency end of the spectrum. Only the de-
velopment of receiver technology at milli-
meter and submillimeter wavelengths is
required to close the gap between micro-

wave imaging and long-infrared imaging
instrumentation.

Other Active Microwave Sensors

Wave motion sensor.—A new technique
being developed at the Applied Physics
Laboratory of Johns Hopkins University
(APL/JHU)6-T- s is potentially capable of
mapping the significant height #,/:t of ocean
waves over a wide field of view beneath
either an aircraft or a satellite. The tech-
nique directly measures the Doppler broaden-
ing of a radar signal caused by the orbital
motion of the waves to determine significant
wave height. This technique is significantly
different from conventional Doppler tech-
niques because there is no contamination
of the sea motion broadening by the much
larger Doppler broadening caused by plat-
form motion and finite antenna beamwidth.
The technique is capable of measuring the
shape of the power spectrum of the Doppler-
broadened echo. However, the displacement
of the received center frequency from the
transmitted frequency is not measured.
Much of the following information is ex-
tracted from the Bush-Gotwols proposal."

Present state of the art.—The most exten-
sive series of Doppler-broadening measure-
ments have been performed by the NRL
(refs. 3-110 and 3-111). These measure-
ments showed that the width of the Doppler-
broadened spectrum is of the form w,,=
C(H I / : I)

1 /-' , where C is a constant for a given
frequency and polarization. The full width
at half maximum of the Doppler-broadened
spectrum A/, will always be converted to
velocity units by the use of the (nonrela-
tivistic) Doppler relation \f=2\va/\. This

" Bush, G. B.; Katz, I.; and Kropfli, R.: APL/JHU
Memorandum BPP7IU-31, 1971 (unpublished data).

7 APL/JHU: Phase-A Study for the SEASAT-A
Mission. APL/JHU, vol. 1, sec. 2.6, July 1973 (un-
published data).

'Bush, G. B., and Gotwols, B. L.: The Wave
Motion Sensor—A new Technique for Remotely Map-
ping the Significant Height of Ocean Waves. APL/
JHU proposal submitted to NASA Wallops Flight
Center, Apr. 1974 (unpublished data).

" Ibid.
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facilitates the comparison of measurements
taken at different frequencies. The measure-
ments indicated that Avd was almost inde-
pendent of the angle between the radar view-
ing direction and the predominant direction
of the waves. Also, indirect evidence re-
vealed that, because of the effect of "spray"
at the air/sea interface, the Doppler broaden-
ing of horizontally polarized radiation was
greater than that for the vertically polarized
component. The simple relationship wd =
C (H I / A) l ' - is used in the new technique. Katz
(ref. 3-112) has previously proposed use of
this relationship to measure ocean-surface
roughness from a satellite by an entirely dif-
ferent method, which is limited to a narrow
field of view.

The platform motion problem.—A better
appreciation of the new technique will be ob-
tained if the difficulties inherent in conven-
tional radar Doppler-broadening measure-
ments are first analyzed. Consider the highly
simplified scheme shown in figure 3-74 in
which a single high-gain antenna illuminates
the surface of the ocean with a continuous

FIGURE 3-74.—Simplified diagram of a moving CW
radar illuminating a rough ocean, where r,, is rela-
tive platform velocity.

wave (CW) transmission. Assume that the
same antenna is simultaneously used to re-
ceive the reflected signal (ignore the as-
sociated technological difficulties). For the
geometry shown in figure 3—74, the range of
radial velocities between the half-power
points of the antenna pattern is given ap-
proximately by

±v,, = 2vp6 (3-23)

Assuming a highly directional antenna with
a 1V4 beamwidth and a platform velocity
of 7 km/sec (typical of a satellite), the full
width at half maximum of the received
spectrum will be approximately 244 m/sec.
In contrast, the broadening caused by the
orbital motion of the waves is approximately
1 m/sec for a significant wave height of
1 m. Any attempt to measure wave-motion-
induced broadening is highly impractical,
because the width of the composite spectrum,
consists of 1 part caused by orbital wave mo-
tion and 244 parts caused by platform mo-
tion. This pessimistic appraisal can be im-
proved by considering various alternative
schemes (coherent short-pulse radar, off-
nadir pointing, etc.), but the improvement
does not appeaY to be substantial enough to
bring the broadening by the two mechanisms
even close to equality.

The diffraction pattern in the plane of the
transmitter.—Another way to consider the
broadening caused by platform motion con-
tains the key to the solution of this problem.
Consider the diffraction pattern that is
formed in the plane that contains the trans-
mitting aperture (fig. 3-75). The correla-
tion length of the intensity fluctuations in
this plane can be estimated by using the
Van Cittert-Zermike theorem (ref. 3-113).
This theorem states that the correlation
length I,, of the spatial fluctuations in the
intensity caused by an extended source of
diameter L and at distance h is given by

l,, = 1.22h\/L (3-24)

If it is assumed that L is defined by the half-
power points of the antenna pattern, then
(approximately)

(3-25)
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FIGURE 3-7J.— Diffraction pattern, (a) Diagram-

matic view of the diffraction pattern formed in the
plane of the transmitter by radiation that is re-
flected from the surface of a rough ocean, (b) Pho-
tograph of an actual diffraction pattern created by
reflecting the light from a laser off a rough sur-
face.

(0)

where D is the diameter of the transmitting
aperture and A is the wavelength. Combin-
ing equations (3-24) and (3-25) yields the
simple result

l,, = l.22D (3-26)

By considering diffraction integral for
this problem, if the transmitting aperture
is moved I units to the right, the (intensity)
diffraction pattern will translate as a rigid
body I units to the left. Thus, the relative
velocity between the transmitting-receiving
aperture and the rest frame of the diffraction
pattern of the rough ocean is 2vp. There-
fore, the correlation length Z,, corresponds to
a correlation time r^l,,/ (2vp)^D/ (2vp) and
to a bandwidth A/«l/r= (2vp)/D. This
bandwidth is identical to that given by equa-

tion (3-23) from Doppler-broadening argu-
ments (after conversion to consistent units).
This equality of bandwidths supports the
theory that platform motion broadening may
be analyzed either by considering the range
of radial velocities intercepted by the antenna
beam or by considering the transmitting-re-
ceiving antenna as moving through the dif-
fraction pattern of the rough ocean. Thus,
if a way could be found to sit at a fixed point
in the rest frame of the diffraction pattern,
the temporal fluctuations in the received
signal that are caused by the motion of the
ocean waves could be measured without hav-
ing to contend with the large fluctuations
caused by platform motion.

The solution.—The solution to the plat-
form motion problem is to arrange a series of
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receiving antennas in a line that is parallel
to the relative velocity vector of the moving
platform. Because the diffraction pattern
translates as a rigid body in a direction
opposite to the platform velocity, N antennas
can obtain N measurements (spaced in time)
of the intensity / at a fixed point a;,, in the
rest frame of the diffraction pattern.
Imagine a coordinate system attached to the
rest frame of the rigidly translating diffrac-
tion pattern, with the A"-axis parallel to the
velocity vector. Consider the short-term time-
averaged power that an antenna centered at
point :r delivers to its load (i.e., P(x, t))
rather than the intensity I (a:, t). Then, for
each point in the diffraction pattern (e.g.,
.V = .T,,), the following set of measurements
can be made.

P ( x n , t ) , P ( x , t , t + r l ) ,
t + r,), . . . (3-27)

Thus, the autocorrelation function for N-l
discrete lags is

{ P ( x , t ) - P ( x , t + n) (3-28)

where braces indicate a spatial average along
the X-axis. Assuming that the statistical
properties of the rough ocean are stationary
in time and homogeneous in space, it follows
from the ergodic theorem that the space and
time averages are equal. Thus,

R f ( T l )= (P (x 0 , t )P (x n , t + r,)

= {P(x , t ) -P(x , (3-29)

where angular brackets indicate a time aver-
age, and, because of the assumption of
homogeneity, the xa argument of Rp is sup-
pressed. This result shows that the moving
antenna system will obtain the same auto-
correlation function as a hypothetical single
stationary transmitter-receiver antenna that
constructs an autocorrelation function by
averaging over time.

After reasoning that the moving multi-
antenna experiment is capable of measuring
the same autocorrelation function as a single
stationary receiving antenna, attention can
be focused on the stationary antenna experi-
ment. Because of the numerous scatterers

that contribute to the reflected signal, a rea-
sonable assumption is that the voltage in-
duced across the output terminals of the
stationary receiving antenna consists of band-
limited noise with a Gaussian joint probabil-
ity distribution function. The autocorrela-
tion function of this noise voltage will be of
the form

R r ( T ) = v ( t ) v ( t + T )=R , , r (T ) COS,.,,,T (3-30)

After linear amplification in a receiver, de-
tection in a full-wave square-law detector,
and filtering in a low-pass filter, the auto-
correlation function of the short-term time-
averaged power will be given by

R f ( T ) =fc---8-1[l+2/?,, r-(r)] (3-31)
where k is a constant that depends on the re-
ceiver gain and 8 is the standard deviation
of v ( t ) . Thus, R,,,-(T) can be calculated from
equation (3-31), and, in turn, the shape of
the Doppler-broadened power spectrum may
be obtained by taking the Fourier transform
Of/? , , , ( r ) .

The most important difference between the
stationary and moving platform equipment
with N antennas is restricted to obtaining
Rv(T,yf6r N — l discrete lags. Thus, the de-
tail in which the power spectrum is desired
will determine both the number of antennas
and the separation between them. If only
the width A/ of the power spectrum is de-
sired, the use of only two antennas with an
appropriately chosen spacing should be suf-
ficient.

A practical wave-motion sensor that uses
two antennas is shown in figure 3-76. Be-
cause this configuration is not restricted to
vertical pointing antennas, a wide swath
could be examined.

Further investigation of the relationship
between the parameters measured by the
wave-motion sensor and the statistical de-
scription of the ocean is needed. The prob-
lem of how well a practical device would
operate in the presence of finite receiver noise
should also be analyzed.

Surface contour radar.—Under the spon-
sorship of the AAFE Program, the NRL is
developing an instrument for measuring the
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FIGURE -3-76.—A practical wave-motion sensor.

surface contours of the Earth in three di-
mensions. Surface contours, especially
roughness of ocean surfaces, have been in-
ferred from measurements made with other
sensors; for example, scatterometers and
radiometers, photography, etc. Profiling with
radars or lasers provides two dimensions
along the groundtrack. A sensor that profiles
and scans crosstrack simultaneously will pro-
vide a three-dimensional surface contour of
the sea.

Although surface contours can be meas-
ured over land and ocean areas, this discus-

sion will be restricted primarily to coastal
and ocean areas.

Scanning across the groundtrack measures
the three-dimensional surface contours along
the swath path from which wave heights
could be determined directly. The use of data
from each swath enables analysis of a slice
of any angle across the Earth and determina-
tion of its spectra. Combining the analyses
of slices at various angles across the swath
could yield the directional wave spectra,
which are fundamental to location and pre-
diction of present and future sea-state con-
ditions. Scanning in coastal areas will show
how waves are affecting shorelines. Measur-
ing the swells and breakers in shoaling water
gives indications of the bottom topography.

Experimental technique.—The proposed
experiment would consist of scanning a series
of radar pulses crosstrack from the aircraft
flightpath and recording the time and ampli-
tude of the radar returns. The basic experi-
mental scheme is shown in figure 3-77.

'Successive radar
spot positions

Dominant sea wavelength

FIGURE 3-77.—Basic experimental scheme for a sur-
face-contour radar system.
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Figure 3-78 illustrates the pattern of scan
on the ocean surface. The aircraft radar
will operate in a beamwidth-limited mode.
This choice of operation is made to avoid
ambiguities that would occur in scanning a
pulse-width-limited radar beam. However,
the radar pulse width will still be very nar-
row, approximately 1 nsec, to enable resolu-
tion of the vertical structure of the sea
surface.

Observed phenomena.—The laser has been
the primary instrument for use in profiling
the sea surface. However, the laser has
constraints because it must operate at low
altitudes and cannot penetrate clouds. The
NRL (ref. 3-100) showed that a nanosecond
pulse radar viewing in the vertical can pro-
file the sea very accurately and measure the
same profile and spectra that would be
measured by a wave pole located in the same
vicinity. The question arises as to what the
radar would measure if it viewed away from
the vertical. In figure 3-79, spectra measured
by the radar were compared with those
measured by the wave pole at angles of 0°,
10°, 20°, 30°, and 45° from the vertical, re-
spectively. The high degree of correlation
shows that only minor degradation is noted.

The understanding of ocean backscattering
has just begun; thus, the factors causing dis-
agreements between various data have to be

Aircraft groundtrack

FIGURE 3-78.—Scan pattern on the ocean surface.

explored. The potential offered by multiple
frequencies and polarizations has not been
investigated. Repeated measurements must
be taken to understand the reliability of the
prediction of ocean scenes from backscatter-
ing cross-section data.

Applicability.—Scatterometer data gath-
ered synoptically from the oceans of the
world may allow production of accurate
worldwide field maps and/or worldwide sea-
level pressure maps.

The atmospheric sea-level pressure field
specifies the conditions in the planetary
boundary level or, for numerical weather
prediction models, the properties of the
100 000-N/m- surface. This surface pres-
sure field or the equivalent 100 000-N/m-
surface then serves as the long-sought elu-
sive reference surface for vertical tempera-
ture profile radiometer (VTPR) soundings;
thus, the vertical structure of the entire at-
mosphere can be specified for numerical
weather prediction models.

The height contour pattern of the plane-
tary boundary layer 100 000-N/m2 surface is
complicated and consists of closed depres-
sions and elevations corresponding to the
highs and lows of conventional weather
charts. If the pattern can be specified cor-
rectly, the bottom of the atmospheric sound-
ings obtained over the oceans by the VTPR
infrared sounding system, now operational
on NOAA spacecraft, can be correctly related
to this 100 000-N/m- reference surface, and
an integration of the VTPR-computed sound-
ing then yields the heights of all other con-
stant pressure surfaces used in numerical
weather prediction models. The most difficult
part of the present use of these VTPR sound-
ings is the determination of conditions near
the sea surface, and scatterometer/altimeters
can help solve this problem. Because the
circulation patterns of the constant pressure
surfaces become simpler with elevation and
turn into the planetary wave patterns at the
100 000-N/m- surface, defining the compli-
cated 100 000-N/m- surface correctly and
integrating VTPR soundings up to the other
reference surfaces will provide a more ac-
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FIGURE 3-79.—Normalized power spectra for radar and wavestaffs for various look
angles, (a) Look angle=0°. (6) Look angle=10°. (c) Look angle=20°.

curate initial value specification than, for
instance, starting at a higher reference level
and integrating both up and down.

Weather forecasts.—Improved weather

forecasts on a global basis depend on (1)
basic research on the physics of atmospheric,
oceanic, continental, and solar interactions;
(2) the development of numerical models of
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FIGURE 3-79 (concluded).—Normalized power spectra for radar and wavestaffs for vari-
ous look angles, (d) Look angle = 30°. (e) Look angle = 45°.

the atmosphere and its interactions with the
land, sea, and solar radiation; and (3) the
collection of an adequate and correct data
base for the initial value specification of the
numerical weather forecasting model. Scat-
terometers will provide data for item 3 and
produce an improvement in the accuracy and
an increase in the range of validity of the
forecasts produced by the numerical models
described in item 2.

Numerical weather prediction models are
continuously being refined, improved, and

updated so that they can be run on computers
of increasingly higher capacity and speed.
Nevertheless, the models all depend on the
accuracy with which the initial values are
specified when the computation of the fore-
casted weather is started.

When random-error fields with errors of a
size known to exist in the actual initial value
data are introduced into a numerical model,
the effects of these error fields double each
day; thus, after 4 days they are 16 times as
great, and the forecasted conditions no
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longer agree with what actually happened.
Reducing the error field in an initial value
specification by a factor of 2, in effect, makes
a 3-day forecast using better data as accurate
as a 2-day forecast using the less-correct
data.

Random-error fields are one way to study
the effects of bad data; however, the situa-
tion is actually more complicated. Over the
oceans, especially in the Southern Hemi-
sphere, entire circulation patterns can be
incorrectly specified as to the central pressure
of a low and the horizontal extent and spac-
ing of the isobars around the low. The pro-
posed instruments for SEASAT-A can sub-
stantially reduce this source of error. Not
only will weather forecasts over the oceans
be improved by the data to be obtained, but
also the forecasts over continental areas, such
as the western half and the east coast of the
United States, could be improved in the 2- to
3-day time frame.

Satellite-borne scatterometer systems
should help improve forecasts substantially
for 2 to 4 days for the Northern Hemisphere
and should make possible, for the first time,
2- to 3-day forecasts for the Southern Hemi-
sphere.

Global heat transports.—Another aspect of
the proposed instrumentation for SEASAT-
A, which includes a scatterometer, is that it
provides a truly global oceanic data base,
when combined with VTPR, for numerical

/ weather prediction. The data base over the
continents is reasonably adequate. Modeling
interactions between the two hemispheres
should be possible. Satellite heat budget
studies show that the heat flux driving the
Northern Hemisphere cyclones in the winter
originates from as far as 30° south and has a
magnitude at the Equator almost equal to the
value at 40° north. The correct description
on a day-to-day basis of this important global
feature will be an essential step in fulfilling
the stated goal of the National Weather
Service of NOAA for providing reliable
weather forecasts in the time range from
5 to 10 days.

Tropical cyclones.—An example of the
value of this active microwave system is the

potential contribution it can make in obtain-
ing data on the winds and pressures on tropi-
cal cyclones wherever they occur. These
tropical cyclones are called hurricanes in the
North Atlantic Ocean, typhoons in the North
Pacific Ocean, cyclones in the Indian Ocean,
and willy-willies in the South Pacific Ocean
near Australia and New Zealand. They are
located by means of a characteristic cloud
pattern by the NOAA Applications Technol-
ogy Satellite spacecraft and tracked every
45 min or more as they move across the
oceans. When their locations are known,
ships avoid them almost completely. Thus,
although their presence is known (recently
there were four typhoons in the North
Pacific Ocean at one time), their intensity
and potential for damage when moving over
land are not known from spacecraft data.

To determine the strength of a hurricane,
the United States sends reconnaissance air-
craft flights into hurricanes on a routine
basis whenever they pose a threat to land.
These aircraft measure the winds in the hur-
ricane and determine the central pressure.
Forecasting the movement of hurricanes is
very difficult, partly because the atmosphere
surrounding them is presently not well
enough defined by measurements at a fine
enough scale.

However, other nations do not have air-
craft reconnaissance flights; although they
know a hurricane is approaching, they have
no information on its severity. Typhoon
winds and rains caused much loss of life and
damage in the Philippine Islands in 1973,
and, in 1970, cyclone winds in the Bay of
Bengal caused a storm surge combined with
heavy rains that drowned 300 000 people in
the Ganges Delta region of Bangladesh.

The problem is so acute for many nations
that a special commission has been organized
to attempt to find ways to obtain better
data on the intensity of the surface winds in
these storms as they approach populated
areas. At the World Meteorological Organi-
zation meeting in Tokyo (Oct. 2 to 7, 1972),
held for the study of the means of acquisition
and communication of ocean data, a plea was

• made by the commissioner of this group for
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better data on the severity of these storms.
Synoptic coverage of the oceans by using
satellite-borne scatterometry can solve this
problem, as demonstrated by experiments
performed during the Skylab Program.

The test version of this instrumentation
(S193) on Skylab has scanned both a hurri-
cane and a tropical storm in a way that may
prove to have been the equivalent of having
had 25 ships close enough to the storm to de-
fine the strength of the winds and the level of
the central pressure.

The operational version on SEASAT-A
could scan all the tropical cyclones present
over the oceans twice a day and yield data on
the winds and pressures. This one accom-
plishment would be an immediate aid to In-
dia, Burma, the Philippine Islands, many
Pacific islands (such as Guam), Madagascar,
New Zealand, Australia, and Mexico. Just as
the adequate warning service of the National
Weather Service has greatly reduced the
number of lives lost and the property damage
caused by hurricanes in the United States,
similar benefits from this system should be
possible for other nations. As more experi-

__ence.with the system is_gained, it might be
possible in a decade or more to dispense with
aircraft reconnaissance of tropical cyclones.

Wave forecasting.—Of all oceanic phenom-
ena, the waves, or storm seas, generated by
high winds blowing over large areas of the
ocean offer the most ever-present and rapidly
varying patterns. The waves can grow in
height from 5 m from crest to trough (as an
average of the highest waves) to 17 m within
12 to 18 hr as the winds increase. Individual
waves larger than 25 m from crest to trough
have been measured, and waves larger than
30 m high have been estimated. Scatterome-
ters and altimeters together can measure
parameters needed for a wave forecasting
model.

PLATFORMS

Satellites

Although the central theme of the Active
Microwave Workshop is the application of
active microwave systems to Earth observa-

tions, the question of integrating these sys-
tems with other sensors has to be considered.
This section assesses three types of ocean-
oriented spacecraft that use radar and sev-
eral other types of sensors. The multisensor
approach has the merit of yielding consid-
erably more information from the simulta-
neous use of an array of instruments than
could be obtained from their operation sepa-
rately. This philosophy has been successfully
used in SEASAT-A.

Three generalized types of useful oceanic
observatories are: (1) a geodynamics/ocean
topographic satellite, (2) an oceanic/marine
atmospheric physics satellite, and (3) a ma-
rine water quality/biologic/fisheries satellite.

A geodynamics/ocean topographic satel-
lite.—This system, which has evolved from
the EOPAP project, would determine the ma-
rine geoid and superimposed local ocean topo-
graphic features, with the aim of understand-
ing the space and time variations in the
shapes of both surfaces caused by geody-
namic and oceanographic effects and their
interactions. Examples of geodynamic effects
are tectonic plate motion, polar wandering,
and solid Earth tides; examples of oceano-
graphic effects are oceanic currents', deep 'sea
tides, storm surge, and wind setup. The
prime sensor would be a precision altimeter
with an altitude error of approximately 2 to
5 cm, a precision that would require iono-
spheric, tropospheric, and ocean-wave-height
corrections. The spacecraft would probably
have a symmetrical drag-free configuration,
laser reflectors, and satellite-to-satellite trac-
ing capability. The orbit would be circular
and inclined at 105° to 115° retrograde. By
maintaining this satellite or similar ones in
orbit for periods of approximately one dec-
ade, many highly significant Earth and ocean
dynamics experiments could be performed,
including measurements of continental drift
and their relationship to earthquakes and a
mapping of the major ocean currents and
their time variations.

The oceanic/marine atmospheric physics
satellite.—This spacecraft measures sea sur-
face and maritime atmospheric parameters
that help establish the near-ocean-surface
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marine environment. These parameters are
also of importance for weather forecasting
over both land and water and for longer term
climatological studies. The measurement
functions of this satellite would include all-
weather observations of surface and upper-
level pressures, windspeeds, and directions;
atmospheric profiles of water vapor, liquid
water, and rainfall rates; air temperature
profiles; sea-surface temperatures; wave
heights, lengths, and directions; wave refrac-
tive patterns; and ice thickness, leads, poly-
nyas, and general coverage.

The orbit would probably be circular, near-
polar, and prograde, with an inclination of
75'. As such, the orbit would be non-Sun-
synchronous and would process through a
day/night cycle in a few weeks. The altitude
would be chosen as a compromise between
swath width, resolution element, power, and
precision rate, but it would probably be near
Earth at 1000- to 2000-km heights.

The sensor complement would include (1)
an imaging radar for observing wave ampli-
tude spectra and refractive patterns, shore-
line dynamics, ice cover, and other similar
features; (2) a combined scatterometer/mul-
tifrequency microwave radiometer for ob-
serving surface windspeeds and directions,
atmospheric water vapor and liquid water
content, and sea-surface temperature and
salinity; (3) multifrequency/multiwave-
length microwave and infrared sounders for
determining temperature, pressure, and hu-
midity profiles in the atmosphere; and (4) a
multispectral thermal infrared imager cap-
able of yielding quantitative land, sea sur-
face, and cloudtop temperatures.

This combination of instruments is com-
plex ; however, the value of simultaneous ob-
servations of the relevant parameters for
maritime environmental forecasts is great
enough to warrant this complexity. If achiev-
able, this second observatory would represent
a highly significant advance in the data base
required for a several-day global weather and
maritime forecast.

Water- quality, biological assay, and fisher-
ies identification.—This system would rely

heavily on spectral reflectivity analysis for
determination of near-surface chlorophyll
content, pollution, and sediment load. The
required information could be derived from a
multispectral imager optimized to the param-
eters of interest and, equally important, from
data obtained by the two spacecraft men-
tioned previously. Of particular importance
in the latter category are sea temperature,
salinity, and current location.

The requirements for multispectral analy-
ses imply a Sun-synchronous orbit and par-
ticular choices of look angle with respect to
Sun angles so that illumination conditions on
the ocean surface are uniformly maintained.
Thus, this sensor complement may not be
flown on the ocean/atmospheric physics plat-
form, at least in a research mode, because the
orbit for the research mode is deliberately
designed to scan through a day/night cycle
relatively quickly to observe diurnal effects.
Operational spacecraft may not be so con-
strained, however.

Using these data, one may estimate pri-
mary biological productivity, water mass
identification, sediment transport, and gen-
eral condition of the ocean. Location of po-
tential fisheries can probably be inferred
from such information.

SEASAT-A.—This satellite is the first
spacecraft dedicated to meeting in part the
EOPAP objectives in ocean dynamics. The
SEASAT-A is an outgrowth of a diversity
of scientific and technological work conducted
by NASA, the Department of Defense, the
Department of Commerce, and several other
institutions in both the measurement of re-
quired physical quantities and the implemen-
tation of appropriate sensors on the space-
craft and on the ground.

Description of the program.—SEASAT-A
is a research-oriented program consisting of
spacecraft precision groundtracking systems
and data-processing and modeling capabili-
ties that address both scientific and applica-
tions problems in ocean-surface dynamics.
The satellite will carry an array of active ra-
dar and passive microwave and infrared in-
struments with the capability of observing
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the ocean on a day/night near all-weather
basis. This group of sensors will allow SEA-
SAT-A to make quantitative measurements
of oceanic, atmospheric, and geodetic param-
eters not only in clear weather but also under
wind and wave conditions perhaps approach-
ing hurricane force and over regions under
persistent cloud cover.

The mission profile for SEASAT-A is ten-
tatively as follows: lifetime, 1-yr minimum ;
orbit, approximately an 800-km altitude at an
inclination of 108° (retrograde) ; eccentric-
ity, less than 0.006 for a nearly circular orbit;
and period, 100 min, resulting in 14.5 orbits/
day. This orbit is nonsynchronous and will
process through a day/night cycle in approxi-
mately 4.5 months. The orbit spans almost
all the unfrozen oceans of the world from the
Antarctic to the Alaskan North Slope and the
Arctic Archipelago. The orbit is also opti-
mum for fine-grained mapping of the geoid
over the open ocean.

Instruments and sensors.—Each of the sen-
sors proposed for SEASAT-A has predeces-
sors that have been successfully flown on
spacecraft and/or aircraft. Good-to-excellent
assessments of the capabilities of these proto-
types are available for wind and wave condi-
tions approaching gale force, and enough is
known of their theory of operation to make
reasonable estimates of their performance
under other, more severe environmental con-
ditions. The selection of instruments was
made to determine ocean-surface conditions
in accordance with user data requirements
set forth during NASA-sponsored meetings
in early 1973. The sensors form a set of in-
tegrated, interactive, and mutually support-
ing devices, the simultaneous use of which
brings about a genuinely synergistic effect
wherein the total information derived from
the sensor package is greater than the sum of
the individual outputs. Meeting the user data
requirements in their totality has not been
possible because of limitations on system per-
formance, but the five sensors described con-
stitute a significant first step toward an op-
timum configuration.

Compressed pulse radar altimeter (CPRA) :
The CPRA has two distinct functions: the

measurement of the altitude between the
spacecraft and the ocean surface to an rms
precision near ±10 cm and the determination
of significant wave heights along the sub-
satellite path. When combined with accurate
orbital determinations, the altitude may be
used to decipher the topography of the sea
surface, including spatial variations in the
geoid and time variations caused by ocean
dynamics.

Coherent imaging radar (CIR) : Wave in-
formation will be obtained by using a CIR to
obtain images of the ocean on a sampled
basis. Such a radar can function through
clouds and moderate rain to yield wave pat-
terns near shorelines and in storms and can
see waves with a length greater than approxi-
mately 50 m. The CIR can also provide high-
resolution pictures of ice, oilspills, current
patterns, and similar features. Computations
can be performed on the radar data to yield
a quantity called the wave directional spec-
trum, which gives the relative distribution
of wave energy among different wavelengths
traveling in various directions, and this fac-
tor, together with the surface wind velocity,
is the fundamental information needed in.,
forecasting wave conditions on the ocean.

Microwave wind scatterometer (MWS) :
The third radar system, an MWS, is intended
to measure surface windspeed and direction
by sensing the small capillary waves induced
by the wind over the ocean. Previous aircraft
experience and recent Skylab data taken over
the Pacific Hurricane Ava in June 1973 indi-
cate that this sensor seems useful in winds
approaching 25 m/sec, yielding speeds with
an error of ±2 m/sec and directions to ±20°.

In the SEASAT-A configuration, the out-
put of the scatterometer will be measure-
ments of lower windspeeds and directions
taken over two 450-km-wide swaths equally
displaced about the vertical by 300 km. In
12 hr, these swaths map out a quiltlike pat-
tern of areas over the portion of the oceans
between 72° north and 72° south latitude
with enough density of observations so that
an essentially complete chart of surface
winds will be obtained.
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An experimental variation of the MWS,
termed the "wave spectrometer," is expected
to be operated simultaneously with the MWS
as an alternative, less complicated, and less
complete method of obtaining wave direc-
tional spectra along a 300-km-wide swath
about the vertical.

Scanning multifrequency microwave radi-
ometer (SMMR) : The SMMR is a passive
microwave device that simultaneously senses
the microwave energy emitted by and re-
flected from the ocean, ice, and atmosphere.
To separate the various contributions to the
signal from these sources, several microwave
frequencies (6, 10, 18, 21, and 37 GHz) are
used, each chosen for maximum sensitivity to
one of those geophysical parameters. The
scanning feature will enable low-resolution
images of objects along its line of sight to be
constructed from the signals received.

The SMMR serves several functions.
First, the SMMR is a windspeed instru-
ment that senses the increase in emitted
microwave energy caused by roughness,
foam, and streaks on the ocean when higher
windspeeds create wave breaking and white-
caps. The estimated observable range of
speeds is from approximately 10 m/sec to
perhaps 50 m/sec. The upper limit has yet
to be firmly established. Thus, the range
of speeds measurable from SEASAT should
be extended by the SMMR from the 25-m/sec
limit of the scatterometer up toward hurri-
cane-force winds. Second, the SMMR appears
capable of measuring sea-surface tempera-
ture with an accuracy of 10 K even through
light clouds where present infrared devices
are useless. Third, the other frequencies are
used for determining atmospheric liquid
water and water vapor content, quantities
that are needed for models of oceanic and
atmospheric boundary-layer processes and
for important corrections to the precision
altimeter measurements. Icefields and ice
cover will also be observed with low resolu-
tion from the SMMR.

Maps of higher ocean-surface winds, tem-
peratures, and overlying atmospheric water
content will be the output of the SMMR.

These maps will be combined with the wind
data from the MWS to yield a global quanti-
tative chart of windspeed below hurricane
force. The measurements will be equivalent
to some 20 000 ship reports a day. When
these measurements are combined with avail-
able ship and buoy surface information on
wind and pressure, the atmospheric pressure
field over the entire ocean, except perhaps
near reserve storms, can be computed. This
computation will also be possible in the data-
sparse Southern Hemisphere. Such results
should help improve the 24-hr weather fore-
casts substantially. This improved predictive
capability for winds implies an approximately
equal improvement in forecasting waves,
especially when assisted by the data on the
initial state of the sea obtained from the
radar altimeter and imager.

Infrared radiometer (IRR) : The purpose
of this sensor is to provide images of thermal
infrared emission from ocean, coastal, and at-
mospheric features that will help interpret
the measurements from the other four micro-
wave instruments. In addition, the IRR will
have atmospheric correction channels that
will enable temperatures to be deduced from
the imagery with a precision of better than 1
K in clear air. The device will be similar to
scanning radiometers flown on Nimbus and
the NOAA Improved Tiros Operational Satel-
lite.

The total system.—The informational out-
put of the instrument complement will con-
stitute three classes. The first class will be
measurements of wave height, wave direc-
tional spectrum, and surface windspeed and
direction over the global ocean with a repeat
time of 12 to 36 hr on a somewhat uneven
grid that is at least as fine as 250 km in most
parts of the world. The second class will be
sea-surface topography from which currents,
setup tides, and other similar features may
be deduced in selected regions over a time
scale of days or weeks. The third class is
high-resolution imagery, both radar and in-
frared, made over selected areas at specified
times on selected time and space scales.

The interrelationships among these several
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classes of data are presented in table 3-XI,
which illustrates the complex nature of the
contribution that each sensor makes to the
geophysical parameters being measured.
Table 3-XI indicates the importance of carry-
ing the full sensor complement to achieve the
measurement objectives.

SEASAT-A is thus an integrated observa-
tory addressing the objectives discussed pre-
viously. Table 3-XII outlines the capabilities
of the spacecraft system in meeting the re-
quirements set forth by the users at the start
of the program. Not all of the desiderata
have been met; in particular, the operation-
ally determined requirements demand more
than one spacecraft. Thus, the request for
continuous coverage of wind and waves with
an update every 12 hr, the desire for 100-km
surface resolution on the SMMR channels,
and the requirement for all-weather tempera-
ture resolution of 0.25 K have been impossi-
ble to achieve. It does not appear feasible to

reach a global overall ±10-cm accuracy in
geoid, altimeter, and tracking needed to re-
duce the ultimate errors in current measure-
ments to the level of 20 cm/sec. These con-
siderations must await further work.

Nevertheless, these data will be valuable
for both research purposes and for demon-
stration of near-operational uses in marine
and weather forecasting. The program plan
calls for assembling all the data in compatible
format through a command and control cen-
ter at the Goddard Space Flight Center, re-
ducing and interpreting them as geophysical
quantities, and disseminating them to re-
search scientists in an orderly way. In addi-
tion, on a few occasions during the life of the
satellite, a real-time quasi-operational exer-
cise will be conducted in which the wind/
wave/imagery information will be sent out
on communications channels to users, such
as the NOAA National Meteorological Cen-
ter or the Department of Defense Fleet Nu-

TABLE 3-XI.—Physical Parameter Measurement Methods

Measurements
and sensors

Radar backscatter
(scatterometer)

Microwave emission
(microwave radi-
ometer)

Altitude and rough-
ness (radar
altimeter)

Radar images
(imaging radar)

Infrared images
(IRR)

Ocean geoid
(external data)

Satellite position
(external data)

Other observations
(external data)

Physical parameters

Atmos-
pheric
water

content

X

X

X

X

Surface
winds,
speed,

and
direction

X

X

X

X

X

X

Wave
heights,
length,

and
direction

X

X

X

X

X

X

Wave
near

shores
and

storms

X

X

X

X

Geoidal
heights

X

X
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merical Weather Center, with less than a 3-
hr delay. Another exercise visualized is one
in which near real-time radar images of the
icefields along the Northwest Passage are
obtained and estimates are made of their use-
fulness to real or hypothetical ship passages.

An important element in interpreting the
SEASAT-A data and extending its utility
will be a combination of the information ob-
tained from this spacecraft and the consider-
able data on oceans and atmosphere available
from other sources. The environmental/
meteorological satellites, ships, buoys, and
transoceanic aircraft are obvious sources for
marine and weather data. In the case of
ocean-wave forecasts, a land-based high-
frequency skywave radar that is intended for
operational detailed monitoring of wave spec-
tra near the continental United States is ex-
pected to be in service. Its fine-grained data
complement the necessarily coarser-space
open ocean-wave spectral data from SEA-
SAT-A. Similarly, research data on cur-
rents, tides, the geoid, and the other parame-
ters of interest will be amalgamated with the
SEASAT-A data by individual researchers
interested in specific problems.

Scientific problems.—In addition to being
an applications satellite, SEASAT-A will be
an important research tool in several areas of
geophysics, as shown by the following list of
scientific problems that it can address.

Oceanography: The mapping of major
ocean currents and their time and space va-
riations in selected regions will be achievable
by a combination of infrared imagery to yield
positions and precision altimetry for esti-
mates of surface speeds.

Global deep-sea tides should be extractable
from altimetry measurements with errors of
perhaps a few tens of centimeters during a
year of data taking; in contrast, only a few
dozen measurements of open ocean tides
presently exist.

Altimeter sensing of a tsunami in the Pa-
cific Ocean may be possible if one or more of
those earthquake-caused waves occurs during
the lifetime of the satellite. The information
obtained may assist in determining the en-

ergy content of the tsunami and help reduce
the problem of overwarning that now exists.
However, an operational warning system
cannot be predicated on the basis of satellite
altimetry.

Ice dynamics can be studied with repeated
radar imagery taken in the polar regions.
The size and extent of leads and cracks es-
tablish the heat exchange between air and
water and, hence, determine much of the
weather in those regions.

The generation, spatial distribution, and
radiation of waves by storms and hurricanes
may be investigated with radar imagery. Us-
ing detailed wave spectra, wave/wave inter-
action may be studied as a process that cas-
cades energy from short to long waves, which
result in high sea states. Little is known
quantitatively about the surface-wave regime
on continental shelves under severe storm
conditions. Similarly, interactions of storm
surf with shorelines and coastal structures
can be observed during bad weather.

Oceanographers have never been able to
gain the overview of their domain required
to understand synoptic or planetary scale
events in the. sea. The SEASAT-A .should
provide a very important vantage point for
that view.

Boundary-layer meteorology: The greatly
increased knowledge of the surface tempera-
ture, wind, and pressure fields over the
oceans will aid in understanding large-scale
atmospheric circulation and air/sea heat ex-
change. The effects of the sea temperature
on hurricane growth, Jetstream deflection,
and global climatology may be illuminated by
these measurements. Poleward transport of
heat by oceanic currents can be assessed
more accurately, and the effect on the overall
heat balance can be assayed.

Geodetic science: The prime geodetic out-
put of SEASAT-A will be a precise fine-scale
equipotential surface (geoid) over the ocean.
This measure of the Earth may be used to
determine gravimetric deflections of the ac-
curacy of the new North American datum.
Gravity anomalies caused by large under-
water features such as sea mounts and
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trenches may also be observed. The discrep-
ancies between spirit leveling and sea-level
measurements along the coasts may be re-
solved by the precise knowledge of sea-
surface topography.

The improved gravity fields should result
in more accurate satellite orbital determina-
tion. The influence of polar wandering and
other nonrigid Earth motions may be meas-
ured more readily, and the origins of the mo-
tions can be sought using orbital analysis and
accurate tracking.

Engineering science: A high-technology
system such as a spacecraft always results in
many important developments in technology
and engineering science. Although it is diffi-
cult to specify exactly what the yield of
SEASAT-A in this regard will be, a safe
speculation would be that significant ad-
vances are expected in areas of short pulse
and coherent radars, in tracking technology,
and perhaps in data handling and dissemina-
tion. Other technologies presumably will be
upgraded during the program.

Aircraft

Aircraft provide mobile, variable altitude
platforms to fulfill four needs:

1. Providing a relatively inexpensive
means to field test hardware.

2. Collecting data to verify theoretical
models.

3. Collecting ground-truth data to verify
the performance of satellite systems.

4. Conducting near-shore fine-scaled quick-
response studies.

For many features, the temporal require-
ments for observation in the coastal region
are considerably more frequent than for the
open ocean. For specific coastal phenomena,
such as circulation, the observation may well
be tidally dependent and require multiple
observations during the tidal cycle. Obser-
vations should be sensitive to seasonal varia-
tions and persistent wind conditions. How-
ever, continuous observations over extended
periods and regions are not required and can
be accomplished on a geographically selective

basis. Hence, the aircraft platform comple-
ments satellite systems by increased temporal
coverage for coastal requirements.

Aircraft in the aerospace program have
been used for testing and establishing feasi-
bility for space techniques and for providing
several levels of monitoring in multistage
sampling systems. These roles will continue
for microwave development and for sea truth
and instrument validation for experimental
and operational satellite systems. Because of
spatial resolution limitations of microwave
systems and increased levels of temporal cov-
erage needed for coastal operations, aircraft
rather than geostationary platforms will be
responsible primarily for active microwave
selective coverage in the coastal region.
Hence, imaging radar systems developed for
aircraft can play an operational role in un-
derstanding coastal dynamics.

Lighter-Than-Air Airships

A unique opportunity exists with the
station-keeping capability of relatively vibra-
tion-free airships. The plan position indica-
tor radar (without clutter rejection circuits)
can be combined with time-lapse photography
techniques to monitor wave refraction effects
in a continuous manner. In particular, wave
energy focusing effects can be quantitatively
evaluated over regions with approximately a
30- to 50-km radius, which is sufficient for
many coastal activities.

The dirigible can monitor specific activities
at sea on a very economical basis. Such ac-
tivities include fishing operations and dump-
ing of wastes into the ocean. For research,
dirigibles offer the advantage of maintaining
a specific area of ocean in the field of view of
its instrument payload with varying observa-
tion angles, solar angles, etc.

Some benefits that ocean scientists could
derive if they used the unique range, load, en-
durance, and flight characteristics potentially
offered by airships are as follows:

1. Mounting of the largest microwave an-
tennas ever flown.

2. Shortening of transit times (compared
to ships) to remote ocean observation areas.
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3. Unsurpassed staying power compared to
airplanes or helicopters.

4. Stable and vibration-free flight.
5. Roominess onboard and good habitabil-

ity characteristics.
6. Ability to carry a variety of oceano-

graphic sensors, including very large listen-
ing arrays that can be towed without self-
generated hull and propeller noise.

7. Capability to process observational data
in flight and repeat the experiments on scene
if required.

8. Opportunity to observe remotely from
the air and simultaneously sample the ocean
in situ for ground truth.

Being a function of volume, their perform-
ance could be tailored to the particular ocean
work assignment involved. Nonrigid airships
(the so-called blimp type) could be sized at
approximately 0.1 million cubic meters for
coastal work. Larger airships of the rigid or
structural class, perhaps 0.55 million cubic
meters, would be used for protracted mid-
ccean missions. Ocean-related payloads
might range from 5000 to 35 000 kg. Maxi-
mum speeds should exceed 60 m/sec. Refuel-
ing from surface ships or use of nuclear pro-
pulsion, for which lighter-than-air airships
are peculiarly suited because of their low en-
ergy requirements, would insure impressive
station-keeping capabilities.

Data Collection Platforms

The NASA Synchronous Meteorological
Satellite A (SMS-A) was launched in June
1974. The SMS-B is to be launched in Janu-
ary 1975. The backup satellite, the NOAA
GOES-A, is scheduled to be launched in Au-
gust 1975. The GOES-A will be stored in
orbit to replace either SMS-A or SMS-B
should the need arise.

The subpoint locations for SMS-A and
SMS-B are expected to be near 75° and 135°
west longitude, respectively. The first satel-
lite will be temporarily located near 100°
west longitude. The second satellite will be
positioned near 20° west longitude to support
the GARP Atlantic Tropical Experiment
(GATE). At the conclusion of GATE, the

satellites will be moved to their designated
operating positions.

From the Earth-synchronous orbit, 35 000
km above the Equator, the satellite will (1)
provide near-continuous day/night imaging
of the Earth surface and cloud cover over an
area with a radius of at least 55° great circle
around the satellite subpoint; (2) rebroad-
cast that imagery in a "slowed-down" mode
for direct reception by suitably equipped re-
gional user stations; (3) monitor the space
environment in terms of solar energetic par-
ticles, X-rays, and the geomagnetic field;
(4) broadcast environmental service prod-
ucts such as charts, analyses, and advisories
to remote locations; and (5) collect and relay
environmental data sensed by a variety of
widely dispersed in situ platforms such as
river and rain gages, seismometers, tide
gages, buoys, ships, and automatic weather
stations.

For the environmental data collection sub-
system, the spacecraft is being designed with
a capacity to collect and relay environmental
observations from 10 000 or more individual
observing platforms within each 6-hr period.
Sensor data will be transmitted to the space-
craft either in an interrogated or self-timed
mode of operation, using frequencies in the
lower ultrahigh frequency (400 to 500 MHz)
band. The preferred data format is the
American Standard Code for Information
Exchange, which is the U.S. Government
standard, and is computer compatible. A
platform equipped with a 10-dB gain antenna
and a 5-W transmitter can operate effectively
at an antenna elevation angle of 7.5°. The
data received at the satellite will be trans-
ponded at S-band frequencies (nominal 1694
MHz). Data collected from these platforms
will be relayed through the satellite and ac-
quired by the National Environmental Satel-
lite Service (NESS) Command and Data Ac-
quisition Station at Wallops, Va., and relayed
to a central location in Washington, D.C. As
the program evolves to a fully operational
status, these data will be disseminated rou-
tinely in a standard format over environ-
mental data communications circuits.
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The long-awaited plan for the operational
GOES data-collection subsystem is nearing
completion. The plan includes a question-
naire to be completed by those planning to
establish data collection platforms. The re-
sponses to the questionnaire will be used by
NESS to evaluate the need for the service,
assign the channels to be used, and determine
priorities for collection. Interface require-
ments for the self-timed and interrogated
data-collection platform radio sets have been
developed.

The system will be available for interna-
tional participation by environmental serv-
ices agencies/organizations in programs of
mutual interest. Consistent with World Mete-
orological Organization practices, participat-
ing user agencies will bear the cost of the in
situ platforms and environmental sensors,

the radio equipment to establish the plat-
form-satellite communications link, and the
standard communications terminal equip-
ment (teletypewriters) in their operating fa-
cilities. If the user has a unique need for
dissemination from Washington, D.C., he
may choose to provide, at his cost, for special
communications between his facility and
Washington, D.C.

The use of the data-collection system will
be limited to the collection of environmental
data in accordance with applicable Interna-
tional Telecommunication Union regulations
concerning use of the allocated frequency
bands. Environmental data are denned as
observations and measurements of the physi-
cal, chemical, or biological properties of the
oceans, rivers, lakes, solid Earth, and atmos-
phere (including space).
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APPENDIX 3A

ORBITAL ERRORS

Ever since orbits have been computed—of
celestial bodies during the last several cen-
turies or of artificial satellites during recent
times—orbital errors in position and velocity
have attracted the attention of analysts. Or-
bital errors were a major consideration when
rockets and artificial satellites were first
launched. As space missions increased and
became more sophisticated, requirements for
the reduction of orbital errors became in-
creasingly important.

Presently, orbital accuracies in the meter,
decimeter, and even centimeter region in po-
sition and in millimeters per second or less in
velocity are needed for Earth and ocean dy-
namic satellite missions 1 (ref. 3A-1).

Such missions as Skylab, GEOS-C, and
particularly SEASAT-A required orbital ac-

1 NASA: Earth and Ocean Physics Applications
Program. Vol. I—Executive Summary, Vol. II—
Rationale and Program Plan, Sept. 1972 (NASA
internal document, restricted distribution).
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curacies commensurate with requirements to
determine the gross features of the sea sur-
face topography (ref. 3A-2).

Figures 3-45 and 3-46 depict the orbital
height differences (quasi-errors) of the Sky-
lab missions. Figure 3-45 shows a 25-m
height variation and figure 3-46 shows a 40-
m height variation, which can be seen from
the difference of the "measured" sea surface
and the "computed" sea surface, assuming
that the bias error in the radar altimeter is
small compared with these values mentioned.
Experience indicates that crosstrack errors
and along-track errors may be three to eight
times as large, respectively (ref. 3A-3). The
GEOS-C has an altimeter that can measure
spacecraft height above the oceans within 0.5
to 1.0 m. Experience with Skylab certainly
justifies the belief that these rather small
values are attainable - (refs. 3A-4 and 3A-
5). This knowledge, in turn, dictates that or-
bital height errors must be known to the same
order of accuracy. Only the orbital radial
component (height) is of importance for
ocean altimetry.

PRESENT STATE OF THE ART

A realistic estimate of the errors must in-
clude all errors associated with the basic
measurements (tracking systems), electro-
magnetic propagation (troposphere and iono-
sphere), tracking station location, timing,
basic physical constraints, and, in particular,
the gravity field of the Earth. In addition,
the errors have to be separated into random
errors, which are subject to statistics, and
bias errors, which stay more or less constant
during the measurement processes. The bias
errors are more harmful because they do not
decrease inversely as the square root of the
number of samples. An increase in the num-
ber of measurements does not decrease the
total error of the spacecraft position and
velocity.

UNDERSTANDING THE PROBLEM

A brief outline will be given on the gen-
eral subject of orbital uncertainty estimates,

which will be interpreted as orbital errors.
Both theoretical error analyses and orbital
uncertainty estimates are discussed in some
detail.

Orbital Uncertainty Estimates

Orbital uncertainty estimates (refs. 3A-3
and 3A-6) are based on practical orbital de-
termination and include all errors (known
and unknown) that appear when an orbit is
calculated. The principle is rather simple and
is depicted in figure 3A-1. Orbits, which are
calculated for 2-day time intervals, overlap
by 1 day. The maximum and minimum posi-
tion differences in the overlap region are re-
corded as a measure of the uncertainty asso-
ciated with the orbit. These arcs have differ-
ent data sets, different tracking stations, and,
as mentioned, describe reality.

Orbital Errors Using Error Theory

In many cases, particularly during project
planning phases, error analyses have to be
performed on a theoretical basis only, because
the tracking system to be used is not yet built
and/or the spacecraft is not designed. These
techniques have been used for basic designs
of range and range-rate systems, the Apollo
Tracking Network, and plans for a new orbit-
ing tracking system, which is presently under
investigation (refs. 3A-7 to 3A-11).

Figures 3A-2, 3A-3, and 3A-4 show some
examples of the orbital uncertainty estimates

" Personal communication, McGoogan, 1974.

Orbital overlap
region

FIGURE 3A-1.—Schematic illustrating principle of
orbital uncertainty estimates. Orbits are "con-
nected" at that time within the overlap region
where the position differences are at a minimum
(case of 100-percent overlap).
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that have been obtained for the Orbiting Geo-
physical Observatory IV (OGO-IV) and
GEOS-I and GEOS-II. Thus, the OGO-IV
spacecraft orbital uncertainty estimates dur-
ing the 30-day period depicted in figure 3A-2
cover the band between 50 and 700 m; that
is, the average position error should be ap-
proximately 300 m. Similarly, from figure
3A-3, if one determines a GEOS-1 orbit with
the Goddard minitrack system only, the orbi-
tal uncertainty estimates cover a band from
30 to 210 m during the 15-day timespan. If
good optical data are used, orbital uncer-
tainty estimates vary between only 0 and 30
m. However, these values are still, to a cer-
tain extent, relative rather than absolute
values.

An error analysis (refs. 3A-7 to 3A-11)
for the 30-day OGO-IV orbit has been per-
formed, and the result is superimposed on the
orbital uncertainty estimates shown in figure
3A-2. The orbit uncertainties, based on the

400 r

Error
theory
Maximum

Minimum

15 20
Time, days

FIGURE 3A-2.—Orbital uncertainty estimates for
OGO-IV.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Time, days

FIGURE 3A-3.—Orbital uncertainty estimates for
GEOS-I.

error theory applied, fall within the upper
regions of the error as determined by the
overlap method. This agreement is consid-
ered good because a 50-percent "error-of-the-
error" determination is an acceptable first
theoretical estimate.

As previously mentioned, it is very difficult
to make accurate theoretical predictions of
expected orbital errors. Tracking system er-
ror parameters (refs. 3A-11 to 3A-15) have
to be determined and chosen from previous
orbital analyses. The information presented
in figure 3A-2 shows that these theoretical
errors are on the high side because rather
large system bias error values are used in the
error theory, and biases contribute most to
the orbital errors. Noise contributions re-
duce statistically with an increase in the
number of measurements used, whereas bias
contributions, by their nature, stay constant
(refs. 3A-7 to 3A-9) regardless of the num-
ber of measurements taken and actually used.

During the past few years, considerable
progress has been made in reducing orbital
errors because of improvements in determin-
ing (1) the Earth gravity field model (the
major contributor to orbital errors) ; (2) the
mathematical orbital systems models; and
(3) the errors in the tracking system, al-
though this has not been fully exploited at
this time.

This paragraph gives some examples of or-
bital uncertainty estimates for GEOS-II us-
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FIGURE 3A-4.—Satellite overlap position differences for GEOS-II (GEM-6 model, Naval
Weapons Laboratory Doppler).

ing Naval Weapons Laboratory Doppler and
optical data. The examples concern three
different gravity fields: namely, the God-
dard Earth models (GEM-1 and GEM-6)
and the Smithsonian Astrophysical Institu-
tion (SAO). Figure 3A-4 shows the orbital
uncertainty estimates for a 1-day overlap in
the along-track, crosstrack, and radial-track
components of the orbit. It is interesting to
note that the GEM-6 errors in altitude are
smaller than the GEM-1 errors (2-day com-
putation shown in fig. 3A-5). However, if
one intends to project the orbit 10 days into
the future, the GEM-6 model performs this
task very well (fig. 3A-5). Assuming that
the GEM-6 model is better than the GEM-1
model, one should expect a good perform-
ance because, during the projection period,

the satellite orbit depends solely on the grav-
ity field. Finally, figure 3A-4 shows the be-
havior of the orbital uncertainty estimates
over a 24-hr period of overlap. Only the
along-track component has much deviation.
Radial-track and crosstrack components lin-
early cancel out, as they should from orbital
energy consideration. The sinusoidal-like va-
riations do have orbital periodicity, as theo-
retically expected (ref. 3A-9).

IMPACT OF MICROWAVE TECHNOLOGY

The only metric measurements taken from
orbit that are closely related and/or depend-
ent on accurate orbital information are radar
altimeter data. All other oceanographic meas-
urements, such as wave height, wave direc-
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tion, and microwave images, are not so de-
pendent on accurate position and thus on
orbit determination. Spaceborne altimeter
systems such as those flown (or to be flown)
on Skylab, GEOS-C, and SEASAT have a
substantial effect on the orbital error deter-
mination. Instead of having only a few min-
utes of tracking data, one can obtain such
data almost continuously along the orbit (ex-
cept over land areas).

The effect in this case is twofold. First,
the orbital errors will be reduced (more
tracking and an improved gravity field) ; sec-
ond, the sea surface topography can actu-
ally be measured for the first time (ref. 3A-
2). The Skylab results are tremendously en-
couraging in this respect. Much sea surface
topography information3 has already been
extracted from Skylab data, and the analysis
is just beginning. Relating this fact to the
increased coverage that GEOS-C will have as

compared to Skylab, gravity field and sea sur-
face topography improvements will be sub-
stantial.

Thus, sea-surface topography errors that
are, at present, approximately 2 to 15 m or
more will be reduced. The estimates are that
GEOS-C will reduce these geoidal error
values on a global scale from 0.5 to 2 m in 2
to 3 yr, facilitating the way for the SEA-
SAT-A mission with the ultimate goal of de-
termining the sea surface topography to
within 0.1 to 0.2 m (ref. 3A-1).4

REQUIREMENTS

Orbital height errors have to be reduced
considerably if the EOPAP requirements for
the sea-surface topography are to be satisfied.
As shown in figures 3-45, 3-46, 3A-1, 3A-4,

' Personal communication, McGoogan, 1974.

4 Also, see Earth and Oceans Physics Applications
Program. Vol. I—Executive Summary, Vol. II—
Rationale and Program Plan, Sept. 1972 (NASA
internal document, restricted distribution).
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and 3A-5, orbital errors are still in the meter
range. However, when proper boundary con-
ditions are imposed on the oceans,5 the errors
in determining the sea-surface topography
may be smaller, by a factor of 3 to 5, than
those of the orbital height under certain re-
straining conditions. For example, a nodal
distance of 19° (half wavelength of error)
and a 1-m orbital height error would con-
tribute only 0.10 to 0.15 m to the geoid error.
Any orbital altitude bias error would trans-
form directly into an equivalent geoid error.
For instance, a constant height error results
from an error in the Earth gravitational
parameter. Thus, another requirement for
accurate altimetry is the better determina-
tion of this parameter.
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APPENDIX 3B

NATIONAL PRIORITY AREAS FOR COASTAL ZONES

The VIMS study is summarized in the fol-
lowing information. Remote sensing of tem-
perature and salinity are two high-priority
items, whereas sea state is a low-priority
item.

The priorities for environmental data are
as follows:

1. Water pollution and ecosystem balance
a. Water pollution:

(1) Toxic wastes, biocides, and
heavy metals 9

(2) Sewage, nutrients, and oxy-
gen-demanding wastes .. 9

(3) Radioactivity 9
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(4) Oil 9
(5) Suspended sediment 8
(6) Thermal effluent 9

b. Estuarine and coastal ecosystems:
(1) Producers:

(a) Wetlands; etc 9
(b) Phytoplankton 9
(c) Coastal vegetation .... 9

(2) Hydrography
(a) Dissolved oxygen . . . . 9
(b) Salinity 9
(c) Temperature 9
(d) Currents and circula-

tion 9
(3) Chemical cycles 8
(4) Mathematical models 9

2. Natural resources:
a. Food

(1) Fish 8
(2) Shellfish 7

b. Water supply 5
c. Minerals 3

3. Extreme events: prediction, survey,
and assessment of coastal storms, earth-
quakes, and tsunamis:

a. Sea state 4
b. Surge, tides, and sea level 4
c. Littoral response, shoals, and

shorelines 4
4. Other aids to shipping and navigation:

a. Ice cover 2
b. Shoals, shorelines, seastate, and

currents 2

The following list enumerates the remote
measurables defined by VIMS. Nos. 13, 15,
and 16 were not included in the matrix.

1. Ice
2. Sea level (altimetry)
3. Sea state
4. Tides
5. Salinity
6. Water color
7. Water-surface temperature
8. Oilslicks
9. Bathymetry

10. Shorelines
11. Shore topography
12. Coastland vegetation and land use
13. Benthic vegetation

14. Fish schools
15. Coastal mammals
16. Bioluminescence

The areas in which active microwave systems
may be applicable are indicated in table 3B-
I.

The following items are recommended by
VIMS for a coastal zone oceanography pro-
gram.

1. Remote sensing of salinity (top prior-
ity).

2. Development of common satellite for
oceanography and meteorology.

3. Development of computer-simulation
models of major estuaries.

4. Accurate mapping of coastal wetlands.
5. Development of remote sensing as the

primary method for detecting suspended
sediments.

6. Provision for data acquisition of se-
lected areas by command.

The approach taken by ODU to establish
priorities was to circulate a questionnaire to
universities, industries, institutions, and
State and local governments. The results
again show that more disciplines require tem-

TABLE 3B-I.—Order of Priority of Remote
Measurables Defined by VIMS a

Remote measurable

Water-surface
temperature

Water color
Salinity
Coastland vegetation

and land use b

Oil"
Bathymetry
Tides "
Shorelines 6

Shore topography6 . .
Sea state *
Sea level and

altimetry 6

Ice
Fish schools

Percent score

19 0
15 0
14 4

12 7
8.3
7 1
5 5
4 g
3.7
2.8

26
23
1.9

Percent score
with weighting
factor removed

17 7
13 6
13 2

11 8
7.7
7 7
6 4
5 0
4.1
4.1

3.2
3.6
1.8

" Current and circulation data can be derived by
means of several of the remote measurables.

b Denotes active microwave sensing potential.



ACTIVE MICROWAVE REMOTE SENSING OF OCEANS 283

perature/salinity measurements than sea-
state measurements. The following priorities
in coastal zones have been established by
ODU as a result of the questionnaires.

1. Biological oceanography:
a. Pollution
b. Fisheries
c. Coastal geography and cartography
d. Hazards to shipping and coastline

2. Marine geology
a. Baseline studies: physical,. chemi-

cal, biological, and geological en-
vironment

b. Pollution
c. Shoreline processes
d. Oil and mineral resources not urgent

3. Chemical oceanography:
a. Pollution
b. Studies related to establishing fertil-

ity of coastal waters
4. Physical oceanography/meteorology:

a. Water-mixing dynamics
b. Baseline data for understanding

physical regime
c. More data on spatial and tempo-

ral distribution of parameters for
_ . mathematical models _

The following information needs in coastal
zones have been defined by ODU.

1. Pollution:
a. Pathways of pollution in biological

systems and tolerance
b. Importance of estuaries in general

ecology and influence of pollution
c. Good hydrological information
d. Adequate instrumentation

2. Fisheries:
a. Physical oceanographic studies
6. Systematic study of specimens
c. Population dynamics
d. Effects of environmental alteration

3. Geological processes:
a. Suspended sediment circulation and

transport in deep and shallow water
b. Bathymetry data
c. Wave energy

4. Chemistry:
a. More emphasis on transport and

long-term deposition of pollutants

b. Analytical methods for specific or-
ganic pollutants in all waters

c. Upgrade gathering, monitoring,
treatment of basic data

d. Physical and chemical properties of
particles in water

e. Mathematical description of natural
water systems

5. Physical oceanography/meteorology:
a. Physical data of water system
b. Effluent characteristics
c. Nutrient distribution
d. Incoming radiation and effective

back radiation
e. Evaporation and precipitation
/. Improved predictions with math

models

The number of disciplines requiring remote
measurables defined by ODU are listed in
table 3B-II.

The following information is a description
of ODU recommendations for the coastal
zone oceanography program.

1. Data for improving knowledge of
coastal water-mixing processes.

2. Need for large engineering data base of
reliable data: - - - •-

a. Surface waves
b. Wastes and pollution
c. Sea/shore interactions
d. Seabed conditions

TABLE 3B-II.—Number of Disciplines
Requiring Remote Measurables Defined

by ODU

Remote measurable
Water mixing
Surface temperature
Salinity
Suspended sediments
Sea level
Nutrients
Sea state
Bathymetry
Vegetation and soils
Oil
Shorelines (cartography)
Radiation
Evaporation

Number of disciplines

4
4
4
4
3
3
2
2
2
2
2
1
1
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3. Coordination of oceanographic and me-
teorological observations with ERTS pro-
grams : World Weather Watch, GARP, and
Integrated Global Ocean Station System.

4. Establishment of communications be-
tween NASA and director of IDOE to discuss
cooperative efforts.

5. Establishment of a coastal zone man-
agement system needed for coordinating dis-
ciplinary interests.

Item 2 seems to be a probable area for active
microwave techniques.

The problems considered by ODSI are pre-

sented in table 3B-III, and a priority listing
that reflects the ODSI, VIMS, and ODU stud-
ies is given in table 3B-IV. The areas in
which active microwave techniques may be
appropriate are indicated in table 3B-IV.
Note that wave measurements are at the bot-
tom of the list.

The desired measurables as a function of
resolution requirements are shown in table
3B-V. One of the most notable aspects of the
chart is that spatial resolutions as small as
10 m are required. For this reason, perhaps
the microwave studies of coastal regions
would be restricted to those done from air-
craft.

TABLE 3B-III.—National Priority Area Issues and Most Relevant Data Types
for Each Area in the Coastal Zone Defined by ODSI

Priority area Issue Relevant data types
Pollution

Fisheries

Hazards to shipping and coastlines.

Locate sources of discharge
Determine types of discharge
Determine extent of pollution effects
Determine assimilative capacity
Determine optimal siting for industry
Effect enforcement
Assist rapid cleanup

Locate new fishing areas
Improve scouting operations
Improve catching operations
Forecast abundance
Improve management

Identify hazards to navigation
Provide climatology
Monitor ocean phenomena
Assist rescue operations

Petroleum
Bioassays
Water temperature
Currents
Salinity
Water density
Permeability
pH
Tides
Metals
Plankton
Color
Bathymetry
Particulates
Porosity (bottom)
Bottom O» uptake
Bacteria
Sediment pH
Fish
Plankton
Currents
Bathymetry
Water temperature
Nutrients
Mammals
Freshwater inflow
Bioassays
Salinity
Dissolved gases
Dissolved organics
Color

Winds
Water temperature
Currents
Ice



TABLE SB-Ill.—National Priority Area Issiies and Most Relevant Data Types
for Each Area in the Coastal Zone Defined by ODSI—Concluded

Priority area Issue Relevant data types

Coastal geography and cartography. Assess mineral resources
Improve coastal surveys
Identify land use
Monitor shoreline processes

Waves
Air temperature
Precipitation
Clouds
Barometric pressure
Breakers and surf
Tides
Bathymetry
Humidity
Solar radiation
Topography

Bathymetry
Sediments
Topography
Land use
Soils and geology
Currents
Tides
Vegetation
Water temperature
Sediment settling rate
Radioactive tracer concentration
Particulates
Color
Metals
Petroleum

TABLE 3B-IV.—A Comparison of Coastal Zone Data Requirements
Established by ODSI, VIMS, and ODU

ODSI, remote measurable
Currents"
Bathymetry
Water temperature
Tides °
Petroleum °
Sediments
Winds"
Color
Plankton
Salinity
Precipitation
Vegetation "
Air temperature
Fish
Bioassays
Nutrients
Topography •
Water density
Freshwater inflow
Particulates
Metals
Land use
Waves"

ODSI, percent score

7.5
7.2
7.0
5.0
0.8
4.6
4.5
4.5
4.3
4.3
4.0
3.9
3.9
3.7
3.7
3.7
3.7
3.5
3.5
3.5
3.1
3.1
3.0

VIMS, weighting factor

9
9
9
4
9
8
4

9
9

9

8

9
4

5
9
9

4

ODU, number of disciplines

4
2
4
3
2
4
2

1
4

2

3
2
1
1
1
1
2
2

° May be appropriate for active microwave techniques.
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The meteorological satellite~program is now
in its 15th year. Beginning with the;iaunch
of Tiros 1 on April 1, 1960, 18 experimental
Tiros, Nimbus, and geostationary Applica-
tions Technology Satellite (ATS) satellites
carrying meteorological instruments have
been launched. Research with early televi-
sion pictures led to many discoveries concern-
ing the organization and movement of cloud
patterns and their relationship to meteorologi-
cal processes; limited operational use of tele-
vision pictures in weather forecasting began
soon after the launch of Tiros 1. Subsequent
experimental satellites carried omnidirec-
tional and multichannel scanning radiome-
ters. The radiometer data were applied in
many different ways, including studies of ra-
diation balance, mapping of cloud cover,
tracking of storms, determination of surface
temperatures and cloud-top heights, infer-
ence of mean tropospheric water vapor con-
tent, and global mapping of mean strato-
spheric temperature.

The first geostationary satellite to carry a
meteorological instrument (a spin scan cloud
camera) was ATS-1, launched on December
7, 1966. Time-lapse "movies," made from
images of the planetary disk taken approxi-
mately every 20 min from an altitude of
26 000 km, showed dramatically the short-
term weather motions from space. New
knowledge of wind, circulation, and wave fea-
tures deduced from cloud motions; of inter-
hemispheric mass transport; and of meso-
scale systems (such as squall lines, tornadoes,
and other severe weather) was acquired. The
development of a technique to determine
winds by tracking clouds was of major im-
portance, and wind data determined from
ATS-3, after more than 6 yr in orbit, are
used operationally by the National Oceanic
and Atmospheric Administration (NOAA).

Nimbus 3, launched in April 1969, de-
parted markedly from its predecessors by
carrying three new classes of experiments.
The first experiment class, the monitor of

287
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ultraviolet solar energy (MUSE), monitored
wavelengths affected by the photochemical
processes associated with the generation and
destruction of ozone. A second experiment
class, the interrogation, recording, and loca-
tion system (IRLS), demonstrated the feasi-
bility of locating moving platforms (such as
balloons and buoys), collecting in situ meas-
urements from them, and determining atmos-
pheric winds and ocean currents from their
movements. The third experiment class, the
satellite infrared interferometer spectrome-
ter (IRIS), which also provided global meas-
urements of stratospheric ozone, was perhaps
most dramatic in demonstrating the ability
to remotely sense vertical profiles of tempera-
ture in the atmosphere. This ability was ac-
complished by suitably "inverting" spectral
radiances measured over the 15-p.m absorp-
tion band of CO2. The success was so dra-
matic that vertical profiles from the satellite
infrared spectrometer (SIRS) on Nimbus 3
and 4 were used operationally by NOAA
from May 1969 to November 1972 when they
were replaced by soundings from a new ver-
tical temperature profile radiometer (VTPR)
on the NOAA-2 operational satellite.

Many of the spacecraft and instrument
technology and data applications techniques
are used in the operational satellite system
after they are tested and proved on experi-
mental satellites. The previously mentioned
evolution of vertical sounders from SIRS on
Nimbus 3 and 4 to VTPR on NOAA-2 is a
good example. The first Tiros operational
satellite (TOS), Environmental Sciences
Service Administration 1 (ESSA-1), was
launched in February 1966. The first second-
generation improved TOS (ITOS-1) was
launched in January 1970. To date, 14 opera-
tional satellites (and prototypes) have been
successfully launched.

Nimbus 5, which was launched on De-
cember 11, 1972, carried for the first time
radiometers sensing emission in the micro-
wave region of the spectrum. Data from a
single-channel electrically scanning micro-
wave radiometer (ESMR) have demon-
strated the potential of the measurement for

mapping sea ice through clouds and for de-
lineating precipitating cloud systems over
the oceans of the world. Data from the
Nimbus 5 microwave sounder (NEMS) have
shown the ability of the NEMS to sound at-
mospheric temperature through cloudiness.
The addition of microwave channels to in-
frared sounders of the future will markedly
improve their accuracy and utility.

Skylab, launched in May 1973, carried nu-
merous experiments for Earth observations,
including a multispectral camera, an infra-
red spectrometer, a multispectral scanner,
and a composite active/passive microwave
system. Although these experiments were
designed primarily for Earth resources sur-
vey and oceanography, of particular interest
to the atmosphere panel is the active/passive
radiometer/scatterometer (RADSCAT) /al-
-timeter system, designed to measure ocean-
surface characteristics (such as roughness)
from which surface winds may be inferred.
This experiment is mentioned in chapter 3
and discussed further in chapter 5.

The first Synchronous Meteorological Satel-
lite (SMS) carrying a two-channel visible
and infrared spin scan radiometer (VISSR),
which is the prototype of the Geostationary
Operational Environmental Satellite (GOES)
soon to be placed in service by NOAA, was
launched on May 17, 1974. The SMS pro-
vides, for the first time, continuous viewing
of weather features, both day and night; it
also collects and relays environmental data
from remote platforms such as buoys, ships,
and automatic stations. Also, the ATS-6—
NASA's first three-axis-stabilized geosta-
tionary satellite carrying an advanced two-
channel (visible and ll-/xm infrared) radi-
ometer—was launched on May 30, 1974, and
is operating successfully.

Nimbus 6 carries eight sensors, including
advanced atmospheric sounders, radiometers,
and a data collection and platform location
system. Of particular interest are the two
passive microwave instruments. One instru-
ment, an advanced ESMR, has a single spec-
tral band (37 GHz; wavelength A of 0.81 cm)
with dual polarization, a conical scan, and an
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instantaneous field of view (IFOV) of 25 km.
The other instrument, the scanning and
microwave sounder (SCAMS), will map
tropospheric temperature profiles, water
vapor abundance, and cloud-water content.
It will sense radiation in the 60-GHz (02)
absorption region, the 22-GHz water vapor
absorption region, and the 31-GHz window
region of the spectrum.

The evolution of meteorological satellites
is illustrated in figure 4-1, in which the
satellite and the date of the first launch for
each series (except Skylab) is shown. Nim-
bus-G, SEASAT-A, Space Shuttle, and
Tiros-N are approved future missions. The -
Earth Observatory Satellite (EOS) and the
Synchronous Earth Observatory Satellite
(SEOS) are only concepts; they are shown
merely to illustrate possible types of future
missions.

Tiros-N will carry an advanced atmos-
pheric sounder (including both infrared and
passive microwave channels), an advanced

radiometer imaging in the visible and infra-
red, and an advanced data collection and
platform location system. Nimbus-G (to be
launched in 1978) is scheduled to carry the
following nine instruments: (1) scanning
multichannel microwave r a d i o m e t e r
(SMMR), (2) coastal zone color scanner
(CZCS), (3) solar and backscattered ultra-
violet and total ozone mapping system
(SBUV/TOMS), (4) Earth radiation budget
(ERB), (5) lower atmospheric composition
and temperature experiment (LACATE),
(6) stratospheric and mesospheric sounder
(SAMS), (7) stratospheric aerosol measure-
ment (SAM II), (8) measurement of air
pollution from satellites (MAPS), and (9)
temperature humidity infrared radiometer
(THIR). Of particular interest to the at-
mosphere panel is the SMMR. The payload
for SEASAT-A (to be launched in 1978)
has not been officially determined, but a tenta-
tive payload, including several active micro-
wave instruments, includes the following:

•y,
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FIGURE 4-1.—Evolution of meteorological satellites (and other satellites with meteoro-
logical instruments).
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(1) SMMR, (2) fan beam scatterometer
(FBS), (3) radar altimeter (RA), (4) visi-
ble and infrared radiometer (VIR), and (5)
synthetic aperture radar (SAR) or wave
directional spectrometer (WDS).

DISCIPLINE OBJECTIVES IN THE
ATMOSPHERIC SCIENCES

The decade of the 1960's saw the develop-
ment of a comprehensive meteorological sat-
ellite program, with a concomitant increase in
capabilities for useful application on a scale
previously impossible. In the early 1970's,
environmental problems came forcefully to
public attention. Presently, a unique com-
bination of opportunities and challenges
exists—a new capacity for useful applications
to the needs of society at a time when the
influence of public opinion provides a driving
force toward solutions for pressing problems.
These circumstances are likely to have far-
reaching influences on the development of at-
mospheric sciences in the coming years. A
recent report prepared by the Committee on
Atmospheric Sciences of the National Re-
search Council, National Academy of Sci-
ences (ref. 4-1), lists four meteorological
objectives that can contribute most to the
solution of pressing problems in the 1970's.

1. Weather prediction: To extend the
capability for useful predictions of the
weather and atmospheric processes

2. Atmospheric pollution: To contribute
to the development of the capability to man-
age and control the concentrations of air
pollutants

3. Climate and weather modification: To
establish mechanisms for rational examina-
tion of deliberate and inadvertent means for
modifying weather and climate

4. Weather danger and disaster warning:
To reduce substantial human casualties, eco-
nomic losses, and social dislocations caused
by weather

The six NASA meteorology program ob-
jectives are as follows. (Objectives 2 to 5
correspond to the four meteorological objec-
tives of the Committee on Atmospheric Sci-
ences.)

1. Operational support: Support the de-
velopment of the operational meteorological
satellite system.

2. Weather prediction: Develop space tech-
nology for determining the vertical structure
of the atmosphere globally, which, when sup-
plemented by simulation techniques, models,
and conventional observations, will provide
required data with emphasis on large-scale
long-term weather forecasts.

3. Atmospheric pollution: Develop a space-
sensing capability to identify and quantita-
tively monitor the distribution of natural
and manmade pollution in the lower and
upper atmosphere on global and regional
scales.

4. Climate and weather modification: Ap-
ply space-acquired data from remote sensors,
data collection systems, and/or in-flight ex-
periments requiring unique orbital condi-
tions (such as a gravity-free environment)
to the development of models and the estab-
lishment of mechanisms for the rational ex-
amination of deliberate and inadvertent
means for modifying weather and climate.

5. Weather danger and disaster warning:
Develop and establish a system for continu-
ous observation of atmospheric features to
permit early identification and quantitative
measurement of atmospheric conditions con-
ducive to the formation of severe atmospheric
phenomena (e.g., thunderstorms, tornadoes,
hurricanes, etc.) and to serve as a basis for
timely warning to the public.

6. Processes and interactions: Investigate
fundamental atmospheric processes and in-
teractions on various temporal and spatial
scales (within the atmosphere, in response
to solar inputs, and at the air-surface inter-
face) through the observation of the struc-
ture, composition, and energetics of the
atmosphere for the purpose of effectively
applying space capabilities in pursuance of
the previously mentioned objectives.

The scientific and meteorological communi-
ties of the world, represented by the Inter-
national Council of Scientific Unions (ICSU)
and the World Meteorological Organization
(WMO), have defined and undertaken an
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ambitious and extensive international re-
search program, the GARP. The Joint Or-
ganizing Committee (JOG) for GARP has
been formed by these two organizations to
provide leadership and direction to this pro-
gram. At the first meeting in April 1968,
the JOC provided the following definition
and objectives for GARP:

A program for studying those physical processes
in the troposphere and stratosphere that are essen-
tial for an understanding of the transient behavior
of the atmosphere as manifested in the large scale
fluctuations which control changes of the weather;
this would lead to increasing the accuracy of fore-
casting over periods from one day to several weeks,
and the factors that determine the statistical prop-
erties of the general circulation of the atmosphere
could lead to better understanding of the physical
basis of climate.

Those objectives are closely analogous to
objectives 2 (weather prediction) and 4 (cli-
mate and weather modification) of the NASA
meteorological program.

The GARP has expanded rapidly, and it
now involves a series of interrelated theo-
retical and observational subprograms. The
GARP Atlantic tropical experiment (GATE)

-and-the FGGE-scheduled f or-197-7 to 1978 are-
particularly noteworthy. Also, a DST was
conducted during 1974 to test elements of
FGGE in preparation for the complete ex-
periment (fig. 4-1).

The FGGE in intended to provide detailed
measurements of the large-scale state and
motions of the entire atmosphere over a
period of a year or more (1977 to 1978). The
main objectives of FGGE (ref. 4-2) are di-
rected at developing more realistic numerical
models of the atmosphere, assessing the ulti-
mate limits of weather predictability, and
designing appropriate weather observing
systems for prediction of the large-scale
features of the general circulation.

The basic data requirements for FGGE
have been defined by JOC and are sum-
marized in table 4—1. In addition to these
parameters, an auxiliary list of desirable
parameters has been defined. These addi-
tional requirements are soil moisture; re-
flected, scattered, and emitted radiation;
albedo and radiation balance; snow and ice
cover; cloud cover (and type) ; precipitation
areas; ozone; and ocean temperature above
the seasonal thermocline.

Because of the development time required,
it is not practical to consider an orbiting
radar to support FGGE in the period 1977
to 1978. The purpose of this discussion of
GARP_ is_ to_present _ briefly. the_ scope of a
major ongoing international effort that is in
accord with several of the meteorological ob-
jectives of NASA and the National Academy
of Sciences. In this framework, it is not

TABLE 4-L—The JOC Data Requirements for FGGEa

Basic parameters Horizontal
resolution, km

Vertical resolution

Troposphere Stratosphere
Accuracy

Mid and high altitudes

Temperature
Wind
Relative humidity
Sea surface temperature . . .
Pressure (reference level) . . .

500
500
500
500
500

4 levels
4 levels
2 degrees of freedom

3 levels
3 levels

-i-l K
•+•3 m/sec
-i"30 percent
-•-I K
"i-0.3 percent

Low altitudes

Temperature
Wind
Relative humidity
Sea surface temperature

500
500
500
500

4 levels

2 degrees of freedom

3 levels
3 levels

-i-l K
•+-2 m/sec
-^30 percent
-i-lK

" One measurement per day is required; 2 per day are desirable.
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FIGURE 4-2.—Time and space scales of meteorological phenomena.

unreasonable to contemplate an active micro-
wave system that could contribute to the
success of a similar program in the future.

The FGGE is concerned primarily with
atmospheric phenomena having time scales
of approximately a week or longer. However,
many important meteorological phenomena
have shorter time scales, some of which are
illustrated in figure 4-2. With reference to
the NASA meteorology program objectives
and figure 4-2, the geostationary satellite is
peculiarly applicable to program objective 5
(weather danger and disaster warning),
which involves phenomena having time scales

less than 12 hr. The idea of orbiting an ac-
tive microwave system at the geostationary
altitude (36 000 km) has indeed seemed well
beyond serious consideration in the past.
However, with the approach of the Space
Shuttle era and in terms of the tremendous
technological advances of the past decade
and of those advances that will surely come
in the future, it seems appropriate to assess
again the possible applications to the at-
mospheric sciences of active microwave sys-
tems in either near-Earth or geostationary
orbits.
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APPLICATIONS OF CONVENTIONAL
PULSE RADAR SYSTEMS TO

METEOROLOGICAL OBSERVATIONS

Radars have been used for meteorological
observations since shortly after the develop-
ment of centimetric radar equipment in the
early 1940's. The history of the meteorologi-
cal uses of radar can be traced in references
4-3 to 4-13. In addition, the proceedings or
preprint volumes from the series of radar
meteorology conferences (formerly called
weather radar conferences), published by the
American Meteorological Society, provide an
excellent history of the development and ap-
plication of radar technology in meteorology.

The most important aspect of radar for
meteorological observations is its ability to
observe precipitation at distances up to sev-
eral hundred kilometers, which makes it a
true remote sensor for meteorological appli-
cations. Ground-based weather radars have
been useful mainly for subsynoptic scale, or
"mesoscale," observations. They readily pro-
vide observations with space continuity im-
possible to attain with the ordinary synoptic
weather-reporting network. Such radar ob-
servations are of enormous value in a wide
variety of applications, including short-term
forecasting for local areas or terminal points
and for many research investigations.

However, to extend the value of weather
radar observations to the synoptic scale re-
mains difficult. The area covered by a single
ground-based weather radar set is too small
to encompass most synoptic-scale features
of interest, and techniques for meshing ob-
servations from numerous radar installations
to provide coverage of larger areas are only
now being developed. The so-called "Ligda
montages" (ref. 4-14), which were synthe-
sized from the observations of many radar
systems located at different sites, were the
first attempt to assemble data from several
radars, thus providing examples of how syn-
optic-scale patterns can be discerned in radar

observations. The development of automated
techniques for meshing such observations is
one objective of the NO A A digitized radar
experiments (D/RADEX) program now in
progress (ref. 4-15).

Weather radar observations are of value in
forecasting for periods of up to 6 hr. A limit-
ing factor is the variability of precipitation
in space and time; the plan-position-indicator
(PPI) scope of a weather radar set operating
during a typical summer afternoon of convec-
tive activity reveals a process of continuous
evolution. Cells and storm systems grow and
decay. Old cells disappear from the scope
and new ones form; sometimes cells merge,
and less frequently they even split. It is
even difficult to define a "cell" or "storm" or
"echo" in an objective way, although there
have been recent developments in this direc-
tion (ref. 4-16). These conditions greatly
inhibit the use of radar observations of pre-
cipitation for forecast purposes, when ex-
trapolation over appreciable intervals of
space or time is required.

Hydrology is another important area in
which weather radar is finding increasing
application. Weather radar observations are
ideally suited for such tasks as mapping ac-
cumulated precipitation amounts over spe-
cific watershed areas, particularly when short
time intervals are involved (as in the case
of flash-flood situations). This application
places stringent demands on making accurate
quantitative measurements of echo intensi-
ties with radar systems that are calibrated
accurately. Even then, the problem of relat-
ing the radar measurements to precipitation
rates and amounts has yet to be completely
solved.

Characteristics of Ordinary Pulse
Weather Radars

Weather radar observations provide a
variety of information concerning the pre-
cipitation responsible for the echoes. This
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information can be divided into two cate-
gories, according to whether it can be ex-
tracted from single "snapshot" observations
(for example, single PPI scans) or whether
repetitive observations over an interval of
some minutes or hours are required. Such
categorization may be helpful in evaluating
the potential use of satellites as weather
radar platforms because orbiting satellites
provide primarily a "snapshot" capability.
Obtaining repetitive radar observations in
most instances requires operating from geo-
synchronous satellites or a system of multiple
satellites.

The "snapshot" category of information
includes the observation of the location, size,
and shape of the precipitation regions from
two- or three-dimensional imagery. Also, the
precipitation structure can be determined
from the pattern of the echoes and the "tex-
ture" of individual echo elements, and the
intensity and intensity gradients can be de-
termined from relative or absolute measure-
ments of echo intensity. These character-
istics are usually adequate to deduce the basic
nature of the precipitation process; for ex-
ample, stratiform compared to convective,
airmass compared to squall line, etc. That
information, together with synoptic informa-
tion such as environmental wind data and the
characteristics of the airmass, can be used
to develop short-term forecasts of the future
behavior of the precipitation in the area sur-
veyed by the radar. However, the typical
rapid evolution of the precipitation restricts
the time period of validity of any such fore-
casts.

The situation can be improved somewhat
by making repetitive observations over a
period of time. They yield a second category
of information, which is related to the move-
ment, (speed and direction) and time evo-
lution or to persistence (duration) of the
precipitation regions. The situation, with re-
spect to repetitive observations, is seldom as
clear-cut as it might at first appear. For
example, even with echo patterns having
fairly well defined cellular elements, it typi-
cally takes more than 15 min to establish

reasonably good estimates of cell movements.
However, the lifetimes of convective cells are
often on the order of 30 min, and new cells
have a tendency to develop alongside old ones,
so that movement and evolution interact in a
complicated way. Moreover, the direction of
cell movement is usually different from that
of the storm system as a whole.

The essential conclusion is that, although
"snapshot" radar observations provide useful
information about the space distribution of
precipitation at a given time, repetitive ob-
servations are still necessary in most opera-
tional applications such as forecasting. Even
so, the length of time over which the ob-
servations can be extrapolated to develop the
forecasts is typically rather short. There re-
mains the prospect that this time might be
extended by developing numerical weather
prediction models using current and past
precipitation data as input, thus providing
forecasts of the future course of development
of the precipitation.

The observational capabilities of weather
radar may possibly be extended by adding
Doppler, multiple polarization, and/or multi-
ple wavelength features to the radar system.
The merits of adding these features are dis-
cussed in other sections of this chapter.

In the usual ground-based weather radar
applications, the choice of radar wavelength
is determined mainly by a compromise be-
tween the difficulties caused by attenuation
(as the wavelength decreases below 10 cm)
and the expense of obtaining the desired
angular resolution (beamwidth) at long
wavelengths. Research radars can operate at
10-cm wavelengths to virtually remove at-
tenuation difficulties and can accept the in-
creased expense required to obtain good
beamwidth resolution. Operational radars
tend to be designed for the 10-, 5-, or some-
times even the 3-cm wavelength regions. For
a fixed beamwidth, the variations in avail-
able transmitter power and receiver sensi-
tivity generally serve to keep the overall sys-
tem sensitivity (in terms of minimum
detectable radar reflectivity factor) over this
range of wavelengths approximately inde-
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pendent of the selected wavelength. Airborne
weather radars generally operate at 5- or
3-cm (or even shorter) wavelengths to take
advantage of the smaller sizes of the equip-
ment.

The antenna beamwidths ordinarily used
in weather radars range from approximately
1° to 3°, although there are exceptions be-
yond these limits in both directions. The
narrower beamwidths are usually found in
research weather radar systems. A lower
bound near 1° is set even for these radar sys-
tems by some combination of tradeoff relative
to (1) the huge antennas needed to reduce
the beamwidths below 1°, (2) the increased
scanning time required (because the number
of angular elements to be scanned increases
in proportion to the inverse of the product
of the beamwidths), and (3) the increased
amounts of data (from the greater number
of angular elements) that have to be handled.
For many purposes, good vertical resolution
is more important than good horizontal reso-
lution, so there can be advantages in using
height-finder-type antennas.

Operational network weather radars typi-
cally have somewhat larger beamwidths. For
example, the U.S. Air Force FPS-77 has a
beamwidth of approximately 1.6°, whereas
the National Weather Service WSR-57 has
a beamwidth of approximately 2.2°. Beam-
widths of 3° or larger are found only in air-
borne weather radars and in a few other
radars in which the primary use involves
relatively short-range observations.

The other characteristics of weather radars
are generally governed by various practical
considerations. Usually, values of peak power
and pulse duration are comfortably within
the state of the art, there seldom being any
real requirement, when observing precipita-
tion, to press for the relatively modest im-
provements in sensitivity that might be ob-
tained by pushing those values toward the
state-of-the-art limits. Upper limits on the
pulse repetition frequency (PRF) are related
to considerations of maximum unambiguous
range and to the fact that precipitation
echoes have pulse-to-pulse time correlations

up to 5 to 20 msec (at A=10 cm) ; thus, little
can be gained in the assessment of echo mean
intensity by increasing the PRF beyond a
certain value.

Weather Radar Observations From Orbiting
Satellite Platforms

It is only natural to ask whether it is pos-
sible to combine the capabilities of radar ob-
servation of weather with the advantages
offered by a satellite platform. Orbiting
satellite platforms would provide the poten-
tial for a significant increase of the radar
coverage to the synoptic scale, as well as
extending observations to the remote oceans
and other areas that are not presently cov-
ered by any weather radar system. Another
advantage of the satellite platform is a pos-
sible use of shorter wavelengths because
the radar signals do not have to traverse
long paths through rain, thereby reducing
the importance of attenuation.

The idea of installing a weather radar on
a satellite was considered even before the
first Tiros satellite went into orbit (refs. 4-17
to 4-21). Radars, however, require heavy
transmitters and large amounts of prime
power; therefore, they were not well suited
to the early satellite technology. The amount
of weight and power that can be carried in
space has increased. It is therefore appro-
priate to reconsider the practicality of satel-
lite-borne radars and the nature of the
meteorological information that could be
obtained with them.

Dennis (refs. 4-22 and 4-23) reviewed the
early proposals and discussions of satellite
weather radars and concluded that weather
radar observations from an orbiting satel-
lite would be of little meteorological value.
He noted two basic problems in the use of
satellite-borne radar systems:

1. The need for separating the contribu-
tions of the precipitation and of the ground
or sea surface underneath to the echoes limits
the radar observations to a narrow subsatel-
lite swath. He suggested that the swath
width might be smaller than 40 km. This
limitation can be overcome by using tech-
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niques that permit separating the ground and
precipitation contributions to the echoes.

2. As previously noted, radar observations
of precipitation cannot be extrapolated very
far in either time or space. An orbiting
satellite providing observations on a 12- or
24-hr return cycle would therefore be of
little value to the usual operational applica-
tions of weather radar data, such as meso-
scale analysis and forecasting. However, this
problem only tends to restrict the effective
application of satellite weather radar ob-
servations to the monitoring of precipitation
in longer, persistent meteorological systems
such as hurricanes.

Dennis' findings essentially halted serious
consideration of satellite-borne weather
radars. A 1969 report (ref. 4-24) included
only a brief mention of the use of satellite
radars for precipitation measurements. Al-
though the material in this report outlines
only possible solutions and there are few
specific details, its tone is quite optimistic.
It is mentioned that an average power of
20 W would still be adequate for a radar
installed aboard a synchronous satellite. The
radar would operate at a wavelength of 2 cm,
use a 10-m-size antenna, have a range resolu-
tion of 75 km, and have an azimuth resolution
of 150 km. Such a radar should be capable
of detecting rain extending 1 km in height
with a rainfall rate greater than 10 mm/hr.

A textbook of radar meteorology, authored
by V. D. Stepanenko (ref. 4-12), devotes a
chapter to the use of radar and microwave
radiometry in satellites for obtaining mete-
orological and hydrological information. A
translation of textbook section 9.6, "Features
and Effectiveness of the Detection of Clouds
and Rain With Pulse Radar From Satellites,"
is included as appendix 4A to this chapter.
He considers radars with both a downward-
looking scanning pencil beam and a fixed
planar (fan) beam.

As an example of the scanning pencil-beam
system, he considers an X-band (A=3 cm)
radar in a satellite at an altitude of 400 km.
The scanning angle is 78°. The beamwidth
in the along-track dimension is 3.5°; in the

across-track dimension, it is 0.51°. The PRF
is 1150 Hz; and, with a peak power of 300 kW
and a pulse duration of 1 ^sec, the satellite
can detect a rainfall rate of 1.5 mm/hr. Four
satellites are supposed to be required. The
author implies that, with the scanning
narrow-pencil-beam radiation pattern, the
effect of Earth echo is not important.

Earth echo is noted by Stepanenko to be
important when a fixed planar beam is used.
This type of antenna is considered mainly
because it is simpler to construct than a
scanning pencil-beam antenna and because it
also allows the necessary minimum number
of pulses on target to be readily obtained.
Coverage of the Earth surface is obtained
with two fixed antennas oriented perpen-
dicular to the orbit plane of the satellite. (Al-
though not stated explicitly, it is presumed
that the antennas point to opposite sides of
the satellite.) When the altitude is 400 km, a
common receiver/transmitter is switched
between the two antennas at a rate of 16 Hz.
The width of the radiation pattern is 30° in
the direction perpendicular to the ground-
track and 0.23° in the direction along the
groundtrack. The peak power is 300 kW, and
the pulse duration is 5 jmsec. Four satellites
insure complete coverage of the Earth
surface.

It is expected that, in the absence of
clutter, this radar could detect a rainfall rate
of 2 mm/hr. Over water, this minimum
value increases to a rate of 3.1 mm/hr; over
land, to a rate of 8.0 mm/hr.

To improve the sensitivity in clutter condi-
tions, Stepanenko proposes a dual-band radar
much like that proposed by Keigler and
Krawitz (ref. 4-21). Advantage is taken of
the different variation with frequency of the
strength of the clutter and the precipitation
echoes. The dual-frequency radar is assumed
to operate at wavelengths of 3 and 0.8 cm;
identical antenna patterns are assumed. The
peak power at 3 cm is 300 kW; at 0.8 cm,
it is 30 kW. With these specifications, the
minimum detectable rainfall rate over the
sea is 0.7 mm/hr.

Stepanenko also considers the possible
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characteristics of a radar in synchronous
orbit. With a beamwidth of 0.43°, a peak
power of 300 kW, a minimum detectable
signal of 1Q-13 W, and a pulse duration of
1 /tsec, a rainfall rate greater than 4 mm/hr
can be detected with the radar wavelength
being either 0.8 or 2 cm, but not 0.3 cm.
The beam resolution in the tangential dimen-
sion is 80 to 90 km; in the radial direction,
it varies from 0.2 to 6.5 km with the scan
angle increasing from 0.2° to 7°. Stepanenko
also states that, in future years, it should be
possible to measure the rainfall intensity in
addition to simple detection.

In the period since Dennis' study, dramatic
advances in radar technology and significant
developments in the atmospheric sciences
have occurred. Among the latter are the
development and use of numerical models
for weather prediction and the modeling of
cloud and precipitation processes from cloud
scale to synoptic scale. Thus, it seems reason-
able to reexamine the situation to determine
whether meaningful satellite weather radar
experiments or applications can be defined
in terms of these more recent developments.

The fundamental limitation noted by
Dennis is that the "snapshot" views of the
precipitation distributions provided by
weather radar on an orbiting satellite can-
not be extrapolated very far in either space
or time because of the inherent time and
space variability of precipitation. Thus,
Dennis believed that the utility of such ob-
servations for weather analysis and forecast
purposes would be virtually insignificant.
The precipitation observations differ greatly
in this respect from the once- or twice-a-day
observations of pressure, temperature, hu-
midity, and windfields that are vital in
weather forecasting, whether done by manual
methods or with the aid of numerical models.
There is considerable validity to Dennis'
arguments; and, before embarking on a satel-
lite radar project, it may be well to consult
the meteorological community concerning the
potential usefulness of global precipitation
observations in the "snapshot" format.

Dennis suggested that at least 10 observa-

tions would be needed during the lifetime of
meteorological systems to derive much mean-
ingful information. With observations avail-
able on a once- or twice-a-day basis, this
suggests that one should concentrate his at-
tention on storms with lifetimes on the order
of a week or more. This implies that the
primary targets of interest will be persistent
cyclonic storms, including hurricanes and
typhoons and also extratropical cyclonic
storms, many of which have durations suffi-
cient to permit the acquisition of 10 or more
sets of observations. An alternative would
be to use a constellation of weather radar
satellites to increase the frequency of obser-
vation.

Tropical storms are perhaps the easiest
meteorological targets to observe from a
satellite. Their size makes them easy to find,
and their persistence makes it possible to
acquire repetitive observations from low-
altitude satellites. The fact that these storms
spend most of their lifetimes over water
simplifies the technological problems of sepa-
rating rain-echo signals from surface-echo
clutter. Satellite-borne weather radar ob-
servations .on a once- or twice-a-day return
cycle would provide a history of the develop-
ment and distribution of precipitation within
the storms during their entire lifetimes. Such
observations are not available from other
sensors or other weather radar platforms.

Satellite-borne weather radar observations
of tropical storms, especially over the remote
oceans, would aid research into the genesis
and behavior of such storms and aid in at-
tempts to develop physical and numerical
models describing them. The observing capa-
bility could be used to support large-scale re-
search programs such as GATE, FGGE, or
Project Stormfury (concerned with hurri-
cane modification by silver iodide seeding,
which is scheduled to be resumed in the
Pacific Ocean in 1976). Data from mete-
orological radars aboard orbiting satellites
could provide valuable observations for such
research efforts. The horizontal distribution
of precipitation over the oceans can be ob-
tained from microwave radiometric observa-
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tions; thus, any satellite-borne weather radar
system should probably be complemented by
a radiometer on the same spacecraft, with
possible use of the same antenna and maybe
the same receiver front end for the two
systems.

Some significant characteristics of tropical
storm systems are outlined in table 4-II.
Table 4-III gives estimates of the minimum
and the desired radar observational capabili-
ties to provide useful information for hurri-
cane studies. The minimum requirements
are based primarily on the characteristics of
present-day numerical hurricane models. In
general, these models are concerned only with
two-dimensional distributions of precipita-
tion or with a vertical structure represented
by a small number of levels. Microwave
radiometer techniques appear to be capable
of meeting the minimum requirements for
two-dimensional mapping of precipitation
over water.

The desired observing capabilities are
based on anticipated future development of
hurricane models and extrapolation from the
capabilities of presently available ground-
based weather radar systems. Here, much
finer resolution is specified in the horizontal
direction, with still somewhat finer resolution
generally being desirable in the vertical di-
mension. The necessary vertical resolution
can only be achieved by use of active micro-
wave techniques. Whereas nonattenuating
wavelengths would be required to obtain
quantitative echo-intensity measurements,
the acceptable range of wavelengths for satel-
lite-borne radars extends to much shorter
values than is the case for ground-based
weather radars. (See the section entitled
"Attenuation Considerations.")

TABLE 4-III.—Capabilities Needed for
Satellite Radar Observations of

Tropical Storms

Minimum capability:
Determine the two-dimensional

(horizontal) distribution of
precipitation echoes with
resolution as follows:

Horizontal, km
Time, hr
Reflectivity factor

20
12

semiquantitative

Desired capability:
Determine the three-dimen-

sional distribution of
precipitation echoes with
resolution as follows:

Horizontal, km
Vertical, km
Reflectivity factor, dB. . .
Time, hr

Determine wind velocities with
resolution as follows:

Horizontal, km
Vertical, km
Wind velocity:

Magnitude, m/sec
Direction, deg

Determine storm movement with
resolution as follows:

Magnitude, m/sec
Direction, deg

2
1
3

12

"2
1

2.5
20

1
10

" For some purposes, the horizontal resolution re-
quirements of the wind measurements can be relaxed
to 10 to 20 km.

The observing capability required for any
specific investigation has to be determined by
reference to the detailed scientific objectives.
Thus, the present estimates indicate design
goals that may serve as a basis for deciding
whether the needed capabilities can even be
approached by satellite-borne weather radar
systems.

TABLE 4-11.—Some Characteristics of Tropical Storm Systems

Typical overall dimensions of precipitation region:
Diameter km . . . .
Height, km . ...

Lifetime, weeks .
Reflectivity factor range of interest, dBZ °
Windspeed, m/sec

560
18

1 to 3
20 to 70

0 to 75

' dBZ = 10 logi,, Z (where Z is radar reflectivity factor in mm°/m3).
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Concerning the modeling of hurricanes,
the present numerical models (refs. 4-25 to
4-31) attempt to describe the development of
the hurricane, and some of them include
precipitation fields as part of the output.
The models do not use precipitation data as
input (ref. 4-32), but precipitation observa-
tions from a satellite weather radar would
be one source of data against which to verify
the models. Such observations might also
be used to help periodically update the models
as they simulate the life cycles of the storms.

The latent heat released during the forma-
tion of precipitation affects the air tempera-
ture, which, in turn, influences the storm
dynamics. The height at which the heat is
released is therefore very important in the
numerical hurricane models. If it is released
at low levels, a much stronger vortex circula-
tion develops. To the extent that the latent
heat release can be localized on the basis of
radar observations of precipitation, satellite
weather radar observations could provide
additional important information for the
verification (or revision, if necessary) of
the models and perhaps also for use in up-
dating models operating in real-time applica-
tions. The difficulty is that most of the latent
heat is released during the condensation of
water vapor to form cloud droplets. It may
or may not be possible to relate observed re-
gions of precipitation to the regions of latent
heat release.

The development of hurricane numerical
models has been fairly recent, and it can be
reasonably expected that significant advances
in the models will occur during the next
decade. Previous experience has shown
that it takes approximately 5 yr to advance
a numerical model that involves precipita-
tion processes to the point at which it is
suitable for meaningful comparisons with
actual observations of the hurricane models.

Many extratropical cyclonic storms also
persist long enough to allow significant
repetitive observations from orbiting satel-
lites. However, the development of numerical
models for such storms incorporating the
precipitation process lags behind the work on

tropical storms. Consequently, requirements
for observing precipitation distributions in
extratropical cyclones would apparently have
to be based mainly on proposed uses in fore-
casting applications.

Applications of Satellite Weather
Radar Observations

It is proposed that the meteorological
information obtainable from a satellite-borne
conventional pulse radar would include global
mapping of rainfall intensity, measurements
of storm maximum echo heights, and meas-
urements of the height of the melting layer,
which is characterized by a significant in-
crease of radar signal intensity (bright
band) observed mainly in stratiform pre-
cipitation. Rainfall intensities are now being
mapped over the oceans by the ESMR in-
stalled on Nimbus 5. Thus, the principal
value of an active microwave system would
be to provide height resolution and thus
allow the three-dimensional mapping of pre-
cipitation (i.e., inside cyclonic storms, as
discussed in the section entitled "Weather
Radar Observations From Orbiting Satellite
Platforms"). In the absence of a vertical
resolution capability, however, the active
system provides little advantage over passive
radiometric techniques. Over the oceans,
radar could probably distinguish rain echoes
from sea clutter to a distance of approxi-
mately 200 km from the subsatellite point.
This distance is reduced to less than 800 km
for precipitation over land.

In the future, satellite weather radar ob-
servations may be valuable in providing
precipitation distributions for use as input to
the numerical weather prediction (NWP)
models. The horizontal grid spacing of the
present NWP models is basically incom-
patible with the spatial variations of pre-
cipitation as observed by radar, the former
being much too large. Partly because of this,
the NWP models do not presently use pre-
cipitation data as input. In fact, moist con-
vection and precipitation processes are just
being incorporated into such models as the
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limited fine mesh (LFM) model of the Na-
tional Weather Service.

However, the precipitation process con-
tributes a significant amount of latent heat
in the atmosphere. This heat can be insig-
nificant over the short term of a few days,
but it could become increasingly important
for longer periods.

Latent heat is not now an input for nu-
merical weather prediction. Many numerical
modelers consider the effects of precipitation
to be second order in the models; thus, bring-
ing the effects into the models would prob-
ably not have a major impact on the prog-
noses ; however, there are suggestions to the
contrary (ref. 4-33). Tracton's work sug-
gests that an ability to identify local areas
of strong convection and their relationship
to regions of cyclogenesis would be helpful
in improving the numerical forecasts. If that
is the case, the models will eventually ad-
vance to the stage at which they can accept
precipitation data as input. In that event,
the global coverage obtainable from an orbit-
ing satellite would be a definite asset. Modi-
fication of the numerical models and testing
with available global rainfall data would be
required before global rainfall data on an
operational basis could be properly utilized.

The maximum echo height is a good indica-
tor of the intensity of a storm. Rain associ-
ated with middle-latitude cyclonic storms has
maximum echo heights ranging- from 5 to
8 km. Thunderstorms have maximum heights
generally above 10 km; hailstorms, above
13 km. Severe storms with tornadoes may
exceed 20 km. Comparisons of the distribu-
tion of maximum echo heights in both tropi-
cal and extratropical storms at 12-hr in-
tervals may indicate storm development or
dissipation during the period. The maximum
echo height is also a good indicator of the
rate of rain production in convective storms.

The height of the melting layer is detected
by radar as a "bright band," which is char-
acterized by a significant increase of radar
reflectivity at this level due to the partial
melting of frozen hydrometeors. The 273-K
level is generally located approximately 300 m

above the peak of the bright band. A down-
ward-looking radar can be expected to meas-
ure the height of the 273-K level to an
accuracy of 200 m (to approximately 50 km
from nadir). The accuracy will decrease to
approximately 1 km at 150 km and to 2 km
at 300 km. Further analysis of accuracy at
different distances for nadir is required.

The heights of the 273-K level in rain
should be useful as an input in numerical
weather prediction. Temperature soundings
of the atmosphere are now being determined
from infrared and passive microwave meas-
urements in satellites. However, these sound-
ings can only be made in clear or partly
cloudy regions. The heights of the 273-K
level in rain areas would provide useful sup-
plementary information.

The height of the melting layer would also
be useful as a measure of the intensity and
state of development of tropical storms and
some extratropical storms. Tropical storms
are initially "cold core," and they develop
into hurricanes as "warm core." The result-
ing horizontal temperature gradient is a
measure of the intensity of the storm. Meas-
urements of the height of the melting level
in different parts of the storm can be used
to determine the temperature gradient.

Another possible application of weather
radar observations from an orbiting satellite
is in developing a global climatology of pre-
cipitation echoes. This application uses the
synoptic observing capability of the satellite-
borne radar system and, by concentrating
on climatology, circumvents its limitation to
"snapshot" observations. Radar climatologi-
cal information is useful in a variety of mili-
tary, communication system design, and
other applications. To develop the necessary
climatology, the satellite radar observations
would have to be made in conjunction with
visible and infrared observations of the same
weather systems, preferably from geosta-
tionary satellites. Moreover, for many re-
gions of the world, weather radar observa-
tions providing a sufficient basis for
developing the climatology may already exist.
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Satellite Radar for Meteorological
Observations

There are three possible methods for con-
figuring a radar in a low- or medium-orbit
satellite for meteorological observations:

1. A fixed side-looking fan-beam antenna
that provides the greatest swath width and
has the simplest antenna system. However,
this system requires larger power than other
systems because of the wide swath. The wide
elevation beam means that it cannot obtain
height information about the precipitation,
nor can it obtain a measure of the precipita-
tion intensity because the degree of beam
filling is unknown. Two antennas looking out
opposite sides of the spacecraft can increase
the coverage. This system operates over
water better than over land because the back-
ground clutter is less over water.

2. An antenna beam that rotates con-
tinuously and provides at least two looks at
the target (once when the satellite is ap-
proaching and once when it is receding).
Either a fan-beam antenna or several con-
tiguous pencil beams can be used to achieve
the desired coverage. Generally, the coverage
of a rotating antenna is slightly less than that
of a fixed side-looking antenna. A possible
variation of this type of system is one that
scans a sector forward or aft of the satellite.

3. A downward-looking scanning pencil-
beam antenna that covers a swath usually less
than that obtained with the previous two
solutions and requires a more complicated
antenna. This system has the advantage of
allowing measurement of the precipitation
height and, because the precipitation usually
fills the resolution cell, measurement of the
precipitation intensity.

Each approach to satellite meteorological
radar design has its particular advantages
and limitations. The downward-looking
scanning pencil-beam system is selected here
as offering the most appropriate solution for
meteorological observations. This system has
the advantage of being able to map the distri-
bution of precipitation in three dimensions.

The characteristics of a downward-looking
scanning pencil-beam radar are listed in table

4-IV. Rather than describe the logical de-
velopment of the radar design, brief com-
ments will be offered to explain why these
parameters were chosen. The major design
criteria that had to be observed are (1) there
should be sufficient signal-to-noise ratio
(SNR) available for detecting a reasonable
amount of precipitation, (2) the radar reso-
lution cell (beamwidth and pulse duration)
must be sufficiently small to exclude ground
echo, and (3) the radar must be able to pro-
vide vertical resolution of approximately
1.5 km.

The radar operations frequency of 35 GHz
was chosen to take advantage of the smaller
antenna and the larger radar reflectivities
possible at the higher frequencies. Satis-
factory operation can also be achieved at a
lower frequency. The reflectivity of precipi-
tation does not increase as rapidly with in-
creasing frequency above 35 GHz, and suit-
able components are more difficult to achieve.

To obtain good height resolution, the beam-
width must be small. A 0.2° beamwidth
was selected as being the smallest that is
likely to be achieved in the near future with
a spaceborne antenna at that wavelength.
This corresponds to an antenna that is 300

TABLE 4-IV.—Characteristics of a Satellite
Meteorological Radar Using a Downward-
Looking Scanning Pencil-Beam Antenna

Frequency (0.86-cm wavelength),
GHz

Antenna beamwidth (conical beam),
deg

Antenna size (diameter), m
Transmitter power:

Average, W
Peak, kW

Pulse duration, /isec
Pulse repetition frequency, Hz
System noise temperature, K
System losses, dB
Scanning angle (from nadir), deg..
Minimum rain intensity (with

13-dB SNR), mm/hr
Swath coverage (from nadir), km..
Orbit height, km

35

0.2
2.6

16
3.5

2
2300
3000

6
45

2 (or 28 dBZ)
400
400
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wavelengths in diameter. The pulse duration
has a lesser effect on altitude resolution than
the beamwidth; a value of 2 Fsec was se-
lected. With this beamwidth and pulse dura-
tion, the altitude resolution at nadir (along
the groundtrack) is 0.6 km and increases to
1.5 km at 400 km for the groundtrack at the
edge of swath coverage.

The orbit height of 400 km was chosen
somewhat arbitrarily and should be examined
further to determine optimum orbit coverage.
The 400-km orbit height and the need for
1.5-km height resolution results in a swath of
800 km (400 km on either side of the ground-
track). This is the approximate coverage
needed with one satellite to insure one obser-
vation per 12 hr. To obtain a revisit time
of 3 hr, four such satellites are required.

One of the most unusual aspects of this
radar design is the high PRF. An ambiguous
range is accepted in this design to obtain con-
tinuous ground coverage. If there is to be one
pulse per beam position and if the satellite is
to travel no more than one resolution cell in
the scan time, the PRF must be 2300 Hz.
This PRF corresponds to an unambiguous
range of 65 km. Atmospheric precipitation
will extend over a range interval smaller
than 65 km; thus, there is no "foldover" of
the rain echo and no ambiguity as to the
determination of the true range. To achieve
quantitative measurements of precipitation
echo intensity with a single pulse-per-beam
position, some form of coding will be needed
on the transmitted waveform.

However, one important antenna design
factor must be considered as a consequence
of such a high PRF. When the radar echo
returns to the satellite, the transmitting beam
is looking at some other part of its coverage.
Thus, there must be separate receiving and
transmitting beams displaced in angle. With
an orbiting satellite at an altitude of 400 km,
the separation is approximately 3.3 beam-
widths at the nadir and 4.7 beamwidths at
the edge of the swath coverage. This factor
complicates the antenna design, but it should
be possible to achieve.

The minimum detectable rain intensity

with this system is 2 mm/hr, corresponding
to a reflectivity factor Z of 28 dBZ.1 This
could be traded with transmitter power. If
the minimum detectable rain is increased to
4 mm/hr, then the average power can be re-
duced to approximately 5 W.

The most demanding component of the
radar is the antenna. The type of antenna
needed might be obtained with a frequency-
scan linear array feeding a parabolic cylin-
der, an organ-pipe scan feeding a parabolic
torus or a two-dimensional lens, or a mechani-
cally rotating set of four switched paraboloid
reflectors. The frequency-scan linear array
feed is attractive because of its simplicity.
The displacement of transmit and receive
beams might be achieved by simply tuning
the receiver to a different frequency than the
transmitter. The possible limitations of the
frequency-scan antenna are the wide band-
width needed for the 2-/j.sec pulse and the pos-
sible high loss in the transmission line (snake
feed).

This design of meteorological radar also
has utility for Earth-sensing applications
other than the atmosphere; that is, it can be
used as a scatterometer or even as a precision
altimeter with the inclusion of pulse com-
pression.

Attenuation Considerations

Microwave attenuation is relatively small
for a satellite-borne radar compared to that
for ground-based radar. In the case of wide-
spread precipitation, the reflectivity factor Z
in rain is constant below the melting layer,
and it is sufficient to measure Z in the upper
portion of the rain to determine rain in-
tensity. In the melting layer, attenuation
may be increased perhaps by a factor of 3
over that of rain, but the depth of this layer
is only approximately 400 m; thus, the total
attenuation is relatively small. Above the
273-K level, the attenuation for snow is one-
tenth or less that of rain and can generally
be neglected.

In thunderstorms, supercooled water can
exist at very low temperatures. However, the
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probability of freezing increases with drop
size and decreasing temperature. A 1-mm-
diameter raindrop has a high probability of
freezing at 263 K; a 0.5-mm-diameter rain-
drop, at 259 K. The greatest attenuation
would be expected in a hailstorm in which
wet hail can exist at temperatures as low
as 258 K. However, the portion of a thunder-
storm containing large raindrops or wet hail
at temperatures below 263 K is limited to
small horizontal regions (==5 km). In addi-
tion, the reflectivity factor, at an altitude of
approximately 6 km (temperature approxi-
mately 258 K) in severe storms containing
supercooled water or wet hail, exceeds 50 dBZ
and is approximately the same as that in rain
below the 273-K level. Therefore, a measure-
ment of a Z value exceeding 50 dBZ at 6 km
is indicative of a severe storm. The attenua-
tion above the 6-km level generally will be
relatively small.

In summary, attenuation will not normally
be a problem in measuring precipitation re-
flectivity from a satellite above 6 km (in the
case of convective storms) and below the
6-km level (in stratiform), even at wave-
lengths as low as 8 mm. In limited areas
associated with severe storms, there may be
moderate attenuation so that the value of
the reflectivity at 6 km may be underesti-
mated. More information on attenuation
characteristics in the upper portions of se-
vere storms is desirable.

Use of a Geostationary Satellite as a Weather
Radar Platform

A satellite-borne weather radar system
can be used to study, for the first time, the
evolution and migration of precipitation in
large-scale tropical storms. However, for
truly effective monitoring of precipitation, it
is necessary to scan a large area rapidly,
perhaps once every 15 min when a storm
is developing.

The requirements of large-area coverage
and frequent observations dictate the use of
a geostationary satellite for the radar system
platform. Unfortunately, the orbit height
(36 000 km) of such satellites places severe

constraints on the performance parameters
for a useful system.

A radar system designed for monitoring
severe weather conditions should be capable
of a horizontal resolution of approximately
10 to 20 km and a vertical resolution of
1.5 km. The total power consumption of the
system should be low, and the size and weight
of the antenna should be minimized. These
considerations dictate the use of a short-
wavelength (3 to 9 mm) radar system or
even a C02 laser system such as the one
discussed in the section entitled "Carbon
Dioxide Pulsed Continuous-Wave Doppler
Radar." However, optical radiation does not
penetrate clouds.

Of course, even the millimeter wavelengths
are strongly attenuated by atmospheric water
vapor and oxygen (see the section entitled
"Atmospheric Transmission and Ocean Re-
flectivity in the Neighborhood of the 5-mm
Oxygen Band"), so the operating wave-
lengths should be carefully selected to be in
an atmospheric window. At millimeter wave-
lengths, the state of the art of microwave
device development is not as advanced as
at the longer centimeter wavelengths ̂ conse-
quently, some components are not generally
as reliable or readily available. However,
received sensitivity is approximately the
same at 3 mm as at 9 mm, and it is believed
that there are no severe technological limita-
tions in using short-wavelength radar.

In fact, existing systems have adequate
performance characteristics to permit storm
detectability from geosynchronous altitudes.
For example, a 3-mm radar system using a
4-mm-diameter antenna could easily detect a
tropical storm and measure maximum echo
heights on a more or less continuous basis.
Such a radar operating at an altitude of
36 000 km would be capable of 1-km vertical
resolution at the nadir, which would be ade-
quate for meteorological purposes. However,
to achieve a reasonable horizontal resolution
of 30 to 40 km requires a beamwidth of ap-

. proximately 1 mrad, which is beyond the
reach of technology in the near future.

The major 9bstacle in using a geostationary
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FIGURE 4-3.—Geometry of a geostationary platform,
where / is inclination, px is nadir angle, and L is
latitude.

platform is the problem faced by all side-
looking ranging systems (namely, the loss of
height resolution when scanning away from
the nadir). The geometry of the situation is
illustrated in figure 4-3; the relationship be-
tween latitude and the apparent inclination
of the radar beam from the vertical is shown
in table 4-V.

Even with a large 9-m parabolic antenna,
which would possibly have an angular reso-
lution of 0.5 mrad, the echo-height ambiguity
is greater than +1.5 km for storms at a
latitude of only 11°, simply because of geo-
metric effects. Larger uncertainties would
obviate the use of the system for measure-
ments of maximum echo height.

It appears that angular resolutions of ap-
proximately 0.1 mrad, which could be
achieved with the CO, lidar discussed in the
section entitled "Carbon Dioxide Pulsed Con-
tinuous-Wave Doppler Radar," would be re-
quired to obtain useful meteorological in-
formation at a latitude of 45°. Until the
deployment of large linear antenna arrays
becomes a practical possibility, the angular

TABLE 4-V.—Variation of Inclination With
Latitude

Latitude, deg

5.6
11.4
17.3
23.6
30.4
38.0
47.0
59.5

Nadir angle, deg

1
2
3
4
5
6
7
8

Inclination from
vertical, deg

' 6.6
13.4
20.3
27.6
35.4
44.0
54.0
67.5

resolution problem inherent with microwave
systems may essentially limit the use of geo-
stationary platforms to the study of equa-
torial weather.

MULTIWAVELENGTH AND DUAL POLAR-
IZATION RADAR FOR WEATHER

DETECTION FROM
SATELLITES

This section concerns possible improve-
ments of radar capabilities for the observa-
tion and measurement of precipitation by the
use of two or more operating frequencies.
The concept of multifrequency radar has
been discussed in the literature (refs. 4-34 to
4-36) and is introduced in this section with
the expectation that it will become feasible in
a time frame of 5 to 10 yr and may contribute
to a more accurate determination of pre-
cipitation and clouds.

At present, radars are used to detect pre-
cipitation and, in fact, to determine rainfall
intensity. These determinations are made by
assuming a relationship between rainfall rate
and radar reflectivity, which is determined
empirically. Unfortunately, there is no
unique relationship between these two pa-
rameters because they vary with the rain-
drop distribution in different ways. Different
droplet distributions can result in the same
rainfall rate and still yield different radar re-
flectivities. It is therefore necessary to find
additional parameters measured simultane-
ously that will resolve the uncertainty.

A parameter that is being proposed is
radar-signal attenuation. It will be shown
that, if reflectivity is estimated at both at-
tenuating and nonattenuating wavelengths,
rainfall rates can be determined with greater
accuracy.

Another parameter is polarization. Larger
raindrops are more oblate in shape than
smaller raindrops, which are more nearly
spherical. It is known that nonspherical rain-
drops cause depolarization of electromagnetic
waves. Thus, although quantitativa analysis
has yet to be made, it is likely that polariza-
tion measurement will improve the knowl-
edge of drop size.



ACTIVE MICROWAVE SENSING OF THE ATMOSPHERE 305

Although all other techniques in this sec-
tion apply to low-altitude satellites, it is also
suggested that information on drop-size
spectra can be obtained using a Doppler
radar from a geostationary satellite.

Because cirrus clouds result in very small
attenuation values but are detectable with
ultrasensitive radars, their presence can also
be determined by simultaneous measure-
ments of reflectivity and attenuation at dif-
ferent frequencies.

Backscatter, Attenuation, Drop-Size Spectra,
and Error Analysis

The weather radar equation can be ex-
pressed in the following form (ref. 4-11) :

P
1

r=-p^
-

(4-1)

where Pr is the power received from a volume
of atmosphere containing precipitation, d is
a constant containing the fixed radar param-
eters, R is the radar range, and <r, is the
radar cross section of the ith droplet. The
value of a for an individual water drop of
diameter D is given by the Rayleigh expres-
sion for cross section

<r=^\k\ 2 D s (4-2)

where d«A, A is the radar wavelength, and
the atmospheric attention coefficient k is

k=-m-- (4-3)

where m is the complex index of refraction.
Equation (4-2) is valid for rain if A is

greater than approximately 5 cm. For smaller
A, the more complex Mie theory must be used
to obtain the correct radar cross section,
which is given by

4<*2,.-
(4-4)

where the rain attenuation coefficient a is
TT.D/A, and af and 6( are coefficients that de-
pend on the refractive index and a.

Equation (4-1) can also be written

where

(4-5)

(4-6)

where Z is the reflectivity factor (conven-
tionally expressed in mm°/m3, Nt. is the
drop-size distribution (nr3), and D is the
raindrop diameter (mm). For non-Rayleigh
scattering, the effective radar reflectivity
factor Zc should be substituted for Z. The
reflectivity ?/ is the backscattering cross sec-
tion per unit volume and is given by

v=£\k\"-Za (4-7)

The liquid-water content M,r is given by

MW=PK^N;D? (4-8)

where Pir is water density.
If the radar wavelength is less than ap-

proximately 5 cm, the attenuation must be
taken into account when clouds and rain exist
over the transmission path. Gunn and East
(ref. 4-37) give the following expressions
for the attenuation due to Mie scattering
cross section Qs, absorption cross section Q,,,
and total droplet cross section Q, for rain
and clouds.

(4-9)

and

Qa=Q,-Qs

(4-10)

(4-11)

Calculations of Q, have been made by Had-
dock (ref. 4-38) and Medhurst (ref. 4-39),
from which estimates of total attenuation can
be made. The total attenuation will depend
on the number density of raindrops and is
represented by

K= I* Q,(mD)n(D) dD (4-12)
J 0

where K is attenuation in dB km-1, Qt is in
units of dB km"1 cm3, and n(D) is the number
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of drops per cubic centimeter in the size
range dD.

Measurements of attenuation by different
investigators show moderately good agree-
ment at various wavelengths between 0.6 and
10 cm (ref. 4-40). In terms of available
data, one may conclude that the theory is
completely adequate. It is quite likely, how-
ever, that the spread in the experimental
measurements is explained by the spatial
variations in precipitation and drop-size
distributions.

Drop-size distributions generally follow
the Marshall-Palmer (ref. 4-41) distribu-
tion, which is expressed by

n(D)=n0exp (-AD) (4-13)

where nn and A are constants. It should be
clear from equations (4-6) and (4-12) that,
if the exact drop-size distribution is known
and the radar beam is filled, the values of
radar reflectivity and attenuation are
uniquely established. This suggests the pos-
sibility that if Z and the attenuation coeffi-
cient k are measured at two or more electro-
magnetic wavelengths, then the drop-size
distributions can be determined. This con-
cept is developed by Goldhirsh and Katz (ref.
4-36), in which two radars at different fre-
quencies are used to measure Z and k simul-
taneously to obtain drop distributions in
rain. The analysis of this concept is as
follows.

Two simultaneous equations are derived,
one representing reflectivity at a nonat-
tenuating wavelength (i.e., S-band) and the
other representing attenuation at a shorter
(attenuating) wavelength (i.e., X- or
K-band). Let P^o and P3 be the powers re-
ceived from the same precipitation at S-band
(10 cm) and X-band (3 cm), respectively.
One can then determine that

(4-14)

and

P*(R) =

where 17 is normalized reflectivity, the sub-
scripts 10 and 3 refer to radar wavelengths
in centimeters, and C is the radar constant
for each radar.

Consider now a range interval &R equal
to, or greater than, the pulse length. If the
reflectivity is uniform over &R, one can de-
termine the attenuation in terms of the
backscattered power.

R2PS(R) 1

(4-16)
One can also find k3 by substituting equation
(4-13) into equation (4-12) :

k,=n<> f X Qt 3 (D) exp (-AD) dD

(4-17)

in which the unknowns are n0 and A, and
Qi3(D) is total attenuation at 3 cm.

Using the fact that, at S-band, Z depends
on the sixth power of D, one can determine
that

(-AD) dD =

10 exp (-0.2JJ' fc, dR\

(4-15)

(4-18)

Note that equation (4-18) is also only a func-
tion of n0 and A.

Dividing equation (4-17) by equation
(4-18) gives

JL=!T/" Q'3(D) exp (~A£)) dD

(4-19)

in which the left side is obtained by measure-
ments at the two radar frequencies and the
right side is a function only of A. Because
Qt3(D) is a known function of m (which
depends on wavelength and temperature)
and D, the right side is calculable. With
A determined, n0 is determined by using equa-
tion (4-17) or (4-18). These calculations
show that the drop-size distributions can be
determined; therefore, the precipitation char-
acteristics in terms of rainfall intensity,
radar reflectivity, and also liquid water can
be effectively measured. It was only assumed
that the radar beam is filled with precipita-
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tion particles. The analysis leading to equa-
tion (4-19) can be repeated using any other
attenuating wavelength.

The determination of Z at S-band requires
a knowledge of the radar parameters (e.g.,
antenna and receiver gain, line losses, etc.)
that comprise the radar constant Ci0 in equa-
tion (4-14). On the other hand, the determi-
nation of the attenuation coefficient k, as
given by the form of equation (4-16), re-
quires only a relative power measurement,
and it therefore does not require a knowledge
of these radar parameters. The measured
ratio k/Z may contain errors primarily due
to uncertainties in the S-band parameters.
A method, which is described here, using two
radars operating at attenuating wavelengths
(K- and X-bands) as well as an S-band radar
for surveillance can overcome this disad-
vantage. The general idea is to measure the
attenuating coefficients over a common zone
of uniform rain at both K- and X-bands.
Through a comparison of these two inde-
pendent measurements, the parameters n0
and A may be ascertained as before.

Because the attenuating coefficients have
the form of equation (4-17), the ratio,
k,/k3 is given by

k±
n/3

Q,,(0) exp (-AD) dD

Q,3(D) exp (-AD) dD

(4-20)

in which the only unknown on the right side
is A. The left side is obtained by a measure-
ment of the powers of the two frequencies.

log

R2P3(R) 1
log

(4-21)

Again, after A is determined, n0 is deter-
mined from equation (4-17).

In their initial treatment, Goldhirsh and
Katz (ref. 4-36) performed an error analysis
to determine the radar accuracy require-

ments. They estimated the error in A for
± 1-dB measurement errors and the rain-rate
errors as given by the Marshall-Palmer dis-
tribution, assuming 7io=0.08. This procedure
led to unacceptably large errors in rainfall
rate. A more realistic analysis is described
in which error bounds were obtained by al-
lowing both A and HO to vary for selected
radar measurement errors. From equations
(4-17) and (4-18), one obtains one value for
A and n0 for a given set of values of Z and kx.
Taking Z to be in error by ±2 dB and fc,
and/or fc3 to be in error by 25 percent or
±1 dB (these are likely to be achievable in
practice) allows the calculation of errors first
in A and n0, from which one can find rainfall-
rate errors. These are shown in figure 4—4,
where rainfall-rate error is plotted against
actual rain rate for the various pairs of
measurements (k* and Z, fc, and Z, and &!
and fc3). Notice that error bounds, using the
kl and Z (at 10 cm) and the fci and fc3

combinations, are within reasonable limits.
The k:f and Z curves are clearly too large.
The upper curve labeled "zero error in fe"
contains only the ±2-dB error in Z. Clearly,
as the radar accuracies are improved, so are
the precipitation parameters. As stated later,
the goals should be to achieve relative radar
accuracies of approximately ±0.2 dB, which

- k3 as a function of Z
kj as a function of k3
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FIGURE 4-4.—Error in rain rate plotted against true
rain rate for three pairs of measurements with a
±2-dB error in Z and a ±25-percent error in k
(except the top curve, which contains only the
±2-dB error inZ).
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yield quite acceptable accuracies in drop
sizes, liquid-water contents, and rain rates.

Determination of Optimum Wavelengths

The preceding discussion indicates that the
attenuating wavelength should be as short as
possible so that large attenuations per unit
length (needed to obtain high accuracy from
these multiple wavelength measurement
methods) are obtained. It must be noted
that, if the wavelength is too short, maxi-
mum penetration into the rain becomes a
problem.

Two factors determine penetration. As the
wavelength becomes shorter, the cross section
of the rain increases as I/A." in the Rayleigh
region and somewhat slower in the Mie re-
gion. At the same time, the attenuation
caused by the return from the rain at the
maximum range of interest is increasing as
I/A. These two opposing factors cause the
radar return to first rise with decreasing
wavelength, go through a maximum, and then
decrease. As the required penetration dis-
tance decreases, the wavelength at which
maximum return is observed will shift to-
ward shorter wavelengths. This is due to the
decreasing influence of the attenuation fac-
tor as range decreases.

For a satellite-borne meteorological radar,
the optimum wavelength will be much shorter
than for a ground radar. Rain rarely ex-
tends above 10 km, except for large thunder-
heads and severe storm regions. Character-
istic path lengths through rain will then be
on the order of 10 km (or slightly more)
to allow for normal incidence resulting from
scanning.

In addition, the intensity of precipitation
usually decreases with increasing altitude
above the 273-K level. This relationship puts
the least attenuating portion of the rain
path closest to the radar and the most re-
flecting portion of the path farthest from the
radar. This fact further enhances the ability
to use short wavelengths.

In contrast to this situation, a ground
radar should have a working range an order
of magnitude greater than 10 km to measure

rain over a satisfactory area. Furthermore,
it is desirable to observe less dense rain be-
yond rain cores. As a result, radars at
X-band, C-band, and even S-band are favored.

To determine optimum attenuating and
nonattenuating wavelengths for the satellite
case, the variation in the relative radar re-
turn from a resolvable element of rain seen
through a uniform column of rain of length
r is calculated by graphic means. The range
of possible operating wavelengths is then
determined by selecting the wavelength in-
terval around the wavelength of maximum
return that is not too far down from maxi-
mum to yield a good SNR.

The calculation can be done for a 10-km
rain path length and for two rainfall rates
(8 and 0.8 mm/hr). The range of operating
wavelengths will be taken as those that are
less than 16 dB down from the peak return
at the greatest rainfall rate.

To calculate radar return against wave-
length, observe that the return radar power
P, is given by

_ PtGtArV

(4-22)

where

Pt= transmitter power
Gt= radar antenna gain
Ar= range resolution
Ar= radar antenna cross section
R = radar range
r= range through rain

A<^= antenna beam width
cc= rain attenuation coefficient
y= volume of resolvable element of rain
r;— rain reflectivity
\— operating wavelength

The condition Ar = 2-rr\ makes the beamwidth
equal at all wavelengths. Then, the same
resolvable element of rain will be observed at
all wavelengths.
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The input data are the values of i/ and a
as a function of A as given by Mitchell (ref.
4-42). These data, plotted with A as a
parameter and rainfall rate as the independ-
ent variable, were replotted with A as the
variable (for rainfall rates of 8 and 0.8
mm/hr). The resulting graphs of A2i?e-2al' for
these two rainfall rates are given in figure
4-5 with?-=10 km.

The optimum wavelength calculated by
using the previously described method varies
from approximately 1.8 cm (for 8 mm/hr)
to 0.8 cm (for 0.8 mm/hr). If the attenuat-
ing wavelength return is allowed to fall no
more than 10 dB below the peak return for
8-mm/hr rainfall, then the attenuating wave-
length can be as short as 0.8 cm for the
8-mm/hr case. The wavelength shortens to
approximately 0.5 cm for the 0.8-mm/hr case.

The nonattenuating w a v e l e n g t h for
8-mm/hr rainfall is approximately 5 to 6 cm
(C-band) for which the response is less than
10 dB down from the peak response. How-
ever, for 0.8-mm/hr rainfall, the nonat-

tenuating wavelength must be shorter. For
A = 3 cm, the response is down 18 dB from the
peak response of 40 dB for 8-mm/hr rainfall
and A=1.8 cm.

As noted before, the attenuating wave-
lengths are in the Mie region. This fact has
an important consequence. If the nonatten-
uating and attenuating wavelengths were
both in the Rayleigh region, measurement
at two wavelengths would produce all the
data obtainable. The Z value and attenua-
tion at any other Rayleigh wavelength would
be predictable from the measurements at the
first two wavelengths.

However, if the attenuating wavelengths
fall in the Mie region, it will become apparent
from the following discussion that measure-
ments done at other wavelengths permit the
determination of additional parameters speci-
fying drop-size distribution.

To determine whether the scatter is in the
Mie region at 1-cm and 8-mm/hr rainfall,
refer to the rain parameter diagram (ref.
4-43) in figure 4-6. Here, D0 is the median
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FIGURE 4-5.—Optimum wavelength determination.
(a) r = 10 km, rain rate=8 mm/hr. (6) r = 10 km,
rain rate = 0.8 mm/hr.



310 ACTIVE MICROWAVE WORKSHOP REPORT

10

10 5

1

=
"3
oc.

10'

10'

10'
10 -2

O Marshall and Palmer,
stratiform, theoretical

O Blanchard, warm oroqraphic

A D.M.A. Jones, heavy showers

O Atlas and Chmela, Apr. 16, 1954,
stratiform with drizzle

D Atlas and Chmela, Apr. 27, 1954,
evaporating stratiform

i i i i i i i
10-l 1

Rain intensity, mm/hr
10

5.0

4.0

3.0
2.5
2.0

1.5

0°

.7 i

.5

.3

.2

10'

FIGURE 4-6.—Relationship of reflectivity factor Z, liquid water content, median diam-
eter of the volume Da and rain intensity for a mean size spectrum (ref. 4-43).

diameter of the volume. For a rain intensity
of 8 mm/hr, this diameter varies from 1.0 to
1.5 mm, depending on rain type.

Using an average value of £>0 = 1.25 mm,
then a. = wD/\ is 0.4 at A=l cm. Referring
to a plot by Gunn and East (ref. 4-37) of
the deviation of the attenuation and back-
scatter cross sections from Rayleigh (as a
function of A and a), it is seen that for
a = 0.4 and A = l cm, the backscatter cross
section is still very close to its Rayleigh value
(fig. 4-7). However, the attenuation is about
seven times greater than its Rayleigh value.
This is a substantial deviation. Therefore,
the scatter is in the Mie region for attenua-
tion but not for target cross section. The at-
tenuation constant is approximately 1.5

dB/km, giving a total attenuation increment
of 3 dB for a 2-km path increment.

For 0.8-mm/hr rainfall, a shorter wave-
length is required to get a substantial atten-
uation increment in 2 km. For this rate, the
shortest practical attenuating wavelength is
approximately 0.5 cm. Referring to the
nomogram again, one sees that the median
drop size is approximately 0.8 mm and a
equals 0.58. Figure 4-7 shows that the at-
tenuation differs from Rayleigh by a factor
of 4.7. This is also a substantial deviation, as
in the 8-mm/hr case.

If more operating wavelengths in the Mie
region are available, simultaneous equations
can be set up that take into account the
deviation from Rayleigh of both cross section
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FIGURE 4-7.—Ratio of actual attenuation and actual
backscattering to that given by the Rayleigh ap-
proximation for water at 291 K. (a) Ratio of
actual attenuation to Rayleigh attenuation ap-
proximation. The complex refractive index and
the wavelength (in parentheses) are shown for
each curve, (b) Ratio of actual backscattering to
Rayleigh backscattering approximation.

The number of radar frequencies used
should obviously be at a minimum for a satel-
lite application. However, the preceding dis-
cussion shows that wavelengths of approxi-
mately 0.5, 1, and 6 cm are needed to effec-
tively measure rainfall intensities from 8 to
0.8 mm/hr. X-band and S-band may have
to be added for very high rainfall rates
(16-mm/hr and greater). Only a pair of
these frequencies need to be operated simul-
taneously. The selection of a 0.5-cm wave-
length must be avoided because it falls on the
0, absorption band. However, a slightly dif-
ferent wavelength that still provides a satis-
factory choice may be selected. Operation
very close to an 02 line in the absorption
band may be advantageous. By selection of
the correct wavelength, a situation may be
obtained where the radiation is not greatly
absorbed at high altitudes, but is heavily
absorbed at low altitudes. This situation
occurs because the 02 line is narrow at high
altitudes and therefore does not greatly at-
tenuate the operating wavelength, which is
offset from the line center as shown in
figure 4-8.

At low altitudes, pressure broadening
widens the 02 band and attenuation becomes

_02 band

High altitude

and attenuation. More parameters describ-
ing the deviation of the distribution from
standard must be obtained to prevent over-
constraint of the equation set. Indeed, the
set of simultaneous equations is an approxi-
mation of an integral equation in which a
finite number of data points are available.
The standard distribution is then the pre-
liminary estimate of the solution of the
integral equation by recursion (successive
approximations).

Low altitude

FIGURE 4-8.—Relationships of operating wavelength
X to the Oj 60-GHz absorption band.
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very large. In the active microwave case, this
may constitute a technique for eliminating
ground clutter and thereby remove the
swath-width limitation caused by the presence
of ground clutter. In fact, by using a series
of operating frequencies close to the center of
an 0- line, it may be possible to sound the
atmosphere for precipitation without rang-
ing, as in the passive case. This would be
useful when large incident angles are used to
obtain wide swath widths.

It should be mentioned that Atlas and
Ulbrich (ref. 4-34) found that, in any case,
the attenuating wavelength should be shorter
than 1.5 cm so that the extinction coefficient
will be independent of wavelength. This re-
striction may be a source of error when
X-band must be used as the attenuating
wavelength for extremely high rainfall rates.

Calibration

To increase the accuracy of the two-wave-
length method for measurement of liquid-
water content, it is desirable to calibrate the
system. This calibration can be done by
measuring the total attenuation through the
rain path at selected calibration locations.
Because the satellite radar has measured the
total attenuation from maximum echo height
to the Earth surface at the attenuating wave-
lengths, an independent measurement of the
total attenuation will reveal any systematic
errors in attenuation measurement that cause
the two independent measurements to differ.
The errors can then be removed or calibrated
out, thereby improving the accuracy of the
satellite system.

Primary calibration measurements would
be made by measuring the intensity of the
attenuating wavelength at ground stations.
However, to get calibrations over a wider
range of meteorological conditions, a second
method is proposed that involves reflection of
the satellite radar beam from the ocean sur-
face.

The possibility of accurate determination
of ocean-surface reflectivity depends on the
unusual fact that the reflectivity of a smooth
seawater surface is constant to a high degree

of accuracy for angles of incidence up to
approximately 40°. This condition occurs
because circular polarization is composed of
equal amounts of the linearly polarized com-
ponents in the plane of incidence and normal
to the plane of incidence. Brewster's angle
for seawater occurs at an approximately 90°
angle of incidence (i.e., 83° at 9 GHz and
283 K). The two linear polarizations deviate
from their common reflectivity at vertical
incidence, one increasing and the other de-
creasing. When Brewster's angle is near
grazing, the rates of increase and decrease
are approximately equal for a region around
normal incidence. The average increase and
decrease, observed by use of circular polariza-
tion, is almost constant in this region.

In figure 4-9, the emissivity E for smooth
seawater is plotted for Epttr (parallel), Z£per
(perpendicular), and £"cir (circular) polariza-
tion. The emissivity is almost constant to
40°. For a smooth surface, the reflectivity
is 1 minus the emissivity; therefore, the
plot indicates that the reflectivity for circular
polarization is also almost constant to ap-
proximately 40°, which makes circular po-
larization applicable to radar measurements.

To apply this observation to the measure-
ment of the molecular temperature of an
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FIGURE 4-9.—Emissivity of smooth seawater plotted
against angle of incidence for parallel, circular,
and perpendicular polarizations.



ACTIVE MICROWAVE SENSING OF THE ATMOSPHERE 313

Surface

FIGURE 4-10.—Forward scattering by surface facets.

actual rough sea, the facet theory of reflec-
tion can be used. According to this theory,
the incident beam will be scattered by the
facets into a forward-scattered beam formed
by specular reflection from the facets (Kirch-
hoff scattering) as shown in figure 4-10.

In addition, there is a pattern of diffracted
radiation emanating in all other directions
as shown by the crosshatching in figure 4-10.
Obviously, the facet theory will be of little
help in predicting the magnitude of the dif-
fracted radiation. This diffuse radiation is
scattered from irregularities having a size
comparable to the radar wavelength (i.e.,
small ripples in the case of X-band).

In determining seawater temperature, it is
assumed that all the power is in the forward-
scattered lobe and that the power diffracted
out of this lobe could be neglected. Because
the sea-surface slopes do not exceed ap-
proximately 20°, all the reflected rays will be
reduced by the same reflectivity factor. The
reflectivity factor for all the power in the
lobe should then be the same as that of a ray
incident on a smooth seawater surface and
normal to the surface.

A test of the soundness of this simple
model of the scattering process was provided
by measurements of the sea-surface tempera-
ture.2 With 1- to 1.5-m waves, the radiant
temperature of the sea computed using this
simple model was higher than the measured

" Ho, W.; Hidy, G. M.; VanMelle, M. J.; and Love,
A. W.: Radiometric Observations of Sea Tempera-
ture at 2.65 GHz. North American/Rockwell Space
Center, Thousand Oaks, Calif., unpublished data.

radiant temperature by 0.7 K. The radiom-
eter was a third-generation instrument with
an accuracy of approximately 0.1 K (ref.
4-44).

The error is of the correct sign, if the
model does not account for reflectivity out-
side the main lobe. The extra reflectivity not
accounted for by the facet model (Kirchhoff
approximation) will cause the model to pre-
dict a radiant temperature that is in error by
AT = rj;AP, where T3[ is the radiant tem-
perature in the main lobe and AP is the frac-
tion of the power scattered out of the main
lobe. Then AP = 0.7/280 = 0.0025. That is,
0.35 of the power is scattered into the main
lobe (at 2.65 GHz), and 0.0025 of the power
is scattered out of the main lobe. The total
diffracted scattered power is then 21.5 dB
below the main lobe power.

To clarify this rationale, note that maxi-
mum wave slopes lie between 10° and 20°,
depending on sea state; therefore, the main
lobe has a beamwidth of 20° to 40°. The
ratio of the solid angle subtended by the main
lobe (14 rad) to the hemispherical solid angle
subtended by the diffracted energy is 25 (or
14 dB). The average diffracted power density
should then be down from the main-lobe
power density by -21.5 dB+(-14 dB)«
-36 dB.

Fortunately, Moore (ref. 4-45) gives the
reflectivity of water near vertical incidence.
The data are given for a lake rather than
the sea, but they serve to estimate the magni-
tude of that reflectivity. Moore's data at
3.8 GHz show that the radar return is down
approximately 35 dB at 30° from nadir. It
then seems reasonable that the diffracted
power density is approximately 36 dB down
from the main-lobe power density in the case
of the sea, thus showing that the radiometer
results are consistent with the experimentally
determined reflectivity patterns of the sea.

The preceding analysis also shows that
energy diffracted out of the main lobe may be
neglected in calculating the main-lobe pattern
with little resulting error.

The measurement technique then consists
of directing a radar beam straight down and
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moving it away from the nadir both along-
track and crosstrack while measuring the
magnitude of the radar return. To use these
data for obtaining rainfall attenuation, an
alternate expression for the radar return
will be used that involves the directivity of
the power reradiated from the surface and
the illuminated surface area.

The two methods of received power cal-
culations (radar cross-section analysis and
target reflectivity pattern analysis) are com-
pared in equations (4-23) and (4-24), where
P,i is power density from radar antenna, Pre

is power reradiated in radar direction, and
Prt,t. is power received by radar. The radar
cross-section analysis is

~aR (4-23a)

4 - -0

(4-236)

The target reflectivity pattern analysis is

P,Gt _aR

P,Gt

p n A
^t^t^-r 2ttB

(4-24a)

(4-246)

s

(4-24c)

where

Pt— radar transmitter power
Gt— radar antenna gain
R= radar range
a= attenuation coefficient
a= radar cross section

As= illuminated surface area
Ar — radar antenna cross section

The reflectivity pattern of the surface is
G(*), where * = 0 on the main-lobe axis.
When the radar beam is at depression angle

.<£, then * along the line of direction to the
radar is 2<j>, as shown in figure 4-11.

It is assumed that the pattern rotates as
4> changes, without changing shape. This
holds true because, if the facet theory is ac-

FIGURE 4-11. — Reflectivity pattern of the surface.

cepted, the slope distribution of the sea will
produce the same distribution of power
around * = 0, regardless of </>.

By definition, <7=cr°As, where <r° is the
target reflectivity. By setting equation
(4-236) equal to equation (4-246) and can-
celing terms, one determines that <r—
G(2<j>)A8. Therefore, <r° = G(2<t>). In the
special case of the radar looking at the nadir,

= G(0) =
A</r

(4-25)

where pnv is the average reflectivity of the
surface.

If the surface reflectivity p is unity and the
surface is perfectly smooth, the beamwidth
of the reflected power becomes the beamwidth
of the illuminating antenna and

4ir

A</>2 (4-26)

If for circular polarization, p is independ-
ent of * over the range of incident angles
and facet slopes under consideration, then
the incident power density Pinc multiplied by
the integral of G(*) over the hemisphere
will be equal to simply pPlnc ; that is,

P,nc f~' G(*) dn^Pinc (4-27)
Jo

where dfi is the differential solid angle and

(4-28)

where na represents the main lobe of the an-
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tenna. This relationship is true even if
G(*)— »Gt(*) when the surface becomes
smooth.

Then, the return power measured by the
radar as it scans its beam around the nadir
outside the main lobe can be written

P r(<t>)=ka(<t>)G(2<l>) exp

(4-29)

where h is altitude and a(<£) is a resolvable
element of area (depending on the radar
antenna beamwidth A<£ and on range resolu-
tion Ar) . Therefore

(4-30)

and

= 1 \(<t>) exp (2gk sec <f>) Jn
T ~ / T U-17 — Dfca(<j>) r

(4-31)

This is an integral equation which can be
solved for a.

The preceding discussion presents only an
outline of a possible measurement method.
A thorough error "analysis is needed to estab-
lish feasibility.

Once attenuation for the total path is
known for a series of measurements (using
fixed ground stations and the sea surface)
for a large selection of rainfall rates and
types, a calibration factor can be used to
adjust the total attenuation measured by the
radar. The calibration factor is adjusted so
that the one-way and the radar attenuations
agree statistically for that set of observa-
tional data.

Cross-Polarization for the Determination of
Drop-Size Distribution and Melting

Layer Height

Electromagnetic waves p r o p a g a t i n g
through precipitation are depolarized by the
nonspherical shape of the particles. At fre-
quencies sufficiently high so there is an ap-
preciable variation of the dipole moment as a
function of orientation, the cross-polarization

can be measured and used as an indicator of
the type or size of precipitation particles.
Typically, at frequencies of 9 GHz or higher,
depolarization is sufficiently strong to be used
for studying atmospheric precipitation ef-
fects.

Rain appears as an anisotropic medium to
short-wavelength radio waves. Raindrops as-
sume an oblate spherical shape as they fall,
and their axes are oriented within a rela-
tively small range of canting angles. Conse-
quently, a differential phase shift and at-
tenuation exists between horizontally and
vertically polarized fields, and this differen-
tial refractivity causes a change in polariza-
tion along the path. A radar, viewing a rain
cell at a wavelength such that the cell is
penetrated, has returns that depolarize as a
function of the intensity and type of pre-
cipitation.

The strong dependence of radar echo on
drop diameter enables a multiwavelength
radar to measure parameters of the drop-size
distribution. Larger drops are more oblate
than smaller drops. Therefore, the ratio of
the cross-polarized return provides an addi-
tional measure of the drop-size distribution.
In effect, the number of measurements is
doubled, allowing some determination of the
departure from an exponential distribution
to be assessed.

For a medium containing particles with a
number density n, the attenuation coefficient
is

" = k {]o y (4-32)

where F8 is the parallel-polarized forward-
scatter amplitude and k0 — 2-rr/\. Considering
the particles as dielectric oblate spheroids
having a vertical semiaxis c and a horizontal
semiaxis a, the difference in index of refrac-
tion for vertically and horizontally polarized
waves is

A/C—

n
€-1

(e-l)a2c/0

(4-33)
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where t is permittivity and Ic and /„ are
integrals for the oblate spheroid (ref. 4-46).
Using a Laws and Parsons drop distribution
and the drop ellipticity relation of Spilhaus
(ref. 4-47), the differential phase change per
unit length through 50-mm/hr rainfall at
3-cm wavelength is approximately 7xlO~5

rad/m. For the two-way propagation through
a 9-km rain cell, the calculated phase change
between horizontal and vertical polarization
components is approximately 70°.

The previous discussion indicates that the
use of circular polarization is advantageous
for meteorological measurements by satellite
radar. The principal return is received by
transmitting circular polarization and receiv-
ing the opposite sense. Measurement of the
two senses of circular polarization could be
made by an appropriate combination of two
linear polarization returns. In any event, two
receivers are needed.

The depolarization of the radar return
from a cell within a region of precipitation is
produced by two causes. The first cause is the
propagation through the anisotropic medium,
with its different attenuation and refractivity
to horizontal and linear polarization. The
second cause is the variation in radar cross
section with polarization caused by particle
ellipticity in the particular cell being ob-
served. These causes can be quantified in a
straightforward manner. The depolarization
ratio is the ratio of received power having
the same sense of circular polarization as
the transmitted power to the power received
with the orthogonal-sense circular polariza-
tion. The ratio is

;(*) =

l-C(z)

exp ( -jZ f'
\ Jn

(4-34)

where z is the distance from the radar to
the cell being observed, C(z) is the polariza-
tion reflection ratio at the cell, and / is equal
to V — 1. For a spherical particle, C is unity.

Measurement of \ as a function of z (a
relative power measurement) thus affords a

determination of the complex index of re-
fraction. From this information, and assum-
ing a relationship of drop ellipticity with
size, one can determine the parameters of
the drop-size distribution.

The choice of frequencies of operation is
consistent with the earlier discussion of drop-
size distribution using a multiwavelength
radar. The difference in dipole moment is ap-
preciable where the path attenuation is sig-
nificant. In fact, the depolarization measure-
ment can be used in the same manner as the
attenuation measurement in a two-wave-
length determination of drop-size spectrum.
This additional constraint permits the de-
termination of the three parameters in a
three-parameter drop-distribution model.
This determination permits closer approxi-
mation of the actual drop-size distribu-
tion.

To show this effect, a depolarization pa-
rameter pa (A) is defined such that

P«=[l-exp (- (4-35)

where Pu is the incident power in polariza-
tion 1, P2t is the transmitted power in
polarization 2, and I is the path length. The
parameter P2< is related to the scattering
matrix of the raindrop. The expression for I,
analogous to equations (4-30) and (4-31),
is

Pd(A).= SQi2(0,A)tfB (4-36)
D

where attenuation Q12 is derivable from the
scattering matrix. Note that p<j(A) goes to
zero as A approaches infinity.

If it is assumed that both senses of circular
polarization are attenuated equally and re-
flected equally by the resolvable element of
range at range R, the ratio of powers Fp in
the two polarizations at range R (at the at-
tenuating depolarizing wavelength) is

F9(R) =l-exp \ - Jo"2pa(A, R) dR~\

(4-37)

and at range R + kR is
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T - 2pd(A, R) dR-2pd(\, R)

(4-38)
Solving for exp [ - 2pd (A, R) A.R], one obtains

= exp[-2p t f(A,«) Afl]

(4-39)

l-Ff(R)

Thus, the value of the depolarization param-
eter at range R is derived in terms of the
measured quantities FP(R) and FP(R + ±R).
The three parameters in a three-parameter
drop-size model must then be set to satisfy
equation (4-36) as well as equations (4-30)
and (4-31).

Measurements of cross-polarization can
also be used to assess the melting layer. The
strong depolarization produced in the melting
layer is caused by the irregular shapes of
particles as they melt and re-form. Indica-
tions are (ref. 4-48) that the polarization
properties of the melting layer, when added
to the principal-polarization echo-strength
data, permit a good assessment of the layer
depth. Experimental measurements have
shown the strong polarization properties of
the melting layer. Hendry and McCormick
(ref. 4-49), using a dual-channel-polariza-
tion diversity radar operating at 1.8-cm
wavelengths, observed the depolarization in
rain, snow, and the melting layer.

By transmitting circular polarization and
receiving both senses of circularly polarized
returns, Hendry and McCormick observed a
relative level of cross-polarization approxi-
mately 10 dB below the main returns. This
level is approximately 20 dB greater than the
cross-polarization of moderate snow and cor-
responds to the cross-polarization of rain
at rates of approximately 50 mm/hr. Note
that these levels are ratios of returns and
not the absolute levels of the returns. The
melting level can be distinguished from rain-
fall because the cross-polarization level re-
mains approximately constant with depth,
whereas in rainfall the cross-polarization in-
creases with depth. Thus, a high depolariza-

tion that is constant with depth is an indica-
tor of the melting layer, and an increasing
depolarization is a characteristic of rainfall.
The rate of increase of the cross-to-copolari-
zation power is a function of the rainfall rate.

Implementation of polarization measure-
ments does not impose new or unusual
requirements on the satellite radar. The an-
tenna must be designed to have good polariza-
tion separation, with two output channels
having essentially identical radiation pat-
terns. A typical requirement for the an-
tenna-integrated cancellation ratio for each
channel is 26 dB; this value is representative
of good antenna design. The cross-polariza-
tion ratio of 5-mm/hr rainfall at 1.8 cm is
under 20 dB; therefore, measurements at this
rainfall rate should be possible with good
antenna control. By using a dual-polariza-
tion feed and two receivers, the radar can
be used to produce any polarization desired
for an experiment.

The use of polarization measurements ex-
tends beyond the inference of meteorological
phenomena. Circular polarization is widely
used for weather clutter cancellation in the
navigation and traffic control radars for
marine and air services. There is a need for
much more data, particularly data on a global
scale, that show the statistics of depolariza-
tion. From a comprehensive measurement
program, enough data could be extracted to
develop reliable models for radar return de-
polarization so that radar designers and
users could take appropriate account of
weather effects on the subclutter visibility
that can be expected from circular polariza-
tion.

Using Doppler Techniques to Measure
Drop-Size Spectra From a

Geostationary Satellite

A geostationary satellite has the capability
of measuring the Doppler spectrum of pre-
cipitation resulting from differential fall
rate. Because this satellite is almost sta-
tionary with respect to the Earth, the satel-
lite or the Earth motion produces only a very
small Doppler shift. If such a Doppler radar
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observes precipitation, there is therefore
practically no smearing of the fall-rate spec-
trum, as in the case of lower orbit satellites
(such as discussed in the section entitled
"Satellite-Borne Radar With Doppler Ca-
pability").

The drop-size distribution and liquid-water
content cannot be directly inferred from the
fall-rate spectrum because of the component
of the wind vector projected on the line of
sight. However, if the reflectivity of the
rain is also measured, both the drop spectra
and wind component can be obtained. This
determination is accomplished by varying the
assumed wind-velocity component and cal-
culating the drop-size distribution that would
be present for each assumed velocity. Only
one assumed velocity will yield a size distri-
bution for which the reflectivity is the ob-
served reflectivity. Then, the wind com-
ponent, size spectrum, and liquid-water
content are known.

This procedure must start at maximum
echo height. Then, as the size distribution
of each increment in range is computed, the
corresponding attenuation for the cell can be
calculated. The total attenuation from maxi-
mum echo height to each successive cell can
then be used to obtain the true reflectivity
from the measured reflectivity. This tech-
nique is subject to the same restrictions on
swath width as discussed elsewhere in this
report.

Cirrus Cloud Detection

Clouds are generally not detected by
ground-based microwave radars. Exceptions
are very dense cumulus clouds and cirrus
clouds. As an example, figure 4-12 shows a
cirrus cloud detected on a high-sensitivity
S-band radar. In this photograph, the cirrus
cloud extends between 6 and 12 km in alti-
tude and between 10 and 86 km in range. The
inside of the cloud appears black because of
the "slicing" circuitry that was used to ob-
tain a measure of reflectivity of the clouds.
The strongest return in the cloud was in the
76- to 79-dBm slice, which corresponds to ap-
proximately 20 dBZ (dBZ= 10 log]0 Z).

Definitive results from radar studies of
cirrus clouds are not available, although tools
for such research are presently in existence.
The fact that cirrus clouds are visible on
sensitive radar comes from the rather large
size of the ice particles. Jones (ref. 4-50)
gives the following expression for the density
of water droplets in ice clouds :

X 10*-1 (4-40)

for droplet diameters >0.25 mm, where Mt
is total ice content in grams per cubic meter.
Note that these particles are in the millimeter
region, compared to liquid cloud drops that
have peaks in their distributions at less than
10 //.m. Although further research is required
in this area, satellite-borne ultrasensitive
radar might well be used to study the occur-
rence, density, and thickness of cirrus clouds.

The multiwavelength radars discussed in
this section have an obvious applicability in
cirrus detection. Water clouds attenuate
microwave frequencies much more than ice
clouds. As an example, at approximately
263 K and for A=0.9 cm, the attenuation is
1.2 xlO-3 dB/km/g/m3 compared to 3xlO-3

dB/km/g/m3 for water and ice, respectively,
for one-way paths. With the difference in
attenuation being two orders of magnitude,
it may be possible to distinguish between
water and ice clouds. Similarly, this tech-
nique might also be applied in distinguish-
ing between rain and snow.

SATELLITE-BORNE RADAR WITH
DOPPLER CAPABILITY

In the past few years, as previously men-
tioned, satellites have provided meteorolo-
gists with day-and-night monitoring of cloud
systems on a global scale. Geostationary
satellites are currently observing cloud for-
mation over large regions on Earth, and the
observations are frequently repeated so that
the movement of cloud systems can be de-
tected and measured. Orbiting satellites
operate from a much lower altitude, are ca-
pable of better resolution, and can also carry
a greater variety of experiments.
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la) (b)
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FIGURE 4—12.—Cloud and clear-air echoes with a slicer azimuth of 270°. (a) Window:
100 to 103 dB. (b) Window: 94 to 97 dB. (c) Window: 76 to 79 dB. (d) Window:
61 to 64 dB.

Indeed, meteorological satellites are now
widely accepted as indispensable tools for the
monitoring of cloud and cloud-top tempera-
ture with infrared sensors either from low-
altitude orbits with substantial swath or
from a geostationary orbit.

Passive microwave radiometers, which are
now being flown on several Nimbus experi-
ments, have also demonstrated excellent
operational capabilities. However, such sys-
tems do not have the unique ranging capabil-
ity of an active microwave system (radar).

None of the existing meteorological satel-

lite capabilities include the monitoring of
vertical and horizontal distribution of pre-
cipitation inside large meteorological systems
(hurricanes; intertropical convergence zones;
large, persistent squall lines; etc.), which
could be achieved by use of a satellite-borne
radar.

The constant day-to-day monitoring of the
precipitation system associated with a hurri-
cane over regions where there are no ground-
based or shipborne radars is certainly one
of the most significant examples of the use-
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fulness and uniqueness of the satellite-borne
meteorological radar.

Also, the observation -of severe storm con-
tinental mesoscale systems could improve
severe storm forecasts and warnings. These
systems tend to lie along extended bands
(squall lines) but are usually contained
within a zone 200 to 400 km ahead of the cold
front surface position (ref. 4-11). The
squall-line zones can sometimes extend for
more than 1400 km along the front and their
duration can exceed 1 day, although the
squall lines themselves have lifetimes of sev-
eral hours and lengths of less than 300 km.
It should be noted that even in the continental
United States, where radar observations can
easily be made, the monitoring of such pre-
cipitation systems over areas of a size com-
parable to that provided by satellite coverage
would require the difficult compilation of
data provided by a large number of ground-
based radars.

A comprehensive study (ref. 4-22) on the
feasibility of satellite-borne radars for mete-
orological observations was done by Stanford
Research Institute under NASA sponsorship.
This study concluded that such a facility had
very little practical value for the mesoscale
study of precipitation mainly because of the
limited coverage and low sampling rate al-
lowed by that system. However, the observa-
tion of large-scale, persistent meteorological
features by satellite does not require the time
and space resolution that is common to
ground-based radars observing this type of
weather over much smaller areas. This sec-
tion will be mainly concerned with the pos-
sible use of Doppler radar techniques for the
monitoring of windfields inside such pre-
cipitation systems, using precipitation par-
ticles as tracers for air motion.

In the case of a satellite placed in a low-
altitude orbit, the use of Doppler radar tech-
niques is made difficult by the very large
groundspeed of the satellite. The major effect
is a natural spread in the Doppler because
of the different radial velocities of scatterers
in various parts of the beam. It is evident
that this effect is decreased for narrow beams

and that it is a function of the beam scanning
angle and direction. As an example, using
parameters applicable to the proposed sys-
tem, one finds that the maximum standard
deviation of the Doppler spectrum due to this
effect is 6 m/sec for a satellite groundspeed
of 6.9 km/sec.

It must be noted that the satellite speed
combined with the conical beam scan (which
will be proposed in this section) also consti-
tutes a useful capability, because the same
target will be "seen" from different direc-
tions for which the target speed will result
in different Doppler velocity components. Be-
cause this report will consider the possible
application of Doppler radar methods for the
measurements of atmospheric motion, it is
appropriate to present the following brief re-
view of the subject.

Doppler Radar Methods

Doppler radars provide a means for moni-
toring the radial velocity of targets (ap-
proaching or receding motion). If atmos-
pheric targets are moving at the surrounding
airspeed, such as in the case of precipitation
particles, the method can easily be extended
to the measurement of atmospheric air mo-
tion. Precipitation particles, or manmade
targets ("chaff"), released in the atmosphere
are considered as tracers for the air motion.

A single Doppler radar provides observa-
tions and mapping of the radial velocities of
precipitation particles only. The informa-
tion has the form of a spectrum of radial
velocities that is produced by the distribution
of particle velocities inside the scattering
volume. In the case of turbulence, the spec-
trum is influenced by the space variability of
the motion. In this case, the size of the
scattering region controls the spread or vari-
ance of the Doppler spectrum; that is, the
ability of the radar to effectively resolve these
motion scales. This method has been used
for observing the vertical velocities of pre-
cipitation particles with the radar beam
pointed vertically so that particle size or air
vertical velocity can be derived from the ob-
served data. For example, cloud physics pa-
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rameters, such as growth by deposition and
riming, have been observed in winter storms.
Horizontal wind can be probed by a method
involving complete 360° scanning of a tilted
radar beam, essentially providing different
radial velocity components of the same wind,
if the radar is inside a widespread precipita-
tion system where the wind is horizontally
homogeneous. These techniques are not ap-
plicable to the study of the structure and
kinematics of localized convective storms,
which basically require the simultaneous use
of several Doppler radars installed at dif-
ferent locations and observing the same
storm. In this method, the radar beams co-
operatively scan the same region and thereby
provide several radial components of the
particle velocities, so that two- or three-
dimensional velocity can be observed (ref.
4-51).

A dual-Doppler-radar system that pro-
vides two-dimensional velocity estimates is
the first and most important step in this
direction. In this method, two Doppler radar
beams scan a common atmospheric region,
a tilted plane intersecting the line joining
the two radars. A set of such planes pro-
vides three-dimensional scanning of the re-
gion of interest.

At any point in a tilted plane, two different
radial velocity components can be observed
from the radial velocity samples acquired by
the two radars. Two noncollinear radial
velocity estimates can then be used to com-
pute the two-dimensional velocity vector at
that point on the plane.

Removing the contribution due to terminal
velocity from the observed radial velocities,
and assuming again that particles are moving
at the airspeed, leads to the expression of
the components u' and v' of the three-dimen-
sional air velocity projected on the tilted
plane. Inspection of the vector windfield can
reveal patterns of convergence and vorticity
of the observed motion field that are useful
for descriptive modeling of storm kinematics.

If the convergence of the motion field in
the tilted plane is computed, then the veloc-
ity component w' normal to the plane can be

evaluated from the following equation of
continuity for a noncompressible fluid :

Sx' ' dz'

In this equation, x' and y', respectively, are
rectangular coordinates parallel and perpen-
dicular to the baseline. The use of the equa-
tion of continuity, which relies on steady-
state kinematic conditions in convective .
storms, is very important because it virtually
removes the need for a third radar, which
would bring more complexity. The dual-
Doppler-radar method has been presented
and discussed in several papers (refs. 4-51
to 4-54) , and an example of the motion fields
observed by this method is shown in figure
4-13.

It must be noted that, although single-
Doppler-radar measurements yield limited
information on wind, fields of mean Doppler
velocities may generate characteristic fea-
tures (signatures) that can, under certain
circumstances, be related to significant
meteorological events, such as vortex motion
(ref. 4-55).

An example of how a display of single
Doppler velocity fields can be used to infer
mesocyclone characteristics is shown in
figures 4-14 and 4-15, where a PPI sector

FIGURE 4-13.—Example of a motion field observed
with a dual-Doppler-radar system inside a convec-
tive storm; plane tilt, 14°.
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FIGURE 4-14.—Plan-position-indicator reflectivity and isodops. The elevation angle is
1.9°; range marks are at 60, 80, and 100 km. Reflectivity categories are dim «21
dBZ), bright (21 to 31 dBZ), black (31 to 44 dBZ), dim (44 to 57 dBZ), and bright
(>57 dBZ). Velocity categories are dim «13 m/sec), bright (13 to 21 m/sec), and
brightest (>21 m/sec). Positive radial velocities are angularly strobed. Mesocyclone-
type signature between 193° to 203° and 75 to 90 km. (a) Plan-position-indicator
reflectivity, (b) Plan-position-indicator isodops.
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FIGURE 4-15.—Overlay of figure 4-14 reflectivity and
radial velocity fields; tilt, 1.9°.

displays constant Doppler velocities (iso-
dops) and constant echo power resolved with

a 10-cm Doppler radar (0.8° beamwidth,
l-,usec pulse width). In figure 4-14(6), PPI
trace brightness is used to indicate Doppler
magnitude in the form of isodops. Figure
4-14 shows the echo pattern obtained simul-
taneously with the radial velocity field. Note
the "hooklike" feature, which suggests
mesocyclonic circulation. The isodop and
reflectivity fields are overlayed in figure 4-15
to facilitate pattern comparison. It can
be shown that circularly symmetric cyclonic
motion forms a symmetric couplet of closed
isodops with an equal number of lines en-
circling positive and negative velocity maxi-
mums. The nearly symmetric isodop pattern
(fig. 4-15) indicates cyclonic rotation con-
sistent with the reflectivity pattern. It
can be shown that a signature pattern
for circularly symmetric convergence is
identical to a vortex pattern, but rotated by
90°. The apparent reflectivity spiral in the
figures suggests convergence, a view sup-
ported by the clockwise angular displacement
of isodop maximums about the vortex center.
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In short, it is noted that single Doppler
isodop displays may indicate storm structure,
and it is expected that displays of satellite-
derived radial velocity could likewise exhibit
similar dynamic features.

Although pulse Doppler radars have been
used extensively for research, there is no
radar operated by the National Weather
Service that is equipped for Doppler meas-
urements. However, methods for using
single Doppler radars are now being effec-
tively developed so that the operational use
of the Doppler radars may become effective
in the next few years.

Doppler Radar Signal Processing

The velocity information contained in the
Doppler radar signals can be expressed by a
spectrum of speed related to the distribution
of radial velocities of the precipitation par-
ticles in the pulse volume. The spectrum
width is due to the actual statistics of pre-
cipitation particle velocities; however, in the
case of a moving platform, substantial smear-
ing of the spectrum can also originate from
the change of radial velocities throughout the
finite angular size of the radar beam. Such
smearing is overwhelming in the case of a
fast-moving radar, so that spectrum width
may have little meteorological significance.
However, the spectrum first moment or
"mean Doppler" can contain meteorologically
significant information. This estimate of the
spectrum first moment can be obtained by
simple processing systems, such as the signal
covariance estimator, which is now used in
ground-based Doppler radar applications
(refs. 4-53 and 4-54). Also, quantitative
mean Doppler estimates of slightly larger
variance can be obtained by a simple device
measuring the signal phase change (ref. 4-
56).

The covariance estimator allows the track-
ing of the mean Doppler through any of the
frequency ambiguity regions associated with
the signal sampling rate (radar pulse repeti-
tion rate). Moreover, it is not biased by the
occurrence of noise, which only increases the
uncertainty or variance of the estimate. The

only limitation of the covariance estimator
for an accurate mean Doppler measurement
occurs when spectrum width approaches the
spacing (i.e., PRF) between frequency am-
biguity lines.

Satellite-Borne Radars

An important limitation in the application
of ground-based radar measurements to
mesoscale and global-scale studies is the lack
of mobility and the very limited coverage of
the radars. The installation of radar systems
aboard an airplane allows observations over
much larger regions on Earth. If such
methods for monitoring precipitation and
possible atmospheric motion are imple-
mented aboard an orbiting satellite, observa-
tions over the entire Earth will be provided.

The applicability of Doppler radar tech-
niques to satellite instrumentation is made
difficult by the high groundspeed of the
satellite, which causes a Doppler frequency
shift much larger than that due to the
ground velocity of precipitation particles
moving with the atmospheric wind.

In the case of a vertically pointing beam
for which the axis is perpendicular to the
satellite trajectory, the satellite motion does
not produce a mean Doppler shift, but re-
sults in a smearing of the Doppler fre-
quencies because of the finite size of the
beam inherent in any antenna system. Note
that it has been stated Earlier that only the
smearing of the spectrum limits the accurate
recovery of mean Doppler because the ve-
locity ambiguity region can be specified by
beam position and satellite speed.

The limited coverage of a vertically point-
ing beam carried by an orbiting satellite
will scarcely be acceptable as the means for
probing large meteorological systems. It is
indeed necessary that the satellite provide
complete coverage on the Earth surface, at
least in regions that are significant in terms
of occurrence of precipitation systems. That
coverage must be of the same nature as the
cloud coverage provided by the infrared and
visible sensors flown in orbiting satellites
(such as NOAA-2 and NOAA-3) or geo-
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stationary satellites (such as ATS-3 or
GOES).

This report presents an example of two
possible methods that would provide satis-
factory solutions.

Doppler Radar Wavelength Selection

To determine the characteristics of a
Doppler radar, it is necessary to specify cer-
tain meteorological objectives. First, assume
a range resolution of 1 to 2 km and a 2-km
"angular" resolution to provide meteorologi-
cally useful data on mesoscale systems and a
vertical velocity resolution of 1 m/sec.

Range and velocity can be simultaneously
resolved with a pulse Doppler radar. Velocity
resolution AV is related to wavelength A. and
dwell time NSTS as

AF=2lvV (4H12)
£**•v ft *- 8

where Ns is the number of echo samples used
to derive a mean Doppler estimate and Ts is
effectively the sample spacing (i.e., pulse
repetition time). The maximum velocity Vm

that a pulsed Doppler radar can unambigu-
ously resolve is given by

V m = ± - (4-43)

Velocities in excess of Vm will result in
Doppler spectrum aliasing, so that the mean
Doppler velocity estimates may pass dis-
continuously from - Vm to + Vm for two ad-
jacent radar sample volumes. However, by
assuming spatial continuity of velocity, these
ambiguities can be resolved, provided that a
mean velocity at an initial location is cor-
rectly identified. To remove range ambigui-
ties, Ts must be sufficiently large so that all
echoes associated with one transmitted pulse
are received before the echoes associated with
the following pulse. The value T, is given by

2R,n
(4-44)

where Rm is the range to the most distant
target. Combining equations (4-43) and
(4-44)

(4-45)

where c is the velocity of propagation. Satis-
fying simultaneous requirements of large Vm
and Rm necessitates long wavelengths. How-
ever, because the wavelength must be kept
small to maintain good angular resolution
with reasonable antenna diameters, Rm

and V,,, must be limited to the smallest ac-
ceptable values. However, to achieve an ac-
curate mean velocity estimate, 2V,,, should
be large compared to the Doppler spectrum
width so that there is no significant folding
bias. For low-orbiting side-looking radar
moving at a groundspeed of 7 km/sec and
having 0.3° beamwidth, the 6-dB velocity
spectrum width will be approximately 34
m/sec. A value of 2VW = 75 m/sec will pro-
vide the requisite accuracy, assuming pre-
cipitation plus ground clutter targets would
be received over a range interval of approxi-
mately 55 km (fig. 4-16). Therefore, sub-
stituting R,,, = 55 km and V,,, = 37.5 m/sec into
equation (4-45) yields A = 5.5 cm for the
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FIGURE 4-16.—Variation of the Doppler spectrum po-
sition and width with the scan angle 8.
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minimum wavelength necessary to eliminate
range ambiguity within the spatial limit of
RUI. Thus, a minimum wavelength of 6 cm ap-
pears acceptable for satellite-pulsed Doppler
operation.

In addition to Doppler considerations, the
choice of the operating wavelength always
may be conditioned by a compromise between
the contradictory requirements of (1) nar-
row beams with practical-size antennas and
(2) acceptable penetration of the radar sig-
nals in the precipitation systems. In this
preliminary investigation, it appears that a
decrease of the wavelength below X-band
(3.2 cm) drastically increases the attenua-
tion of the radar signals and therefore re-
duces the penetration of the signal and the
significance of the quantitative data. On the
other hand, a wavelength longer than 5 or
6 cm no longer improves the signal penetra-
tion performance significantly, and yet does
result in an increased antenna size to meet
the same angular resolution requirements.

The optimum wavelength lies somewhere
between 3 and 5.6 cm. At a 3.2-cm wave-
length, the beamwidth provided by a 12-m
dish is 0.2°, and the two-way attenuation in
a 15-km path in a 25-mm/hr rainfall is 13 dB.
For the same conditions, but at a 5.6-cm
wavelength, the beam size is 0.3°, and the
attenuation becomes 2.6 dB, which is sub-
stantially less than in the 3-cm-wavelength
case. It must be noted that, in the case of
Rayleigh scattering, and neglecting attenua-
tion, the sensitivity of a 3-cm-wavelength
radar with respect to a 5.6-cm-wavelength
radar is improved by 5 dB for the same
angular resolution and overall radar char-
acteristics.

A continuous-wave (CW) Doppler radar
has no unambiguous velocity limit, and the
maximum resolvable velocity is dictated by
receiver bandwidth. Equation (4—42) applies
equally well to a CW Doppler, except that
there is continuous transmission during the
dwell time N,Ts = Tatc. For sufficiently small
A, Taw can be made sufficiently small without
changing &.V so that the entire transmission
can occur in a time that permits range resolu-

tion equivalent to that of a pulsed Doppler
(i.e., 1 km). Solving equation (4-42) for
X, with !ZV = 6.7 /isec, yields A=13 ^m.

Thus, a CW C02 Doppler radar (i.e., A«
10 ^m), transmitting for a duration of 6.7
jtsec, should provide a velocity and range
resolution of 1 m/sec and 1 km, respectively,
and a Doppler radar at either of two wave-
lengths (6 cm and 10 /on) must be con-
sidered. It is interesting to note that wave-
lengths between these two limits would not
meet the requirements of resolution without
ambiguities.

Low-Altitude Orbit Satellite

The capability of a low-orbit satellite can
be compared to NOAA-2 and NOAA-3 ob-
servational capabilities, which provide moni-
toring of large-scale time-persistent pre-
cipitation systems. With a Sun-synchronous
polar orbit, the satellite acquires observa-
tional data for approximately noon or mid-
night at any point on Earth.

The low-altitude orbiting satellite method
presented here is associated with difficult
technological problems in extracting the
Doppler velocity information from the back-
scatter signal, but it seems to be the only
practical answer to a complete Earth cover-
age with acceptable resolution.

Low-altitude orbiting satellites are gen-
erally flown in an inclined (polar) orbit. This
type of orbit provides excellent coverage in
tropical regions where large, time-persistent
meteorological systems occur. This section
discusses a possible application based on the
use of a circular quasi-polar orbit with a 58°
inclination angle. The satellite altitude is
556 km with an orbit period of 1.6 hr. The
angle of inclination of 58°3 is chosen to
maximize the latitude to which complete
Earth surface coverage is obtained. In the
example discussed here, the radar scans
every surface region between ±68° latitude
at least once in 12 hr (fig. 4—17).

The swath coverage across the orbital
trajectory is obtained by rotating a tilted nar-

3 A Sun-synchronous orbit could also be accepted.
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FIGURE 4-17.—Example of radar coverage available from an orbiting satellite at an alti-
tude of 556 km. The orbit is quasi-polar with an inclination angle of 58°. The swath
coverage is obtained by spinning a satellite carrying a tilted beam about a vertical
axis.

row antenna beam around a vertical axis.
The total swath width, which is approximately
2000 km, is obtained with a beam nadir angle
of 60°. The configuration of the satellite in
orbit and the swath geometry are shown in
figure 4-18.

In the case of a pulse radar and an antenna
radiation pattern free of any side lobes, the
expected radar return is indicated in figure
4-19. There is a region contaminated by the
ground or sea clutter that increases with
the beam size. If the beam size is too large,
the ground clutter occupies a substantial
range interval; and the beam is no longer
filled by the atmosphere in the "ground
clutter free" part of the return. The maxi-
mum beam size that still allows substantial
beam tilting for atmospheric observation can
be determined as a function of the cross-
swath range and the altitude h of the satel-
lite, or the grazing angle y.

For small beams, range gating of the radar
signals in the range interval where only
atmospheric targets occur will provide an

effective means for probing the horizontal
and vertical distribution of atmospheric
targets (fig. 4-19). The process involved in
range gating effectively selects scattering
regions controlled by the radar pulse width.
Small grazing angles, such as presented here
(20°), favor horizontal resolution; the verti-
cal resolution is controlled mainly by the
beam size. With a 0.3° beam, a 20° grazing
angle, and a 1000-km slant range, the vertical
resolution is approximately 5 km; and, be-
cause of beam tilt, the horizontal resolution
in the direction of the beam is approximately
2 km. The range gating will not affect the
range resolution across the beam, which is
still controlled only by the beam size.

However, the relationship between the
mean altitude and horizontal position of the
range gates depends on the beam tilt and
limits complete atmospheric coverage. The
simultaneous use of several contiguous, nar-
row beams (which is proposed later) can
improve the coverage capability.

If there are no side lobes in the radiation
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Earth's surface
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FIGURE "4-18.—Illustration showing the swath of an antenna producing beams that ro-
tate about a vertical axis. The beam footprint is actually composed of a set of
adjacent beams distributed radially.
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FIGURE 4-19.—Influence of the beam size on the importance of ground clutter and the
filling of the beam by atmospheric returns, (a) Narrow beam (0.3°). (b) Wide
beam (2°).
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pattern, no backscattering is received be-
tween the transmitted pulse and the first
echo coming through the main beam from
the top of the precipitation system detected
by the radar (/?„ = nadir angle). To increase
the sampling rate and thus facilitate the
operation of the system as a Doppler radar,
it is possible to send radar pulses separated
only by the time (approximately 500 ,*sec)
that is required by the radar depth of ground
clutter plus the time that is required for
atmospheric return, which is a distance of
approximately 50 km with the grazing angle
discussed here. However, the presence of side
lobes may limit this possibility, because there
will be additional ground returns occurring

from directly below the satellite and beyond
(fig. 4-20).

Indeed, at the range at which the atmos-
pheric return is selected, there will also be a
contribution from ground clutter "seen"
through the side lobes at the same range.
The significance of the effect varies with the
sea or land backscattering coefficient and the
side-lobe level. Preliminary investigations
of the clutter problem indicate that the worst
effect is due to the near-inside lobe. With a
near-inside lobe level of — 28 dB or less, 20
to 30 dB of signal-to-clutter ratio can. be
achieved with 3-mm/hr rain intensity ob-
served over mountains or cities.

If the side-lobe effect can be neglected, a

^Ground clutter
''//from side lobes

Atmospheric
return only

.Ground clutter
contaminated

FIGURE 4-20.—Influence of the side lobes in the radiation pattern on the signal received
by the satellite radar receiver.
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high repetition rate of more than 2 kHz can
be used without impairing the range gating
of the signal. The critical issue is the selec-
tion of atmospheric echoes free of ground-
clutter contamination, which implies a range
side-lobe level at least greater than 50 dB.
Although the discussion here implies a micro-
wave pulse Doppler radar process, other cod-
ing methods such as pseudonoise coding can
be investigated, as well as the use of a 10-^m
radiation provided by a C02 laser.

As an example, preliminary investigations
show that a 5.6-cm-wavelength pulse radar
having the following characteristics

Pulse duration, usec
Receiver bandwidth, MHz
Antenna effective aperture, cnr
Overall noise figure, including losses, dB.
Peak power, kW

10
0.2
10"
10
5

provides a signal 15 dB above the receiver
noise for precipitation filling the beam at a
range of 1000 km and having a reflectivity
factor ^=103.

In the case of the single pencil beam men-
tioned previously (fig. 4-19(a.)) (0.3°) and
a grazing angle of 20°, the radial size of the
beam footprint is 40 km. Because the effec-
tive satellite groundspeed is 6.9 km/sec, the
scan time per complete revolution as required
for full coverage is 6 sec.

There are approximately 1000 different
beam positions in each scan, so the time
available to sample each position is only
6 msec, which is less than the round-trip
time to the targets from the satellite. It is
therefore imperative to reduce the scan rate.
However, the necessity for full coverage of
the swath will require the development of a
multibeam capability. A 5- to 10-beam sys-
tem and an overall scan rate of 40 sec can
meet the scan requirements. The beams are
contiguous and are used simultaneously with
a single transmitter and a single shared re-
ceiver. The power required for this type of
operation is within current practice.

Considering the echo-free region as men-
tioned before, the pulse repetition rate can be
increased to 2 kHz and still resolve atmos-

pheric and ground targets. Under these con-
ditions, more than 40 samples of the Doppler
signal can be available for processing for each
beam and range rate.

Neglecting the Earth rotation speed, the
Doppler frequency shift Vn due to the satel-
lite velocity is expressed by

TT T T f i f \ r f A r f * - Y \ r ) t (A A C \

where Vs is the satellite velocity, 0 is the beam
scan angle, and px is the beam nadir angle.

In the vertical plane, the spectrum smear-
ing AVD that is due to the satellite motion
is mainly controlled by the elevation com-
ponent of the beam A/3.v, where

cos A/8.Y cos A0 (4-47)

The Doppler spread in the direction of azi-
muth scan is expressed by

AF,,«=y, sin A0 sin A/3.v (4-48)

In these expressions A/?.\- and A0, respectively,
are the elevation and azimuth beamwidths,
and A/3.v = A0 for pencil beam.

The total smearing due to the combined
effects is given by

n = V, [ (COS /8.y COS A0

A£.v) -' + (sin A/3A- sin A0) -] ! (4-49)

With a 0.3° conical beam size, a satellite
groundspeed of 7 km/sec, and a grazing angle
of 20°, the spectrum smearing due to satel-
lite motion will be approximately 34 m/sec
(spectrum standard deviation of o-,,=10
m/sec) for A0=90° and 12 m/sec (<r,;=3.5
m/sec) in the forward direction.

At C-band and with a sampling rate (pulse
repetition rate)_of 2 kHz, the mean of spectra
with a width smaller than 50 m/sec can
still be processed by use of optimum estima-
tors, such as the covariance estimator men-
tioned in the section entitled "Doppler Radar
Signal Processing."

It can be shown that, with a signal dwell
time of 0.05 sec (time during which the beam
rotates by one beamwidth for a total conical
scan time of 50 sec) and a spectrum standard
deviation of 10 m/sec, the standard deviation
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CTD of the mean Doppler estimate is approxi-
mately 2 m/sec.

For a satellite groundspeed of V,=1.0
km/sec and /?.v = 60°, VD^6 km/sec in the
forward direction. At C-band, this is equiva-
lent to a Doppler frequency shift of approxi-
mately 200 kHz. Assuming a sampling rate
of 2 kHz will place the spectrum in the 100th
frequency ambiguity region. However, the
satellite groundspeed is extremely stable, and
the sampling rate can also be easily made
very stable and accurate. Various schemes
are available to reduce the velocity ambiguity
problems. It may be possible, for example,
to use the ground Doppler shift as a refer-
ence. The range-gated ground return is
expected to occupy a well-defined mean fre-
quency position, which can be used as a refer-
ence, thereby allowing the unambiguous reso-
lution of the groundspeed of atmospheric
targets.

The continuous change of the scan angle
during the beam rotation, combined with the
satellite groundspeed, produces continuous
variations of the mean Doppler frequency
shift and spectrum smearing. If the radar
is equipped with onboard processing systems
capable of tracking spectrum mean frequency
at four or five range gates in the atmospheric
region and one in the ground clutter, this in-
formation can be continuously transmitted to
Earth with low-bandwidth systems also te-
lemetering scan angle and satellite position.
The processing of this information by a
ground-based computer can provide esti-
mates of quasi-horizontal velocity in regions
where atmospheric targets are "seen" from
different angles during the satellite motion.

Table 4-VI outlines tentative specifications
for such a satellite system. The critical part
of these specifications is the maximum PRF
that can be used. In the case of a radiation
pattern free of side lobes and with the graz-
ing angle of 20°, the minimum time between
successive pulses is 400 to 500 //.sec. This
repetition rate of 2 kHz, which places the
forward Doppler in the 100th ambiguity re-
gion, should still allow discrimination be-
tween atmospheric and ground-clutter speed

TABLE 4-VI.—Tentative Specifications for a
Midtibeam Doppler System

Radar wavelength, cm
Peak power (per beam), kW
Average power, W
PRF (stability better than 10'4),

kHz
Pulse width, ^sec
Antenna beamwidth, deg
Beam footprint on the ground, km. .
Beam nadir angle, deg
Grazing angle, deg
Conical scan, beam scan time, sec...
Satellite displacement during

complete scan, km
Angular displacement of the

antenna beam during echo
round trip, deg

Satellite orbit
Satellite altitude, km
Satellite orbit time, hr
Satellite groundspeed, km/sec
Forward-groundspeed Doppler shift,

kHz
6-dB Doppler smearing (max),

m/sec
Nonambiguous velocity interval,

m/sec

5.6
5
100

2.5
10
0.3
5 by 15
60
20
40

280

0.13
polar inclined
= 500
1.6

,200

35

70

with 35-m/sec-or-less Doppler smearing. Sig-
nal covariance estimators or equivalent are
needed for accurate tracking of spectral
mean.

This first example is an attempt to de-
scribe a possible specific solution for a low-
orbit satellite-borne weather radar capable
of a coverage comparable to that obtained
with orbiting satellites now used in meteorol-
ogy. The radar is primarily a conventional
radar and could serve as a reference for fur-
ther discussion and development. The choice
of the wavelength implies the availability of
large antennas, such as the one recently flown
with ATS-F. The technology of large dish
antennas to be used aboard satellites will
certainly improve in the next few years, but
for the present it appears that geostationary
satellites are reserved for imagery done in
the infrared or visible part of the spectrum,
for which well-collimated beams are easy to
obtain.

In summary, if the radar method is re-
stricted to low-altitude orbiting satellites for
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which the groundspeed is large, then the
application of Doppler techniques will be very
difficult, but not impossible. Also, low-alti-
tude orbiting satellites require the use of
beam scanning techniques that produce a
swath of sufficient dimension so that complete
coverage from orbit to orbit is obtained. A
conical scanning method, which is easy to
obtain simply from the spinning of the satel-
lite, has been presented. This scanning
method also allows the same point on Earth
to be probed from a different direction during
the satellite motion, therefore offering some
possibilities of resolving quasi-horizontal
velocity.

The design and implementation of such
methods must be preceded by a thorough
feasibility study. The purpose of the example
presented earlier is to focus the discussion on
a specific system for which such a feasibility
study can be done.

In addition to the measurement of precipi-
tation, the most significant contribution that
active microwaves may make to atmospheric
measurements is to observe the windfield
inside precipitation systems. Ideally, the
meteorologist would like to have synoptic
maps of windfields at several altitudes and,
under certain conditions, measured as fre-
quently as several times an hour. Such global-
scale maps would improve forecasting and
would also allow accurate assessment of
global atmospheric motion. When used in
conjunction with the passive optical satel-
lites, the maps would permit the identification
of precipitating clouds and the assessment of
their severity.

The Doppler wind-measurement method
presented here is a unique capability avail-
able only to active microwave systems and
only requires that the detectable tracers have
no motion relative to the winds. Naturally,
the active technique permits the measure-
ments to be made on both the light and dark
parts of the orbit.

The microwave Doppler weather measure-
ments rely on basically the same backscatter-
ing phenomenon as the conventional radar.
The unique aspect of the measurement is that

the method is sensitive to the motion of each
of the particular scatterers.

Preliminary study indicates that current
state-of-the-art equipment can provide useful
Doppler measurements. The system recom-
mended in this section uses a conical scan
obtained by rotating a tilted pencil-beam an-
tenna. A low-altitude orbit (500 km) is used
to reduce the required antenna dimension.
The radar frequency would lie in the C- to
X-band region. The coverage provided by a
single satellite is sufficient to guarantee at
least two passages a day over the global re-
gion between ±70° latitude. The scanning
pattern provides two observations for each
pass over more than 70 percent of the swath,
with sufficient angular diversity to obtain
representative wind magnitude and direction.
Accuracy of approximately 2 m/sec is avail-
able for each measurement. Altitude resolu-
tions of 5 km (two-way 3-dB points) are
available with current technology and may
be improved in the future. The principal
limitation is ground clutter, which requires
a narrow-beam (<0.3°) antenna.

The scanning technique produces a swath
with a width in excess of 2000 km. Avail-
ability of two-dimensional windfields would
provide a snapshot of the entire windfield of
a tropical-storm system such as a hurricane.
If the storm were at a higher latitude (20°),
two or more such snapshots spaced by 1.6 hr
would be obtained.

The instrument needed in an advanced sys-
tem would require an approximately para-
bolic 11-m antenna, a 1-kW peak-power
transmitter operating at G-band, a low-com-
pression coded waveform (1 MHz, time band-
width <100), and an onboard system that
processes reflectivity and mean Doppler
speed.

Available technology indicates that the
electrical equipment, exclusive of the solar
cells but including the antenna and signal
processor, might have a total weight of less
than 500 kg. Data reduction on board the
satellite would reduce the downlink average
data rate to 4xl05 (5-bit) samples/sec, even
with no data editing. On the ground, cor-
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rections for the satellite orbit and the attitude
errors would be inserted. Even with com-
munications delays, initial systems should be
able to achieve 24-hr timeliness, with future
systems achieving satellite sampling-time
timeliness by the use of geosynchronous satel-
lite communication systems.

The first priority is a thorough feasibility
study to determine optimum parameters.
Next, an experimental study should demon-
strate the measurement principles and carry
out the data reduction. Early experimental
models should then be tested on existing plat-
forms. The meteorological significance of
these preliminary results should be reas-
sessed ; and, finally, a full-scale system should
be planned and executed.

Geosynchronous Satellite

The geometry of a geosynchronous satellite
is shown in figure 4-21. Assuming a con-
vective precipitation cell at a great circle
distance L from nadir, the expected radar
echoes, if detectable, would probably have a
time/distance dependence similar to that
sketched in figure 4-21. The round-trip time
delay TO is approximately 0.25 sec, and the
ground return is expected to be significantly
higher than the return from precipitation.
However, at shorter wavelengths (i.e., 10
/xm), regions of precipitation could be masked
by cloud cover. If Tn<T0, where rn is the time
delay for ground echoes detected at 0° nadir
angle, no side lobes or main beam intersect
the Earth; and the distance L to which pre-
cipitation targets alone are detected to height
h (and delay rn) is given by the approximate
expression

L = (4-50)

This expression indicates, for example,
that if the measurement of vertical motion at
a constant 10-km height is required, clutter-
free observations can be made to distances
L of approximately 330 km from nadir. Al-
though a 700-km-diameter area may be suffi-
cient to observe motion along a particular

FIGURE 4-21.—Geometry of a satellite in a geosyn-
chronous orbit.

entire squall line (for h>10 km), it is too
small to cover the vast area over which squall
lines can form and would be restricted to
equatorial regions. A ground-based radar
can make observations over a diameter of
400 km; therefore, no great advantage in
area surveyed would be derived from the use
of a geostationary satellite radar for vertical
velocity measurements.

It must be noted that the distance L from
nadir, for which accurate vertical velocity
measurements can be made, is also limited
by the presence of the projection Vih of
velocity Vh on the radar radial direction. For
small nadir angle pK,

(4-51)

where L is in kilometers. The contribution
to radial velocity due to a 30-m/sec hori-
zontal motion, for example, is 1.6 m/sec at
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300 km from nadir. Therefore, to keep verti-
cal velocity contamination below 2 m/sec,
L must be less than 350 km, which limits
the area of surveillance of vertical wind to a
700-km-diameter circular region.

The solution involving the use of a satel-
lite in a high-altitude (36000 km) geosta-
tionary orbit requires the availability of an
extremely narrow beam. Because the radiat-
ing antenna size is limited, such a narrow
beam can only be obtained with a very short
wavelength. However, operation near verti-
cal incidence involves less strict range am-
biguity considerations, and wavelengths as
small as 1 cm may be used. For example, if
a 10-m dish, such as the one recently flown
with ATS-F, could be used at 1-cm wave-
lengths, a beamwidth of approximately 0.06°
with a beam footprint of approximately
45 km on the Earth surface would be ob-
tained. This resolution is much poorer than
the resolution (a few kilometers) provided by
infrared and visible sensors installed aboard
geostationary satellites such as ATS-3 and
GOES, but it could still provide information
on large-scale systems.

In addition, the use of such a short wave-
length will be associated with prohibitive ab-
sorption of the radar signals (approximately
10 dB/km two ways, for a 25-mm/hr pre-
cipitation), so that penetration of the storm
and quantitative observations would be
questionable.

It can be concluded that, even if radar an-
tennas (space qualified at 1-cm wavelength)
can ultimately reach a 10- to 20-m size, the
operation of 1-cm microwave radar aboard a
geostationary satellite will still be highly
questionable. The problem may be overcome
only by substituting a C02 laser-type system
operating at 10 /*m, which might offer a more
appropriate solution for geostationary satel-
lite operation. At least, this system meets the
resolution requirements, although coverage
is still restricted to equatorial regions.

Carbon Dioxide Pulsed CW Doppler Radar

The purpose of this section is to determine
whether mesoscale information can be de-

rived from a 10-̂ m Doppler radar in syn-
chronous orbit. In particular, an attempt is
made to answer the question, "Can organized
vertical motion of precipitating regions be
resolved?"

The objective is to determine the param-
eters required for a 10.6-^m radar to detect
and resolve the vertical velocity in a precipi-
tation cell 2 km in diameter. A quantum-
limited detector is assumed when the re-
ceiver noise power is (ref. 4-57)

where

(4-52)

= bandwidth = 0.7/TP (where TP is dwell
= 2A/i/c)

fc=Boltzmann constant, 1.38xlO-2:i J/K
?7= quantum efficiency of detector =80

percent
h,! = Planck constant, 6.6 x 10-31 J-sec

Substituting these values into equation
(4-52) yields

Pn= (2.484-0.414)

(4-53)

where A/I is in meters. The precipitation
backscatter cross section per unit volume <r,-
as compared with reflectivity factor Z is
plotted in figure 4-22 for A = 10.6 ^m. Trans-
mitted peak power in excess of 1 MW would
be required to detect a 30-dBZ precipitation
cell of 2-km diameter with a 2-km vertical
resolution, even if absorption is neglected.
Although detection of precipitation is im-
practical, clouds have scatter cross sections
that are orders of magnitude larger than
precipitation; hence, cloud boundaries may
be detected from geostationary altitudes.
Further work along this direction may be re-
quired if significant meteorological informa-
tion can be derived from cloud vertical veloci-
ties viewed over limited (several hundred
kilometers) equatorial regions.

Reducing the satellite orbiting altitude to
a lower value (e.g., 400 km) will result in
considerable sensitivity gain (40 dB) if the
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FIGURE 4-22.—Precipitation backscatter cross section
per unit volume ov compared with reflectivity fac-
tor Z for X = 10.6 pm.

other parameters are fixed. Therefore, thin
clouds of lower water content can be used as
tracers of air motion. Rensch and Long (ref.
4-58) made theoretical computations con-
cerning fog scattering and attenuation. The
authors show that, for A = 10.6 ^m and the
droplet radius for maximum number density
a,,, = 1 /*m, o-,: is approximately 3 x 10~7 nrymg
nr:f. Thus, for water clouds with water con-
tent of 10:i mg nr:i which is appropriate for
cumulus clouds, <re is 3 x 10-' m-1, which is an
order of magnitude larger than the return
from precipitation. This discussion does not
provide a comprehensive treatment, but it
does illustrate that the C02 Doppler laser has
definite advantages in sensitivity and resolu-
tion for measurements of cloud motion,
although it cannot penetrate thick cloud re-
gions. Furthermore, returns from particu-
late matter for satellite-borne lasers (A =

0.7 ftm) have been theoretically demonstrated
to be possible (ref. 4-59). Investigations
concerning C02 scatter cross section from
in situ atmospheric aerosols and the spatial
distribution and density of these aerosols
should be vigorously pursued to determine
the feasibility of clear-air detection of at-
mospheric motion from satellites. Although
the C02 laser will not penetrate heavy cloud
systems, the ability to detect and resolve
speed and location of cloud particles may
constitute an attractive alternative to a 6-cm
microwave system.

Absorption of 10.6-,u,m radiation by water
vapor for the entire atmosphere at normal
incidence is less than 2 dB (ref. 4-60). Ab-
sorption of C02 laser radiation due to atmos-
pheric airborne dioxide has also been com-
puted. The total two-way absorption is less
than 6 dB. Rain scatter and absorption losses
have been computed by Rensch and Long
(ref. 4-58), who have assumed a Gaussian
distribution of drop size fitted to the tabu-
lated size distribution of Laws and Parsons.
By far, the largest attenuation is associated
with propagation through cloud. Theoretical
computations on fog attenuation, assuming a
cloud droplet-size distribution of the form

(4-54)

(where C is a constant and a,,, is the droplet
radius for maximum number density), show
a 10.6-/iin total attenuation normalized to
liquid water density of approximately 1.5 x
1Q-1 dB/km/mg m~3 for mean drop radii be-
tween 20 and 10 /*m. Larger droplet diam-
eters produce decreasing attenuation for
constant water content. Liquid-water con-
centration in cumulus clouds may be several
g/m3, and thus the attenuation rate due to
cloud droplets may exceed 100 dB/km, over-
whelming the absorption due to precipitation
itself. The experiments of Chu and Hogg
(ref. 4-61). of C02 attenuation verified that
fog attenuates considerably more than rain-
drops.

Considering all the possible loss mecha-
nisms, it appears that a C02 laser will, at
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best, be able to measure only the motions of
cloud boundaries.

Doppler radar measurements at a 10-/iin
wavelength may be attractive for several rea-
sons. Calculation shows that detection of
cloud particles is feasible from an orbiting
satellite. Surveillance of larger areas of at-
mospheric motion than that achieved with
microwave radar may improve because
microwave radar is limited to detection of
precipitation regions. A 10-jnm-wavelength
Doppler radar has range and velocity infor-
mation contained in a single pulse of several
microseconds' duration, resulting in mean
velocity information being acquired at a rate
much faster than that possible with a micro-
wave system.

The measurement of cloud motion with a
C02 Doppler radar may have an advantage
over present techniques of mapping cloud
positions photographed from geostationary
satellites, because the radar can resolve cloud
height. Although the radar measures only
radial velocities, the measurement of air mo-
tion from two directions is possible so that
vector wind direction can be achieved. The
use of a C02 laser aboard a satellite^may have
an advantage over ground observations, be-
cause turbulence degradation of coherency
should not be as severe when looking at
clouds from above.

Vertical motion from geostationary satel-
lites appears to be limited to observations of
cloud tops. Vertical motion measurements
will be constrained by the location of the geo-
stationary satellite to regions near the
equator.

APPLICATIONS OF BISTATIC MICRO-
WAVE SYSTEMS TO ATMOSPHERIC

RESEARCH

An active microwave system is one that
incorporates both a transmitter and a re-
ceiver. In the situation most commonly con-
sidered, both the transmitter and receiver are
in the same place; they are often in the same
cabinet or in the same vehicle, or at least in
sufficient proximity to permit the same opera-
tors to attend to both devices. This arrange-

ment of equipment is called "monostatic."
When the microwave transmitter and re-
ceiver are distant from one another, the sys-
tem is termed "bistatic." The actual separa-
tion distance required to permit a choice
between these two descriptive terms has not
been agreed upon, but generally the bistatic
name is applied to any system for which the
analysis of the radar return requires con-
sideration of the separation.

Bistatic radar systems have been used very
effectively in applications as diverse as
planetary astronomy observations and lunar
surface soundings by orbiting spacecraft. It
is therefore very likely that the bistatic tech-
niques developed during the last decade will
be used to considerable advantage in future
active microwave applications.

The separation of transmitter from re-
ceiver often leads to inherent advantages,
and one of these advantages usually accounts
for the choice of a bistatic system in any
given application.

In some circumstances, one wishes to meas-
ure the behavior of microwave propagation
along a particular radio path. If the trans-
mitter, and receiver are at .opposite ends of
the path, the signal has to traverse the path
in only one direction, and the loss is only one-
way instead of two-way, as in the conven-
tional monostatic radar case. Therefore, for
path sounding, the bistatic approach may
lead to a much lower requirement for signal
strength and reception capability because of
the decrease in the total loss of the system.

When the transmitter and receiver are
close together, the receiver must be designed
so that it can operate with the interference
that inevitably results because of the presence
of the nearby transmitter. By separating
the transmitter and receiver, these prob-
lems are usually eliminated, or at least allevi-
ated. The result is that comparatively simple
modulations can be used; in fact, CW modula-
tion becomes practical, and other quasi-con-
tinuous modulations may also be readily ac-
commodated. This generally leads to a
simplification of the hardware and, therefore,
a decrease in cost, provided, of course, that
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the objective of the system can be met with
the bistatic configuration.

Many kinds of radio-wave scatterers do not
produce a large backscatter return, although
they may scatter a very large amount of
energy through small angles. If a microwave
transmitter is directed at such a body of
scatterers and the receiver shares the same
antenna, it will obtain a small return. A
similar receiver located behind the scatterers
and just off the transmitter-seatterer axis
would receive a relatively strong return. It
is sometimes possible to configure a bistatic
radar system to take advantage of this effect,
whereby small scattering angles lead to a
large radar cross section.

In some circumstances, it is helpful to have
a variable scattering angle to permit the
measurement of radar cross-section variation
with respect to the scattering angle. In the
case of the lunar bistatic scattering experi-
ment, the variation of the cross section with
respect to angle permitted an inference of
the Brewster angle, from which the dielectric
constant of the lunar surface could be de-
termined independently of the scattering
model adopted by the observer. The measure-
ment of the dielectric constant by direct re-
turn is comparatively inaccurate.

In some circumstances where the radio
path from transmitter to receiver is almost
straight and the signal is rather stable, the
polarization of the signal can be controlled;
therefore, its polarization changes can be ob-
served with a high degree of accuracy. This
may permit polarization analyses that would
be impractical with a monostatic system.

Strictly speaking, one-way transmission
experiments fall into the bistatic active mi-
crowave system category. Systems of this
type operating in the millimeter-wavelength
region are often the best suited for funda-
mental studies of the gaseous constituents of
the atmosphere and the forward-scattering
properties of hydrometeors. It is likely that,
in the area of transmission experiments, bi-
static techniques will be used for atmospheric
problems in the next few years. For many
meteorological and atmospheric physics stud-

ies, it is important to know the size, composi-
tion, shape, and orientation of hydrometeors.
The best experimental approach to determin-
ing these parameters is to transmit a known
polarization (linear or circular) from a satel-
lite to a ground antenna that is instrumented
to carry out a precise polarization analysis of
the scattered signal. Such studies are" of con-
siderable importance to theoretical modeling
of the scattering of microwaves by an assem-
bly of nonspherical hydrometeors. In addi-
tion to the obvious importance to atmospheric
physics, the results are of crucial importance
to advanced satellite communications work.

The rationale for current satellite commu-
nication experiments is the lack of available
channels in the frequency range below 10
GHz, where atmospheric effects are relatively
unimportant. Above 10 GHz, microwave ra-
diation interacts strongly with raindrops and
ice particles, and measurements of attenua-
tion and depolarization are planned or in
progress to characterize these interactions.
The goals of these experiments are primarily
to gather statistical data and advanced com-
munications technology, but meteorological
information can and should be gathered as
well.

After a series of investigations of 10- to
30-GHz attenuation and depolarization, theo-
retical models for propagation through rain
were developed for terrestrial paths. These
models involve the size and shape distribu-
tions of the raindrops and provide insight
into the relationship between these distribu-
tions and observed attenuation and depolari-
zation. The distributions generally accepted
for ground rainfall are of questionable valid-
ity at high altitudes. In addition, Earth-
satellite paths must penetrate the melting
layer, and little is known about the ice-par-
ticle size and shape distribution in this layer.
The planned propagation experiments will
provide new information concerning both of
these distributions.

An additional consideration is the possible
depolarization by ice crystals in cirrus clouds.
This effect may be important to meteorology.
The available information is insufficient to



I N76 11823
ACTIVE MICROWAVE SENSING OF THE ATMOSPHERE 337

support a quantitative prediction; but quali-
tatively, if the ice crystals show some degree
of alinement, it should be possible to calcu-
late their size and number by measuring their
depolarizing effects at two frequencies using
linear polarization. If ice-crystal orientation
is random, their effects in circular polariza-
tion may be a good indication of their number
and composition.

The high degree of stability of the back-
ground signal can be used to allow accurate
studies of gaseous atmospheric constituents.
The scintillations in the signal, if detectable,
would provide a clue to the observation of at-
mospheric turbulence. Heavy precipitation
should be detectable by this means if the sig-

nal is stable and well calibrated in amplitude.
The total water content could be determined
by observing and measuring signal absorp-
tion. It might be possible to measure the ver-
tical distribution of a constituent by taking
advantage of the pressure broadening of its
absorption lines, using a forward-propagated
signal at multiple wavelengths. One might
even sweep the transmitted signal frequency
across an absorption band to provide a com-
plete frequency sample of the shape of the
band of some particular molecule of interest.
By choosing different absorption bands that
are characteristic of different constituents,
one could measure the specific atmospheric
constituents individually.

PART B

ADDITIONAL APPLICATIONS AND RELATED TOPICS

THE MEASUREMENT OF SURFACE
PRESSURE FROM A SATELLITE

BY ACTIVE MICROWAVE TECHNIQUES

Although it is now possible to map the
temperature structure of the atmosphere
from satellites, pressure measurements are
still limited by the coverage of ground-based
instruments. More data are required from
wider areas as an input to long-period nu-
merical forecasts. Satellite methods for pres-
sure measurement should be investigated.
The following data requirements for a set of
global meteorological measurements suffi-
ciently accurate to provide initial conditions
for a numerical forecast up to 2 or 3 weeks
ahead have been specified by GARP (ref. 4-
62) :

1. Wind components: ± 3 m/sec
2. Temperature: ± 1 K
3. Pressure of reference level: ±0.3 per-

cent
4. Water vapor pressure: ± 100 N/m2

5. Time average interval: 2 hr
6. Horizontal space average: 100 km
7. Vertical space average: eight levels at

100000, 90000, 70000, 50000, 20000,
10 000, 5000, and 1000 N/m2, respectively.

Such a vast amount of data can possibly be
collected in the necessary time and at a
reasonable cost only by the use of remote-
sounding instruments on satellites. Although
a geostationary satellite provides the most
convenient platform for such closely spaced
observations, it has the disadvantage of being
at a very large distance (36 000 km), so that
the antenna size required to achieve an ac-
ceptable ground resolution or to intercept
sufficient energy of a return echo may be pro-
hibitive. Therefore, for the purpose of this
discussion, it is assumed that the instrument
is mounted on a satellite orbiting at approxi-
mately 1000 km.

An accuracy of ±0.3 percent in a pressure
measurement corresponds to a height change
of only 20 m, so that the height at which the
pressure is measured must be known to
within this value. This requirement renders
the measurement of the three-dimensional
pressure field very difficult. In principle, the
desired accuracy might be achieved by a ra-
dar or lidar technique, but any pressure-
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dependent contributions to atmospheric back-
scatter are so weak that measurement is im-
possible with reasonable source powers and
receiver apertures. This leaves only methods
that measure surface pressure. Of course, the
hydrostatic approximation, in conjunction
with the measured temperature field, will al-
low reconstruction of the entire pressure field
from the surface pressure, so that the restric-
tion is not serious.

It has been proposed that atmospheric pres-
sure could be deduced from measurements of
the optical length of a path through the at-
mosphere. In practice, the dispersion between
two different wavelengths must be measured.
Unfortunately, this effect is very small. In
the visible spectrum, dispersion can give a
time difference of approximately 5 x 10~10

sec, and calculations by Liebe (ref. 4-63)
give rather smaller times in the 5-mm 02

band. To measure pressure to 0.3 percent, the
time resolution must be approximately 1.5
xlO~12 sec. This is many orders of magni-
tude less than the equivalent length of a pulse
reflected from the ocean surface (waves of
5 m in depth are equivalent to a time differ-
ence of approximately 3 x 10~s sec). The only
practical method for achieving such resolu-
tions is to have separate transmitting and re-
ceiving stations on satellites, so spaced that
the path between them includes some of the
atmosphere. One would probably measure
the phase of a continuous signal rather than
timing the arrival of a pulse. Such a tech-
nique is not possible for reflection from the
ocean surface, because the roughness of the
surface renders the echo incoherent.

The most promising methods for surface-
pressure measurement depend on measuring
the intensity of energy reflected from the
surface both in an atmospheric absorption
band and at a nearby wavelength. The at-
tenuation of the light in the atmosphere by
Rayleigh scattering in clouds and the surface
reflectivity are slowly varying functions of
wavelength. Therefore, the ratio of the in-
tensities at the two wavelengths is a measure
of the atmospheric absorption due to the ab-
sorption band, from which the total amount

of gas in the atmosphere and, hence, the sur-
face pressure can be deduced.

The chosen absorption band must be due to
a major constituent (e.g., 02). Absorption
bands of variable minor constituents such as
water vapor or ozone must be avoided. Even
C02 is probably not sufficiently evenly mixed
for this purpose. Possible microwave 02
bands occur at 0.76 p.m and 5 mm.

Under favorable conditions, the absorption
will need to be measured to 1 part in 80 to
achieve the required accuracy of 300 N/m2 in
the surface pressure. (See the section en-
titled "Water Vapor.")

The Sun does not provide a suitable source
at either wavelength. At 0.76 /mi, under
broken-cloud conditions, a substantial amount
of sunlight is reflected back from the cloud
top and does not traverse the entire atmos-
phere. (This fact has been used to deter-x

mine cloud-top altitude.) An active, pulsed
source allows discrimination against such
cloud reflections. At 5 mm, the cloud reflec-
tivity is negligible; but the Sun reflected in
the rough ocean surface provides a signal
weaker than thermal emission from the
ocean and atmosphere, from which it cannot
be distinguished. An active manmade source
is then required. For the purpose of numeri-
cal estimates of minimum-required transmit-
ter power, reflection at normal incidence
from the ocean surface is considered. Rather
higher powers would be required for opera-
tion over a land surface or over the oceans at
nonnormal incidence.

At 0.76 /j.m, the most practical source is
probably a dye laser pumped by either a flash
lamp or a ruby laser. If a 1-J pulse (4xlO l S

photons) is assumed, the number of photons
returned into an entrance aperture of 30 cm
at a satellite height of 1000 km can be de-
duced from the ocean-surface reflectivity cal-
culated by Krishen (ref. 4-64). The fraction
returned is approximately 1.5 x 10~13 or 6 x 105

photons. If the atmospheric transmission is
0.37 and if a photomultiplier with a quantum
efficiency of 0.1 is used, the number of photo-
electrons will be 2 x 10V and the accuracy of
intensity measurement will be l/(2x!04)1/2
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= 1/140. This assumes (1) that reflected sun-
light can be reduced to a negligible amount
by filtering and using a narrow field of view,
and (2) that dark current in the photomulti-
plier is eliminated by cooling the tube, if
necessary.

The overall efficiency of the laser system is
unlikely to exceed 0.05 percent, so that 2000 J
of electrical energy would have to be stored
(400 pF at 3300 V). If a measurement is re-
quired every 10 sec, the power consumption
would be 200 W. In addition to this high
power consumption, the lifetime of the flash
tube (approximately 105 flashes) may present
a problem. However,.the method seems feasi-
ble in principle, but it compares poorly with
other methods discussed in this report.

This method has been previously investi-
gated by Singer (ref. 4-65). Singer con-
cludes that rather high power would be
needed, but his calculations are based on a
"gray" surface with albedo 0.1, which gives
a value of 3 x 10~15 for the fraction of power
returned compared with 1.5 x 1Q-13 from Kris-
hen's calculation (ref. 4-64) for an ocean re-
flectivity.

At a -frequency of 50 GHz, solid-state
sources can provide powers approaching 1-W
continuous wave (ref. 4-66), whereas vac-
uum devices can provide more if necessary.

The return signal from a 1-W transmitter
is calculated to be approximately 5 x 10-3 W
into a receiver aperture of 30-cm diameter.
(The reflectivity is higher in the microwave
region than in the visible region because of
the larger dielectric constant of water.) If
the receiver and blackbody source are at tem-
perature T, if the intermediate-frequency
bandwidth is A/, and if the time constant
after rectification is t, then noise-equivalent
power is 4kT(^f/t)^F, where k is the Boltz-
mann constant and F is the noise factor of
the receiver (approximately 10 in practice).
(The Rayleigh-Jeans' approximation for the
blackbody radiation function is applicable to
the microwave part of the spectrum.) As-
suming an intermediate-frequency band-
width of 30 MHz and assuming an integrat-
ing time constant of 1 sec, the SNR is 500:1,

which should be adequate for the present
purpose.

The 02 5-mm band is the most promising
for the proposed measurements; and, in the
next section, atmospheric transmission in
this region of the spectrum is considered in
detail.

Atmospheric Transmission and Ocean
Reflectivity in the Neighborhood of the

5-mm Oxygen Band

This section considers several factors that
will affect the received signal strength. At
normal incidence, the ocean reflection is pre-
dominantly specular if the surface structure
is large compared with the radiation wave-
length (ref. 4-64). Waves on the ocean sur-
face cause an angular spread in the reflected
radiation so that the proportion of the re-
flected energy intercepted by the receiver en-
trance aperture decreases as the wave ampli-
tude increases. From Krishen's results (ref.
4-64), values for the radar-scattering coeffi-
cient a° of 18 to 8 dB are obtained corre-
sponding to sea states induced by wind of 5 to
25 m/sec. The fraction of incident power re-
flected into the receiver Pr is approximately
related to a° by

(4-55)

where d is the aperture diameter and R is the
radar range. The values quoted in the intro-
duction of the section entitled "The Measure-
ment of Surface Pressure From a Satellite
by Active Microwave Techniques" correspond
to an intermediate value for windspeeds of
approximately 10 m/sec.

At normal incidence, there is only a slight
variation in backscattering cross section
with frequency due to dispersion in the di-
electric constant. Away from normal inci-
dence, the reflected power drops rapidly and
varies with the roughness of the surface on
a scale comparable with the wavelength, so
that rather different behavior is expected. It
is assumed that measurements are to be made
at or near normal incidence.

There will be some fluctuation of the inten-
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sity of the reflected power with time. To re-
duce the effects of those fluctuations, it is
necessary to average a number of independ-
ent measurements at each frequency and to
insure that the different frequencies are
measured close together in time.

Although the 5-mm 02 band has a compli-
cated structure caused by rotational transi-
tions between magnetic-line structure levels,
in the wings of the band the absorption can
be represented by a single Lorentz line. To
obtain the most sensitive measure of surface
pressure, it will be shown that the transmis-
sion on a double pass through the atmosphere
should be e'1. This occurs at a frequency of
about 50 GHz (the band center is at 60 GHz),
where the single-line approximation should
apply. The pressure and temperature depend-
ence are given in equation (4-56), where the
exponents have been chosen to match Liebe's
(ref. 4-63) results obtained by detailed, line-
by-line calculations:

k=- (4-56)

Here, k is the atmospheric absorption coeffi-
cient, C is a constant, p is the pressure, T is
the temperature, v is the frequency, vc is the
band center frequency, yc is the width of the
Lorentz line, and p0 and T0 are standard pres-
sure and temperature.

The transmission for a double pass through
the atmosphere is r = exp ( — A ) , where the

zenith absorption A
rx

= 2 k
Jo

dz and z is the ver-

tical coordinate.
The atmosphere is quite accurately in hy-

drostatic equilibrium so that

Pad dz=—dp (4—57)

where pa is the density and g is the accelera-
tion of gravity. This may be written

dz
Zo '

T_d£
T0 p (4-58)

where z0-(RT0)/(Mmg) (for the scale
height at temperature T0, and where R is the

gas constant and MM is the mean molecular
weight for the atmosphere). Hence

/

"" T rln
k^r^- (4-59)

Jo P

where pa is the ground pressure and fc is the
atmospheric attenuation coefficient.

Most of the absorption will occur in the
lower part of the atmosphere where the tem-
perature falls approximately linearly with
height. The dry adiabatic lapse rate is ob-
tained by considering the temperature T that
would be attained by a block of air if ex-
panded adiabatically from the ground pres-
sure pG and ground temperature TG to the
pressure p at a particular height.

T=( (4-60)

where q= (y,.-l)/y,=«0.3 and y,- = Cp/Cv is the
ratio of specific heats for air.

If p/pG^e-'/*« is substituted into equation
(4-60) and the exponent is expanded, then

(4-61)

Lapse rates other than dry adiabatic may be
described by changing the value of q. Equa-
tion (4-59) may be evaluated by making use
of equations (4-56) and (4-60) for T, such
that

2az0

A =
x + q(y+l)

/P \/T \v+1

ww
,-v2

Vc

(4-62)

If detector noise is the limiting factor, the
frequency of operation should be chosen to
give maximum transmission variation with
changes in ground pressure. This maximum
occurs when A = 1 at a frequency of 51 GHz,
where x = 2 and y=— 2.6 (figs. 4-23 and 4-
24). If the received signal is s, the sensitiv-
ity to variations in pa, Ta, and q is given by

As

(4-63)

If the surface pressure is required to an ac-
curacy of 300 N/m2, (AS)/S is equal to ±0.6
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FIGURE 4-23.—Dependence of absorption coefficient
on ground pressure and temperature.

percent and TG must be known to ±0.4 per-
cent or 1 K and q to ±0.006 (lapse rate of
±0.25deg/km).

This simple model is intended only to give
an appreciation of the way the atmospheric

10. Oc

Possible set of operating
frequencies
i i i

10 20 30 40 50 60 70 80 90 DO
Frequency, GHz

FIGURE 4—24.—Atmospheric O» and water vapor ab-
sorption.

transmission depends on ground pressure and
atmospheric temperatures. In practice, cor-
rections for possible temperature variations
would have to be applied through a more
precise model and through the pressure cali-
bration obtained from passes over ground
stations where surface pressure is accurately
known.

It has been shown that in the wings of the
5-mm (X band, the absorption coefficient for
the two-way pass through the atmosphere
should vary as pG-TG-ie, so that quite accu-
rate values for surface temperature are
needed if surface pressure is to be deduced.
The exponents of pressure and temperature
as functions of frequency are plotted in fig-
ure 4-23. These detailed, line-by-line calcula-
tions were based on a standard atmosphere
with a constant lapse rate, maintained in
hydrostatic equilibrium as ground tempera-
ture is changed (fig. 4-25). Notice that at a
frequency of 52.5 GHz, the atmospheric
transmission becomes largely independent of
temperature. This is further emphasized in
figure 4-26, which shows the variations in
ground temperature and in lapse rate that
produce a change in atmospheric transmis-
sion equivalent to" a 300-N/m-' change in sur-
face pressure. The transmission of the two-
way pass through the atmosphere at 52.5
GHz is approximately 0.12; therefore, it is
still quite feasible to operate an instrument

50 r

200 220 230 240 250 260 270 280 290 300
Temperature, K

FIGURE 4-25.—Standard atmosphere and variation in
Tc and lapse rate used in figure 4-23. (Variation
exaggerated by a factor of 10.)
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FIGURE 4-26.—Change in ground temperature and
lapse rate to give atmospheric transmission change
equal to 300-N/nv change in ground pressure.

at this frequency, even though this transmis-
sion is less than the optimum transmission
for maximum sensitivity to surface pressure.

In fact, there are some advantages in mov-
ing farther into the absorption band. Al-
though the absolute change in signal for a
given pressure change is greater at an atmos-
pheric transmission of er1, the fractional
change increases with the absorption. At an
overall transmission of 0.12, the signal needs
only to be measured to a precision of 1 part
in 80 for a 0.3-percent accuracy in pressure,
compared with 1 part in 150 at transmission
er1. The corrections for water-vapor absorp-
tion, cloud transmission, etc., then need be
less accurate.

In table 4—VII, s is the received signal, s0
is the signal that would be received in the ab-
sence of atmospheric absorption, and As is

the change in s for a change Ap0 in surface
pressure pa.

Water-vapor absorption must be considered
for the following reasons:

1. Water-vapor partial pressure makes a
significant contribution to surface pressure
(up to 500 to 800 N/m2).

2. Water-vapor absorption occurs at 50
GHz and must be allowed for, even if the in-
terest is only evaluation of the 02 absorption.
Also, the presence of water vapor affects the
middle of the 02 lines and hence the 02 ab-
sorption coefficient itself.

The first effect is quite small because of the
total required accuracy of 300 N/m2, and the
water-vapor content could probably be esti-
mated accurately enough without measure-
ment.

The absorption caused by water vapor
around 50 GHz is a slowly varying function
of the absorption coefficient, being propor-
tional to if, and could be included in the in-
terpretation of cloud transmissivity and
ocean reflectivity so that the amount of water
vapor need not be known. The effect of
changes in the width of the 02 line caused by
the presence of water vapor is small, but fur-
ther calculations are necessary to determine
whether a measurement of the water-vapor
content would be required.

If such a measurement proved necessary,
an instrument similar to the surface-pres-
sure sounder could be built, operating over
the 22-GHz water-vapor absorption band for
example. Much lower precision would be
needed for this measurement of the total
water vapor.

Benoit (ref. 4-67) gives the following ex-
pression for the absorption coefficient of
clouds in this region of the spectrum:

TABLE 4-VII.—Attenuation at 2 Frequencies for a Double-Pass
Atmospheric Transmission

Frequency,
GHz

51.0
52.5

Atmospheric transmission
(double-pass)

e-1

0.12

Relative signal change
(4s) /s

— 2(AjJe)/jDe
— S.7 (&po) /j)o

Absolute signal change
As

— 0.74so(Apo)/pe
— A5s0(±po) /pa
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a=pcV"ea (4-64)

where pc is the density of water in cloud in
g/m3, v is the frequency, b is equal to 1.95 for
a water cloud and 1.006 for ice, and the
constant a depends on temperature. For
water, a=6.866 (1 + 0.6045T) ; for ice, a=
-8.261 [1 -(1.767X 10-2 T) - (4.374X1Q-1

T2)], where T is in degrees Celsius. For the
present purpose, it is sufficient to note that to
remove the effects of cloud from the measure-
ments, it will be necessary to allow for an ab-
sorption with components varying approxi-
mately as v and as v2, in addition to the clear
atmospheric absorption.

Although no detailed study has been made
of attenuation caused by rain, it will be a
smooth function of frequency, which can be
allowed for by a polynomial similar to the
cloud case over the range of frequencies of
interest.

Proposed Instrument Concepts

The measurement of atmospheric transmis-
sion cannot be made absolutely, because the
ocean-surface reflectivity and land transmis-
sivity are unknown. In addition, such abso-
lute measurements are technically extremely
difficult because of variation in transmitter
power and receiver sensitivity. The basic
measurement will be the ratio of signal
strengths at one or more pairs of frequen-
cies sufficiently well separated so that the 02

absorption differs substantially (i.e., the fre-
quency separation must be approximately the
width of the band, which is about 4.5 GHz).
One pair of frequencies would suffice if cloud
transmission and ocean-surface reflectivity
were independent of frequency. Two pairs
would be needed to allow a linear variation in
these quantities with frequency.

The main difficulty in the design of the
hardware is to devise a system architecture
that provides equal transmitter power and
receiver gain at both frequencies, because
calibration to the required accuracy is prob-
ably beyond the state of the art. A possible
approach is shown in figure 4-27. The trans-
mitter chain consists of the output of an os-

cillator tuned at the mean frequency /„ mixed
with the output of a CW oscillator at half the
difference frequency /„ followed by a power
amplifier. The sum and difference frequency
outputs from the mixer are equal in ampli-
tude, and the amplifier-antenna chain should
have equal gain at the two frequencies. The
receiver consists of a local oscillator at fre-
quency /O + A/, slightly offset from the mean
frequency so that, at the output of the first
mixer, the two frequencies /0 + A and /„ — /,
give rise to closely spaced components /t ± A/.
These are reduced in frequency by a second
mixer and passed through a common inter-
mediate-frequency amplifier before being
separated by filters, detected, and compared.
Because the intermediate-frequency amplifier
is common to both frequencies, gain drifts do
not affect the final ratio.

Although the prime measurement will be
relatively independent of temperature, it will
be necessary to make some temperature
corrections. The necessary temperature accu-
racy will be obtained as a result of more de-
tailed calculations, but temperature will cer-
tainly not be required to an accuracy smaller
than ± 1 K; probably much less accurate val-
ues will suffice. (See the section entitled "At-
mospheric Transmission and Ocean Reflectiv-
ity in the Neighborhood of the 5-mm Oxygen
Band.") Probably the most convenient source
of such information would be a passive tem-
perature sounder mounted on the same satel-
lite. If such an instrument were available, it
would be worth considering in some detail
how the information from active and passive
measurements might be combined to the
benefit of both.

So far, the system has been described as a
CW system making an overall transmission
measurement. Some modulation will be nec-
essary to distinguish the signal from thermal
emission and to insure that the transmitter
does not operate during reception of the echo.
This transmission measurement could be af-
fected by backscatter in the atmosphere from
clouds and rain. Although the backscatter
from clouds is probably negligible, backscat-
ter from rain is possibly a significant factor.
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FIGURE 4-27.—Block diagram of possible transmitter and receiver configuration to 'ob-
tain an accurate ratio of intensities at two frequencies.

Backscatter could be allowed for either source
by estimating a correction or, instrumentally,
by using a pulsed or coded source so that the
surface echo may be distinguished by its time
of travel.

Because the ocean reflectivity changes so
rapidly as one scans away from normal inci-
dence, unless a large increase in transmitter
power or antenna size can be tolerated, the
instrument will have to look vertically down-
ward. This imposes a restriction on the
ground coverage that can be achieved with a
single satellite. A small scan of a few degrees
might be accommodated; it would allow the

pressure gradient and hence the geostrophic
wind to be deduced. Larger transmitter pow-
ers and/or antenna sizes would also allow op-
eration over land.

Summary

An active microwave sounder operating in
the 5-mm 02 absorption band and mounted
on an Earth-orbiting satellite has been pro-
posed as a means for the remote measurement
of atmospheric surface pressure. At 52.5
GHz, the 02 absorption has been shown to be
largely independent of the temperature struc-
ture of the atmosphere, but depends strongly
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on the surface pressure. A measure of the
absolute transmissivity of the atmosphere at
this frequency allows surface pressure to be
deduced. Such a measurement can be made
by reflecting a signal from a satellite trans-
mitter off the ocean surface. Measurements
at nearby frequencies allow the effects of
varying ocean-surface reflectivity, clouds,
and water vapor to be included.

The total water-vapor content of the atmos-
phere may also be measured by a similar in-
strument operating near the 22-GHz water-
vapor absorption line.

METEOROLOGICAL APPLICATION
OF SURFACE WINDS OVER OCEANS

The atmosphere panel noted with great in-
terest the proposals for remote sensing of sea
state with active microwave systems, espe-
cially the suggestions that wind direction, as
well as windspeed at the surface, can be in-
ferred. Surface wind information, if used in
conjunction with a variational analysis
scheme (such as that proposed by Y. Sasaki
(ref. 4-68)), can greatly improve the initial
analysis on which operational weather fore-
casts are based. Other applications include
improved prediction of hurricanes and storm
surges, and improved understanding of at-
mospheric processes.

This section is a review of (1) the capabili-
ties that have already been demonstrated for
inferring the surface wind from sea-state
backscatter, (2) the unique advantages of de-
termining surface winds in this way, and
(3) the several NASA meteorological pro-
gram objectives into which such wind deter-
minations will fit. Finally, an estimate will
be made of the meteorological benefits that
would accrue from implementing a program
to infer sea-surface winds from satellites.

Inference of Surface Wind
From Backscatter

Earlier chapters of this report include re-
views of previous experimental work relating
radar backscatter to the windspeed and direc-
tions over the ocean. These are discussed spe-

cifically in chapter 3 in the section entitled
"Large-Scale Phenomena." In summary, an
empirical functional relationship between
windspeed and radar cross section has been
found. A smaller but significant dependence
was also found between scattering cross sec-
tion and the orientation of the wind. The re-
sults suggest that a four-beam array similar
to an aircraft Doppler navigation system
(but measuring backscattered power instead
of Doppler shifts) could provide sufficient in-
formation to determine both windspeed and
wind direction at the ocean surface. The sig-
nal disappears when the winds are nearly
calm because of a lack of short-wavelength
ocean waves. However, the absence of signal
is a definite indication of light or calm winds.
In very light winds, there is minimal interest
in wind direction.

Meteorological Program Requirements
for Winds Over Oceans From Satellite

Microwave Systems

Over the oceans, surface windspeed alone
can be inferred radiometrically, but determi-
nation of wind direction requires an active
system. The determination of wind vector by
Doppler techniques using the signal returned
from precipitation particles (see the section
entitled "Satellite-Borne Radar With Dop-
pler Capability") is another possible means
of determining winds with microwave sys-
tems. However, sufficiently large precipita-
tion particles occupy only a small fraction of
the atmosphere at any one time. Determin-
ing winds from sea-state condition is the only
possible method, other than cloud motion, to
obtain wind information from the nonpre-
cipitating regions of the atmosphere.

Wind-velocity vectors inferred from the ra-
dar sea cross section can be considered as
surface wind without ambiguity. In contrast,
there can be considerable height uncertainty
when winds are derived from cloud motions.
For example, cloud elements are not truly
conservative; and, therefore, pattern recog-
nition schemes for tracking clouds are some-
what indefinite. Furthermore, it is not
possible to be very accurate concerning the
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infrared radiating temperature of cloud tops
unless the cloud layer is a thick overcast. If
tall cumulus towers are tracked, there is no
unique way of knowing at what level the
winds match the cloud motion.

There is a unique complementarity between
winds determined from Doppler measure-
ment of precipitation particles and winds in-
ferred from sea state. This complementarity
occurs because the same clutter that is essen-
tial for the operation of the Doppler tech-
nique would distort the backscatter signature
from the sea surface. Thus, each technique
works best when the other works least.

Three of the NASA meteorology program
objectives would be served by having surface
winds over ocean areas derived from wave
backscatter. The first of these is weather
prediction. A continuing objective in support
of weather prediction is to develop the tech-
nology for determining the vertical structure
of the atmosphere as an input into numerical
prediction models. It has been shown re-
cently (ref. 4-69) that knowing the vertical
structure of the state variables (pressure,
temperature, and composition) and the ap-
proximate time and space derivatives of these
variables does not constitute sufficient infor-
mation to update a numerical prediction
model of the type used by most of the major
weather centers. The measurement of the
wind at one level within the atmosphere is
also required. The determination of near-
surface winds meets this requirement. Thus,
a satellite with a payload similar to that
planned for SEASAT-A could continuously
provide the data set required to update nu-
merical prediction models.

An additional application in support of nu-
merical weather predictions would be an ap-
proximate extension to better coverage of the
pressure-measuring scheme proposed in the
section of this chapter entitled "The Measure-
ment of Surface Pressure From a Satellite by
Active Microwave Techniques." However,
this measurement scheme would be consider-
ably less sensitive at angles differing much
from vertical incidence. Using the derived
surface winds together with the geostrophic

relationship would allow approximate recon-
struction of the pressure gradient and thus
the complete surface-pressure field. The ap-
plication would require the observation of
sea backscatter at several angles of incidence
to obtain the wind measurement in the vicin-
ity of the subpoint where the pressure meas-
urements are made.

Operational numerical prediction models of
the mid-1970's do not attempt to use wind
data for the initial analysis. Instead, only
pressures (or the height of constant pressure
surfaces) are used to generate the assumed
initial condition windspeeds. However, it is
likely that, by the time an active microwave
surface wind system is flown, the numerical
prediction models may derive the initial con-
dition windspeeds through a procedure such
as Sasaki's (ref. 4-68) variational analysis
scheme, which can use wind information as
well as pressure information. A significant
portion of the present error in weather pre-
dictions for more than 24 hr ahead can be
attributed to an imperfect initial state of
the numerical models. Any improvement of
the fidelity of the initial conditions will cer-
tainly increase the accuracy of synoptic-scale
weather forecasts in the realm of 2 to 6 days.

The second meteorology program objective
served by the measurement of winds over the
oceans is weather danger and disaster warn-
ing. Specifically, the winds surrounding hur-
ricanes or typhoons can be measured. Em-
pirical techniques are available for estimating
maximum winds near the storm center from
the character and diameter of the central,
dense, cirrus overcast as viewed in visual
wavelengths by satellite sensors. However,
the primary consideration for public warn-
ing would be the distance that gale- or hurri-
cane-force winds extend outward from the
center; this distance is not uniquely deter-
mined by the maximum wind. The microwave
system flown on Skylab 1 (experiment S193)
successfully mapped a major section of the
surface windfield of Hurricane Ava on June
5, 1973, in the eastern Pacific. Even if the
windfield were measured only every 12 hr,
such a measurement would supply a major
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piece of warning information that is now
missing (unless ships or aircraft are in the
vicinity of the storm). In a prediction con-
text, low-level wind data are most vital. For
instance, measurement of winds in the lowest
levels of a hurricane have had more value
in modeling hurricane strength than winds
measured higher in the storm (ref. 4—32).

Finally, the measurement of surface winds
over the tropical oceans is necessary for a
better understanding of tropical dynamic
processes on scales between the single cumu-
lus scale and the planetary scale. It is be-
lieved that a major factor in the development
of cumulus clusters is the presence of large-
scale divergence in the upper troposphere. It
is normally assumed that there must be com-
pensating convergence near the surface, but
the low-level convergence has not been di-
rectly observed (because of a lack of suitably
spaced wind measurements). The use of
satellite-derived winds from wave backscat-
ter offers the first opportunity to directly
measure the low-level convergence.

Anticipated Results

Predicting the weather itself is more accu-
rate than predicting improvements in fore-
casting models. However, a modest statement
of anticipated results can be offered. Assum-
ing the existence of an operational satellite
family based on SEASAT-A technology, one
could expect, by the early 1980's, to see an
improvement resulting from the greater den-
sity of data over ocean areas. The improve-
ment in forecasting will be most notable in
the range of 3 to 6 days. It may then be pos-
sible to predict the general nature of the
weather 4 or 5 days ahead with the same skill
that meteorologists now have in forecasting
2 days ahead. A definite improvement in 1- to
2-day forecasts on the west coast should also
be expected.

In the area of hurricane warning, it should
be possible, a few years after SEASAT, to see
definite improvements in the prediction of
storm surges and the location of destructive
winds once the storm is close enough for hur-
ricane warnings. It is not possible to know

at this time how much improvement might be
expected in the form of reduced "watch"
areas by better long-term prediction of a hur-
ricane's path.

One can look forward to a considerably im-
proved understanding of dynamic-scale inter-
action in the Tropics. This understanding
(leading to better parametrization of the
role of cumulus-scale clouds in the Tropics),
when combined with the global capability to
update numerical prediction models, will also
lead to improved weather forecasts, espe-
cially in the range of 3 to 6 days ahead.

METEOROLOGICAL APPLICATIONS
FOR SEA-ICE MAPPING

IN POLAR REGIONS

The Earth-atmosphere system constitutes
a large (and inefficient) heat engine. The
Tropics can be considered the "fire box" of
the engine, absorbing an excess of incident
solar radiation compared to the long-wave ra-
diation lost to space. The polar regions, how-
ever, lose more radiation to space than they
receive from the Sun. The resultant merid-
ional gradient of net (absorbed solar minus
emitted long-wave) radiation ultimately re-
sults in the energy that drives the atmos-
pheric and oceanic circulations.

Important factors governing the radiation
lost to space in the polar regions (and, hence,
the meridional gradient of the net radiation,
which affects the energetics of the atmos-
pheric circulation, in turn affecting weather
and climate) are the interactions among air,
ice, and water in the polar regions. For ex-
ample, the flux of heat from the polar sea
surface to the atmosphere can be as much as
three orders of magnitude greater from open
water than from ice cover.

The ESMR flown on Nimbus 5 in Decem-
ber 1972 has already provided much new
knowledge concerning the gross characteris-
tics of sea-ice morphology and dynamics. This
instrument operates at a frequency of 19.35
GHz (A = 1.55 cm) and has a spatial resolu-
tion of approximately 30 km. A similar in-
strument is scheduled to fly on Nimbus-F late
in 1975.
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Chapter 3 of this report discusses the addi-
tional requirement for high-resolution se-
quential imagery of selected areas to test
existing and developing models for sea-ice
dynamics and the energy exchange in the ice-
water-atmosphere system. The type of in-
strument suggested by the ocean panel as
being most suitable for these investigations
is an SAR. The atmosphere panel endorses
this recommendation by the ocean panel as
one of interdisciplinary interest between the
oceanic and atmospheric scientists.

MOLECULAR TRANSFER
CHARACTERISTICS OF AIR BETWEEN

10 AND 150 GHz

Applications are dependent upon the abil-
ity to describe the somewhat complicated in-
teraction between microwave energy and the
molecules that comprise the atmosphere. The
complete body of experimental evidence on a
one-way attenuation through the total atmos-
phere, summarized in figure 4-28, is some-
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FIGURE 4-28. — Measured clear-sky zenith atmos-
pheric attenuation in the range of 10 to 150 GHz
(ref. 4-70).

what inconclusive. Its origin in molecular
water vapor and 02 absorption is well known;
however, analytical schemes are needed to es-
tablish (by accurate correlations to meteoro-
logical variables) the utility of a particular
remote-sensing method.

The transfer properties of the total atmos-
phere are estimated from homogeneous gas
conditions using numerical integration for
modeled vertical pressure and temperature
profiles. The H20 and 02 spectra for the ho-
mogeneous gas are discussed in the sections
entitled "Water Vapor" and "Air" concern-
ing their variability with frequency v, dry air
pressure p, water vapor pressure pw, and tem-
perature T as it occurs over the altitude range
of h = 0 to 90 km. Such a description of elec-
tromagnetic medium properties is, of course,
fundamental to all active microwave remote-
sensing schemes.

An emergent microwave signal is affected
in amplitude, phase, and direction (refractive
bending) by the intervening atmosphere; and
the interaction can be a strong function of
frequency. In addition, under special circum-
stances (02-microwave-spectrum (02-MS)
Zeeman effect when fe>45 km), a dependence
on polarization and orientation can occur.
Such behavior lends itself to active remote-
sensing applications of atmospheric condi-
tions, because the H2O and 02 resonance
spectra are uniquely related to water vapor
contents and to the dry airmass.

Gaseous transfer characteristics are ex-
pressed for homogeneous conditions in terms
of attenuation coefficient k (in dB/km) and
phase dispersion A0 (in rad/km) by

and
(4-65)

(4-66)

where v is the microwave frequency in GHz,
and N'a and N'^ are molecular extinction
spectra of dry air (02 and ozone (03)) and
of water vapor (H20 and H2OOH2), and Nd
and Nw are the corresponding dispersion
spectra, all in units of ppm.

Cumulative transfer characteristics are
evaluated by
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(4-67)

where A is zenith attenuation in decibels, AT
is zenith dispersion in radians, dl is an incre-
ment of the ray path, hi is the initial altitude,
and hf is the final altitude where k(l) and
A0(i) are essentially zero (hf is approxi-
mately 90 km for 02 and approximately 25 km
forH20).

Water Vapor

Two rotational lines of the H20 spectrum
are centered at 22 and 183 GHz. The resonant
part caused by these lines is evaluated by
equations (4-65) and (4-66) using

(4-68)

where F is the pressure-broadened line, and
the line strength S is given by

(4-69)
and for the intensity distribution of strongly
air-broadened H20 lines one assumes the
shape

17! I
f a —-

2v0(»'o2->'2)

(4-70)

where the linewidth -/, is given by

'300V

(4-71)

The line parameters given in table 4-VIII
are at T = 300 K (rel 4-71).

The line spectrum of H20 is not sufficient
to account for water-vapor microwave at-
tenuation away from the two line centers. A
residual attenuation exists that can be postu-
lated to consist of two parts: (1) the low-
frequency wings of all H2O rotational lines
above 200 GHz, and (2) the microwave
spectrum of a water vapor dimer H2OOH2.

The residual H20 (monomer) attenuation
can be estimated by

*4 x 10-3 3 0 0 -

(4-72)

where kM is in dB/km, pK is in torr, v is in
gigahertz, and T is in kelvin (e.g., when
p,c = l torr, T = 280 K, and i/=60 GHz, then
fcj/^SxlO-3 dB/km).

The theory of a dimer attenuation kD was
treated in detail by Poon (ref. 4-72). The
theoretical findings between 10 and 100 GHz
can be roughly expressed by

(4-73)

(e.g., when p,,=W torr, T = 280 K, and v=60
GHz, then fcD««65 x 10-3 dB/km) . Sketchy ex-
perimental evidence exists to somewhat sup-
port equations (4-72) and (4—73) ; however,
much more experimental data need to be

TABLE 4-VIII.—Line Spectrum Parameters at T = 300 K for HoO at 22 and 183 GHz

Label

Center frequency vn, GHz
Strength parameter S", Hz/torr ...
Temperature exponent w, units . . . .
Width (H20) 7°, MHz/torr
Broadening effect (air) ma, units

Individual lines of the H

1

22.23515
' 13.9

2.14
• 18.0

.209

0 microwave spectrum

2

183.31012
° 322.0

.653
• 19
.21

' Unit of measurement fixed by the related equation.
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gathered at different frequencies, tempera-
tures, and close-to-saturation pressures.

The resonance dispersion &NW offers a con-
cept to measure the variability of atmos-
pheric water vapor. The differential phase
delay between two phase-coherent signals
with frequencies on either side of the mo-
lecular resonance is a measure of the total
amount of water vapor along the path. Such
dual-frequency signals could be transmitted
from a geostationary satellite and received
by many ground stations. The technique has
been investigated for line-of-sight ground-
level paths (refs. 4-73 and 4-74). The inte-
grated resonance dispersion for a vertical
(zenith) path (fig. 4-29) provides some
quantitative data. The calculation was based
on equations (4-66), (4-67) (where AL=
&.Tc/2m>), and (4-68) to 4-71). For the
frequency pair 25.2 and 19.2 GHz, one ob-
tains a phase change of 0.41° (0.015 mm/
torr), which is sufficiently linear with each
torr of ground-level water-vapor pressure.

-.15. 21 23 25
Frequency, GHz

27 29 30

FIGURE 4-29.—Integrated resonance dispersion due
to 22-GHz water-vapor line for vertical path
through model atmosphere; jj,» is water-vapor
pressure at ground level (ref. 4-71). The model
atmosphere was p,,=760 torr, T«—290 K, and p,,
= 1 to 20 torr for ground-level conditions; expo-
nential water-vapor distribution with 2.5-km scale
height; T-T—6.5/1 (km) and p^p^T/T,,)'"™ for
h < 10 km; T = 225 K andp = 155 exp(—0.015) for
h > 10 km.

The much stronger 183-GHz line, for a signal
pair 187 and 179 GHz, yields a differential
phase delay of approximately 50° per torr of
ground-level water vapor; but it is associated
with higher attenuation (approximately
15 dB).

Air

For all atmospheric transmission problems,
it is sufficient to consider i less than or equal
to 44 individual lines of the 02-MS. Of these,
43 lines are centered around 60 GHz and 1
line at 119 GHz. Propagation parameters are
evaluated using the following expressions for
equations (4-65) and (4-66) :

(4-74)

where AT^' and ANrf are in ppm.
Each line strength is given in air by

S, = 0.2090-^p [S>(T)], (4-75)

where St is in hertz and the temperature
function (relative to r0 = 300 K) is

- 6.895 xlO-3

(4-76)

where TV is a quantum number.
Each pressure-broadened (p«l to 800

torr) line is described by the Lorentzian
shape

F' = -

77V/r =

(4-77)

where z=(v j—v) /y , t is a dimensionless fre-
quency.

The pressure-broadened linewidth (in
megahertz) is
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(Q0fl\ 0.8

TT)
where ma = 0.93 and m«, = 1.25 are the
broadening efficiencies in air and water

300 vapor, respectively, and £ (approximately
T~ Pw equal to 0.0016 MHz/torr2) is an empirical

(4-78) overlap coefficient (ref. 4-63). Table 4-IX

TABLE 4-IX.—Spectroscopic Parameters of O2 Microwave Line Spectrum

0=
line

1

5

10

15

20. .

25. ..

30

35

40

44

Center frequency
»o, GHz

48.942 4
49.451 4
49.961 8
50.473 6
50.987 3
51.503 02
52.021 17
52.542 23
53.066 80
53.595 68
54.129 96
54.671 145 (20)
55.221 372 (20)
55.783 819 (20)
56.264778 (10)
56.363 393 (20)
56.986 180 (20)
57.612 49
58.323 885 (10)
58.446 580 (10)
59.164 215 (10)
59.590 978 (10)
60.306 044 (10)
60.434 776 (10)
61.150565 (5)
61.800 169 (10)
62.411 223 (10)
62.486255 (10)
62.998 00
63.568 520 (10)
64.127 777 (20)
64.678 92
65.224 120 (20)
65.764744 (20)
66.302 06
66.836 77
67.369 51
67.900 73
68.430 8
68.960 1
69.488 7
70.016 9
70.544 9

118.759343 (10)

Quantum number N

+

1*

3*

5*

T
9*

11+

13*

15*
17*
19*
21*
23*
25*
27*
29*
31*
33*
35*
37*
39*
41*
43*

—

43-
41-
39-
37-
35-
33-
31-
29-
27-
25-
23-
21-
19-
17-

15-
13-
11-
9-

7-

5-

3-

1-

Strength S°,
Hz/torr°

0.000 024
.000 073
.000 216
.000 598
.001 564
.003 860
.008 985
.019 707
.040 717
.079 186 .
.144 84
.248 87
.401 19
.605 61
.348 69
.853 87

1.1204
1.359 5
1.515 0

.925 05
1.526 3
1.341 0
1.348 7
1.562 6
1.589 9
1.458 8
1.227 2
.963 36
.954 01
.689 76
.465 60
.294 21
.174 37
.097 074
.050 820
.025 041
.011 621
.005 083
.002 096
.000 815
.000 299
.000 104
.000 034
.597 25

Width 7°,
MHz/torr °

1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
2.26
1.79
1.79
1.79
1.79
1.89
1.79
1.81
1.81
1.79
1.79
1.79
1.79
1.89
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
2.10

Remarks

\ Doublet
J 98.62

\ Doublet
J 122.72

T Doublet
J 128.74

\ Doublet
J 75.03

Isolated line

• Relative to r0=300 K.
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lists the parameters for 44 lines labeled by
line number or the quantum number N'
(where i-0 is center frequency, S° is strength,
and y° is width).

Transfer properties of homogeneous dry
air.—The clean, dry atmosphere sustains a
constant mixing ratio up to h<8Q km for all
gases that might have a measurable influence
on microwave transfer properties. An ex-
ception is ozone. The stronger lines of ozone
in the microwave part of the spectrum are
listed in table 4-X. A maximum zenith at-
tenuation between 0.16 and 0.75 dB to ground
level and a half-linewidth of approximately
30 MHz for an observation platform at h =
12 km gives these lines some potential for the
remote sensing of the atmospheric ozone
content (refs. 4-75 and 4-76). However, the
much stronger effects as a result of 02 shall
be emphasized here. Attenuation (eq.
(4-65)) and dispersion (eq. (4-66)) related
to the atmospheric 02-MS are calculated using
equations (4-74) to (4-78). The dependences
on temperature and pressure follow from
equations (4-75), (4-76), and (4-78). Re-
sults can be categorized as continuum, line,
double-line (doublet), and line-Zeeman spec-
tra in terms of altitude h increases.

1. Altitude fo<10 km: All lines, except one
at 119 GHz, are merged into a continuum
spectrum under the influence of pressure
broadening. Nonlinear (with respect to pres-
sure) overlap effects are taken into account

400 600
Pressure, torr

FIGURE 4-30.—Pressure profiles of the 02 microwave
continuum spectrum between 51 and 61 GHz at T
= 300 K. For dry air, multiply vertical scales (k
and AN) by the factor 0.225. Simulated altitude
range h <= 0 to 20 km.

TABLE 4-X.—Stronger Spectral Lines of Ozone in the 10- to 150-GHz
Frequency Band a

Center frequency, GHz

96.2288 . .
101.7368
110.835
124.086
125.389
136.883
142.172. .

Maximum absorption
of pure gas, dB/km b

426
803

1230
1750
1030
300

2330

Zenith absorption
(maximum), dB°

0.16
3
.4
.5

75

" Data from refs. 4-75 and 4-76.
6 Relative to r0=300 K.
"Calculated for U.S. Standard Atmosphere (1962) (ref. 4-77) and daytime ozone

distribution (maximum of 5xlO la molecules/cm3 at h=20 km).
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FIGURE 4-31.—Pressure profiles of the 02 microwave
spectrum in the vicinity (Av=>>—c«) of the 9+ line
("o = 61.1506 GHz). For dry air, multiply vertical
scales by 0.225. Simulated altitude range h «= 0 to
20km.

by the empirical parameter 77. The results
are given in figures 4-30, 4-31, and 4-32.
The conversion factor from 02 to air intensity
(0.225) was experimentally verified. The at-
tenuation can be approximated by a power-
law form

1 +(—y\ yc )

(4-79)

where C is a constant.
The pressure dependence on h is governed

by the hydrostatic equation

(4-80)

\ i \ t i t \ \ t

80

60

:40

§20

250 K

275 K

•-300K

400
Pressure, torr

800

FIGURE 4-32.—Pressure profiles of the 0» microwave
continuum spectrum for T=250 to 300 K. The dif-
ferential pressure sensitivity for v±Q.l GHz (58.8
±0.1 GHz) is shown. For dry air, multiply verti-
cal scales by 0.225. Simulated altitude range h
*** 0 to 20 km (ref. 4-78).

where pa is the surface pressure, and H =
0.0293T(&) is the pressure scale height. An
average atmospheric temperature T(h) =
239 K yields #=7.0 km (ref. 4-72). The
vertical temperature profile, however, is not
given by any simple physical model for /K
80 km and must be taken from tables for
model atmospheres.

2. Altitude fe>30 km: An isolated line
spectrum is displayed. The summation in
equation (4-74) can be reduced to the re-
sponse of a single line plus an unstructured
background term. An example displays pres-
sure profiles in the vicinity of the 9* line (fig.
4-31). The response of the four 02-MS
doublets falls in the same category. The
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normal line spacing is roughly 500 MHz,
whereas the doublets are separated only by
approximately 100 MHz. The example given
in figure 4-33 shows the more complicated
pressure dependence of fc and AN. The
doublet is suited to experimentally study the
overlap effects (whereby the problem is re-
duced to two lines instead of i—1 to 43).

3. Altitude h>45 km: Zeeman-splitting of
each 02-MS line in the Earth magnetic field
becomes noticeable and causes anisotropic,
polarization-dependent transfer properties

/403°
Av(5") • 50 MHz

i i i i

£

s

IS
3
c
a

- 0

20 40 60

Pressure, torr
80 100

FIGURE 4-33.—Pressure profiles of the 0: microwave
line spectrum (300 K) in the vicinity (±v — v— ?„)
of the 5~/7+ doublet (the separation to v» (7+) is
given by e). For dry air, multiply vertical scales
by 0.225. Simulated altitude range h <= 15 to 40
km.

(ref. 4-63). At these altitudes, the lines are
only a few megahertz wide, although indi-
vidual Zeeman components are not resolved.
Each 02-MS line assumes a constant width
under the influence of a magnetic field and
rapidly approaches zero intensity as the pres-
sure drops below 1 torr. An example (fig.
4-34) treats the case of the 1+ line, which
splits into two ^-components when the mag-
netic-field vector of linearly polarized radia-
tion is assumed to be perpendicular to the
direction of the Earth magnetic-field strength
in the plane perpendicular to the propagation
direction.

For remote-sensing applications, it is im-
portant to know the frequency, pressure, and
temperature sensitivities of 02-MS transfer
characteristics for a given condition. An
example is given in figure 4-32.

Transfer properties of the total dry air-
mass.—The total atmospheric 02-MS con-
tains all the cases discussed in the previous
section concerning transfer properties of
homogeneous dry air (oxygen). The com-
plexity of the problem is underlined by the
various homogeneous gas conditions pre-
sented in figures 4-30 to 4-34. A solution of
equation (4-67) was approximated by as-
suming a spherically stratified atmosphere
with i = 151 homogeneous slabs for h=Q to
90 km and a numerical integration based on
Simpson's rule as follows:

AT=0.5S

(4-81)

where A is in decibels and AT is in radians.
The slant-path-length increments A£, are
calculated along a straight-line path using an
algorithm based on the starting angle against
zenith 6 (ref. 4-63). The results for three
different initial altitudes (h t=hi = 0, 10, and
20 km) are shown in figure 4-35.

Molecular emission produces an antenna
noise temperature proportional to the in-
tegral over the attenuation rate and tempera-
ture distribution along the path at which the
antenna is looking. This is the basis for the



ACTIVE MICROWAVE SENSING OF THE ATMOSPHERE 355

I

I
o

-.05

-.10

3 4
Pressure, torr

6x10'

-.10

6 8
Pressure, torr

10 12 14 x 102

(b)

la)

FIGURE 4-34.—Pressure profiles of the O, 1* line un-
der the influence of a magnetic field strength, ref-
erenced to 300 K (a- designates two Zeeman com-
ponents; -a designates one component), due to the
normal Zeeman effect (ref. 4-78). For dry air,
multiply vertical scales by 0.225. Simulated alti-
tude range h =» 30 to more than 80 km. (a) n-
component. (6) o^-components.
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FIGURE 4-35.—One-way attenuation A and phase dispersion AT due to the O2 microwave
spectrum between 49 and 72 GHz for a zenith path through the U.S. Standard At-
mosphere 1962 (ref. 4-77) from three different initial altitudes hi to outer space
(I-line, II-continuum spectra). (For experimental points for 7ii=0, see fig. 4-30.)

passive (radiometric) remote-sensing ap-
plication to globally map vertical temperature
structures from a satellite. In active sys-
tems, this atmospheric noise poses a problem
because it sets an ultimate limit to the re-
ceiver sensitivity. Across the 02-MS band,
the noise temperature varies between 3 K
(A = 0 dB) and 300 K (A>50 dB), which
is, however, still of no concern because mixer
noise is considerably higher.

The resonance dispersion &Nd offers a con-
cept to measure the variability of the dry air-
mass. The differential phase delay between
two phase-coherent signals with frequencies
on either side of the 60-GHz band is a meas-
ure of dry air conditions. The extreme

values of 62-MS zenith dispersion from
h=Q to outer space (fig. 4-35) are shown in
table 4-XI. The nondispersive delay AT caused
by the vertical refractivity profile is approxi-
mately 7000 psec for a zenith path at 60 GHz.
Moving the sensing frequency pair into the
edges of the 02-MS band increasingly favors
the gas mass at the lower altitudes.

The same differential principle applies to
attenuation in the semitransparent 02-MS
portions (55<v<65 GHz). By defining an
equivalent altitude hk for the zenith 02-MS
attenuation A (fig. 4-35) (where the homo-
geneous ground-level attenuation coefficient
k (fig. 4-36) equals A), one obtains h^ =
18 km (at a maximum of 60.4 GHz) and
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TABLE 4-XI.—Extreme Values of 02-MS Zenith Dispersion
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Frequency v, GHz

58.3

62.6
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AT, rad

+ 151-t-j.«>
L33

18j

±L= (A^c) /(2^) , mm
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1-26

— 14

±r = ±T/(2nt>), psec
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FIGURE 4—36.—The 0. microwave spectrum attenuation and its pressure and tempera-
ture sensitivities to various atmospheric conditions over the 40- to 140-GHz band
(ref. 4-78). (a) Attenuation in air k compared with frequency v(T=3QQ K).
(6) Temperature sensitivity compared with frequency »(p=760 torr).
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FIGURE 4-36 (concluded).—The 0» microwave spectrum attenuation and its pressure and
temperature sensitivities to various atmospheric conditions over the 40- to 140-GHz
band (ref. 4-78). (c) Pressure sensitivity compared with frequency p(r=300 K).

hk = 5 km (for 50o<55 GHz and 66o<
72 GHz).

A proposal has been made to measure sur-
face pressure by a differential intensity meas-
urement of two satellite-based radar signals
reflected from the Earth surface (ocean),
whereby one frequency lies in the semitrans-
parent 02-MS range and the other is remote
from the 02-MS in a transparent range. (See
the section entitled "The Measurement of
Surface Pressure From a Satellite by Active
Microwave Techniques.") The calculations
for the U.S. Standard Atmosphere, 1962 (ref.
4-77) yield the values of hk given in the
previous paragraph, which predict essentially
constant opacity (hk=5 km) ; hence, the at-
tenuation response of the total airmass may
be evaluated by equation (4—79). The values
of x and y at a particular frequency (figs.
4-30 to 4-34) are the significant parameters
for a radar sensing of surface pressure.

One can conceive possibilities for atmos-
pheric research with a microwave system
consisting of a transmitter on one spacecraft
and a receiver on another. (See the section
entitled "Applications of Bistatic Microwave
Systems to Atmospheric Research.") At-
mospheric occultation at frequencies in the
two 02-MS bands centered at 60 and 119 GHz
can exploit the properties of individual 02-MS
lines when the closest approach to ground
level is /i>15 km. -Two possible applications
are:

1. The peak attenuation of the two W = 15=

lines (table 4-IX) is independent of tempera-
ture and thus a good indicator of strato-
spheric pressure (ref. 4-63).

2. The fact that the transfer character-
istics in the vicinity of the 1= lines (fig. 4-34)
are dependent in the least complicated man-
ner upon strength and orientation of the
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Earth magnetic field suggests magnetometer
applications.

Conclusions

Technically, there are several promising
remote-sensing concepts that can benefit
from or are affected by H20 and 02 spectro-
scopic transfer characteristics. The follow-
ing research will provide a basis for the
development of remote-sensing schemes op-
erating in the 10- to 150-GHz frequency
range:

1. The translation of molecular theory on

millimeter wave properties of air into engi-
neering terms.

2. The description of analytical schemes to
predict propagation phenomena on the basis
of meteorological variables, together with
examples of unique atmospheric transfer
properties.

Laboratory work is recommended to better
define the spectroscopic parameters of at-
mospheric microwave transfer character-
istics as a function of pressure, composition,
temperature, and magnetic-field strength
over the range of these variables encountered
in the atmosphere.
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APPENDIX 4A

This appendix is based on a translation
of section 9.6, entitled "Features and Effec-
tiveness of the Detection of Clouds and Rain
With Pulse Radar From Satellites," from
Radar in Meteorology by V. D. Stepanenko
(ref. 4-12).

UTILIZATION OF SCANNING BEAM
RADAR

The capability of detecting a meteorologi-
cal target with radar increases with the in-
crease in transmitter power P, and receiver
sensitivity Pm\n. When interfering echo sig-
nals from the surface of the Earth are absent
(as will often be the case for scanning-pencil
beams produced by ground-based radar used
for detection of the upper portion of clouds
and rain), the required values of the radar
parameters may be found from the basic
radar equation.

When using radar in satellites, the widths
of the radiation pattern 0,0., cannot be arbi-
trary ; rather, they must be selected to insure
a total angle of scan that will cover the
Earth without any gaps. The radar-detection
range depends on the orbit height and the
given width of the region of coverage. The
minimum height of the orbit is about 200 km;
consequently, it is also the minimum detec-
tion range. This appears to be a disadvantage

that is absent with ground-based radar; and,
in the case of satellite-borne instruments, the
limitations imposed by the present level of
radar development prohibit the detection of
weakly reflecting targets.

However, one of the advantages of using
radar aboard satellites is the significantly
large value of the beam-filling factor k, at
great distances in comparison with that for
Earth-based radar (fig. 4A-1). In the latter
case, the maximum range of showers and
thunderstorms (the vertical dimensions of
which are approximately 10 km) does not
exceed 300 to 350 km. At greater ranges,
they are located beneath the Earth-based an-
tenna beam (k, = 0). At smaller ranges (200
to 250 km), the filling factor is only approxi-
mately several hundredths, even for narrow
beamwidth (0=«1°). In the same conditions,
it is possible for satellite radar to have values
of k. of greater magnitude. This is readily
shown from figure 4A-1. The magnitude of
the beam filling factor at the Earth surface is

h' (4A-1)*~02(H+h-h') cotan A

After the pulse reaches the Earth surface
h

' (H cotan A+Be' cos2 A) 02

(4A-2)
with
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FIGURE 4A-1.—Geometry for computing the filling
factor for satellite radar.

CG>^ H-h
— sin (A — 62)

(4A-3)

and

kV = <*£-*>*?* (4A-4)

n A cos.
Another advantage of using radar in a

satellite is the possibility of detecting clouds
and rain from overhead (i.e., with a large
viewing angle). As a result of this path,
microwaves in the attenuating layer (tropo-
sphere) of the atmosphere are attenuated less
than for Earth-based radar. This circum-
stance modifies the optimum wavelength
choice in the direction of much shorter waves
(ref. 4A-1).

The classical radar equation and the radar
equation for meteorological targets are neces-
sary not only to determine the attainable
values of the radar parameters but also to
guarantee complete coverage of the Earth
surface. To do so requires the utilization of a
system of four radar-equipped satellites (ref.
4A-1).

A series of about 10 echo pulses must be re-
ceived. The number of these pulses Nr is de-
termined by the pulse repetition frequency

/p, the scanning speed of the beam Vy, and
the width of the antenna radiation pattern
in the vertical plane 02.

Nr=0.5 4^ (4A-5)

The value of fp is limited by the average
transmitted power and the maximum operat-
ing range of the radar. Because of the first
condition, the permissible value of /„ must
be selected as fP<P/(Ptt f), where P is the
average power and tv is the radar pulse
duration. _

With present-day transmitters, P==300 W.
Because the optimum wavelength for meteor-
ological radars in satellites appears to be
A=2 to 3 cm (ref. 4-9), P,^3xl05 W. The
duration of the transmitted pulse T, to
achieve the desired resolution, must be equal
tol/xsec. Then/p<103Hz.

The second condition is concerned with the
maximum radar range. In this case (with ff
in hertz)

/-»
IV

2Rm

and

/„<
1.5x10*

(4A-6)

(4A-7)

For the satellite radar with pencil beams,
meteorological targets will be detected within
the range interval of 30 to 40 km, even with
large scanning angles, because they are lo-
cated in the troposphere. Consequently, to
obtain readings of distance relative to the
surface of the Earth, it may be assumed
that fl,,, = 30 km. Then, f p <5x 103 Hz. How-
ever, the possibility of obtaining received
echoes at the time the radar transmitter is
turned on must be considered. It is easy to
show that pulses, transmitted at a frequency
of 600 Hz, will not be received from a range
of 500 km each second pulse. With /p = 1200
Hz, the echo will not be received on every
fourth pulse, and so forth. To set the "blind"
zone beyond the limit Rm, it is possible, for
example, to take /p=1000 to 1150 Hz. Then,

Returning to equation (4A-5), in which
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the scanning speed V~, enters, one can show
that

v _~D«r <4A-8>
where yx is the scanning angle and 0, is the
width of the radiation pattern in a plane
perpendicular to the plane of the orbit. From
equations (4A-5) and (4A-8)

™* = ̂ $f (4A'9)

The satellite velocity of motion projected
on the Earth surface Vpr is related to its
velocity of rotation around the Earth Vkr by

with

(4A-10)

(4A-11)

where Ta is orbital period in seconds.
Equation (4A-10) does not take into ac-

count the Earth rotation Ve. Generally, the
receiving antenna beam along the Earth has a
velocity

,\=Vpr+Vc (4A-12)

The magnitude of the vector velocity is

V=REne cos </> (4A-13)

where ne is the angular velocity of the Earth
rotation, and <f> is the terrestrial latitude of
the subsatellite point.

For satellites with circular polar orbits

V p r =\_(V k r )
2 +(V e yy (4A-14)

Analysis of equation (4A-9) shows that
the necessary width of the radiation pattern
also depends on the required angle of scan,
the orbit height, and the number of pulses
transmitted and received.

The scanning angle y, and the distance
from the satellite to the Earth depend on the
orbit height, the required longitudinal angu-
lar width of the coverage, and the number of
satellites. The widths of the radiation pat-
tern 0t#2 are also determined by these param-
eters. This limits the use of narrow radiation

patterns for the purpose of achieving large
detection range and satisfactory resolution.

As an example, consider a single search
of the Earth surface with four satellites with
TV, = 10 pulses, y = 78°, #=400 km, /p = 1150
Hz, and Vfr = 7.2 km/sec. Substituting in
equation (4A-9) yields M2 = 1.78°. This is
achieved with 02 = 0.51° and ^ = 3.5°.

With the indicated radar characteristics
from the radar equation by Stepanenko (ref.
4-12), the ratio of the received power to the
transmitter power for a detection probability
of 0.9 can be readily obtained. Then

P^=5.2xlQ-e~kk, (4A-15)
"t K

where R is given in km, Z is in mme/m3, and
k is the attenuation factor.

According to experiments, the radar re-
flectivity Z is different for various atmos-
pheric conditions and varies within the limits
10~3 mm6/m3<^<106 mm8/m3.

Then, with 72 = 400 km, the beam filling
factor fc~=0.3, and the attenuation factor
k=0.5, the ratio Pr/Pt will vary from 5 x 10-25

to 5xlO-16. For 72 = 1000 km, 7.8xlO-26<
Pr/P(<7.8xlO-17.

If the radar receiver sensitivity is taken to
be Pmin = 10-14 W and the transmitter power
P, = 300 kW, then Pr/Pt = 3.3xlO-20 (ref.
4A-2). Comparing this ratio with the re-
quired ratio of Pr/Pt for clouds and rain, one
can determine those regions of rain that are
detectable from satellites. Presently, clouds
without rain cannot be detected with radar
methods from satellites because the great
distances result in a very small ratio of
Pr/Pt. Increasing this ratio to insure the
possibility of detecting nonrain clouds and
measuring their upper height is possible with
passive infrared radiometer methods.

Analysis of table 4A-I shows that, with a
400-km orbit, it is possible to detect moderate
and heavy rain within the range of coverage.

UTILIZATION OF RADAR WITH FIXED,
PLANAR RADIATION PATTERNS

This type of pulse radar is of interest be-
cause of the simpler antenna construction and
the greater number of pulses on target.
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TABLE 4A-I.—Maximum Detection Ranges
of Clouds With Pulse Radar of

Selected Characteristics

TABLE 4A-II.—Calculation of Imin in mm/hr
According to Equation (4A-17)

Characteristic

k,
Zmm, mm°/ms . .
/mm, mm/hr ° . .

Maximum detection range, km

200

0.5
64
.46

400

0.3
415
1.50

600

0.1
2880
5.08

800

0.08
5100
7.25

• /min=minimum detectable intensity of rain.

Coverage of the Earth surface with such
a satellite is obtained with two fixed, planar
beams oriented perpendicular to the orbit
plane of the satellite.

The radar has the following parameters:
wavelength of 3 cm, radiated pulse power of
300 kW, receiver sensitivity of 10~14 W, pulse
width equal to 4 to 5 /*sec, angular width of
the radiation pattern in the horizontal plane
0! = 0.23°, and angular width of the radiation
pattern in the vertical plane 02 = 30°.

The radar has two antennas that are alter-
nately switched to the receiver-transmitter.
The frequency of switching is

10- ( l + Jr-

(4A-16)

where A;per is the coefficient of overlap.
With #=400 km, the value of FI)0d «= 16

Hz. The width of the radiation pattern 0, is
selected to obtain sufficient antenna gain,
subject to the manufacturing restriction that
.Da/A = 300, where Da is antenna diameter.
The width of the radiation pattern 02=30°
insures complete coverage of the Earth sur-
face with four satellites at an orbit height
of 400 km.

One of the disadvantages of fixed planar
beams is that unwanted clutter is almost
always reflected from the sea or the Earth
surface, together with the desired echoes
from clouds and rain. These reflections create
background that makes it difficult to extract
the signals from the meteorological targets
that are of interest.

In this case, the minimum detectable in-

Condition

Without clutter
Clutter from land. . .
Clutter from

water surface . . .

Maximum detection range, km

300

1.5
9.1

2.0

400

2.0
8.0

3.1

500

2.8
7.0

2.8

600

3.4
7.3

3.7

tensity of rain /niill (in mm/hr) can be ex-
pressed by the following relationship (ref.
4-12) :*

* min —

^h tan pS(p)k\1^(— 10-16 Pth82R.mkk:
(4A-17)

Using the previously mentioned radar
characteristics and with 7n1 = m2 = l, fc_- = 5
xlO-2, k=QA, <x = 220, and y = 1.6, one can
determine with equation (4A-17) the value
of the rain intensity with /3 = 40° and the
scattering coefficient S(/3)=10-1S, corre-
sponding to a grass-covered ground; and
S(/8) =10~3-4, corresponding to a water sur-
face (table 4A-II).

Analysis of the table shows that the con-
tribution of the clutter is substantial. How-
ever, the minimum detectable rain intensity
is increased three to six times compared to
the rain intensity in the absence of clutter.
The characteristics are such that, in the
presence of clutter, the minimum detectable
rain becomes less, despite the increased
range. This is explained by the fact that the
echo signals from volumetric meteorological
targets decrease as the square of the range,
and the echoes from the area targets as the
range cubed.

These calculations show that, with an in-
crease in the angle of sighting p, the con-
tribution of the clutter increases because of
an increase of the multiplier tan p in the
second term of the numerator of equation
(4A-17).

In such a manner, the effectiveness of
1 Translator's note: The quantity 7 has a different

meaning in eq. (4A-17) than it does in eq. (4A-9).
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radar with planar beams for detecting mete-
orological targets from satellites is degraded
by the harmful effect of the Earth surface.

To increase the effectiveness, it is necessary
to attempt to reduce the effect of the ground
reflection. To a large degree, this problem
can be solved by using a multiwavelength
radar.

In the microwave region, the scattering
coefficient of the Earth surface S(/3) and,
consequently, the effective scattering area
are weakly dependent on the wavelength ; but
for rain, the scattering coefficient is propor-
tional to V. This effect can be used to remove
the significance of ground clutter.

The difference of the minimum received
signals is

-Px!,,,in = «llJ

-ra'2Px2e

+

(4A-18)

Let the noise powers PX,*;,, and Px28;,2 and
also the coefficients of the distinction be the
same. Then, according to the theory of radar
reception, the difference of the internal noise
increases by \/2.

To effectively use this method, it is neces-
sary for the radiation patterns at both wave-
lengths to be the same. Accordingly, they will
have the same angular resolution and filling
factor k..

Substituting in equation (4A-18) the re-
lationship in equation (4A-17) and calcu-
lating its relative rain intensity, the follow-
ing expression is obtained:

/min — j P tk.,

an instrument was examined that operated
at wavelengths of A=0.8 cm and A=3 cm.
The main reason for selecting these bands
was that, at these wavelengths, detailed scat-
tering coefficient data S(/J) are available for
various surfaces of the Earth with various
viewing angles.

Solving the equation for Imla with P(i=300
kW, P,2 = 30 kW, ^ = 0.2, and fc2 = 0.4 and as-
suming the other radar parameters are the
same as before, the values in table 4A-III
are obtained for the minimum detectable
intensity of rain.

A comparison of the values of tables 4A-II
and 4A-III reveals the advantage of two-
band radar.

In addition to the detection of rain, an in-
teresting problem is the possibility of meas-
uring its intensity from satellites. Although
the solution of this problem depends on over-
coming a series of difficulties connected with
the necessity to automatically process and
measure the backscatter signal power under
space conditions, the achievements of elec-
tronics and processing systems design offer
hope for successful use of spaceborne two-
band meteorological radar in the coming
years for the detection of storms and for the
measurement of rain. In this regard, it is
tempting to present the possibility of in-
stalling such meteorological radars on geo-
stationary satellites at orbit heights of
35 700 km.

Using equation (4A-15) (the radar equa-

h tan £ [S, (j3) A?P» fct - S2 (/?) A?P,2fc2]
-J (4A-19)

An analysis of this formula reveals that,
with other conditions equal, the sensitivity
of the. dual-wavelength radar will increase
with the difference in the denominator of the
multiplying term and will decrease with the
difference in the numerator of the second
sum of the braces.

As one version of a dual-wavelength radar,

tion) with a beamwidth 6=\/Da = A/400
«= 0.0025 rad, P, = 3xl05 W, /„,,„ = 4 mm/hr,
PmlM = 10-15 W, tp = l jusec, attenuation co-
efficient fc = 0.5 at A = 2 cm, k=W~1 at A = 0.8
cm, fc = 10-3 at A = 0.3 cm, and with the value
/c_=0.3, the following required values for
P/-/P, are obtained.

For A equal to 0.3, 0.8, and 2 cm, the cor-
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TABLE 4A-III.—Minimum Detectable Intensity of Rain (mm/hr) With Two-Band~Radar

Surface

Land

Sea

Land . .

Sea ...

Land

Sea

Land . . . . . .

Sea ...

Maximum
detection
range, km

300

400

500

600

Depression angle to near edge of coverage, deg

10

0.5

.42

0.76

.7

0.95

.93

1.2

1.16

30

1.8

.42

1.76

.7

1.73

.93

1.79

1.16

50

3.6

.42

3.16

.7

2.9

.93

2.8

1.16

70

4.0

.42

3.5

.7

3.1

.93

3.0

1.16

responding ratios of Pr/Pt are 5xlQ-21,
7xlO-20, and 5.9 xlO-20. At this time, the
technically achievable values of these ratios
appear to be Pr/P( = 10-15/(3xl05)« 3.3
x 1Q-21. Thus, it appears that areas of rain
will be detected from satellites at A equal to
0.8 and 2 cm. With the selected values of 6
and tp, the geometrical resolution in the tan-
gential dimension amounts to 80 to 90 km;
and, in the radial direction, the measure-
ments are from 6.5 to 0.2 km, with angle of
scan y, increasing from 0.2° to 7°.
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INTRODUCTION

Radar technology is concerned with ways
and means to provide information about a
reflecting area. During the past two decades,
major advancements have been made in this
technology, and sophisticated techniques have
been developed for locating the direction and
range to a reflecting area. Furthermore,
other characteristics of the reflection, such
as amplitude, phase, Doppler frequency, and
polarization, have been used to identify ad-
ditional properties of the target area. The
radar provides its own illumination, and
there is no question that the target informa-
tion contained in the echo is unique. The
wavelength, bandwidth, polarization, and
modulation of the illuminating signal are
selectable by the experimenter, thus provid-
ing a wide choice of operational parameters
over a frequency spectrum of approximately
three decades (150 MHz to 150 GHz).

The amount of information concerning a
target area contained in the echo (reflection)
is enormous. For example, a comparison

between a photographic picture element
(pixel) (visible spectrum), which has a high
information content, and an element of a
radar image is shown in table 5-1.

The radar echo per unit areal element
contains as much or more information than
the photograph. Each representation of the
target area contains unique information be-
cause the wavelength range is different, and
the surface reflection represents the response
to the respective illumination wavelengths.

TABLE 5-1.—A Comparison of Photographic
and Active Microivave Data Content

Photographic pixel
X-angle
Y-angle
Frequency (color)
Albedo
Polarization
No comparables

Radar image
X-angle
Y-angle ..
Frequency
Amplitude
Polarization
Phase (absolute)
Doppler
Phase jitter ^
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For example, a wheatfield can be observed on
both an areal photograph and a radar image.
The two output sensor images do not neces-
sarily contain the same information because
the image areas may be covered by a wide-
wavelength separation, from 3 x 10~5 to 25
cm. Because each image has a different
information content, the wheatfield may be
"visible" to one sensor or the other, or both.
The objectives are to determine the relation-
ship between the surface property and the
echo characteristic and to enhance the effects
to reduce the measurement uncertainty. This
area is a major endeavor for radar tech-
nology.

One purpose of this chapter is to provide
a link between the recommendations of the
science or application studies and the imple-
mentation aspects of the radar. Thus, the
technology support group (TSG) has con-
tributed comments on feasibility, suggested
baseline functional descriptions of the vari-
ous types of active microwave sensors, and
submitted some examples of existing radar
techniques and examples of the results. This
chapter also includes an example of how the
data are used to obtain scientific results.
Data handling, particularly for high-rate
information systems (i.e., imaging radar),
is a major problem area. Hence, a special
section has been devoted to the data-manage-
ment aspects. The last section is concerned
with future development and reflects the

concern of technologists for obtaining factual
information about the measurement process.

Science and Application Guidelines

The various science and applications meas-
urement recommendations were compiled
and summarized to determine how many
different types of systems may be required
and to ascertain the major categories of
essential microwave sensor parameters.
These summaries are intended to serve only
as guidelines for instrument development,
not as specifications.

A summary of active microwave sensor
parameters (resolution, swath width, and
surface coverage) is given in table 5-II.
These parameters were inferred from the
science and application objectives to measure
spatial and time-varying phenomena with
various physical dimensions.

Most of the science and application objec-
tives are related to imaging radar techniques
in that they are concerned with the location
of physical phenomena in two directions and
sometimes in three dimensions, with resolu-
tions that vary from 3 m to 40 km in areal
(x, y) locations and 1 to 2 km in elevation
(z). For subvehicle track profile measure-
ments that require altimeter or sounder ex-
periments, the accuracies and resolutions are
2 to 10 cm in range for surface profiles and
5 cm to 50 m for subsurface profiles. For

TABLE 5-II.—Summary of Active Microwave Sensor Parameter Guidelines

Application Resolution, m Swath width, km Surface coverage
Imaging radar

Earth/land

Atmosphere

Earth/ocean

3 to 15
10 to 30
30 to 100
1000 to 2000
10000
10 to 30

>20
>40
>100

10 to 100

Selected areas
Global
Global
Hemisphere
Hemisphere
Global

Scatterometry

40000 >100 Global

Altimetry

1 to 3 (elevation) 10 (diameter) Global
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upper surface profiles (i.e., cloud water),
accuracies of approximately 1 km would be
useful. One other sounder, the surface pres-
sure sensor, would be measuring the slope of
the oxygen absorption line to within a frac-
tion of 1 percent. The following are the most
stringent requirements:

1. Amplitude: Generally within 15 percent.
2. Dynamic range: 50 dB.
3. Polarization: Within 1°.
4. Range (time delay) : 2 to 10 cm (1Q-10

sec) (correction for variations in index of
refraction not expressed).

5. Frequency: Within 10 percent.
6. Phase: Within 5°.
7. Doppler frequency: Within 1 percent.

A large majority of the ocean and Earth/
land science and application objectives could
be realized with a single imaging radar sys-
tem operating perhaps in various modes (in
incident angle, swath width, or resolution).
There are some special-purpose radar sys-
tems required for geoid measurements and
surface-wind determination.

The atmospheric science and applications
objectives have, in general, a different class
of radar design criteria. The discussion of
these criteria is contained in chapter 4.

The surface-sounding radar requirements
are, in a sense, an extension of the altimeter
radar design and may be restricted to air-
craft programs for the next several years.

General System Considerations

The design of imaging radar systems for
spacecraft leads to a set of system parameters
that are interrelated. A change in one param-
eter implies changes in most of the others.
This section will delineate some of the trade-
offs required for an acceptable system.

The antenna design is one of greatest
importance because its proper selection is
required to give an image with low am-
biguous returns in either range or azimuth.
The theoretical azimuthal resolution of a
synthetic aperture radar (SAR) system is
equal to one-half of the along-track length of
the antenna. However, a small azimuthal
beamwidth returns energy with a high Dop-

pler bandwidth. To unambiguously sample
the data, according to the Nyquist criteria, a
high pulse repetition frequency (PRF) must
be used. Thus, to avoid successive pulse
mixing, the radiation of the antenna must be
confined to a narrow set of angles in the
crosstrack dimension, which results in a
large antenna dimension in the crosstrack
dimension (fig. 5-1).

Smaller antenna azimuth
(along-track dimension) length- • Better azimuth resolution

Wider beam

I
Larger Doppler shift

I
Higher PRF

I
Smaller range beamwidth to avoid pulse

mixing or range ambiguity

Larger antenna range (crosstrack dimension) length and
smaller swath width

FIGURE 5-1.—Diagram showing that a decrease in
one dimension of the antenna requires an increase
in the other dimension to avoid ambiguities.
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Given a required swath width or PRF, the
antenna length in azimuth must be suffi-
ciently large to limit radiation in the azimuth
dimension to give low azimuthal ambiguities.
These ambiguities are returns from areas
other than the area being imaged, which,
when sampled periodically and processed,
map in identical locations as those of the
desired surface returns. These ambiguities
are reduced by sampling the data with sev-
eral pulses (2 to 5) every time the spacecraft
moves a distance equal to the antenna length.
The illumination pattern of. the antenna may
be weighted to minimize the returns coming
in through the antenna side lobes. In the
range dimension, ambiguities can also result
from successive pulse mixing, and these
ambiguities are again reduced by limiting
radiation by means of a large crosstrack
antenna with illumination tapering. The
implication of this antenna design, to keep
ambiguities at a low level at orbital altitudes,
results in a required minimum antenna area
that follows a curve such as that shown in
figure 5-2 for variations in spacecraft or
aircraft altitudes. The antenna look angle
also has a significant effect on the minimum
area required for unambiguous illumination
of the surface. As the antenna crosstrack
length is increased from the nadir direction,

50,-

40

:30

20

10

L-band,

X-band.

200 400 600 800 1000
Spacecraft altitude, km

1200 1400

FIGURE 5-2.—Minimum antenna area required for X-
and L-band radar systems with a 30° look angle
from nadir.

the resultant echo shape is increased in dura-
tion. Thus, for a given PRF, to avoid con-
secutive pulse mixing, the radiation must be
confined to look-angle widths, which, in turn,
implies longer antenna crosstrack dimen-
sions. The required antenna area then varies
with the look angle as shown in figure 5-3.
Another factor that will be affected by rais-
ing the look angle for a given system band-
width is the radar system range resolution
(fig. 5-3).

The transmitter power required to yield
an acceptable image is another parameter
that needs careful consideration. The follow-
ing information is required before these
parameters may be determined:

1. The minimum detectable backscatter
coefficient required of the radar.

2. The angle of incidence necessary for the
measurement.

3. The necessary resolution.
4. The antenna characteristics.

The orbital characteristics presumably are
known. For a given set of user conditions,
the radiated power average required varies
inversely with wavelength unless sophisti-
cated multiple-feed antenna systems are used.
Figure 5-4 shows a plot of the transmitter
power required for a system with a 15° in-
cident angle and is indicative of the depend-
ence of power on wavelength. Thus, if wave-
length is not a user requirement, a tradeoff
between power and antenna area is involved
in wavelength selection.

The accuracy (relative or absolute) of the
measurement is one parameter having a great
impact on the capability of an imaging radar
system to measure a given phenomenon. The
side-looking coherent imaging radar system
provides the user a measure of the radar-
backscatter coefficient of each resolution ele-
ment on the surface being imaged. Because
of numerous factors, this measurement will
have an uncertainty in its absolute value.
However, through careful design and imple-
mentation, this uncertainty can be reduced
to arbitrarily low values at the expense of
complexity, power, weight, etc.

A given resolution element, when illumi-
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FIGURE 5-3.—Required antenna area and resolution
as a function of incident angle.

nated by a coherent source of electromagnetic
energy, will exhibit a variation in its meas-
ured backscatter value as the antenna moves
in location. This effect is known as target
scintillation or "speckle." This variation is
also observed when a large number of returns
are added coherently to improve system
resolution, which is done with a synthetic
aperture system. To reduce the error in the
estimated value of the backscatter coefficient
of the resolution element being observed, the
measurement process can be made repeatedly,
and the measured values can be added non-
coherently. Coherent addition implies that
both quadrature elements of the measure-
ment are added vectorially; whereas, in
noncoherent addition, only the magnitude
of the resultant vector is added. This concept
of separate or independent measurements
taken and summed is also known as multiple-
look processing or noncoherent averaging in
an SAR system. Thus, as a prime considera-
tion early in the study of a potential imaging
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.05 .1 .2 .3
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FIGURE 5-4.—Antenna area, radar power, and weight
as a function of wavelength for a single feed an-
tenna system at an altitude of 1000 km, with a 70-
km swath width, 33- by 33-m resolution, and 15°
look angle.

radar system, it is necessary to know the
degree of precision to which a measurement
at each resolution element must be made so
that the user is able to accomplish his re-
quired task. The implementation implica-
tions of multiple-look processing are many.
The major impact lies in the data-reduction
process and, to some extent, in radiated
power.

If the data-reduction process is accom-
plished on board a spacecraft, then each sep-
arate or independent look requires a separate
digital processor. If the looks are accom-
plished in azimuth, then a large two-dimen-
sional buffer is required to combine the
separate looks that are gathered at slightly
different delays. If the data-reduction process
is accomplished on the ground, then a large
data telemetry system or data storage device
is required.

The data rate that the radar system will
generate is similar to that of a photographic
system and depends on the swath width,
resolution, and vehicle velocity. If multiple-
look processing is involved, this factor will
also affect the data rate, if the data are
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recorded or telemetered to Earth unproc-
essed. The data rate DRr out of the radar
system is given approximately as

DRr=
2NrlNLvSr

rrra
(5-1)

where Nrl is number of bits per data sample,
NL is number of looks, v is vehicle velocity,
Sr is swath width, rr is range resolution, and
ra is azimuth resolution. The data rate DRr

out of the digital processor is given by the
following equation:

DRr = r,-ra
(5-2)

where N,.2 is the number of processor bits per
data sample. These two equations differ by
the ratio

2NnNL
N,.2

(5-3)

In general, Nn will always be smaller than
Nr,. However, the data rate out of the
processor will be somewhat smaller than the
radar system output, particularly if multiple
looks are involved. The complexity of an
onboard processor must be considered in any
decision for its inclusion.

The following criteria must be satisfied to
make a proposed application attractive in an
overall sense:

1. The application or mission must have a
degree of national importance or benefit that
justifies the cost.

2. The technology either must be available
or must be attainable with an acceptable level
of risk.

3. The radar signature base and the pro-
posed data-analysis techniques either must
be available or must be attainable with high
probability.

The judgment and applications pertaining
to the first and second criteria are probably
outside the scope of this workshop. However,
the TSG believes that current technology and
understanding of signature bases and analy-
sis techniques are sufficiently advanced so
that several of the proposed applications

appear highly attractive in terms of the
second and third criteria. These applications
have relatively low technical risks and there-
fore will offer a high possibility of success
from a purely technological viewpoint. If
any of these same applications also happen
to be cost-effective from a national viewpoint,
then they lead to excellent candidate missions
upon which to base a long-term program. Of
course, none of the proposed applications are
totally without problems, and each requires
some level of further study and technique
development, which will need to be planned
and implemented.

Applications that appear to be low risk
from a technological viewpoint include the
following:

1. Use of an imaging radar for a variety
of ice surveillance roles, including determi-
nation of the ice lead and polynya structure
at high latitudes, iceberg detection in ship-
ping lanes, monitoring drift and decay of
icebergs off Antarctica, and lake-ice recon-
naissance in the Great Lakes and St. Law-
rence River shipping lanes.

2. Use of a radar profilometer for gen-
erating profiles of the ocean surface on a
global scale, building upon the experience
achieved in the Skylab S193 experiment and
other experiments.

3. Use of a radar scatterometer for wind-
speed estimation for inputs to global weather
models.

4. Use of an imaging radar for the obser-
vation of geologic structure and lithology.

5. Use of an imaging radar for a variety
of applications that stem from the ability to
observe land/water boundaries. (These ap-
plications include observations of lake levels
and stream overflow, the analysis of water-
shed runoff, and the study of coastal and
shoreline features.)

6. Use of an imaging radar for observa-
tions of ocean-surface patterns on a global
basis.

7. Use of an imaging radar for gross land-
use classification.

8. Use of a suitable multiband imaging
radar with sophisticated analysis techniques
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for estimation of crop acreage in agricultural
contexts characterized by a small number of
possible crops and moderate to large fields.

This list is not meant to be exhaustive. It
reflects, in large part, the experience and
comprehension of TSG members.

PART A

FUNCTIONAL DESCRIPTIONS OF SELECTED ACTIVE MICROWAVE SYSTEMS

In chapters 2, 3, and 4 of this document,
the Earth/land panel, oceans panel, and
atmosphere panel, respectively, have estab-
lished requirements for several active mi-
crowave measurements. Although certain
common features are present in these meas-
urements, several basic types of measure-
ments can be distinguished, and a class of
sensors can be associated with each type.

MAJOR CLASSES OF CANDIDATE SYSTEMS

The following four classes of active micro-
wave measuring systems appear to offer the
greatest utility to the three user panels:

1. Scatterometers designed to measure
electromagnetic scattering properties of
surfaces (without emphasis on spatial reso-
lution) .

2. Altimeters designed to accurately meas-
ure the vertical distance between the sensor
and the scattering surface directly beneath
it or to profile the surface beneath it.

3. Sounders designed to penetrate the
uppermost boundary of the medium beneath
the sensor and to observe the vertical struc-
ture of this medium by means of a delicate
balance between reflection due to vertical
gradients and transmission through these
gradients.

4. Imaging systems designed to measure
the scattering properties of surfaces, usually
with lateral spatial resolution finer than that
required in any of the preceding classes.

Other useful radar-measuring configura-
tions (e.g., a Doppler radar designed to
observe the radial velocities of scatterers)
can be treated in an analogous manner, but

these configurations will be omitted in this
report because they are less critical to the
stated needs of the user panels.

For the purpose of this document, the term
"functional description" will be a description
of an active microwave system that answers
the following fundamental questions:

1. What physical attribute of the scatterer
does the system measure?

2. How does the system perform the meas-
urement?

3. What are the principal parameters that
characterize the output of the system?

4. In what form is the output provided to
the user?

5. What are the principal sources of meas-
uring system error, and how do they affect
performance ?

Questions 1 to 5 relate to figure 5-5. The
answer to question 1 describes the input in
terms meaningful to the sensor. Question 2
applies to the "transfer characteristic" of the
measuring system, whereas question 3
describes the output in terms consistent with
questions 1 and 2. Question 4, strictly a
format question, may be critical to proper

Input
• Output

Error
sources

FIGURE 5-5.—Diagram of the basic measurement
process.
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data management. Question 5 is self-ex-
planatory.

The topics of parameter interplays and
system design tradeoffs sometimes are in-
cluded in a functional description of a system.
In general terms, a functional description
provides a mathematical model on which to
base a design exercise, whereas the param-
eter tradeoff question relates to the question
of optimizing a design for a specific mission.
However, a discussion of tradeoffs does pro-
vide useful insights and is included for some
of the sensors.

Finally, two additional questions may arise
in a functional description:

6. What level of performance does current
technology permit, and how may this per-
formance level be extrapolated into the
future?

7. What are order-of-magnitude estimates
of weight, power, volume, cost, expected
lifetime, and other variables that are poten-
tially important in experiment selection and
planning?

The answers to these last two questions
must come from design exercises that begin
with a set of proposed mission objectives and
design constraints and that are then op-
timized over all variables.

FUNCTIONAL DESCRIPTIONS BY CLASS

In this section, functional descriptions of
the four principal classes of active microwave
sensors are provided.

Radar Scatterometer

The radar scatterometer is a special-pur-
pose instrument that measures the relative
value of the radar-backscatter coefficient at
a range of angles. Because no spatial resolu-
tion is required other than the area illumi-
nated by the antenna, this system is less
complex than other systems that require a
high degree of spatial resolution. The data
rate generated by a scatterometer is also
much lower than imaging systems because
the coarser resolution does not require close
spatial sampling of the surface. Measure-

ments of the relative radar-backscatter
coefficient of the surface at various angles,
polarizations, and wavelengths are used to
infer characteristics regarding the surface
(such as wind velocity and direction for the
ocean and surface roughness for the land).

The scatterometer measures the microwave
backscatter cross section of a surface for
various angles of incidence. During flight
over an area of interest, radar backscatter as
a function of incident angle is generated
from which some physical attributes of the
surface can be inferred. These measurements
may be taken at different polarizations or
wavelengths to enhance interpretation of the
surface characteristics. These measurements
are taken by illuminating the surface with
microwave energy and measuring the por-
tion of this energy that is reflected back to the
transmitting/receiving antenna. The output
of the scatterometer system is a set of data
points corresponding to radar-backscatter
measurements as a function of angle and
spacecraft position. These data are presented
to the user as a plot of radar backscatter as
a function of angle for each data cell on the
surface.

System noise is the primary source of error
in the measurement of radar backscatter.
Radar scatter ometer s. have been built that
measure a minimum backscatter coefficient
of —30 dB. However, this does not in any
way mean that more sensitive microwave
scatterometers cannot be built. Most ob-
served phenomena have backscatter coeffi-
cients exceeding this value. Because of the
simplicity of the radar scatterometer, its
weight^ excluding the antenna system, is
usually in the tens of kilograms and power
consumption is in tens of watts. Thus, the
scatterometer is suitable for spacecraft use.

The scatterometer consists of (1) a micro-
wave transmitter, (2) an antenna, (3) a
microwave receiver, and (4) a detector and
data integrator. Variation of these four basic
components results in the two basic scatter-
ometer types: the beamwidth-limited scat-
terometer and the pulse-width-limited
scatterometer.
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The beamwidth-limited scatterometer con-
sists of a long-pulse-width transmitter, a
pencil-beam antenna, a microwave receiver
and down-converter, and a detector with an
integrator. The transmitter pulse is suffi-
ciently long to simultaneously illuminate the
area of the antenna footprint. The return
energy from the illuminated area is down-
converted, amplified, narrow-bandpass-fil-
tered, then square-law-detected and inte-
grated as shown in figure 5-6. Because all
the energy entering the antenna illuminates
the surface, the sensitivity of backspatter
coefficient varies as the square of the range
to the surface. To obtain a backscatter
function from which to infer surface charac-
teristics, the pencil-beam antenna will be
scanned in elevation while measurements are
taken. In addition, the antenna may radiate
and receive energy at different polarizations
as an aid in inferring surface characteristics.

The pulse-width-limited scatterometer dif-

Antenna

FIGURE 5-6.—Block diagram of scatterometer.

fers from the beamwidth-limited scatter-
ometer in that a shorter pulse is transmitted
to the surface by a fan-shaped antenna beam.
The return echo is then time-gated to obtain
elevation angle resolution. The received
energy processing is the same as that for
the beamwidth-limited scatterometer, except
that a number of channels are required for
the measurements. Each of these channels
is time-gated for a slightly different delay
from the transmitted pulse, and, conse-
quently, each of these channels processes
energy corresponding to a different range of
elevation angles from the spacecraft. Scan-
ning of the antenna angle in elevation is not
needed to generate a backscatter function.
As with the beamwidth-limited scatter-
ometer, different polarizations can be used
as an aid to data interpretation.

Radar Altimeter

The radar altimeter has played an im-
portant role in navigational and landing
systems for aircraft and spacecraft. Remote-
sensing applications of radar altimeters
impose requirements for high measurement
accuracy that depend not only on the altim-
eter but also on the control or monitoring
of the motion of the platform on which the
system is mounted.

To gain a proper perspective of the use of
an altimeter as a remote-sensing instrument,
the basic operating principles of a simple
altimeter system will be considered. Figure
5-7 shows a block diagram of a radar al-
timeter that could represent several actual
implementations.

On command from the timing system, the
transmitter generates a modulated radio-
frequency (rf) waveform that is directed by
the duplexer to the antenna port. The an-
tenna directs the radiated energy toward the
target surface and subsequently collects that
portion of the energy reflected or scattered
back in the direction of the antenna. Once
collected by the antenna, the returned signal
is directed by the duplexer to the receiver
input. The receiver processes the returned
signal and provides an output from which
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system

Range
measurement

system
Data

FIGURE 5-7.—Block diagram of simplified radar al-
timeter.

the two-way propagation delay can be deter-
mined. Because the velocity of propagation
is known, the range to the target may be
computed directly from the time-delay
measurement.

To fully address the question of accuracy
in terms of limiting factors, a particular
implementation must be specified (e.g.,
frequency-modulated continuous wave, pulse,
interrupted continuous wave (ICW), etc.),
which, in many cases, is dictated by the
given application. An in-depth discussion of
the various radar altimeter implementations
is beyond the scope of this report; instead,
a comment on those aspects of system ac-
curacy that relate primarily to a given
application and that are common to all al-
timeter systems is provided.

For the applications that require the true
range between the vehicle and the surface,
some means of correcting for vehicle attitude
and altitude changes must be provided. In
addition, the timing system must have high
long-term stability to insure that measure-
ments made over a long period of time are
repeatable.

If profiling is the desired measurement
(i.e., measurement of the variation in surface
height over a confined area), the long-term
stability of the timing system needs to be
good only for the desired measurement
period, but measurement-to-measurement

stability must be extremely high. Again,
fluctuation in the system platform attitude
and altitude can introduce serious errors
unless steps are taken to correct for such
variations.

Measurement of surface roughness may
not require attitude or altitude correction,
but measurement-to-measurement stability is
still required.

In general, the achievable accuracy of a
radar altimeter system depends on the meas-
urement type and frequency and on the par-
ticular system implementation. Typical
range measurements with present-day altim-
eter systems can be made with an accuracy
of ±30 m, whereas profiling measurements
can be made with an accuracy of ±60 cm.

Radio Subsurface Sounders

The radio subsurface sounder is a device
to measure subsurface layers and boundaries.
Radio subsurface sounders operate on the
following principles:

1. That low frequencies can penetrate the
surface of the Earth for some particular
ground situations.

2. That the power reflected back to the
sounder can be detected.

3. That adequate resolution in range can
be realized.

This technique is only applicable to aircraft
operations because of the large reflection
from the air-surface boundary. Because the
aircraft is at a given altitude above the
surface, this strong reflection can be removed
by range gating and can.be minimized by
viewing the surface at an incident angle
other than normal. The special situations in
which ground losses are small enough to
enable the radio subsurface sounder to be
useful include the polar ice and the inland
ice in Greenland and Antarctica. An experi-
ment application for a radio subsurface
sounder is described in a subsequent section.

Image-Forming Radars

Of the various active microwave sensors,
the imaging radar is most in demand. Radar
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imagery is unique because it enables the
scientific investigators to view the Earth at
microwave frequencies in a manner exactly
analogous to viewing the Earth with their
eyes.

Several analogies can be drawn between a
radar-imaging system and the more familiar
photographic system, and they may be of
value in understanding the basic principles
of the imaging radar. A radar image is a
record of the intensity of microwave energy
reflected from each resolution cell within the
radar field of view, just as a photograph is
a record of the intensity of light reflected
from each resolution cell within the camera
field of view.

The radar system may be designed for a
single-frequency or multiple-frequency op-
eration with single- or multiple-polarization
capability, which is analogous to monochro-
matic (black and white) or multispectral
(color) photography with or without po-
larizing filters.

While the similarity between radar and
photographic imagery is important, it is the
inherent difference, both in measurement
capability and information content, that
makes the imaging radar an extremely valu-
able tool for Earth resources applications.
In terms of measurement capability, imaging
radar has the distinct advantage of providing
its own illuminating source and is therefore
not restricted to daytime operation. Within
certain frequency bands, microwave signals
are relatively unaffected by clouds, fog, and
so forth, which results in an all-weather
measurement capability.

Even more valuable than an all-weather
day/night sensing capability is the ability to
view the Earth in a band of frequencies out-
side the visible portion of the electromagnetic
spectrum. The complex interaction between
microwave energy and the Earth surface
produces images that reveal striking contrast
and subtleties in the structure and surface
cover of the Earth, which are relatively
unnoticed in even the most careful analysis
of conventional photography.

Despite the similarity of output product,

the image-forming process of an imaging
radar is quite different from that of photog-
raphy. The resolving power of a camera is
determined by the lens and the granularity
of the film. Angular resolution is accom-
plished by constructing a lens of a sufficient
number of wavelengths in diameter to yield
an image with the required quality of detail.

Whereas a camera lens is the functional
equivalent of a microwave antenna, the
longer wavelength of electromagnetic energy
at microwave frequencies prohibits the con-
struction of antennas large enough to have
a resolving capability similar to that of a
lens. To achieve acceptable resolution with
antennas of limited size, it becomes necessary
to use special signal-processing techniques.
To achieve high resolution in the crosstrack
dimension of the image, the radar return
signal is processed so that it yields the mag-
nitude of the reflected signal as a function
of time. Because the time delay between
transmission and reception of a signal is
proportional to range (distance to the tar-
get), high resolution in the range measure-
ment can be achieved by finely resolving the
return signal in time. The bandwidth of the
radar is therefore a limiting factor in achiev-
ing range or crosstrack resolution.

In the azimuth, or along-track dimension,
high resolution can only be achieved by pro-
viding a large antenna aperture in that
dimension. A real aperture radar (RAR)
provides a large antenna aperture by means
of the actual physical dimensions of the
antenna. An SAR achieves a large antenna
aperture by processing, storing, and adding
vectorially (usually by optical means) the
return from different positions within the
beam. The positions within the beam are
resolved by measuring the Doppler frequency
shift of the return signal. The Doppler
frequency shift and the scanning coverage
in the along-track dimension are produced
by the motion of the radar vehicle.

A typical real aperture system is shown in
figure 5-8. Microwave pulses of the proper
magnitude and duration are produced in the
transmitter and radiated by the common
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Satellite

Ground

FIGURE 5-8.—Block diagram of a real aperture sys-
tem.

transmit/receive antenna. The duplexer
switches the antenna from transmit to re-
ceive at the appropriate times. The return
echoes are amplified and transmitted to an
Earth station where output data are prepared
in the desired format. Onboard signal
processing and near-real-time display of the
image may be provided if required.

A block diagram of an SAR suitable for
satellite application is shown in figure 5-9.
A coherent pulsed microwave signal is gen-
erated in the master oscillator, amplified, and
transmitted through the antenna. Echoes
intercepted by the antenna are directed to
the receiver by the duplexer. The amplified
echoes are preprocessed in the satellite to
reduce their bandwidth, stored if necessary,
and sent to a ground facility by means of the
data downlink. .

The combination of satellite preprocessor
and ground processor analyzes the microwave
echoes for time of arrival (corresponding to
crosstrack position of a resolution cell),
Doppler frequency (corresponding to along-
track position of a resolution cell), and am-
plitude (corresponding to intensity of the
reflection from a resolution cell). The signal-
processing task is discussed in part B of this
chapter.

FIGURE 5-9. — Block diagram of an SAR system.

A result of the differences between photog-
raphy and imaging radars is that there are
different performance parameter tradeoffs,
but no differences in output product to the
user. In both cases, the product consists of
photographic negatives, photographic prints,
or videotape in black and white or false color
(exactly as in the present Earth Resources
Technology Satellite (ERTS) outputs).

The major performance parameters that
affect radar cost and realizability are range
resolution, azimuth resolution, coverage
(swath width), dynamic range, antenna
side-lobe levels, number of different fre-
quencies, number of different polarizations,
and accuracy of backscatter measurement.
A detailed discussion of the interactions be-
tween these parameters is given in part B of
this chapter. In summary, the tradeoffs are
as follows :

1. Improved range resolution requires in-
creased transmitter average power.' For
SAR, there is a small increase in processing
complexity.

2. Improved azimuth resolution in RAR
requires a longer antenna, which increases
the weight and complexity of the satellite.
However, the longer antenna provides higher
gain, thus lowering the required transmitter
power. For SAR, improved azimuth resolu-
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tion has no effect on the antenna or trans-
mitter power but greatly complicates the
signal processor.

3. Increased swath width requires in-
creased transmitter power and, for SAR,
requires an increase in the length of the
antenna. Long antennas, in turn, decrease
azimuth resolution capability and are more
difficult and expensive to build and operate.

4. Improved resolution or increased cov-
erage strongly impacts the data distribution
problem and increases the data downlink
bandwidth.

5. Improved dynamic range and lower
side-lobe levels increase the data downlink
bandwidth and, for SAR, increase the com-
plexity of the ground-signal processor.

6. Multiple-frequency systems require du-
plication of the entire radar system: trans-
mitter/receiver, antenna, data downlink
bandwidth, and signal-processor capacity.
However, if reduced coverage is acceptable,
only the transmitter/receiver and antenna
need to be duplicated.

7. Multiple polarizations require duplica-
tion of the entire radar system, except the
transmitter.

8. For an RAR with fixed azimuth resolu-
tion requirements, the antenna size is in-
versely proportional to frequency. For this
reason, designers use the highest operating

frequency that also exhibits other acceptable
characteristics such as low atmospheric
attenuation.

9. Improved range resolution is normally
provided by narrow transmitted pulse widths
in a side-looking radar system. For SAR,
chirp modulation is often used to improve
range resolution and to lower peak power
requirements.

10. Azimuth resolution of RAR is a func-
tion of the physical bandwidth. From the
viewpoint of the radar system designer, very
large antennas are preferred. Practical
limitations on the maximum size depend on
mechanical construction tolerance and the
electrical accuracy required. For side-looking
airborne radars, antenna dimensions of 150
to 300 wavelengths are common.

11. Accuracy of backscatter measurement
depends on radar calibration. Calibration is
a difficult process at best and becomes more
so at broader bandwidths corresponding to
better crosstrack resolution.

The ability of a camera to generate a true
image of a scene depends on a lens that
images the scene on film without geometric
distortion and that images a point source into
a small spot with minimum Airey rings.
Furthermore, this ability depends on an
emulsion and film process that provides a

TABLE 5-III.—Present and Predicted Satellite Side-Looking Radar Performance

Parameter

Resolution, m
Range azimuth m ...
Coverage :

Along track, km ... ...
Across track, km

Dynamic range (point targets) , dB
Dynamic range (distributed

targets) dB . ...
Peak side-lobe levels, dB
Different frequencies, number

Different polarizations, number. . .
Absolute calibration accuracy, dB.
Relative calibration accuracy, dB . .

c

Present

10
<10

Continuous
50 to 100
60

20
— 30
1 to 3
(L- to X-band)

O t o 2
>4
~0.5

JAR

5-year projection

3

Continuous
100 to 200
80

25
—40
3 +
(uhf to Ku-band)
2
2
=«3
«*0.3

I

Present

1000 to 3000

Continuous
241

60
—25
4

2
>4
~0.3

IAR

5-year projection

500 to 1000

Continuous
322 to 805

80
—25
4

2
~3
<0.2
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predictable relationship between the intensity
of reflected light at a point and the image
gray level. With radar imagery, there are
corresponding effects. Geometric distortion
can occur because of inaccuracies in the
relationship between time delay and ground
range in the crosstrack direction or, for SAR,
between Doppler shift and ground range in
the along-track dimension. Both of these
distortions tend to be negligible when vehicle
trajectory is well known (e.g., as with a
satellite). Camera spot size corresponds to
SAR resolution in both crosstrack and along-
track dimensions; camera Airey-ring am-
plitude corresponds to SAR side-lobe levels.
The relationship between brightness and

N76 11825

gray level in film corresponds to the dynamic
range limitations in the radar receiver. The
present and predicted performance param-
eters for RAR and SAR are summarized in
table 5-III.

A typical SAR that would be suitable for
the Space Shuttle and that has three fre-
quencies, two polarizations, and other afore-
mentioned parameters is described in a
subsequent section. The satellite portion of
such a radar will weigh approximately 500
kg and require 2 kW of prime power.

A general system description and tradeoff
considerations for real aperture side-looking
airborne radar (SLAR) are presented in
part B.

PART B

EXAMPLES OF CURRENT RADAR TECHNOLOGY AND APPLICATIONS

USE OF SLAR FOR EARTH RESOURCES
MAPPING

The design and manufacture of SLAR
evolved primarily from requirements estab-
lished by military users. In recent years,
emphasis has been directed toward improved
moving-target detection and higher resolu-
tion fixed-target capabilities. Improvements
in both these parameters are important for
tactical applications; however, the applicabil-
ity of state-of-the-art military systems to the
general remote-sensing problem is not well
established.

The potential of SLAR for Earth and ocean
remote-sensing applications has begun to
emerge only in the past decade. Earth sci-
entists and engineers have found that the
radar map is an extremely useful tool. To
the casual observer, a radar map may appear
very similar to high-resolution photographs
and may seem to warrant similar interpreta-
tions. However, full use of the data avail-
able in radar imagery requires a general un-
derstanding of the operating principles of
SLAR and the microwave reflectivity char-

acteristics of the terrain being mapped. The
radar imagery will enhance certain features
and suppress others.

This section briefly summarizes the basic
principles and tradeoff considerations for
SLAR. There are two fundamental types of
SLAR sensors available to the remote-sensing
user: real aperture and synthetic aperture.
The primary difference between the two types
is that a synthetic aperture system is capable
of significant improvements in target resolu-
tion but requires equally significant added
complexity and cost. The remote-sensing
users must have a good understanding of the
resolution required for each sensing mission.

The advantages of real aperture SLAR
include long-range coverage, all-weather
operation, in-flight processing and image
viewing, and lower cost. The fundamental
limitation of the real aperture approach is
target resolution. However, the RAR is well
suited for airborne missions that require
real-time data with moderate resolution.

Synthetic aperture processing is the most
practical approach for remote-sensing prob-
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lems that require higher resolution (more
than 30 to 40 m). However, various syn-
thetic aperture design approaches are avail-
able, depending on the degree of resolution
required. To obtain resolution improvement,
sacrifices must often be made regarding
range coverage, in-flight processing, and cost.

During the next 5 to 10 yr, the use of SLAR
for remote sensing should expand dramati-
cally. Based on known requirements, it ap-
pears that a mapping radar with a resolution
of approximately 30 m will be in demand for
airborne remote-sensing applications, par-
ticularly in the Earth-science fields.

A 30-m resolution requirement is not
readily obtainable from an RAR. However,
a cost-effective approach to this requirement
is available that will retain the advantageous
features of the RAR. This approach uses
synthetic aperture processing and is known
as a coherent-on-receive radar.

Resolution is not the only criterion used
in selecting an airborne remote-sensing
radar. Much work has been done in recent
years on the detection and classification of
terrain features by multifrequency and multi-
polarization measuring techniques. These
techniques, which will not be discussed in
this section, may be applicable to all SLAR
systems, depending on the particular remote-
sensing problem.

Basic Principles

Radar mapping systems depend on the
principles (1) that all material reflects a por-
tion of the electromagnetic energy radiated
on it, and (2) that electromagnetic energy
travels in straight lines and at constant
velocities. Energy directed from an antenna
in a beam is reflected from the ground, which
can be considered as an extended array .of
scatterers. A radar map is obtained. by
scanning the ground and displaying the
amplitude-modulated returns on a cathode-
ray tube (CRT) or photographic film. The
magnitude of ground reflections depends in a
complex way on such factors as incident
angle, target size and shape, material proper-
ties, and so forth. In general, a larger sur-

face reflects more radar-transmitted energy
than a small surface. Strongest reflections
usually occur when the radar beam arrives at
right angles to the reflecting surface. Certain
materials are better reflectors than others.
Of the commonly used structural materials,
wood is the poorest reflector, whereas steel
is the best reflector. Masonry without metal
reinforcement is a fair reflector. Lakes,
rivers, runways, or similar smooth, hori-
zontal terrain features reflect radar signals
as a flat mirror reflects a beam of light. Little
of the radiated energy that strikes this type
of terrain, at low grazing angles, is reflected
back to the radar receiver.

The SLAR often produces photoradar
maps of the terrain on one or both sides of
the aircraft flightpath. The SLAR differs
from other scanning radar systems in that
the antenna is fixed to the aircraft, and its
radiation pattern is perpendicular to the
groundtrack. Scanning the area is accom-
plished only by the movement of the aircraft
in flight.

The SLAR systems use an antenna beam
pattern having a very narrow dimension in
the horizontal direction and having wide
angular coverage in the vertical direction,
thus illuminating a long narrow strip of
ground from beneath the aircraft to some
maximum range. Therefore, the antenna
beam illuminates the ground at many differ-
ent ranges and incident angles. If not cor-
rected, this condition would make correlat-
ing the strength of the radar returns with
actual terrain features very difficult.

To compensate for the effects of range, the
vertical gain pattern of the radar antenna
is designed to be a function of the slant range
or incident angle at which a given ground-
patch is viewed. This type of antenna pat-
tern is commonly called a cosecant-squared
beam. At one altitude and assuming flat
terrain of homogeneous properties, the radar
returns from all ranges out to a maximum
could theoretically be made equal. Practically,
this condition can be attained only within
some tolerance (usually ±2 dB) over a
limited range of vertical angles. Changes in
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altitude can be compensated to some extent
by tilting the vertical beam.

A typical real aperture SLAR system is
shown in figure 5-10. The timing circuit
synchronizes both the transmitting and re-
cording systems. Radar power pulses of the
proper magnitude and duration are produced
in the modulator and then converted by the
transmitter to rf pulses with the desired fre-
quency characteristics. These pulses are then
radiated by the antenna, which also picks up
the returning target echoes. The duplexer
switches the antenna from transmit to re-
ceive at the appropriate times. The return
echoes are amplified, processed, and con-
verted to intensity-modulated traces on a
CRT. A mirror-lens optical system causes
the light from the CRT to expose moving film
in a recording system to build up a photo-
radar map of the areas to either side of the
flightpath. The direction of film travel is
perpendicular to the CRT trace. The film
speed is proportional to the aircraft speed
over the ground and provides the scanning
motion to the film.

Figure 5-11 is a highly simplified repre-
sentation of SLAR image recordings. Large
elevated target masses, such as mountains,
result in long shadows (or areas) from which
there is no return (fig. 5-11 (a.)). Excessive
shadowing can obscure important terrain
features; however, a moderate amount of
shadows is often desirable to highlight geo-
graphical features.
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FIGURE 5-10.—Typical real aperture SLAR system.

Flying at higher altitudes will decrease the
amount of shadowing in the radar image.
Figure 5-11(6) shows the relative ampli-
tude of echo signals that would be obtained
from the targets illustrated. Figure 5-11 (c)
depicts the intensity of the CRT trace as it is
modulated by the signal represented in figure
5-11 (b) . The larger signal amplitudes cause
maximum intensity, whereas little or no light
is produced by the shadow areas.

Radar echoes illustrated in figure 5-11
represent only one line segment of operation.
In actual practice, a new line segment is
produced for each 15 to 30 cm of aircraft
travel over the ground. The length of the CRT
trace on the film represents a fixed distance,
which is the length of ground segment being
viewed by the radar. Therefore, if the trace
length on the film is 10 cm and represents a
distance in range of 50 km, the film must
move 10 cm when the aircraft travels 50 km
over the ground to maintain a uniformly
scaled photoradar map. Examples of actual
radar imagery are presented in the section
of this chapter entitled "Real Aperture SLAR
Applications."

A synthetic aperture SLAR uses signal
storage and processing techniques to simulate
the performance of an antenna aperture that
is much longer (in the direction of flight)
than the actual physical antenna used. This
technique results in improved azimuth resolu-
tion beyond that available from the beam-
width of the physical antenna. The physical
antenna scans the terrain in the same way
as the real aperture SLAR. At intervals
along the flightpath, a signal is transmitted
and the phase and amplitude of the returns
are measured and stored. After the physical
antenna has traversed a distance L, the stored
signals can be combined to produce a return
similar to that obtained from a real antenna
having a physical length D.

With an SAR system, it is possible to focus
at each range separately by the proper ad-
justment of the phases of received signals be-
fore summation; this capability is called a
focused synthetic array. If the aperture is
focused at infinity for returns from all
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FIGURE 5-11.—Simplified representation of SLAR im-
age recording, (a) Targets and shadow effect.
(b) Radar return echoes, (c) Intensity of CRT
trace.

ranges, the capability is called an unfocused
SAR. Usually, this processing is accomplished
on the ground after a flight by using an
optical correlator. Recently, work has been
performed on digital correlators that can
operate on a real-time basis in the air. Opti-
cal correlators of the required quality are not
suitable for aircraft installation, primarily
because of their bulk.

The SAR systems usually incorporate chirp
techniques to obtain high range resolution
without requiring excessively high peak
power transmitters. A coherent signal is re-
quired to generate chirp signals and to form
a synthetic beam. Generally, such systems
use a stable local oscillator (STALO) to
generate the transmitted signal and to serve
as a local oscillator in the receiver. A pulsed
power amplifier is used to produce the high
power transmitted signals.

Important System Considerations

The selection of an SLAR for remote
sensing requires that certain key perform-

ance parameters be evaluated by the user.
The user must understand the performance
and cost tradeoffs so that a cost-effective
selection can be made. Some of the more
important characteristics that should be con-
sidered are presented in the following para-
graphs.

Resolution.—A key parameter often used
to judge the quality of mapping radar is
resolution. With SLAR, resolution is defined
as the minimum separation between two
targets that will appear individually on the
imagery. Whereas the ultimate system reso-
lution is a function of several parameters, the
most important criterion is the size of the
radar pulse rectangle projected on the
ground. At a given instant of time, the
ground area (A/? by AY) is simultaneously
superimposed in the radar receiver (fig.
5-12). This area is called the pulse-rectangle
or ground-resolvable area. Objects within
the pulse rectangle are recorded as if they
were all located at the center of the rectangle,
and two objects that occupy the same pulse
rectangle appear as a single return on the
imagery. The integrated reflectance of all
ground area and of all objects within the
ground-resolvable area at any given instant
are, in essence, presented as one value of
reflectance to the sensor. When this com-
posite reflectance value differs from those in
adjacent pulse rectangles, the sensor can
discriminate between targets. If a single
"hard" target (such as a small truck) is in
flat, open surroundings and is illuminated
by the radar, it probably will be the dominant
reflector in the pulse rectangle. The radar
accordingly records, as a single target, the
composite reflectance of the truck and the
surrounding area within the pulse rectangle.
To the radar, the truck is as large as the
ground-resolvable area. If objects are sepa-
rated by a distance greater than the corre-
sponding dimension of the pulse rectangle,
they will be imaged separately.

One should be careful to distinguish the
difference between detection and resolution
associated with a mapping radar. Resolution
is commonly defined as the ability of the
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FIGURE 5-12.—Real aperture resolution.

radar to distinguish two targets of equal re-
flectivity separated by the resolution distance.
However, this definition does not imply that
the radar cannot detect a target smaller than
the resolution cell. If a target has sufficient
reflectivity, the radar will detect a target,
such as a vehicle, a powerline pole, a corner
reflector, and so forth, even though it may
be physically much smaller than the resolu-
tion cell of the radar. Because of this differ-
ence in detection and resolution, users of
RAR are often amazed by the detail in the
imagery, because of the many small features
that are detected when resolution is not re-
quired to distinguish them from surrounding
objects.

For real aperture noncoherent SLAR, the
pulse rectangle (ground-resolvable area) is

primarily determined by the radar antenna
beamwidth and transmitted pulse length.
Range resolution, which is in the direction
of radiated energy (perpendicular to the
flightpath), is determined by the bandwidth
of the transmitted signal. The inherent range
resolution cr/2 is transformed into ground
resolution by

r. CT
2 COS i/r

where &R is ground range resolution, T is
transmitted pulse width (3 dB), <j/ is beam
depression angle, and c is speed of light. For
an RAR and small horizontal antenna beams,
the azimuth resolution is a function of half-
power beamwidth 0-3 dB-

v-a dB —
Kx
D (5-5)

where K is efficiency factor of antenna aper-
ture, A is transmitted wavelength, and D is
antenna aperture length. The azimuth reso-
lution AY is given by

RK\
D (5-6)

where R is range.
Azimuth resolution can be improved by de-

creasing the wavelength A (increasing fre-
quency) or by increasing the physical dimen-
sion of the antenna. Either approach has a
limit in a practical radar design. In de-
creasing the wavelength A, the problems of
atmospheric attenuation and the efficient
generation of large amounts of power be-
come more difficult. The problems of an ex-
cessively large antenna are quite obvious
when considering airborne or spacecraft
installations.

For the unfocused synthetic array for
which no adjustments are made in the return-
signal phases before integration, there is a
limit to the effective synthetic antenna length
that can be generated. The criterion often
used is that the difference between the round-
trip distance from the target to the center
of the array and the round-trip distance from
the target to the extremity of the array
should not differ by more than A/4 (fig. 5-13).
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FIGURE 5-13.—Unfocused synthetic antenna.

When this rule is used, the best azimuth
resolution obtainable from an unfocused
radar is

AY,, = i/2ylR (5-7)

Although range is still an important cri-
terion, it is less important with the unfocused
synthetic array than with the RAR. More
importantly, the azimuth resolution at long
ranges is not a function of the physical an-
tenna length D.

If the radar processor makes adjustments
in the signal phase received at each point of
the synthetic antenna (focusing), the re-
strictions that limited the maximum syn-
thetic antenna length of the unfocused an-
tenna no longer apply. The best obtainable
azimuth resolution from the focused SAR is

Ay,=^- (5-8)

The smaller the physical aperture, the wider
the physical beamwidth; and, consequently,
the longer the portion of the flightpath dur-
ing which the returns of a given target can
be processed to form the synthetic aperture.

This expression also forms the limit at short
ranges for the azimuth resolution of the
unfocused processor.

Distortion.—Image distortion is as im-
portant, in many respects, as system resolu-
tion. A distorted image makes it difficult to
make the proper interpretation of actual
terrain features. Although there are many
sources, the types of distortion errors that
should be given special consideration are
azimuth resolution distortion, display distor-
tion, and antenna motion distortion.

In the discussion of resolution, the pulse
rectangle of the RAR was shown to grow in
azimuth direction as the target range was
increased (fig. 5-12). As a result, objects
that are approximately equal in range and
azimuth dimensions will be shown to be ex-
tended in azimuth, relative to range. This
fact also obtains for targets mapped by an
unfocused SAR, but to a lesser degree be-
cause azimuth dimensional relationships re-
main constant for focused SAR.

Display distortion can result from several
factors, including nonlinear sweeps and im-
properly designed optics. However, most
errors of this type can be minimized by
proper hardware design. Skew distortion
of the image will occur if no compensation is
made for aircraft drift and antenna squint
angle. If a slant-range presentation is used,
a foreshortening of targets at close range
will occur When ground range is displayed
based on assumed level terrain, the image
will be distorted if the terrain is sloping or
irregular. If the antenna is rigidly fixed to
the aircraft, buffeting and turbulence may
smear and distort the radar image.

If the antenna pattern is not continually
positioned perpendicular to the aircraft
groundtrack, some form of correction must
be provided to prevent square objects from
being recorded as skewed parallelograms and
circular objects from becoming elliptical.
Generally, this skew distortion is corrected
by yaw stabilization of the antenna and by
providing drift information from the naviga-
tion system to the deflection yoke of the CRT.
The true direction of the antenna beam is not
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necessarily perpendicular to the face of the
antenna array. The deviation of the beam
from the orthogonal is called the squint angle.
If the CRT traces are rotated an amount
equal to the sum of drift and squint angle and
expanded by the cosecant of the sum angle,
the radar image will be free from skew dis-
tortion and range error.

Some radars display slant range from the
aircraft to the target, which is reasonably
accurate for small depression angles but
causes close-in targets to appear farther
away than the true distance from the air-
craft groundtrack. The close-in distortion
can be improved by a nonlinear sweep signal
on the CRT, making the map dimensions
proportional to true ground range. However,
the aircraft altitude above some reference
plane must be accurately known. This refer-
ence plane is normally measured with respect
to the terrain directly below the aircraft
fljghtpath. If the topography is highly ir-
regular or sloping, range errors will still exist
for all target areas not located on the refer-
ence plane.

For a radar system to generate high-
quality photoradar maps, the aircraft should
move over the ground at a constant velocity
and maintain a stable attitude with respect to
the ground. If the attitude of the aircraft
varies, the movements may have adverse ef-
fects on the radar image. Roll, pitch, and
yaw motions may be due to meteorological
variables and autopilot discrepancies caused
by improper operation or malfunction.

For RAR, the degree and precision of mo-
tion compensation or stabilization is rela-
tively minor. Stabilization of the antenna
about the yaw axis to within a beamwidth is
generally all that is required for good-quality
RAR imagery.

Stabilization of the antenna is a vitally im-
portant factor for high-resolution SAR. A
greater degree of motion stabilization and
correction is required as the resolution re-
quirement becomes more extreme. Turbulent
aircraft motion along the flightpath can
"bend" or distort the synthetic antenna re-
turn. Generation of a high-resolution map

is based on accurate determination of phases
and Doppler frequencies of the return signal.
If motion errors are not detected and appro-
priate corrections are not made, the map
quality will be degraded to an unacceptable
degree. Usually, the antenna is stabilized
by a system of roll, pitch, and yaw gimbal
drives that are controlled from signals gen-
erated in a motion compensation subsystem
of the radar.

Range coverage and swath width.—For
remote-sensing applications, range coverage
and swath width are very important con-
siderations that have a direct influence on
the total cost effectiveness of any radar
mapping mission. A radar with greater
range coverage and swath width will un-
doubtedly result in lower operational cost,
and will require less time, equipment, and
manpower. This cost reduction is extremely
important in commercial remote sensing.

For real aperture mapping radars that use
the analog signal integration of the CRT
and film, the maximum mapping range is
limited primarily by transmitter power, an-
tenna aperture size, and atmospheric at-
tenuation. When digital processing is used,
the overall complexity and cost of the proces-
sor may impose some practical restraints on
swath width. The rapid development of LSI
(large-scale integration) integrated circuits
is making the use of real-time digital process-
ing more attractive.

Real aperture X-band mapping radars that
cover as much as a 200-km swath width are
now in production. Usually, the SAR is
limited to smaller swath widths (15 to 30 km)
because of hardware complexity and trans-
mitter power limitations.

All-weather capability.—In an RAR sys-
tem with a fixed antenna size, the azimuth
resolution is improved in proportion to the
frequency of the transmitter. For this rea-
son, designers use the highest transmitter
frequency that also has other acceptable char-
acteristics, such as low atmospheric attenua-
tion. The X-band is a reasonable compromise
between achieving high resolution and select-
ing a frequency with desirable propagation
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characteristics. The X-band is the highest
microwave frequency range that has accept-
able low attenuation and backscattering
properties through cloud cover and moderate
rainfall. A real or unfocused SAR operating
at Ka-band would provide better azimuth
resolution for a given antenna length, but at
the price of increased propagation losses
and severely limited performance in weather
conditions in which water droplets are
formed.

Another important advantage of radar for
geological survey applications is the ability
of this type sensor to provide some penetra-
tion of foliage to reveal the rock formations
below. In vegetated areas, the X-band radar
imagery has revealed faultlines that were not
detectable in photoimagery, even though
relatively little foliage penetration is ob-
tained at X-band. A lower transmitter fre-
quency (e.g., 400 MHz) would provide much
better foliage penetration, but the loss in
azimuth resolution for an RAR makes this
impractical. The SAR could provide good
resolution and some foliage penetration by
operating at these lower frequencies.

Availability of data.—The timeliness or
turnaround time required for radar data is
primarily a function of the mission objec-
tives. When the terrain being mapped is
static or slowly changing, such as mountain
ranges or agricultural areas, it might appear
that real-time data are not required. How-
ever, this is not the case. For example, when
mapping an area to detect geological features
(such as faults, fractures, and minor topo-
graphical features), the correct amount of
shadowing must be produced on the map.
The proper degree of shadowing will en-
hance the topography, whereas too much or
too little shadowing will result in lost in-
formation. An airborne operator able to view-
imagery during flight can optimize the
shadows by adjusting the flight altitude.

When the terrain is in a state of continual
change, such as in ice-field mapping or oil
pollution detection, a large time delay in
transmitting the information to a ground sta-
tion where it is processed, interpreted, and

disseminated to the using agencies may be
unacceptable.

When large areas are to be surveyed, it is
practical to construct map mosaics from ad-
jacent strips of radar imagery. Good-quality
mosaics require that the overlap of each strip
be properly controlled and that the amount
and direction of the image shadows be the
same for each strip. Real-time monitoring
of the radar data by a qualified operator is
vital to producing good-quality mosaics.

Real-time film developing for current
SLAR systems is accomplished by onboard
film-processing laboratories in the larger air-
craft systems or by self-contained monobath-
processing cameras. With the latter ap-
proach, exposed film passes under a metering
roller at which time it comes into contact with
chemical-processing fluid. Processing fluid is
vacuum pumped from a sealed monobath tank
into a processing tray and returned to the
tank. After the film has been processed, it
moves into view over a lighted viewing panel,
which presents ground targets in the view-
ing area a few seconds after the area is
illuminated by the radar.

Real Aperture SLAR Applications

This section briefly describes some environ-
mental and geological applications of SLAR.
Although these applications are not a com-
plete listing, they give some indication of the
versatility of SLAR as a remote sensor.

Oil and mineral exploration.—The useful-
ness of SLAR in locating gas and oil fields
and mineral deposits lies in the ability of the
radar to provide a large-area map, which
enables surface lineaments to be detected.
Analysis of the density and directional distri-
bution of surface lineaments can isolate oil-
and gas-bearing subsurface structures. This
detailed radar lineament analysis is possible
because the radar provides an image that en-
hances the geological features better than
conventional aerial photography. The SLAR
has the unique capability of operating with a
wide selection of depression angles, which al-
lows the operator to enhance the topographic
features in areas of high or low relief.
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An example of the imagery produced is
shown in figures 5-14 and 5-15, which il-
lustrate some of the features of the AN/
APS-94D SLAR. The wide-area surveillance
capability of a real aperture SLAR is demon-
strated in figure 5-14. Swath width on this
image is 100 km (50 km on each side of
the aircraft flightpath). The enhancement of
geographical features by SLAR is shown in
figure 5-15.

Another advantage of SLAR for geological
exploration is the ability to image simul-
taneously from both sides of the aircraft to
facilitate making two radar mosaics of the
terrain with opposite look directions. Thus,
the imagery interpreter is better able to lo-
cate less-pronounced lines or fractures that
might not be visible from a particular look
direction.

The SLAR does not, of course, provide
complete knowledge of geological features;

Ranch
40-km range

I rrigated area

however, it provides much information that
permits surface exploration to be concen-
trated in areas with the highest probability of
success.

Ice mapping and classification.—The SLAR
imagery provides information on the amount
and nature of ice cover for either saltwater
or freshwater areas. The principles of opera-
tion are somewhat different from the
mapping of ground areas because ice, under
certain conditions, appears transparent to the
microwave energy and does not reflect energy
to indicate its presence. Thus, ice imagery
requires careful interpretation. Different
types and amounts of ice cover are illustrated
in figure 5-16. The bright lines and areas
in the image represent the points of greatest
radar echo. The echoes result primarily from
interface between ice and water or discon-
tinuities or cracks in the ice that are nearly
perpendicular to the line of sight. The pres-
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FIGURE b-14.—Wide-area surveillance capability of a real aperture SLAR (AN/APS-
94D fixed-target imagery of central Arizona).
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FIGURE 5-15.—Enhancement of geographical features by SLAR (AN/APS-94D fixed-
target imagery of La Jolla, Calif., with a 25-km range and a single antenna).

ence of clear ice in the upper portion of
figure 5-16 is primarily evidenced by the
presence of pressure ridges and cracks. The
clear area in the left portion of figure 5-16
shows the greatest amount of radar reflection
and indicates the turbulent flow of ice in that
area. The interpreter's ability to determine
the nature of the ice cover is aided by knowl-
edge of other meteorological conditions, such
as the temperature, force, and direction of
the surface wind.

The ability of SLAR to produce imagery
through cloud cover and surface storms is
particularly important because the informa-
tion is of greatest value during these condi-
tions. A radar operating at a wavelength of
approximately 3 cm can penetrate cloud
cover that would prevent visible and infrared
( IR) sensors from producing ice imagery.

Icepack tracking.—The location of ice-

packs and icebergs is of prime importance to
surface vessels in the area. The best infor-
mation on the movement of these hazards is
obtained by periodic mapping of the area
with side-looking radar. The movement of
ice on the water is governed by both winds
and tides. Present experience indicates that
the location can be determined accurately
enough to permit safe passage of surface
ships if an SLAR map can be obtained every
few days. The required frequency of recon-
naissance flights depends on the wind condi-
tions and the particular areas involved. At-
tempts to predict the movement of ice by the
speed and direction at the time of recon-
naissance would not be useful because of the
erratic nature of the movement and the in-
ability to measure low velocities with a high
degree of accuracy.

The ability of the SLAR to produce a
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FIGURE 5-16.—The SLAR imagery of varying types and amounts of ice cover (AN/
APS-94D fixed-target imagery of the northwest tip of Prince Edward Island).

200-km-wide radar map under adverse
weather conditions is again a great advan-
tage. Because icebergs produce large radar
echoes, resolution is not of particular im-
portance, and the radar can be operated on
the largest scale factor and greatest range.

Oil pollution detection.—With the ever-
increasing demand worldwide for crude oil
and petroleum products, accidental spills from
ships and offshore wells are becoming an
increasing danger. To combat this potential
hazard, the U.S. Coast Guard has devel-
oped an Airborne Oil Surveillance System
(AOSS). The AOSS is a multisensor system
consisting of an X-band side-looking radar,
a Ka-band imaging microwave radiometer,
a multichannel IR line scanner, and a multi-
spectral low-light-level (LLL) television
(TV) system. The AOSS is designed to de-
tect and map oilspills anywhere within a

40-km range of the aircraft flightpath. The
system was flight tested in early 1974. The
following are functions of the AOSS:

1. To detect oilspills on the sea.
2. To indicate the magnitude of oilspills

(both area and approximate thickness).
3. To assess cleanup operations and fore-

cast dangers to coastal areas.
4. To identify the oil type (signature).

This set of complex requirements cannot
be satisfied by a single sensor; thus, the
AOSS combines microwave techniques and
other methods using radiation from the ultra-
violet to the IR region. The mission concept
is depicted in figures 5-17 and 5-18.

The side-looking radar will provide long-
range routine surveillance of an area as much
as 40 km on each side of the aircraft. The
microwave radiometer covers the area di-
rectly below the aircraft flightpath (not
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FIGURE 5-17.—Routine AOSS surveillance at a 1524-
m altitude (ship detection and routine ocean slick
mapping mode).

mapped by the radar). The radar imagery
provides the location and approximate area
of the oilspill, and once the oilspill has been
identified, a short-range inspection is made
by other sensors that classify and measure
characteristics of the oilslick.

The active microwave sensor advanta-
geously uses contrast in reflection properties
between clean and polluted seas. Small-
amplitude waves of short length are con-
tinually generated on both calm and high
seas. These waves are efficient reflecting
surfaces for microwave radiation. A thin

_.IR line scanner
coverage

passive

/microwave
.'' coverage

ILL TV coverage

FIGURE 5-18.—Diagram of AOSS short-range pollu-
tion inspection and documentation (low-altitude
ship and pollution inspection and documentation
mode).

film of oil damps these small gravity and
capillary waves, forming a surface of lower
radar reflectivity. Active microwave sensors
can easily detect the change in microwave
reflectivity caused by oil, except in the pres-
ence of very calm sea states (with prevailing
winds less than approximately 1 m/sec). A
summary of other requirements for the radar
used on the AOSS is given in table 5-IV.

Tradeoff Considerations

The basic principles of an SLAR sensor
have been examined, and some of the im-
portant considerations in the system design
have been reviewed. In summary, the sig-
nificant desirable features of an SLAR sensor
are long-range coverage, broad swath width,
adequate resolution and detection capability,
all-weather operation, in-flight processing
and imagery viewing, reliable design ap-
proach, moderate system acquisition costs,
and low operational costs.

Although real-time film processing that
uses wet chemical developing is available, a
dry-film-processing camera would be a defi-
nite improvement in terms of operational
costs and handling problems.

The most direct approach to improving
azimuth resolution in RAR is to extend the
physical length of the antenna. However,
improved resolution is obtained at the ex-
pense of additional atmospheric and weather
attenuation effects. When improved azimuth
resolution is required, some type of synthetic
processing technique can be used, but careful

TABLE 5-IV.—Requirements for Radar
Used on AOSS

Range:
Ship detection, km. .. .
Oil spill detection, km.

Swath width, km
Detection requirements

Ships, m
Large spills (major

dimension), km
False alarm rate, max/hr. .
Data .

O t o 4 0
15 to 25
80

> 25 by 80 (or larger)

Hardcopy (film)
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thought should be given to how much resolu-
tion is required to accomplish the task.

Resolution tradeoff considerations.—A
tradeoff between SAR and RAR can only be
made when the specific application of the
radar is considered. For many environmental
applications, such as geological fault surveys,
geological exploration, ice reconnaissance,
and water-level surveys, large-area moderate-
detail imagery is required. The initial pur-
chase cost, maintenance cost, and total mis-
sion operating cost of a high-resolution SAR
is not justified solely for these applications.
The greater swath-width coverage of the
real aperture system more than offsets the
lower resolution associated with this type of
airborne radar. Usually, wide-range swath
width and high resolution are incompatible
because of practical limitations on the com-
plexity of processing and recording equip-
ment.

If fine topographical detail is required to
obtain the desired target intelligence, the
high-resolution SAR has an advantage. Some
possible applications might include land use
and urban studies. Again, the specific appli-
cations of the radar system may indicate
whether the need to resolve the fine detail
occurs frequently enough to justify a high-
resolution radar.

An aircraft system used for environmental
applications probably will contain multi-
spectral sensors such as optical, IR, micro-
wave, and magnetic sensors. In such in-
stances, the most cost-effective system might
include a side-looking radar for rapid large-
area coverage. The SLAR provides gross de-
tail and draws attention to probable areas
in which closeup, highly detailed data are
required.

Alternate approaches to synthetic aperture
processing.—As an aid to selecting a cost-
effective system, the azimuth resolution ob-
tainable from various approaches will be
reviewed.

For RAR, the best obtainable azimuth reso-
lution is

\T?
(5-9)

For an unfocused SAR, the azimuth resolu-
tion is

i/2VA#s (5-10)
Finally, the fully focused SAR azimuth reso-
lution is

D
2 (5-11)

where A is wavelength, D is effective antenna
real aperture length, and Rs is slant range.
The preceding expressions represent the
resolution obtainable in an ideal system. In
actual system designs, the overall resolution
may be somewhat less than these predicted
values. A graphic comparison of the theo-
retical resolution obtainable when A is 3.2 cm
and D is 3 m is shown in figure 5-19. Note
that for a focused synthetic processor, resolu-
tion can be improved by decreasing the an-
tenna length D (curve D in fig. 5-19). The
unfocused example (curve C in fig. 5-19)
assumes a uniformly weighted filter with

500 r

100

e
c"
o
J3
a

10

Coherent-on-receive synthetic

Focused synthetic

10 20 30 40
Range, km

50 60 70

D
FIGURE 5-19.—Ideal azimuth resolution as a function

of range, where X equals 3.2 cm and D equals 3 m.
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bandwidth varying as a function of the
square root of range. A more practical de-
sign approach might use a Taylor weighting
to minimize side lobes and a fixed bandwidth
(curve B in fig. 5-19).

Cost tradeoff considerations.—Although
precise cost comparisons are difficult to make,
no system concept can be selected without
some rough estimate of the overall cost, in-
cluding both the airborne sensor and ground-
processing equipment. It is fairly safe to
state that system acquisition costs are heavily
influenced by the resolution requirements.
The RAR systems are the least expensive,
and the focused synthetic radar is, of course,
at the high end of the cost scale. The relative
cost of X-band SLAR as a function of azi-
muth resolution is illustrated in figure 5-20.

Recommended future system developments.
—Because of the wide diversity of require-
ments, no single SLAR design will meet all
remote-sensing requirements in a cost-effec-
tive manner. In some applications, the RAR
will be adequate; in others, state-of-the-art
synthetic radars with multiple frequency and
multiple polarization may be needed. How-
ever, for the vast majority of remote-sensing
problems, a radar with moderate resolution
(30 m) appears to be adequate. For these
problems, an X-band unfocused synthetic
aperture or Doppler-beam-sharpened design

10
Resolution (at R

100
25 km), m

FIGURE 5-20.—Relative cost of X-band SLAR as a
function of azimuth resolution.

approach is recommended. There is nothing
really new about the basic concept of Doppler
beam sharpening; in fact, such radars are
now in existence. However, the design ap-
proach briefly described in the following
paragraphs represents a lower cost alterna-
tive to the fully coherent unfocused syn-
thetic radar design. Some tradeoffs con-
sidered in selecting the coherent-on-receive
approach are summarized in table 5-V.

A list of key performance characteristics
of a mapping radar that should satisfy nu-
merous remote-sensing applications during
the next 5- to 10-yr period is given in table
5-VI. This radar is primarily intended for
remote-sensing problems that require mod-
erate resolution.

TABLE 5-V.—Summary of Tradeoff Considerations

Performance
improvement

Recommended
method

Alternate
method Reasons for not selecting alternate

Range resolution .

Azimuth resolution

Short transmitter
pulse.

Coherent-on-receive
synthetic aperture.

Pulse compression.

Increase frequency
of RAR.

Increase antenna
length of RAR.

Fully coherent
synthetic
aperture.

Klystron or traveling-wave tube must
be used instead of a simple, inex-
pensive magnetron transmitter.

Range decrease is caused by atmos-
pheric losses, and more expensive
microwave components are needed.

Antennas 5 m or less can be carried
by business aircraft, whereas larger
antennas would require transport-
size aircraft.

Although the fully coherent design has
highest ultimate resolution poten-
tial, the coherent-on-receive design
provides an order-of-magnitude im-
provement over real aperture and
retains magnetron transmitter.
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TABLE 5-VI.—Coherent-on-Receive
Radar Parameters

Transmitter:
Tube type
Frequency
Peak power output, k\V.
PRF, pulse/sec
Pulse width, /*sec

Receiver:
Minimum discernible

signal, dBm
Bandwidth, MHz

Antenna:
Gain, dB
Elevation pattern shape.
Stabilization
Antenna length, m
Polarization
Look direction

Processor type

Range resolution, m
Azimuth resolution

(at 25 km), m
Range scale, km
Maximum swath width, km.
Data display

Magnetron
X-band
50
750
0.2

-95
7

35
csc-0
Yaw plane
3
Horizontal
Both sides of aircraft
Unfocused synthetic

coherent-on-receive
30

30
25 or 50
100
Real-time using dry

silver film recorder

Coherent-on-Receive System

In a coherent radar system, the echo is
processed to extract both amplitude and
phase information, as opposed to a nonco-
herent radar system in which only amplitude
information is processed. A coherent system
will generally produce far better performance
than a comparable noncoherent system. There
are two basic approaches for achieving co-
herent operation. The most commonly used
approach (i.e., the fully coherent system)
uses a STALO and a power amplifier trans-
mitter. Each transmitted rf phase is locked
to the STALO, which is required to have
very limited phase and frequency variations
during the observation time of any repre-
sentative target.

The coherent-on-receive technique is a
method for generating a coherent signal from
a magnetron transmitter. The phase of a
magnetron transmitter will be approximately
random from pulse to pulse. Coherence is ob-
tained by measuring the phase of the echo

from that pulse. Removal of the transmitted
phase from the echo phase eliminates the
random pulse-to-pulse phase variations so
that the signal may be processed as a coherent
signal. Thus, the signal is not coherent until
it is received by the radar and the random
phase error is removed.

The coherent-on-receive operation is gen-
erally not economical in systems requiring
modulation, or chirp, of the transmitted
phase. Such intrapulse modulation is gen-
erally required only when the desired range
resolution of a mapping radar is high. The
desired range resolution is available by trans-
mitting a fairly short pulse (0.1 to 0.2 ^sec),
which is still long enough for practical peak-
power considerations.

The key element of the coherent-on-receive
radar is the measurement of the phase of
each transmitted pulse and the subtraction
of that phase from the subsequent echo train.
The significant steps in accomplishing this
operation are summarized as follows:

1. At the time of transmission, a sample
of the transmitter is injected into the re-
ceiver (fig. 5-21).

2. The phase angle Ot of the transmitted
signal is measured in the receiver and stored.

3. The phase angle Bt corresponding to the
transmitter phase is subtracted from the echo
signal phase history that resulted from the
transmitted pulse.

4. This operation is repeated for each
radar-transmitted pulse.

5. The echo signal pulse train can now be
processed as a pulse-to-pulse coherent signal.

Any errors in the magnetron, the STALO,
or the intermediate frequency will be con-
verted into phase errors by the phase-meas-
urement circuit. These sources of frequency
errors must be minimized to keep the result-
ing phase error within acceptable limits.

Antenna.—Because the coherent-on-receive
radar is a variation on the unfocused syn-
thetic aperture technique, the physical aper-
ture of the antenna does not affect the
system azimuth resolution. The major con-
siderations that determine the antenna size
are (1) gain adequate to provide the desired
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FIGURE 5-21.—Simplified block diagram of coherent-
on-receive SLAR.

operating range, and (2) size small enough
for convenient installation on a medium-
sized aircraft.

A 3-m X-band phased-array antenna will
have less than a 1° beamwidth (3 dB) in the
azimuth plane. If the elevation pattern has
a cosecant-squared shape, the peak antenna
gain will be approximately 35 dB.

The optimum polarization depends on the
intended remote-sensing application. For ex-
ample, for oilslick detection, vertical polariza-
tion would be best, but horizontal polariza-
tion is optimum for geological survey work.
An antenna with selectable polarization
would solve both problems if the added cost
can be justified. Horizontal is probably the
best selection if only one linear polarization
is to be used.

Receiver/tra nsmitter.—T he r e c e i v e r /
transmitter has all the elements of a standard
noncoherent radar. The major differences in-
clude a local oscillator that has greatly im-
proved frequency stability, and a sample of
the transmitted pulse is summed into the re-
ceiver. These modifications make it possible
to compare the relative phase of the trans-
mitted signal and the received echo on a
pulse-to-pulse basis. Typical characteristics
of the receiver/transmitter are given in table
5-VII.

The stability requirements for the local
oscillator for this system are more stringent
than for noncoherent radar. The local oscil-
lator consists of a highly stable crystal oscil-
lator and a multiplier chain to obtain the
X-band output. The basic frequency is chosen
to obtain the best short-term frequency
stability. The oscillator has a short-term sta-
bility of 1 part in 101" when averaged over a
1-sec period.

Processor.—A simplified block diagram of
a Doppler-beam-sharpened fixed-target proc-
essor is shown in figure 5—21. The video
data are sampled by the analog-to-digital
(A/D) converter and converted to digital
numbers or words. Following the A/D con-
version, a buffer stores data at the conversion
rate of the A/D converter and writes out the
data at a slower rate to fill the interpulse
period completely.

The range filter removes the spectral offset
frequency and divides the signal into in-pulse
and quadrature channels, with each channel
operating at half the input data rate. This
result is achieved by first multiplying the
signal by exp ( — j o , n t ) , where <>.„ is the signal
offset frequency. This multiplication shifts
the spectrum to zero, but it also produces an

TABLE 5-VII.—Typical Characteristics of
the Receiver/Transmitter

Peak power output, kW
PRF, pulse/sec . . . . .
Pulse width, /usec
Minimum discernible signal dBm
Receiver bandwidth MHz

50
750
0.2

— 95
7
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undesirable spectrum centered about 2<a0. A
low-pass-filter operation eliminates the spec-
trum centered at 2™0. The azimuth filter is a
nonrecursive convolution-type bandpass fil-
ter. The optimum filter bandwidth in terms
of resolution and signal-to-noise ratio would
be a function of the square root of range.
A substantial hardware savings and only a
minor loss of performance result from choos-
ing the bandwidth to be independent of
range. An aircraft-velocity-dependent band-
width is not difficult to implement. Such an
implementation causes the final display reso-
lution to be independent of aircraft velocity.

Clutter lock.—During normal operating
conditions, the antenna will not always be di-
rected normal to the flightpath. High cross-
winds will cause the aircraft heading and the
flightpath to differ by several degrees. Be-
cause of such a drift angle, the azimuth
clutter spectrum is no longer centered on zero
Doppler (fig. 5-22). Also, the resulting off-
set frequency /,llfs,.t is not constant but de-

Flightpath

Drift
angle 6

Doppler
frequency

o f f se t

FIGURE 5-22.—Effect of drift angle on antenna direc-
tion and azimuth clutter spectrum, where r is air-
craft velocity, \ is transmitted wavelength, and -y-
is depression angle to target.

pends on range. If the clutter spectrum is
not centered on zero Doppler, the azimuth
filters designed to filter near-zero Doppler
may not function correctly. Two basic ap-
proaches to the frequency-offset problem are
possible. One approach would use aircraft
drift angle and altitude and calculate a cor-
rection frequency as a function of range.
(The drift-angle input from the aircraft
would have to be accurate to approximately
0.1°.) The azimuth filters may then be re-
centered on the main loads of the return
spectrum. A second approach would measure
the offset frequency from the clutter return
and correct accordingly. The latter approach
is generally recommended for these radars.
Special effort is necessary to insure that very
large point targets do not introduce false
offset errors as they enter or leave the an-
tenna pattern.

Motion compensation.—For coherent or
synthetic aperture mapping radar systems, it
is preferable that the aircraft fly in a per-
fectly straight line. The target azimuth phase
histories would then be predictable and easily
processed for improved resolution. Aircraft
usually do not follow perfectly straight-line
flightpaths. Deviations from the straight-
line flightpath produce errors in the phase
history of any target echo. These errors may
be corrected by using crosstrack and vertical
accelerometers on the antenna. The ac-
celerometer outputs may be high-pass-filtered
and integrated to measure crosstrack dis-
placements, which, in turn, may be used to
calculate range errors. Range errors are con-
verted to phase errors, and the necessary
corrections are generated as a function of
range.

Recorder.—Real-time wet chemical film
processors are now used on some mapping
radars. Recent developments in dry-film
processing and fiber optics make it feasible
to consider the development of a real-time
dry-film-processing camera for mapping
radar data. This development would reduce
operating costs and minimize storing and
handling of corrosive monobath chemicals.

Dry silver film, now available commer-
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cially, uses heat processing rather than the
wet monobath developing. However, this
dry film has a lower sensitivity than wet-
processing film, which means that the radar
image recorder must provide higher light
levels to properly expose the film. New de-
sign concepts include the use of a CRT with
high-intensity phosphors and fiber-optic face-
plates. The dry silver film is exposed by
moving it directly over the fiber optics. The
fiber-optics technique provides an increase
in the percentage of light gathered from the
CRT phosphor and applied to the film. Previ-
ously used double-lens optical systems, using
an //1.4 lens, direct approximately 5 percent
of the available light onto the film. A fiber-
optics system could increase this technique
to near-70-percent efficiency. Dry silver film
is developed and fixed by passing it over a
heated plate. The radar image could then be
available for near-real-time viewing.

Special Applications of SLAR Image Data

A detailed geologic evaluation of 25-cm
(L-band) SLAR images obtained over Death
Valley, California, was recently completed
(ref. 5-1). This study is a good example of
the type necessary to properly quantitize and
characterize the poorly understood interac-
tion of active microwave signals with a ter-
rain interface having diverse roughness
scales. The following is a summary of the
work represented in reference 5-1.

Summary of Death Valley Study

The salt flats and large gravel fans that
characterize the floor of Death Valley, Cali-
fornia, produce sensitive 25-cm radar-back-
scatter variations (image gray tone) that
are correlated with systematic changes in
surface-roughness parameters. The large
range (0.01 to 2 times the wavelength of
25 cm) in "Lambert" and "Lommel-
Seelinger" type surface roughness permitted
a detailed investigation of the irregularity
scale causing the change from diffuse to
specular radar backscatter as theorized by
the Rayleigh criterion. The agreement was

good, and the transition point was found
to be more clearly identified with a specific
size range of surface irregularity than it was
previously thought to be.

Backscatter variations within Death Val-
ley very well describe the previously mapped
geologic units, and it is suggested that long-
wavelength radar systems are scientifically
optimized for surface roughness investiga-
tion when antenna depression angles are re-
stricted between 45° and 90°.

A major conclusion is that an airborne or
spacecraft multifrequency radar system
should provide image data of significant land
use and economic resource potential, espe-
cially over the 680 million acres of extremely
arid to semiarid lands in the United States.

Experiment Description

During the spring of 1969 and 1970, 25-cm-
wavelength side-looking radar images cover-
ing a total of 13 300 km" were obtained over
Death Valley. These flights, including both
east- and west-look directions, were intended
as system function tests of a prototype plane-
tary imaging radar.

The radar system * was operated in a side-
looking mode with a unique 0° to 45° look
angle off vertical and with a slotted antenna
array. Horizontally polarized radiation was
transmitted, and horizontally polarized back-
scatter was recorded on 35-mm film, which
was processed by optical correlation tech-
niques. The radar equipment was flown
aboard a NASA Convair 990 jet aircraft -
operated by the Airborne Sciences Office of
Ames Research Center in Mountain View,
Calif.

The Death Valley area was chosen as the
radar system calibration site because of the
nearly total lack of leafy vegetation on the
Death Valley floor and the extremely low

1 Synthetic aperture optical recorder: 70-/isec
sweep (transmitter 10-MHz sweep in 1.5 ^sec) ;
6-k\V peak power; 15-W average power; 18° antenna
beamwidth in azimuth looking forward and 9° look-
ing back; 1215-MHz frequency.

- The 1970 flight, south run: 7925-m altitude;
254-m/sec speed. The 1970 flight, north run: 3048-m
altitude; 200-m/sec speed.



400 ACTIVE MICROWAVE WORKSHOP REPORT

36*35

„ 1970 1970—»•

117'00' 116°55

: ."Cotton Ball
• Basin

Precambrian to Tertiary^ 20'
rock-undivided

(R) Massive rock salt

(R) Eroded silty rock salt - rough to
smooth facies

Devil's
Golf Course(R) Carbonate and sulfate cemented

sands and silts

(R and P) Fan gravels

2 LTAH P) Sand facies forming continuous band
around fan gravels (annotations mark
upper limits)

(P) Gravel with smooth desert pavement

(R) Flood plain deposits of sand and
^^ silt-thin salt crust

R Recent
P Pleistocene
B Area of desert pavement discussed in text

Airport
/- -y— I mage footprint

Aircraft nadir, flight direction, and year
1970

36°35'

36°30'

36°25'

36°20'

36°15'

36°10'

116°50'

FIGURE 5-23.—Index map of Death Valley showing correlation of geology with 25-cm
backscatter units (I, most diffuse; VII, most specular). See figure 5-24.
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(4 cm/yr) precipitation rate. Death Valley
has also been well described from geological
(ref. 5-2), hydrological (ref. 5-3), and
botanical (ref. 5-4) viewpoints.

The scale of the original 35-mm radar
image film is approximately 1:600 000, al-
though that portion of the crosstrack image
nearest the flight line is considerably fore-
shortened because of inherent characteristics
of the image acquisition and processing tech-
niques. Ground resolution in range is ap-
proximately 60 to 100 m at the 45" incident
angle, whereas azimuth resolution at any
angle is approximately 20 m.

Schaber and Brown (ref. 5-5) discussed
the geological potential of images obtained
near Flagstaff, Ariz., with the same 25-cm-
wavelength radar system, and a discussion
of the effect of surface textures and complex

dielectric constant on (10° to 70C look angle)
K-band (0.86-cm wavelength) SLAR images
of arid regions has been published by Mac-
Donald and Waite (ref. 5-6).

The Death Valley investigation includes
detailed roughness-calibrated radar response
from many distinct sedimentary surfaces on
the giant gravel fans and salt pans char-
acterizing the extremely arid Death Valley
floor.

Characterization of Geological Units on the
Radar Images

Figure 5-23 is a generalized geological
map of Death Valley (ref. 5-2) illustrating
seven major geological surfaces clearly de-
nned by backscatter variations on the 25-cm
radar images shown in figure 5-24.

FIGURE 5-24.—West-looking radar image (25 cm) of Death Valley showing correlation
of radar backscatter units I to VII with film photometric scan data taken at indi-
cated profile A to A'. The profile is 32.7 km long.
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Unit I is the highest backscattering flat-
lying surface on the images and covers the
least areal extent within Death Valley (20.7
km2). This unit is represented by the Devil's
Golf Course at Badwater and is composed of
Quaternary massive rock salt with an ex-
tremely rough surface that elevated and pro-
tected against seasonal flooding. Vegetation
of any kind is virtually absent (fig. 5-25(a),
5-25 (b), and 5-25 ( c ) ) .

Three additional decreasing rough facies
of the Quaternary chloride zone are grouped

together in figure 5-23 as unit II (fig.
5-26(a) and 5-26(&)). All facies listed in
unit II are lacking in vegetation.

The third highest backscattering, unit III,
delineated on the radar images is composed
of two facies of Quaternary carbonate salt-
impregnated Pleistocene lake deposits and
five facies of miscellaneous Quaternary sul-
fate and carbonate salts (fig. 5-27 (a.) and
5-27 ( b ) ) . Pickleweed and several species of
phreatophytes having brine affinities com-
prise the sparse vegetation.

(a)

FIGURE 5-25.—Photographs of Devil's Golf Course (unit I) shown in geological map
(fig. 5-23) and radar image (fig. 5-24). (a) Landscape photograph of massive
rock salt of the Devil's Golf Course (unit I) that gave a highly diffuse (nearly
isotropic) backscatter over incident angles ranging from 12° to 40°. Gnomon has
wand length 31 cm above tripod base, gray-tone chart on gnomon leg is divided
into 2.5-cm increments; black rule has small divisions of 1 cm and large divisions
of 5 cm.
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(c)

FIGURE o-25 (concluded).—Photographs of Devil's
Golf Course (unit I) shown in geological map
(fig. 5-23) and radar image (fig. 5-24). (6)
Closeup view of extreme 2- to 3-cm (X/10) rough-
ness, (c) Aerial view of Devil's Golf Course (dark
heart-shaped unit) taken during radar overflight.
Notice the reversal photographic and radar albedos
for Devil's Golf Course (unit I) and flood plain
(unit VII) (fig. 5-24).
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FIGURE 5-26.—Photographs of silty rock salt with rough facies (20 to 40 percent silt)
that gave highest backscatter within unit II (fig. 5-24). Gnomon has wand length
31 cm above tripod base; gray-tone chart on gnomon leg is divided into 2.5-cm
increments; black rule has small divisions of 1 cm and large divisions of 5 cm.
(a) Landscape photograph.

Unit IV is limited to only the younger of
the Upper Pleistocene and Recent gravels of
the giant gravel fans. The Pleistocene ma-
terials are loose pebble-to-cobble-size var-
nished gravel with significant concentrations
of boulders (fig. 5-28). Although not var-
nished, the Recent fan gravels are similar
and exist in washes as much as 3 m below
the level of the older Pleistocene materials.

Unit V represents the only distinct radar
signature on the images that could not be re-
lated to a specifically mapped geological ma-
terial. This unit is imaged as a narrow (100
to 200 m wide) dark band that is consistently
found at the very base of the gravel fans in
contact with the high backscattering unit III
of the Death Valley salt pan (fig. 5-24). An-

other characteristic of the dark band on the
images is that it is generally darkest (greater
film density and weakest backscatter) at the
very base of the gravel fans and becomes
more diffuse (reduced film density and in-
creased backscatter) within a few hundred
meters toward the head of the fan. Field
investigation revealed that the dark band
was resulting from weak signal return from
a boulder-free sandy zone distinguished by a
lag of small rock fragments (fig. 5-29) that
becomes systematically larger upslope on the
fan. The relationship of gravel size to back-
scatter power within unit V will be discussed
later in this section.

The relatively low backscattering (unit
VI) was unexpectedly found to be well cor-
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FIGURE 5-26 (concluded).—Photographs of silty rock salt with rough facias (20 to 40
percent silt) that gave highest backscatter within unit II (fig. 5-24). Gnomon
has wand length 31 cm above tripod base; gray-tone chart on gnomon leg is divided
into 2.5-cm increments; black rule has small divisions of 1 cm and large divisions
of 5 cm. (6) Closeup view; small-scale roughness at 1 to 2 cm equal dimensional
hummocks of silt. ^-
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FIGURE 5-27.—Carbonate zone with saline facies;
CaCCvcemented sand and silt form the outmost
ring of salt pan in contact with gravel fans (back-
scatter unit III in fig. 5-24). Vegetation is pickle-
weed, (a) General view. (6) Closeup view show-
ing unique solution cavities.

related with the oldest of the Upper Pleisto-
cene fan gravels (figs. 5-23 and 5-24). The
reason for such anomalous radar behavior
lies in the fact that the unit VI surface is
smooth "desert pavement," whereas the
younger gravels have rough surfaces. The
boulders and cobbles forming the original
surface of these deposits have disintegrated
to produce smaller, angular rock fragments.

The "fitting together" of these weathering
products forms the smoothest desert pave-
ments in Death Valley (fig. 5-30). The
desert-pavement surfaces are elevated above
the present Recent washes near the head of
the fans. Excellent representation of the
desert pavement (unit VI) on radar images
as compared to conventional photography is
shown in figures 5-31 and 5-32(a), 5-32(6),
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FIGURE 5-28.—Younger of the upper Pleistocene boulder gravels forming giant alluvial
fans (radar unit IV). Notebook (21 cm long) is shown in foreground.

and 5-32 (c) . Vegetation is lacking except
for xerophytes along the washes.

The lowest backscattering material in
Death Valley is referred to as unit VII and is
represented by the Recent flood-plain deposits
that seasonally flood the lower parts of the
Death Valley salt pan (figs. 5-23, 5-24, and
5-33). The floodplains are mostly flat and
level expanses of occasionally damp or brine-
soaked sandy silt and clay; part is encrusted
with salt. The salt crust on the floodplain
ranges from a thin delicate efflorescence to a
firm crust several centimeters thick (ref.
5-2).

Surface Roughness Data and Correlation
With Radar Backscatter

Theories pertaining to scattering of micro-
wave signals from terrain have been the sub-
ject of much discussion for many years (refs.

5-6 to 5-10). The only two terrain param-
eters affecting the radar-scattering coeffici-
ent are surface roughness and the complex
permittivity. Almost all workers agree that
surface roughness is the dominant causative
factor in amplitude variation of the returned
signal (effecting image gray tone). Radi-
ated energy is reflected in a specular (mirror-
like) manner, according to Snell's Law, from
a "smooth" surface and is reflected in a dif-
fuse (energy scattered in all directions)
manner from a "rough" surface. The ques-
tion usually encountered in interpretation of
SLAR images concerns the scale of rough-
ness necessary to change from specular
(smooth) to diffuse (rough) scattering. One
of the major objectives of the Death Valley
radar study was to approach this question
from an empirical rather than a theoretical
viewpoint.
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FIGURE 5-29.—Closeup view of small-scale surface lag and underlying loose sand char-
acteristic of the base of radar unit V. This surface was dominated by specular
reflectivity.

The most quoted theoretical relationship
with regard to radar "smoothness" is the so-
called Rayleigh criterion that considers a sur-
face "smooth" for

4-n-h sin

h< 8 sin (5-12)

where h is height of surface irregularities, X
is wavelength of radar system, and y is graz-
ing angle of the incident radar wave.

In deriving this criterion, Rayleigh con-
sidered rays 1 and 2 (fig. 5-34) incident on a
surface with irregularities of height h at a
grazing angle y. The path difference between
the two rays is expressed as

Ar=2/is iny (5-13)

and the phase difference is expressed as

(5-14)

Rayleigh thus argued that for &.$ = •*, the
surface is "rough," whereas, for A<#>=:0, it re-
flects specularly and is "smooth." In obtain-
ing the Rayleigh criterion, an arbitrary
choice halfway between the two examples
(i.e., A<£ = 7r/2) is made to represent the tran-
sition from diffuse to specular backscatter.

Peake and Oliver (ref. 5-7) used a truck-
mounted radar-radiometer system to com-
pare radar backscatter variation with change
in a normalized roughness parameter £ for
three frequencies (X-, Ku-, and Ka-bands),
where

d cos (5-15)

and where d is particle diameter, Bt is angle



ACTIVE MICROWAVE SENSOR TECHNOLOGY 409

2V-—* -_ > y*v~-jf i ''*• * •

FIGURE 5-30.—Desert pavement ("varnished") formed on surface of oldest of upper
Pleistocene fan gravels (radar unit VI). Surface of pavement rocks extremely
polished.

of incidence, and A is wavelength. These re-
searchers found that the transition between
specular and diffuse scattering occurs at ap-
proximately £ = 0.3. This value appears to be
slightly large for the 25-cm SLAR data of
Death Valley.

Absolute calibration of the radar return
power was not obtained during the Death
Valley overflights. Therefore, relative expo-
sure energies were obtained from the film
(type 3414) D \oge sensitometry curve (fig.
5-35).

To quantitatively evaluate the relationship
between relative return power and surface-
roughness parameters, a total of 11 photo-
metric scans were made across various
regions of the radar images. Figure 5-24
illustrates the clear variations in film density

observed for the seven major radar-back-
scatter units described previously. Table
5-VIII lists the physical roughness param-
eters for these seven radar terrain units
and the relative power (dB) values repre-
sentative of each. In figure 5-36, these data
are plotted with relative radar power as a
function of the sum of parameters A, B, and
C (at A/10 scale) for each of the seven radar
terrain units. Average vertical roughness
ranges from approximately 0.01 to 2 A.

The significant aspects of figure 5-36 are
the two distinct curve slopes with the inflec-
tion occurring at a vertical roughness repre-
sentative of approximately 3 to 5 cm. It
appears from this correlation that the change-
over from primarily diffuse (rough) to pri-
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FIGURE 5-31.—Enlargement of west-looking 25-cm radar image of Tucki Wash gravel
fan. Roman numerals represent radar backscatter units. Dots indicate sample lo-
cations 1 to 5.

TABLE 5-VIII.—Roughness Parameters and Relative Backscatter Power

Backscatter
unit

I .
II
Ill
IV
V
VI
VII

Parameter A :
macrovertical

relief, cm"

49 0
29.0

6 0
12 0
1 5
1.0
.2

Parameter B :
average distance

between
macrorelief
facets, cm "

60 0
44 0
15 0
10 0
6.0
20
20

Parameter C :
percent area
covered by

microroughness " *

100 0
97.0
20 0
400
15.0
8.0

0

Roughness
parameter a c

209 0
170.0
42 0
62 0
22.5
11.0
2.2

Film
density

0.700
.749

1.163
1.266
1.580
1.600
1.756

Relative
power,

dB

0.0
— .4

— 2.4
—3.0
— 4.4
— 4.5
— 5.3

" Roughness parameters A, B, and C represent averages of many field measurements.
'' at X/10 scale.
' Parameter a. equals the sum of parameters A, B, and C.
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FIGURE 5-32.—Photographs of Tucki Wash gravel fan together with computer represen-
tation of digitized radar image for designated area, (a) Aerial photograph of
Tucki Wash gravel fan with desert pavement regions delineated. Area in rectangle
is for reference to figures 5-32(6) and 5-32(c). Points A, B, and C designate re-
cent washes, (b) Enlargement of area indicated in figure 5-32(a). Recent washes
are indicated at points A and B and outer part of desert pavement at point C.
(c) Computer representation of digitized radar image of same area shown in figure
5-32(6) (processed to enhance pavement region). Note points A, B, and C. Com-
puter enhancement performed at Jet Propulsion Laboratory Image Processing
Laboratory.
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FIGURE 5-33.—Recent flood-plain surface (radar unit VII) giving essentially no radar
return. Surface is coated with less than 1 cm of sodium chloride. Surface in back-
ground is eroded rock salt that is 15 cm higher than flood plain.

FIGURE 5-34.—Derivation of the Rayleigh criterion
(after Beckmann and Spizzichino (ref. 5-10)).
Numbers 1 and 2 represent incident rays.

marily specular (smooth) scattering may
occur rather abruptly.

Two distinct types of surface roughnesses
within Death Valley have made this region
ideal for a detailed investigation of radar-
scattering processes. The first is the chemi-
cal or solution roughness of the salt facies
characterizing the salt pan of Death Valley
floor (units I, II, and III) (figs. 5-25, 5-26,
and 5-27). These surfaces have extremely
rough reentrant cavities, with the concordant
high points forming a flat and level plain on
the scale of several meters. These salt-pan
surfaces appear to be perfect examples of a
"Lambert" roughness.

The second form of roughness encountered
within Death Valley is that characteristic of
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FIGURE 5-35.—Sensitometry curve D log, for the film
type and processing used for Death Valley radar
images. (Film type: Kodak High Definition Aerial
3414.) Steps equal 1.5-dB increments; 1.0 to 2.0
relative log exposure equals 10 dB.
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FIGURE 5-36.—Relative power as a function of sur-
face roughness parameters log Z(A+B + C) for
each of the seven radar terrain units.

the giant gravel fans. The gently sloping
(2.5°) fans have a generally flat sand and
gravel surface on top of which is resting
many point scatterers in the form of perched
or partly buried cobbles and boulders (fig.
5-28). This type of roughness with many in-
dependent point scatterers is called the
"Lommel-Seelinger" type (ref. 5-7).

The gravel fans provided a suitable sur-
face on which to quantitatively assess the re-
lationship between frequency distribution of
scatterers (rocks) and relative radar power.
The gravels were found to be graded by size
in a band several hundred meters wide at the
base of the fans. The lower portion of this
band has earlier been described as the weak
radar-backscattering radar unit V (figs. 5-
23, 5-24, and 5-31).

Five surface gravel samples (TWF-1 to
TWF-5) were collected from 1-m- areas,
starting at the very base of unit V on the
Tucki Wash Fan and extending through this
unit up the fan into the larger boulder unit
IV for a total distance of 400 m (fig. 5-31).
Samples were collected at 100-m intervals
together with surface relief data. Figure
5-37 illustrates the presampling distribution
of the gravels within each 1-m- sample sta-
tion. Figure 5-38 shows the cumulative per-
cent of total rocks as a function of mean
rock diameters. The rock diameters increase
consistently from sample TWF-1 to TWF-5.

The sample site locations annotated on the
radar image of the Tucki Wash Fan (fig. 5-
31) suggest that the area between samples
TWF-2 and TWF-3 is the approximate vis-
ual contact between the dark band (unit V)
and the lighter, coarser gravel deposits (unit
IV). This contact should then represent the
transition zone between specular and diffuse
scattering. A photometric scan was made
along the sampling line, and these data were
converted to relative power by means of the
film sensitometry curve (fig. 5-35). These
data were correlated with both surface relief
and rock-size percentages for the sample
areas on the Tucki Wash Fan as shown in
figures 5-39 and 5-40. Both diagrams indi-
cate that the break in slope characterizing
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FIGURE 5-37.—Presampling photographs of five 1-m- sample sites (TWF-1 to TWF-5)
at the base of Tucki Wash Fan (see fig. 5-31). Samples included all surface lag in
1-rrr areas shown by white lines, (a) Sample site 1.

the specular-diffuse transition occurs as vis-
ually observed in the region between samples
TWF-2 and TWF-3 at approximately the
— 1.0-dB (relative) power level.

The breaks in slope on figure 5-39 further
indicate that 4.1 cm and 6.7 cm should be the
minimum and maximum height to charac-
terize the minimum and maximum surface
roughness for the initiation of primarily dif-
fuse scattering at 25 cm and at this particu-
lar radar grazing angle of 55.62°. The aver-
age relief value (4.1 cm) is the same as that
shown by the curve inflection in figure 5-36
and is thought to be more significant regard-
ing the radar behavior than the maximum
relief data.

To compare this "smooth"/"rough" sur-
face boundary with that of Rayleigh for the

dividing line between "smooth" and "rough"
surfaces, the value for the radar grazing an-
gle (55.62°) and the wavelength (25 cm)
need only be substituted as

25cm
8 sin 55.62

ft <3.8 cm

(5-16)

(5-17)

The value calculated from field measurements
of average vertical relief (fig. 5-39) and the
theoretical value agree well.

Figures 5-38 and 5-40 show that the cu-
mulative percent of rocks characterizing the
transition-zone gravels on Tucki Wash Fan
should be as follows: 0.1 percent, A/2 (12.5
cm) ; 5.5 percent, A/4 (6.24 cm) ; 27 percent,
A/8 (3.125 cm) ; and 70 percent, A/16 (1.562
cm). The mean (50 percent) gravel size
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FIGURE 5-37 (continued).—Presampling photographs of five 1-m2 sample sites (TWF-1
to TWF-5) at the base of Tucki Wash Fan (see fig. 5-31). Samples included all
surface lag in 1-m2 areas shown by white lines. (6) Sample site 2.

would be A/13, or 1.92 cm. The gravel com-
posing the average surface relief («4 cm) of
the transition zone is equivalent to the larger
25 percent of the bulk gravel sizes.

Peake and Oliver (ref. 5-7) give a nor-
malized roughness parameter of £ = 0.3 (eq.
(5-15)) for the transition point between
specular and diffuse backscatter at the X, Ku,
and Ka radar frequencies. The £ value (fig.
5-39) associated with the average relief
transition point is 0.13, or approximately 2.3
times less than that measured by Peake and
Oliver. A value of £ = 0.3 would give an av-
erage surface relief of 9.1 cm by using the
normalized roughness relationship of equa-

tion (5-15) (for an incident angle of 34.38°
and a wavelength of 25 cm). A surface with
this relief in the Death Valley study area is
primarily a diffuse scatterer on the 25-cm
image data.

Complex Dielectric Constants
and Radar Penetration

The rather elevated dielectric constants e
of sodium and calcium salts found in the
Death Valley salt pan are shown in table 5-
IX. Unit III, composed of calcite (CaCO:i)
cemented sands and silts, has a surface
roughness distinctly less imposing than that
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FIGURE 5-37 (continued).—Presampling photographs of five 1-m2 sample sites (TWF-1
to TWF-5) at the base of Tucki Wash Fan (see fig. 5-31). Samples included all
surface lag in 1-m2 areas shown by white lines, (c) Sample site 3.

of the bouldery fan gravels of unit IV (figs.
5-27 and 5-28) ; however, the backscattering
ability in the 25-cm images places the surface
roughness slightly above that of the boulder
gravel deposits (unit IV) (table 5-VIII).
Although these studies have shown clearly
that the surface roughness is the dominant
cause of the diverse backscatter within Death
Valley, there is some evidence to suspect that
the elevated e of CaCO, and the presence
within this material of abundant solution
cavities (which cause resonance effects) may
be contributing to the abnormally high dif-
fuse return (fig. 5-27(6)). The 25-cm ra-
dar may be penetrating a minimum of 0.5 to

1.0 A (12.5 to 25 cm) into the surface of unit
III.

Surface profile data.—The 25-cm radar
images also contain high-resolution surface
profiles as a result of the 0° to 45° off-nadir
angle (fig. 5-24). The vertical range accu-
racy over flat regions is between 1 and 2 m,
but it is somewhat degraded (10 to 20 m)
over mountainous terrain because of com-
plexities in the timing reference of signals
returning from areas of high vertical relief.

The profiles from smooth, flat surfaces are
characterized by "spiking" or fluctuations in
the spectral power caused by multiple side
lobes (fig. 5-24, point B) ; this spiking is not
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FIGURE 5-37 (continued).—Presampling photographs of five 1-nr sample sites (TWF-1
to TWF-5) at the base of Tucki Wash Fan (see fig. 5-31). Samples included all
surface lag in 1-nr areas shown by white lines, (d) Sample site 4.

observed over the rougher mountainous ter-
rains (fig. 5-24, point A). The scientific
value of such profiles would be extremely
high over regions of little or no photogram-
metric control.

TABLE 5-IX.—Materials Present
Death Valley Salt Pan

in

Material

Calcite
Halite
Gypsum
Dry, sandy soil . . .

Composition

CaCOs
NaCl
CaSCv2H.O

e(1.0 MHz)

7.5
5.9
5 to 11.5
2 5

Concluding Remarks

The Death Valley region is an excellent
area for radar feasibility studies involving
detailed geologic analysis of SLAR images.
The region is characterized by a variety of
materials with diverse dielectric properties
and a large range in surface roughness. In ad-
dition, the extreme aridity in Death Valley
minimizes the effects of vegetation and high
soil moisture.

The major conclusions of the present inves-
tigation can be summarized as follows:

1. Many types of recent sedimentary sur-
faces and active sedimentation processes can
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FIGURE 5-37 (concluded).—Presampling photographs of five 1-nr sample sites (TWF-1
to TWF-5) at the base of Tucki Wash Fan (see fig. 5-31). Samples included all
surface lag in 1-nr areas shown by white lines, (e) Sample site 5.

be recognized by their surface roughness us-
ing only single-frequency SLAR image data.
When SLAR is used in conjunction with
more conventional sensors, the recognition
potential becomes very good.

2. The height of surface irregularities re-
sponsible for the transition from specular to
diffuse 25-cm radar scattering is restricted
to a relatively smaller size range (A/5 to A/8)
than previously thought and is well defined
by the assumptions given in the Rayleigh
criterion.

3. Antenna depression angles restricted
between 45° and 90° appear to optimize the
image data for surface backscatter informa-

tion and appear to eliminate extensive radar
shadowing effects that distract from geologic
material characterization on more conven-
tional SLAR data formats (10° to 70° off-
nadir angles).

Future Applications

The radar images evaluated in this section
are unique because they were obtained with
a prototype of a planetary orbiting radar spe-
cifically designed to return high-resolution
surface images from the cloud-covered planet
Venus, possible in the early 1980's. The in-
vestigation of images from the 25-cm system
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FIGURE 5-38.—Mean diameter of rocks from sample
sites TWF-1 to TWF-5 with diameters given in
centimeters and X- ratios. Rocks measured totaled
3314.
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FIGURE 5-39.—Relative power variation as a func-
tion of average and maximum vertical reliefs for
TWF-1 to TWF-5 sample sites (which are num-
bered 1 to 5).
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FIGURE 5-40.—Log relative power as a function of
mean gravel size for TWF-1 to TWF-5 samples.
Size distributions for 5, 10, 25, and 50 cumulative
percent are shown.

are being conducted with that long-range
goal in mind; however, the terrestrial bene-
fits of such research studies are apparent.

The extremely good sensitivity of the ra-
dar system to variations in surface roughness
appears to result from (1) the low frequency
(1215 MHz) ; (2) the 45° to 90° antenna de-
pression angle range, which emphasizes sur-
face backscatter at the expense of conven-
tional morphologic image portrayal; and
(3) the high-resolution capability of the syn-
thetic aperture system.

Surface moisture can substantially alter
the complex dielectric constant and thus af-
fect the backscatter power returned by sur-
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face roughness alone. There are, however, an
estimated 4x10'" m- of extremely arid land,
50 x 10'° m- of arid land, and 110 x 1010 m2 of
semiarid land within the limits of the con-
tiguous 48 States (ref. 5-11). These rela-
tively undeveloped regions could be the focal
point of proposed airborne, Space Shuttle,
and spacecraft radar-imaging applications
such as the following:

1. Research on development of arid land
recreational areas and other aspects of land
use.

2. Detection of alluvial deposits for sand
and gravel and for water potential.

3. Classification of active sedimentary
processes (i.e., monitoring of aeolian activity
and defining the extent of silt deposition after
flood waters recede).

Strategic Air Command, X-band (9500
MHz) SLAR images of Death Valley have
been acquired recently. A full discussion and
comparison of the X- and L-band images will
be published in the near future; however, one
enlargement of these high-resolution (15 m)
X-band data is presented (fig. 5-41) for
comparison with specific details on the L-
band images.

The conspicuous dark band (unit V)
around the base of the gravel fans on the L-
band data (fig. 5-31) is present on the X-
band image (fig. 5-41), but the area cannot
be well delineated because of the less-distinc-
tive tonal contrast between units V and III
(the carbonate facies of the outer salt pan).
Similarly, the contrast between units III and
II on the X-band data is not as sharp as
shown on the L-band images.

However, the desert pavement (unit VI)
detail is somewhat better on the X-band im-
age because this radar has a higher resolu-
tion and a more pronounced shadowing effect.
The incident angle of the X-band data in the
center of figure 5-41 is 72.3°, whereas the in-
cident angle in the center of the L-band im-
age (fig. 5-31) is 38.2°. The desert-pavement
areas are very clearly defined on both radar
frequencies as a result of the extremely
smooth desert varnish surface (fig. 5-30).
The pavement would probably be specular
even on K-band images for this reason.

Within the salt pan, the X-band data ap-
pear to define geologic contacts between vari-
ous chloride, sulfate, and carbonate facies
differently than the L-band data. However,
verification and discussion of the causal rela-
tionships must be delayed until further study
of the X-band images is completed.

A SHUTTLE RADAR MICROWAVE
SUBSYSTEM FOR EARTH RESOURCES

APPLICATIONS

Introduction

The microwave subsystem considerations
are discussed as a design example for a radar
for Earth resources applications to be used
in conjunction with the Shuttle Spacelab.
This system with a multiplicity of frequen-
cies and polarizations—L-band (25-cm wave-
length), S-band (10-cm wavelength), and X-
band (3.2-cm wavelength) at two orthogonal
linear polarizations—has been tentatively se-
lected. The Space Shuttle vehicle constrains
the antenna to approximately 8 m in length
and 3 m in width.

The frequencies and antenna size comprise
the major constraints on the system de-
scribed here and determine the sensor alti-
tude, coverage, and major hardware param-
eters. The sensor performance is summarized
as follows:

1. Frequencies:
a. L-band (25 cm)
b. S-band (10 cm)
c. X-band (3.2 cm)

2. Polarization:
a. Transmit: Vertical or horizontal
b. Receive: Vertical or horizontal

3. Imagery: Synthetic array; four looks
in azimuth; 10-m range and azimuth resolu-
tion on the ground.

4. Coverage: Offset of 75 to 275 km either
side of the satellite groundtrack.

5. Swath width:
a. At minimum offset: 40 km
b. At maximum offset: 100 km

The major microwave subsystem parame-
ters are outlined as follows:
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FIGURE 5-41.—Enlargement (10 times) of X-band SLAR image of Tucki Wash Fan.
Radar look direction from lower right to upper left; flight altitude, 10 363 m. Com-
pare annotations with figure 5-31. Incident angle (center of image) equals 72.3°,
taking into consideration the 2.5° eastward slope of the fan. Dark streaks from
upper left to lower right are artifacts of image acquisition. (Strategic Air Com-
mand photograph.)

1. Antenna: Dual linear polarization;
planar array:

a. L-band: 2 m high; 8 m long
b. S-band: 0.75 m high; 8 m long
c. X-band: 0.25 m high; 8 m long

2. Transmitter: Switchable to either po-
larization ; 2000 pulse/sec:

a. L-band: Solid state; 60-W average
b. S-band: Solid state or tube; 200-W

average
c. X-band: Traveling-wave tube

(TWT) ; 600-W average

3. Receiver: Dual channel for both po-
larizations; parametric amplifier input
stage:

a. L-band: 1-dB noise figure
b. S-band: 1.5-dB noise figure
c. X-band: 2.5-dB noise figure

4. Pulse compression:
a. Chirp: As required to provide ac-

ceptable transmitter peak powers
and 10-m ground resolution in
range for varying offset distances

6. Off-nadir angle: 45°



422 ACTIVE MICROWAVE WORKSHOP REPORT

To arrive at the design, two limitations
must be considered: the antenna aperture
constraints (8 by 3 m) on the imagery re-
quirements and the antenna aperture con-
straints on the antenna design, such as
off-track distance requirements, polypolariza-
tion, and multifrequency. The approaches to
designing optimum transmitters must be con-
sidered for the three frequency bands, par-
ticularly the X-band transmitter, which re-
quires an average power of approximately
600 W.

The major conclusion concerning the aper-
ture constraint is that the 8- by 3-m aper-
ture imposes a severe limitation on the avail-
able swath widths and on the extent of
off-track range that is achievable. The maxi-
mum achievable offset for the system at
an altitude of 200 km is 275 km, and
the maximum swath width available at this
offset is 100 km. These limitations are de-
scribed in detail in this section.

Multiple-polarization use of the 8- by 3-m
antenna aperture is an important considera-
tion. In this preliminary analysis, the 8- by
3-m aperture was divided into three 8-m
strips, each representing a slotted array at
L-, S-, and X-bands, respectively, and all hav-
ing an elevation beamwidth of 12° (fig. 5-
42). Reasonable-sized offset ranges and
swath widths are attained at all three fre-
quencies.

Radar-power requirements are also fixed
when the aperture is divided in the previ-
ously mentioned manner. For a signal-to-
noise ratio of 15 dB, a 10-m ground resolu-
tion is required; and, for a geometric back-

-8m-

2.0m

-I-
. 75m

L-band antenna

S-band antenna

.25 m X-band antenna
J

3 m

FIGURE 5-42.—Aperture sharing.

scattering coefficient of -14 dB, the radiated
power requirements for a resolution cell 340
km away are as follows: X-band, 600 W;
S-band, 200 W; and L-band, 60 W.

System Tradeoffs and Performance

The system tradeoffs considered here de-
termine the radar parameters, PRF, antenna
weighting, pulse compression ratio, pulse
compression technique, transmitter peak
power, and so forth, which draw a desired
balance among swath width, available offset
ranges, and image quality (given the an-
tenna aperture constraints and transmitter
constraints).

At the start of this balancing process, it is
necessary to decide how the available aper-
ture is to be shared by the three frequencies
and to include dual polarization for each fre-
quency. The 8- by 3-m antenna aperture will
be partitioned into three 8-m-long antennas,
one each for L-, S-, and X-bands (fig. 5-42).
Antenna mechanization is discussed in a sub-
sequent section.

Once aperture sharing is known, the radar
PRF, based on the allowable signal-to-ambi-
guity ratio, can be selected. Also, if the PRF
and the antenna elevation pattern are known,
the available swath widths and maximum off-
set range can be determined within the limits
of signal-to-ambiguity constraints.

This initial tradeoff process is discussed in
the subsections on orbit geometry and on an-
gle ambiguity control and PRF choice. The
next section contains a view of image-quality
optimization factors that relate to the micro-
wave subsystem. Tropospheric and iono-
spheric propagation effects are detailed in a
separate subsection, which concludes that,
from a Space Shuttle altitude of 200 km and
at 45° from the vertical, propagation prob-
lems are those usually associated with the
troposphere (e.g., rain). However, above a
400-km altitude, Faraday rotation by the ion-
osphere may be an important factor.

Orbital geometry.—The basic geometry as-
sociated with a side-looking SAR in orbit
around a spherical Earth is shown in figure
5-43. The equations used in determining <f>,
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FIGURE 5-43.—Basic orbital geometry of side-looking
SAR.

/s and Rs as functions of Rg are

(5-18)

where <f> is the elevation beamwidth, ^ is the
depression angle, Rs is the slant range, Ra is
the ground range, and RE is the Earth radius.

i/<=arctan rh+R| -co&e)
-_ E sin

RE sin 6
COS <ft

(5-19)

(5-20)

Figure 5-44 shows <t>, <jt, and Rs as func-
tions of Rs for /i=200 km. The spherical
Earth effects are particularly important at
the smaller values of <j>, where a small change
in <j/ can cause a large change in illuminated
ground range R,, which makes extremely
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FIGURE 5-44.—Plot of </>, $, and R, as functions of K,
(/i=200km).

small elevation beamwidths necessary to con-
trol range ambiguities.

Angle ambiguity control and PRF choice.
—A pulsed radar return spectrum is shown
in figure 5-45 for a real antenna with a uni-
form weighting function. The widths of the
returns about each PRF line are independent
of the carrier frequency; only the real an-
tenna length I and the vehicle speed v affect
the widths.

As the real antenna scans over a point scat-
terer, the Doppler shift varies and the an-
tenna traverses the regions to be processed as
illustrated in figure 5-46. The overlapping

Power/Hz

Uniformly weighted real antenna

/* /

/ iV
. .

'

Frequency. Hz

FIGURE o-4o.—Pulsed radar return spectrum for a
real antenna with a uniform weighting function
(where f, is carrier frequency and fr is return fre-
quency) .
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FIGURE 5-46.—Azimuth ambiguities.

returns from adjacent PRF lines are proc-
essed simultaneously with the desired re-
turns. The result is an ambiguous synthetic
array azimuth pattern. The synthetic aper-
ture azimuth pattern required to hold the
azimuth ambiguities to —18 dB is given in
figure 5-47. It has been assumed that it is de-
sired to hold the sum of all azimuth ambigui-
ties to -15dB.

A conservative specification on real an-
tenna, mean, far-out azimuth side lobes GSL
can be derived as follows. The Doppler fre-
quency extent of the side-lobe region is
± 2v/\. Therefore, the processed region near
each PRF return line contains the contribu-
tions from N=4v/fr other PRF lines.' At a
nominal PRF of 2v/l, N-21/X. Next, arbi-
trarily let it be required that the sum of all
N contributions be -10 dB relative to the
-27-dB peak of figure 5-47; then, the fol-
lowing equation results:

Uniformly weighted real antenna

Gain

8j • arcsin

B2 • arcsin —
-0 bB

A -27dB

-e2 -Sj 0 8j 82

Angle

FIGURE 5-47. Synthetic aperture azimuth pattern re-
quired to hold azimuth ambiguities to —18 dB.

TABLE 5-X.—Azimuth Far-Out Side-Lobe
Level Requirements

A
X-band .
S-band .
L-band

N,dE

27
22
18

GSL, dB

32
29 5
27 5

20 log,0 GsL + 10 Iog10 N= -37 dB

(5-21)

The resulting requirements on average azi-
muth side-lobe levels for 1=8 m are given in
table 5-X.

The PRF can be adjusted so that, when it
operates with four independent azimuth
looks, the worst-case azimuth ambiguities (in
the outer two processing regions of fig. 5-48)
are —18 dB. For these particular ambigui-
ties, the proper PRF choice is approximately
2v/l. Similar considerations for three, two,
and one azimuth looks yield the PRF as a
function of the number-of-looks curve plotted
in figure 5-49. The figure also shows c/2/,.
(the slant-range distance between transmit-
ter pulses), which is an important measure
of ground-range coverage, as shown in the
following section.

Range ambiguity control and ground-range
coverage.—From the previous section, it is
noted that c/2fr<Rs. Thus, many range am-

Four independent
regions to be

processed«,

OdB

-1.68dB

f,-2.047f

FIGURE 5-48.—Azimuth ambiguity adjustment for
four independent azimuth looks.
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100 n Transmit 1

2 3
Number of looks

FIGURE 5-49,—The PRF and interpulse slant range
compared \vith number of looks.

biguities will result unless the antenna eleva-
tion pattern is used to reject undesired re-
turns (fig. 5-50). The ambiguous ranges are
kept in the side lobes of the real antenna ele-
vation pattern. Figure 5-51 illustrates the
situation for smaller depression angles; a

-Transmit i

Altitude return^

Elevation pattern
main-lobe return

r
2h
c

Time

2R

Transmit 2

Transmit 3

f.

FIGURE 5-50.—Range ambiguity control (large de-
pression angle).

Altitude
returnL-/VT

FIGURE 5-51.—Range ambiguity control (small de-
pression angle).

given elevation beamwidth covers a greater
slant range than before. Thus, to realize the
maximum coverage from a given PRF choice,
the real antenna elevation beamwidth must
become a function of depression angle (or of
ground range). The PRF should be adjusted
as a function of altitude and antenna eleva-
tion pointing angle to cause the altitude re-
turns to fall outside the desired range cover-
age. A small compromise in angle ambiguity
level or in range coverage may be required at
certain combinations of altitude and eleva-
tion pointing angle.

To estimate elevation beamwidth require-
ments and to estimate ground-range cov-
erage, it was assumed that the elevation
aperture of the real antenna is uniformly
weighted and that the worst-case' range am-
biguities (at the edges of the range cover-
age) must be —18 dB relative to the desired
returns at the edges of the range coverage.
As before, the -18-dB figure was determined
by interpreting the — 15-dB specification to
apply to the sum of all ambiguities.

Figure 5-52 shows the power return as a
function of time for the following conditions:
The worst-case range ambiguities ( —18 dB)
are present, the elevation aperture is uni-
formly weighted, and the ground-range cov-
erage is that encompassed by the — 3-dB one-
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FIGURE 5-52.—Antenna elevation pattern adjusted
for — 18-dB range ambiguities.

way elevation pattern i/»-3 <IB = 0.443^. It can
be shown that

(5-23)

The results plotted in figure 5-53 can be de-
rived from these two equations. This figure
is for the case in which the real antenna ele-
vation is continuously adjusted to optimize
the ground-range coverage, limited only by
the ambiguity levels previously discussed.
Antenna design problems, radar power out-
put, and elevation pointing accuracy prob-
lems have been ignored to show that the

20 r 200 r

150

1 100

<§ 50

Elevation beamwidth

Ground range
coverage

100 200 300
Ground range R

400 500
km

FIGURE 5-53.—Ground range coverage and antenna
elevation beamwidth as a function of ground range
(ambiguity constraints only) ; fe=200 km, i = 8 m,
/r = 2.047 v/1, four azimuth looks.

maximum theoretical limits are under only
the ambiguity constraints.

Good coverage is still possible for a single
elevation angle. Figure 5-54 shows three dis-
crete coverage zones obtained at an altitude
of 200 km from a real antenna elevation
beamwidth of 12°.

As a trial design, the aperture constraints
assumed were (1) that the 3-m vertical aper-
ture available was shared among X-, S-, and
L-bands without physically overlaying the
antennas, and (2) that the elevation beam-
widths of the three antennas were equal.
These assumptions resulted in three anten-
nas, each 8 m long, having vertical apertures
of 0.25, 0.75, and 2.0 m at X-, S-, and L-
bands, respectively. The elevation beam-
widths of the three antennas are 6.4° mini-
mum and are weighted to generate the 12°
beam.

A conservative specification on real an-
tenna far-out elevation side lobes can be de-
rived as follows. The slant range extent of
the side-lobe region is RS m—h, where RSm is
the slant range to the horizon. The maximum
number of range ambiguities is

M= RSn,-h
c/2fr

(5-24)

At a nominal PRF of 2v/l and with 1=8 m,
c/2/,. = 76.9 km; thus, M=18.3. Next, arbi-
trarily assume the requirement that the sum
of all M contributions be —10 dB relative to
the -24.7-dB level of figure 5-52. The fol-
lowing equation is the result:

h • 200 km

FIGURE 5-54.—Ground range coverage with one ele-
vation beamwidth.
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20 Iog10 GSL+10 Iog10 M= -34.7 dB

(5-25)

The resulting requirement on average eleva-
tion side-lobe level is Gst<-23.7 dB.

Image-quality performance.—For the final
radar design, a complete resolution and side-
lobe budget to allocate all error sources must
be developed to specify tolerances through-
out the system so that overall performance
requirements can be met. Some typical error
sources for the transmitter/receiver section
are described below.

The dominant contributors to integrated
side lobes by the transmitter/receiver are
(1) quadratic phase errors between the
transmitted pulse and the pulse compression
decoding signals, and (2) amplitude ripples
across the transmitted pulse.

Figure 5-55 shows the effect of quadratic
phase error for cosine-on-a-pedestal weight-
ing functions defined by

h(x) = 1 + 2F cos x
1 + 2F '

(5-26)

where x is the phase difference between
transmitted pulse and the decoding signals
and where the main beam broadening factor

10

.2

15

20

.8*

30

Constant weighting

18

28

Quadratic

phase error

1.0 1.1 1.2 1.3
Main beam broadening factor

1.4 1.5

FIGURE 5-55.—Resolution effects of quadratic phase
error on integrated side-lobe ratio and main beam
broadening.

F is 0.886 for a uniformly weighted compres-
sion filter. For example, this figure shows
that for a designated parameter (given an in-
tegrated side-lobe ratio (ISLR) of 27 dB and
a broadening factor of 1.2 with no quadratic
phase error), the effect of 30° of quadratic
phase error is to degrade the ISLR by 0.5 dB
and to degrade the resolution by approxi-
mately 1 percent.

Amplitude ripples are caused by ripples
across the transmitter bandpass and by rip-
ples on the modulating pulse. A ripple of
±1.5 percent produces two — 42-dB side
lobes.

For performance in the azimuth dimen-
sion, similar criteria apply, except that these
criteria are now applied on a pulse-to-pulse
basis. Thus, pulse-to-pulse coherence must
produce short-term (over an array time)
quadratic phase errors of less than approxi-
mately 30°. Random-phase errors result in
an ISLR equal to the variance of the phase
error (in radians). For example, a standard
deviation of random-phase errors of 0.02 ra-
dian results in an ISLR of —34 dB.

Propagation effects.—In the formation of
a synthetic array map from an orbital plat-
form, the radar signal traverses both a por-
tion of the lower ionosphere and the tropo-
sphere. The free electrons in the ionosphere
cause the index of refraction to vary in time
and space. In addition to being dispersive,
the medium is doubly refracting, producing
a Faraday rotation of a linearly polarized
wave. The random fluctuation in index in-
duces random-phase errors on the signal.

The index of refraction in the troposphere
also varies in time and space, principally be-
cause of varying amounts of water vapor.
However, the index is not frequency depend-
ent; thus, the medium is not dispersive. In
addition to inducing random-phase errors on
the signal, the troposphere may contain pre-
cipitation that produces attenuation and
backscatter, which are frequency dependent.

For a radar-platform altitude of 200 km, it
is found that (for a rather severe ionospheric
electron density profile) the Faraday rotation
is less than 1° (two way) at 1 GHz, decreas-
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ing as /-- with increasing rf. Phase errors re-
sulting from the ionosphere are estimated to
be negligible (as is the dispersive effect) for
frequencies above 1 GHz.

Tropospheric-induced phase errors are also
found to be negligible at a 10-m resolution
for any frequency below 10 GHz. The only
serious propagation effect is found to be that
caused by precipitation in the lower tropo-
sphere. Warm-front rain can produce back-
scatter so that barren ground (o-°==10-2) will
produce an echo less than 15 dB above the
precipitation echo at frequencies above 6
GHz. Thunderstorms produce the same limi-
tation at frequencies above 2 GHz, but they
are much less common.

If the radar altitude is increased, the Fara-
day rotation is the only effect that changes
materially. For the electron-density profile
that produces less than a 1° round-trip rota-
tion at 1 GHz and a 200-km altitude, the
Faraday rotation increases to approximately
10° at a 400-km altitude, assuming the same
off-nadir angle. This increase may begin to
affect the dual-polarization signature infor-
mation needed for surface classification (e.g.,
crop identification).

Probably, only precipitation will produce
a significant tropospheric effect. It will occur
at the upper end of the 1- to 10-GHz band.

Hardware Discussion

The hardware aspects of the microwave
subsystem, antenna, transmitter, receiver,
exciter, and pulse compressor are discussed
in this section. The antenna and transmitter
are the critical items in a satellite radar; the
antenna is critical because of its large size,
and the transmitter is critical because it is
the major consumer of prime power and the
unit in which the greatest voltage and cur-
rent stresses occur. Therefore, these two
units are covered in more detail than the re-
ceiver, exciter, and pulse compressor, which
do not exhibit any major problems in the
transition from airborne to satellite radars.

Antenna design considerations.—This an-
tenna discussion is divided into three areas:
antenna requirements, general design prob-

lems, and a candidate design. The various
system requirements, frequencies, polariza-
tions, and so forth, are examined with re-
spect to their effect on antenna design and
performance. Typical design considerations,
which include multiple-frequency band op-
eration, rf and signal bandwidth, manifold-
ing, multipacting, and aperture phase toler-
ances, are discussed. A possible approach
that has potential for satisfying the basic
requirements is presented.

Antenna requirements: The necessary ra-
diation pattern performance in both the azi-
muth and elevation directions is determined
by the permissible level of interference con-
tributed by ambiguities. With the elevation
pattern, sufficiently steep sides and low side
lobes at certain angles are required to avoid
interference in the range interval of interest
from multiple-time-around returns, near-in
returns (particularly the altitude line), and
the returns for the same range on the oppo-
site side of the vehicle. The azimuth pattern
must provide a sufficiently low side-lobe level
to avoid undue contribution to interference
from the integrated ambiguities. The re-
quired performance depends on the overall
system design because some contributions to
interference can be avoided by other means;
for example, the altitude line can be moved
with a small change in rf.

In general, the more complex the antenna
becomes in terms of polarization flexibility
or multiple-frequency operation within the
same aperture, the more difficult it will be to
provide precise control of the pattern shape
and side lobes. With a single polarization
and operation in a single-frequency band,
rms side-lobe levels (beyond the first few)
of approximately 45 dB below the main beam
gain can be expected. However, if one an-
tenna is interleaved or overlaid with another
at a different frequency or polarization, 30
dB may be difficult to achieve. From prelimi-
nary system considerations (see section en-
titled "Angle Ambiguity Control and PRF
Choice"), the requirements on the levels of
side lobes beyond the first two do not appear
severe in either principal plane. Azimuth
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side lobes of 32 dB down and elevation side
lobes of 24 dB down appear adequate.

An rf bandwidth of approximately 1 per-
cent within a particular band to accommo-
date some flexibility in the location of the
instantaneous bandwidth should not pose
difficulty. An instantaneous bandwidth of per-
haps 20 MHz, depending on resolution, re-
quires careful attention because the require-
ment applies not only to the pattern and its
variations with frequency, but equally to the
phase and amplitude transfer characteristics
from the electromagnetic field at points in the
far field of the antenna to the current and
voltage at the output terminals.

The provision of simultaneous reception on
two orthogonal polarizations, while transmit-
ting on one, imposes significant complexity.
The degree of orthogonality required of the
antenna would be a function of the required
experiments (within the constraints imposed
by Faraday rotation).

Obtaining polarization diversity concur-
rent with operations at widely separated fre-
quency bands (greater than an octave) from
a single aperture is not deemed feasible if
delicate side-lobe and pattern control is
needed. Use of separate antennas and radars
appears to be the most practical approach;
hence, the degree of commonality between
designs and the ease of scaling are important
considerations.

Design tradeoffs: The previously men-
tioned considerations pose many problems.
Among the design considerations included
are tolerance effects, pattern and polariza-
tion considerations, and multipacting effects.

Aperture phase tolerance: The problem of
maintaining aperture phase tolerances is as-
sociated with antennas that are electrically
long with respect to a wavelength. Failure
to maintain phase tolerance results in in-
creased side-lobe levels, filling in of the nulls,
and, to a lesser extent, decreased gain. Er-
rors in the excitation of the antenna can re-
sult from either electrical causes or mechani-
cal distortions. The effects on the radiation
pattern are indistinguishable. The error bud-
get must be allocated between electrical and

mechanical causes. Thermally induced dis-
tortions can be particularly severe when
illumination of the antenna by the Sun is
possible from many directions. However,
numerous methods exist to deal with this
problem. The antenna may be partially iso-
lated from the heat source (the Sun) by a
cover. The thermal coefficient of expansion
may be minimized by use of materials such
as graphite-fiber-reinforced plastics, which
have been applied for communication space-
craft antennas. Another possible solution is
the use of very high thermal conductivity
materials that minimize temperature gradi-
ents. Still another partial solution is to use
mesh structures that have high optical trans-
parency.

In general, the errors in the antenna that
cause degradation of the pattern can be di-
vided into three classes, depending on their
distribution over the radiating aperture:

1. Slowly varying systematic errors along
the antenna caused by factors such as bend-
ing of the main support structure.

2. Errors associated with groups of ele-
ments caused by positional errors in mount-
ing and phase and amplitude errors in the
excitation of the feed manifold.

3. Small-scale random errors associated
with the individual elementary areas of the
antenna.

Elevation pattern: Assuming that map-
ping on either side of the Space Shuttle is
desirable, two beam types can be considered:
(1) a symmetrical beam (with respect to the
Space Shuttle elevation plane) that requires
the vehicle only to be rolled to map similar
swaths on either side, and (2) a shaped or
asymmetrical beam that requires the vehicle
to yaw 180° to map an identical swath on the
opposite side. This comparison is illustrated
in figure 5-56.

Azimuth side lobes: Aperture distribution
tapering may prove desirable in the azimuth
plane to reduce side-lobe clutter contribution
within a range ring. Standard Taylor dis-
tributions could then be used to optimize gain
for the given side-lobe level. Only a moderate
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increase in feed complexity will result from
such tapering of the aperture distribution.

Polarization diversity: Polarization diver-
sity creates a severe design problem that re-
quires ingenuity for its solution; it compli-
cates the design to the extent that very wide
band performance is impractical.

The candidate design is configured to pro-
vide two orthogonal, linearly polarized an-
tenna patterns with separate output ports
for each polarization. Thus, received orthog-
onal signals can be processed individually
in accordance with the particular experiment.
Transmission can be accomplished on either
polarization with appropriate switching in
the transmitter. Furthermore, by dividing
the transmitter output between the two lin-
ear antennas with the proper phase rela-
tionship, circular polarization can also be
obtained. If done electronically, these switch-
ing schemes can be relatively complex. It
may be worthwhile to consider in-flight ad-
justment or component substitution to sim-
plify the design.

Multipactor effects: The operation of rf
devices in the vacuum environment of space
presents the microwave engineer and de-
signer with electrical breakdown problems,
which can be more serious than those caused
by ionized discharge. The problem arises be-
cause the mean free path of electrons in the
space environment may be larger than the
dimensions of the rf components. Under such
conditions, a secondary emission resonance
(multipacting) may occur. Multipactor dis-
charge is not necessarily a high electric field
phenomenon; components operated at rf
power levels as low as 1 W, when the
frequency is greater than a few tens of mega-
hertz, are susceptible. The problem is famil-
iar to designers of microwave tubes; how-
ever, the need for designers of other active
microwave devices to focus attention on the
subject became evident only when suspected
multipactor failures occurred in space
probes.

Candidate antenna design: A strong can-
didate and one of the most straightforward
designs for the type aperture contemplated

Yaw-0°
Roll -45°

Yaw • 0°
Roll • 0°

Yaw-0°
Roll • -45°

Yaw • 180
Roll • 0°

FIGURE 5-56.—Elevation pattern coverage.

is illustrated in figure 5-57. The design is
the planar array of waveguide slots that pro-
duces linearly polarized radiation with the
direction of polarization of the electric field
parallel to the long dimension of the array.
The slots used for this design are displaced
shunt slots in the broadwalls of identical
parallel guides. Each guide is the required
length to form the proper beamwidth at the
frequency of operation. The arrangement of
slots along each waveguide can be designed
to generate a phase and amplitude distribu-
tion that causes shaped beam or low side-lobe
patterns, if either is desired.

An X-band planar array antenna designed
for a space application is shown in figure 5-
58. The array is 7.7 m long and 1.23 m high.
The array has a structural backing that (1)
supports the radiating panels that form the
aperture, (2) provides support and attaching
points for the waveguide corporate feed that

FIGURE 5-57.—Linearly polarized slotted array.
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FIGURE 5-58.—An X-band planar array antenna.

distributes power to the array, and (3) pro-
tects the array and feed from uneven thermal
radiation that would otherwise cause intoler-
able amounts of physical distortion. The ar-
ray has been built and tested electrically. En-
vironmental testing, including static tests,
vibration tests, and thermal tests, was per-
formed successfully.

Extension of the basic array design de-
scribed previously yields a design that oper-
ates with two orthogonal orientations of lin-
ear polarization in which a second array is
added. This addition can be accomplished in
several ways; the most direct way is to add a
second array in front of the first. The front
array, if constructed with waveguides that
use inclined shunt slots on the guide edges,
can be overlaid on the rear array with spaces
between the waveguides that allow the rear
array to radiate unimpeded through the
structure of the front array. This design is
shown in figure 5-59.

Transmitter design considerations.—The
transmitter designer must choose between
solid-state and tube-type transmitters. For
the average powers under consideration (X-
band, 600 W; S-band, 200 W; and L-band,

60 W), the X-band transmitter will almost
certainly be a tube type; the L-band trans-
mitter will almost certainly be solid state;
and the choice for the S-band transmitter
will require additional study. Considerations
affecting the choice of tube or solid-state
transmitters for the satellite radar are dis-
cussed in this section.

Solid-state power amplification: As single
sources of high rf power, vacuum tubes are
presently secure in their transmitter role. At
the lower frequencies, for which solid-state
amplification is more efficient and opportuni-
ties exist for effectively combining the out-
puts of several devices, the solid-state ap-
proach may offer performance competitive
with or superior to that of the tube. There-
fore, an evaluation of high-power solid-state
transmitter configurations implies considera-
tion of both of the devices and the methods
of power accumulation.

Solid-state devices: Three important
classes of solid-state devices for the genera-
tion and/or amplification of microwave
power are transistors, transferred electron
devices (TED), and avalanche transit-time
devices. The modes of operation, although
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FIGURE 5-59.—Dual-polarized waveguide slot array
concept.

considerably different among these classes,
have some common characteristics. A prime
characteristic is the common requirement
for relatively low operating voltages of less
than 100 V, depending on the frequency and
power desired. A second, less-desirable char-
acteristic is the average power-output limi-
tation caused by thermal effects in which a
single device is limited roughly to the 10- to
100-W range, depending on thermal resist-
ance of the design. The present power capa-
bility of single devices is shown in figure 5-
60. Higher power can only then be obtained
through a combination of these devices. The
applicability of these devices is summarized
in table 5-XI.

The rf power accumulation: When more
microwave power is required than can be
provided by a single solid-state device, accu-
mulation techniques must be used. These
techniques are divided into three areas fol-
lowing the natural interface breakdown of
modern systems. Each area is considered in-
dependently in the following discussion.

First, there is the combination of devices
or chips within a single package. Researchers
have shown that both series and parallel
techniques are feasible and result in substan-
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FIGURE 5-60. — Power capabilities of solid-state de-
vices.

tial power improvements. Parallel thermal
mounting results in increased heat dissipa-
tion, whereas interconnection flexibility al-
lows control over impedance levels. This
method has the most potential for power/cost
improvement because of the applicability of
multiple-chip processing on a common heat
sink. Mounting circuit complexity may even

TABLE 5-XI.—Summary of Solid-State
Source Candidates

Device

Transistors

TED .

TRAPATT '
devices.

IMPATT " devices
(GaAs)°.

Appraisal

Strong contender below 4
GHz.

Not recommended because of
low power and efficiency.

High peak powers for
moderate-to-low pulse
widths «10 ,usec) and
low-duty factors <1
percent; possible use
depending on system final
requirements.

Moderate efficiencies 20 to 30
percent; highest average
power above 4 GHz.

" Trapped plasma avalanche triggered transit.
'' Impact avalanche transit time.
r Gallium arsenide.
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be reduced if impedance changes result in
easier match requirements. Perhaps, 9 to 12
devices will be an optimum number connected
in a series-parallel arrangement, mounted on
a diamond heat sink.

After maximizing the power from a single
package, the next step is to combine packages
within a single component. This step is more
difficult because distributed effects begin to
have an important role. Linear techniques
are usually limited to a low number of pack-
ages (three to four) due to interaction and
power saturation in the downstream devices.
Presently, radial configurations appear to
have more potential (using symmetry for cir-
cuit stability and maintaining equal phase
and power levels at all devices).

The third area of power accumulation is
concerned with combining the outputs of va-
rious independent amplifiers or oscillators to
sum the power, while maintaining stability
and minimizing circuit losses. Spatial accu-
mulation (or combining in space as is done
with multielement radiators) acts independ-
ently, using spatial interference to produce
the desired summation. This technique can
only be used when it is necessary to have all
the power available at one port or terminal.
Otherwise, circuit accumulation must be
used. Usually, hybrids or two-way Wilkinson
circuits are used for this purpose. Although
both circuits supply the necessary isolation
between the power components, they are only
two-way circuits requiring n stages of accu-
mulation (2" —1 combining circuits) for 2"
power components, which is cumbersome and
impractical where n>4.

Reliability: The chief advantage of solid-
state devices in this application is in their
improved reliability over vacuum-tube trans-
mitters. Solid-state devices, in general, have
demonstrated the capability of long life un-
der normal operating temperature ranges,
such as 473 K, at the junction. Elevated junc-
tion temperatures are common, however, for
high-power devices, and result in reduced
expected lifetime. A tradeoff is necessary to
balance the mean time before failure
(MTBF) with the power required for each

device. An example of this relationship is
shown in figure 5-61 for silicon IMPATT de-
vices. As indicated, temperatures approach-
ing 573 K are to be avoided because the life-
time is reduced sharply.

A related aspect of reliability is the failure
mode of a system. If all the rf power is gen-
erated by a single device, its failure forces a
system failure. However, when many de-
vices are integrated to supply the necessary
power, failure of some of the devices will only
reduce the system capability. In fact, an in-
crease in system MTBF may be obtained by
a slight overdesign on the number of devices
required. A 20-percent increase in devices
will increase the system MTBF by a factor of
100 (fig. 5-62).

Tube transmitter: The major tradeoffs re-
quired for the definition of tube transmitters
lead to—
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FIGURE 5-61.—Life expectation of silicon IMPATT
devices related to junction temperature. Silicon
IMPATTS. Hughes Aircraft Corp. (HAC), Bell
Telephone Laboratories (BTL).
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FIGURE 5-62.—Improvement of MTBF through re-
dundancy of solid-state devices.

1. Choice of power amplifier tube.
2. Definition of high-voltage power and

modulator circuits.
3. Selection of high-voltage medium and

interconnection techniques.
4. Specification of high-power microwave

components.
5. Mechanization of the control and moni-

tor functions.

The average power levels range from ap-
proximately 60 W at L-band to 600 W at X-
band. Using a PRF of 2000 Hz and a com-
pressed pulse width of 0.05 /xsec as nominal
values and assuming that the duty cycle is
not limited by swath width and correspond-
ing listening-time requirements, the duty-
cycle values corresponding to pulse-compres-
sion practical limits of 1 (no compression)
and 2500 are 0.0001 and 0.25, respectively.
Average power and corresponding peak-
power limits for these and intermediate-duty
cycles are shown in figure 5-63.
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FIGURE 5-63.—Average and peak power transmitter
requirements.

Also shown in this figure are average- and
peak-power limits of existing high-reliabili-
ity tube technology. A minimum bandwidth
of 100 MHz is assumed to permit frequency
agility. This bandwidth requirement excludes
all tubes, except the TWT and crossfield am-
plifiers (CFA), below 5 GHz. Above 5 GHz,
the broadband klystron (2 percent band-
width) is a usable candidate. At the very
lowest frequencies, the TWT is usually peak-
power-limited by practical length and weight
restrictions. At the higher frequencies, all
linear beam tubes and the crossfield devices
are both peak- and average-power-limited by
focusing problems and the low thermal ca-
pacities of the small rf circuit structures that
intercept the electron beam.

It is generally recognized that the sources
of most failures in high-power transmitters
are the high-voltage circuits and the critical
tube interfaces. High-voltage power supplies
at the 10-, 20-, and 30-kV levels, with peak
powers as much as 100 kW and average pow-
ers to 1 kW, have been developed for space
application. The tube-interface problem has
also been addressed with the development of
very simple pulse modulators, fail-safe bias
supplies, and internal control-monitor cir-
cuits that limit the pulse width and duty
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cycle and, in the event of a detected fault, au-
tomatically command the transmitter to a
safe mode.

The rf breakdown at low-pressure levels by
ionization of residual gases or by multipact-
ing is a source of transmitter failure even in
moderate rf power circuits. Both problems
may be solved by use of pressurized rf lines
or by a carefully designed and fabricated
vacuum assembly.

The vented or vacuum approach requires
control of the rf fields and element spacings
to eliminate all low-order multipactor modes
and choice of materials with low secondary-
emission coefficients. In the vented approach,
outgassing must be limited to prevent ioniza-
tion breakdown, which implies choice of suit-
able materials and isolation of all surfaces
from contamination during the extended test
activities between manufacture and comple-
tion of launch.

The choice of high-voltage insulation, mod-
ulator circuits, rf duplexing and switching
elements, and the detailed mechanization of
the monitor and control unit will all depend
on the power level of the transmitter. For the
lowest power levels, a solid dielectric high-
voltage insulation is advantageous. For
higher power levels involving increased ther-
mal losses, solid dielectrics are sometimes
damaged by differential expansion, and the
choice of a gas or an oil dielectric is pre-
ferred.

Similarly, a low-duty-cycle single-wave-
form transmitter using a TWT, klystron, or
CFA may efficiently use a line-type cathode
modulator, whereas a requirement for wave-
form flexibility would indicate the use of a
tube modulation electrode, such as a mode
anode, aperture grid, or shadow grid in com-
bination with appropriate bias and modula-
tion waveform coupling circuits.

Receiver design considerations.—The ma-
jor element of receiver design for the Space
Shuttle is low noise to minimize transmitter
power requirements. A plot of noise figure
as a function of frequency is shown in figure
5-64 for various solid-state-receiver front-
end candidates, including balanced mixers,
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FIGURE 5-64.—Receiver front-end noise performance
as a function of frequency.

transistor amplifiers, field-effect transistor
(FET) amplifiers, and parametric ampli-
fiers. Although noise figure is an important
characteristic to the system designer, other
characteristics, such as bandwidth, dynamic
range, gain, reliability, and cost, must be
considered.

The balanced mixer can be designed and
fabricated in almost any form (stripline,
waveguide, or microstrip) and can be de-
signed in a single- or double-balanced con-
figuration. Designs vary from 10 percent to
multioctave bandwidth. These devices com-
monly employ Schottky barrier diodes for
low noise and high reliability. The dynamic
range of the mixer is a function of the diodes
and the local oscillator (LO) power level.
With local oscillator power in the 10-mW
range, the two-dioxide mixer exhibits a 1-dB
signal compression at an input level of ap-
proximately 3 dBm. It is possible to termi-
nate the image port in the mixer and obtain
a 1- to 2-dB noise figure improvement. The
penalty is a reduction in bandwidth and a
considerable increase in circuit complexity.
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Low-noise bipolar transistor amplifiers are
relatively simple and can be fabricated in
stripline or microstrip. The design tech-
niques are mature; and, with available de-
vices, octave bandwidths are feasible. The
gain per stage varies from 20 dB at 400 MHz
to 7 dB at 6 GHz. For a 20-dB gain amplifier,
1 dB of gain compression typically occurs at
a 5- to 10-dBm output.

Considerable effort is being expended on
gallium arsenide (GaAs) FET amplifiers.
The noise figures shown on figure 5-64 are
presently available in the laboratory; how-
ever, commercial devices are available with a
5-dB noise figure and an 8-dB gain at 8 GHz.
Amplifiers can be constructed in coaxial or
microstrip and are capable of a 10-percent
bandwidth. Typically, 1-dB gain compression
occurs at a 10-dBm output. Device-reliability
data are not presently available.

The parametric amplifier is the most com-
plex of the practical spacecraft front-end
candidates, but it offers the lowest noise fig-
ure. Amplifiers presently used in airborne
radar systems use one or two varactor stages
and have signal bandwidths from 3 to 10 per-
cent and gains of 15 to 20 dB. The pump
power and frequency requirements depend
on operating frequency and required noise
figure. Typical levels are 20 to 100 mW in the
frequency range from 12 to 50 GHz. The
Gunn diode oscillator can easily meet these
requirements. The parametric amplifier is
further complicated by the necessity for
maintaining the temperature at or below
room temperature. Typically, 1-dB gain com-
pression occurs at a — 35-dBm input power
level. The high-level input signals normally
are handled by switching the amplifier out of
the receive line.

Although complicated, the parametric am-
plifier continues to be the best choice from a
low-noise viewpoint. If an ultra-low-noise
figure is not required, the bipolar amplifier
is the prime candidate below 6 GHz. Between
1975 and 1979, the FET amplifier will be the
prime candidate above approximately 6 GHz
if its reliability can be demonstrated.

Exciter design considerations.—The pri-

mary function of the exciter is to provide a
coherent low-noise drive for the transmitter
oscillator (TO) and a receiver LO signal to
heterodyne the received target returns to an
intermediate frequency. The requirement
for a stable centerline with low close-in noise
dictates that any generation scheme begin
with one or more very-high-frequency (vhf)
crystal oscillators.

The exciter configuration also varies de-
pending on the type of pulse compression
waveform selected. The tradeoffs involve not
only the compression ratio but also the
method of generation; that is, analog or
digital.

The exciter power-level requirements are
determined mainly by the type of transmitter
selected. Tube-type systems require approxi-
mately a 100-mW range for TO drive and a
20-mW range for LO drive. Power levels
as much as 500 mW are required for all
solid-state designs. Exciter configurations
presently in production vary from the all-
varactor multiplier-chain type to the high-
frequency up-converter type.

The prime candidate for the proposed ra-
dar is the basic up-converter configuration
shown in figure 5-65. The stable pump source
is typically a Gunn or transistor voltage-
controlled oscillator harmonically locked to a
vhf crystal oscillator. The reference genera-
tor provides the signal to be up-converted,
generally at a frequency of two to three times
the required output bandwidth. This signal
can be programed by a vhf synthesizer to
provide frequency hopping. The generator
can also be designed to provide active chirp
or translate a passive pulse compression
waveform. This signal can be gated easily to

xxi .
—H Amphfer t-

I I
I ._!

FIGURE 5-65.—Up-converter exciter configuration.



ACTIVE MICROWAVE SENSOR TECHNOLOGY 437

eliminate TO interference on receive. To ob-
tain the required output drive, a Gunn or
transistor amplifier must be used either in
the pump port or in the output port.

Pulse-compression considerations.—Pulse
compression is a means of reducing the peak
power required of the transmitter while
maintaining the necessary range resolution.
Reduction of transmitted peak power has the
attendant advantages of lower operating volt-
ages, implying reduced size and weight and
increased reliability; and the reduction eases
rf breakdown problems throughout the high-
power portion of the microwave circuitry.
However, peak-power reduction has the dis-
advantage of having range side lobes that
must remain low; otherwise, the background
clutter that these side lobes cause will become
objectionable.

Pulse-compression technology is highly de-
veloped and presents little technical risk in
meeting the range of requirements antici-
pated for the Space Shuttle radar. The avail-
able waveforms may be divided into two ma-
jor categories: (1) analog waveforms of
which chirp (linear frequency modulation
(FM)) is the most common, and (2) phase-
coded waveforms.

The choice of compression ratio is a trade-
off between the desire for low peak transmit-
ted power and the desire to minimize the
pulse-compression system complexity.

Range side-lobe performance is another im-
portant factor in choosing the compression
ratio. Good peak side-lobe performance is dif-
ficult to obtain at very low compression ratios
(<13:1). At high compression ratios, the
far-out side lobes cause concern because com-
pressed pulses generally have a side-lobe
"plateau," typically 30 to 35 dB below the
main lobe, that extends to ± T from the main
lobe, where T is the transmitted pulse width.
High-pulse-compression ratios thus lead to a
wide plateau and reduced image quality. This
phenomenon occurs for both analog chirp and
phase-coded waveforms.

Range side-lobe performance: Good range
side-lobe performance is required for map-
ping applications. Typical requirements are

that close-in side lobes be 25 dB down from
the main lobe and that far-out side lobes be
30 to 35 dB down.

Chirp systems provide good side-lobe per-
formance if frequency weighting is used on
receive. A small mismatch loss is incurred
(approximately 1.2 dB for 35-dB first side
lobes in the absence of errors). The mismatch
loss can be eliminated by using nonlinear FM
at the expense of increased difficulty in im-
plementation.

Side lobes of phase-coded waveforms de-
pend strongly on the particular code used.
Simple-frequency weighting is generally in-
effective, but some side-lobe reduction can be
obtained by weighting the taps on a tapped-
delay line compression filter. As in the case
of linear chirp, there is a penalty in signal-to-
noise ratio. A tradeoff occurs between imple-
mentation complexity and side-lobe perform-
ance. Figure 5-66 indicates that binary
codes, which have the simplest implementa-
tion, have only moderately low side lobes.
Polyphase codes have lower side lobes but re-
quire more complex implementation.

Reduction of range side lobes in a binary
phase-coded system can be effected by trans-
mitting complementary codes on alternate
PRF's. In this system, the range side lobes
for a zero-Doppler return pulse average to
zero. The cancellation is imperfect for

OD 30
13

1
_gj

| 20

*O9

°- 10

O Frank polyphase codes

D "Good" binary phase codes

0 0

20 40 60 80
Pulse compression ratio, code length

100

FIGURE 5-66.—Side-lobe levels for phase-coded pulse
compression waveforms.
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Doppler-shifted targets, but a significant
overall improvement in side-lobe level is still
obtained.

Generation of the transmitted waveform:
The binary phase codes are easiest to gener-
ate, requiring only a biphase modulator in
the drive signal path to the transmitter. Poly-
phase codes require a somewhat more com-
plex coder, the complexity depending on the
length of the code.

Chirp waveforms can be generated in an
analog fashion or in an approximate fashion
by using a stepped-phase approximation. In
the latter instance, the coder is similar to
that used for polyphase codes. Recent stud-
ies indicate that the side-lobe performance of
the phase-coded approximation is very re-
spectable.

Analog generation is usually somewhat
more complex, particularly when frequency
agility and coherency are required; poly-
phase codes are recommended for the Space
Shuttle radar system.

COMBINED RAR AND SAR IMAGING

The conventional imaging radar system
uses the side-looking geometry. There are
other active microwave imaging systems,
including the microwave hologram radar
and active scanning systems, that can pro-
vide imagery from different aspects or look
directions.

Down-looking radar systems have a geome-
try that is identical to that of an IR system
or aerial camera. The microwave hologram
radar system uses the synthetic aperture
technique to realize along-track resolution
(refs. 5-12 and 5-13), and crosstrack resolu-
tion is obtained by using a phased array an-
tenna (i.e., a real antenna aperture) (refs.
5-14 and 5-15). Microwave hologram radars
can be operated in a continuous-wave mode
(as compared to pulse transmissions of con-
ventional radars) ; hence, the range resolu-
tion of the conventional radar is replaced by
the angular resolution of the phased array
antenna. An example of a microwave holo-
gram system is illustrated in figure 5-67
(ref. 5-16). A microwave hologram radar

Phased array

Transmitting
antenna

Synthetic
aperture

Side view Front view

FIGURE 5-67.—Hologram radar geometry (!/„ = azi-
muth length; E is the electromagnetic vector).

must be designed for operation at the short-
est wavelength possible if fine crosstrack
resolution is to be realized.

Basic requirements for the construction of
a hologram are that the radiation is suffici-
ently coherent, that the scattered wavefront
received from the image is adequately sam-
pled in two dimensions, and that the sampled
wavefront is recorded as wave-transmittance
variations on a surface that is an image of
the aperture.

Each antenna element has a 90° crosstrack
beamwidth (45° each side of vertical when
the aircraft is level) and a 6° along-track
beamwidth (fig. 5-67). A single transmitting
element located behind the receiving array
illuminates the terrain. Variations in air-
craft velocity are compensated for by vary-
ing the velocity of the recording film. This
technique was the only motion compensation
used in the existing experiment system built
by the Environmental Research Institute of
Michigan (ERIM).

Both the receiving array and the transmit-
ting antenna are directed forward of the ver-
tical to avoid persistent receiver saturation
from very strong specular backscatter sig-
nals. The forward squint angle most com-
monly used has been 12° (a 30° angle was
used for one ERIM flight). Backscatter en-
ergy from the field of view is compared with
a reference frequency in each of the 100 re-
ceivers, and the phase-detected outputs are
multiplexed into a CRT display which ex-
poses a photographic film. In each dimen-
sion, the pattern thus recorded is a hologram
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of the microwave frequency "view" from the
aircraft. A model of the backscattered mi-
crowave signals can be reconstructed with
optical waves, which then produces an image
of the area viewed.

For nearly vertical viewing, the theoreti-
cally achievable resolution in the along-track
synthetic aperture direction is given by

Time

where 6 is the real antenna beamwidth in this
direction. Theoretical resolution in the cross-
track phased array direction is given by

PJ/ = ^ (5-28)

where A is a constant of the order of unity
that depends on the aperture weighting, La
is defined in figure 5-67, 0V is the angle meas-
ured from the vertical, and h is the altitude
above ground level.

Because the image is three dimensional,
direct visual viewing of the relief can theoret-
ically be accomplished. However, because
the scaling factors from microwave to light
space could not be used in the present experi-
mental system, severe distortions and minor
aberrations occur in the reconstructed image.
The experimental system does not provide
positive indications of terrain relief through
use of a mode that causes lines of constant
slant range R^ corresponding to transverse
angle 6t to appear on the terrain image (fig.
5-68). In this mode, two microwave frequen-
cies are transmitted and the signals from
regularly spaced range intervals interfere.
The range contour interval is given by

(5-29)"2 A/
where c is the velocity of light and A/ is the
difference between the two transmitted fre-
quencies. Slant-range contour lines are not
the same as map contour lines. Optical
processing for this ranging mode is accom-
plished in the same manner as for the ima-
ging mode. Radar signal processing can be
accomplished by optical or digital-processing
techniques.

Similar radar geometry can be realized by
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• A
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Hologram output image
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FIGURE 5-68.—Range-contouring geometry for a holo-
gram radar.

using a scanning antenna, scanning in the
crosstrack direction and transmitting a
pulse-modulated signal to achieve range reso-
lution. Again, the system must be operated
at the shortest possible wavelength to realize
finest resolution. System designs have been
conducted for the application of microwave
hologram radars to spacecraft (ref. 5-17).

Examples of imagery obtained from an ex-
perimental microwave hologram radar sys-
tem are given in figures 5-69 and 5-70. The
imagery shown in these figures was obtained
by using the parameters shown in table 5-
XII.

RADAR SCATTEROMETERS

The following two sections present differ-
ent aspects of the art of radar scatterometry.

TABLE 5-XII.—Parameters for Illustrated
Imagery of a Hologram Radar System

[See figs. 5-69 and 5-70]

Altitude, m
Swath width, m
Frequency, GHz
Along-track resolution, m
Crosstrack resolution, m ...
Contour intervals, m

300
°600
16.8
1.5

6
30

300 m both sides of nadir.
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(c)

P^IGURE 5-69.—Microwave hologram images and a photograph of Willow Run Airport at
General Motors Plant, (a) Photograph of Willow Run Airport. (6) Microwave
hologram image of Willow Run Airport; continuous wave operation, 4-mW average
power, (c) Microwave hologram image of Willow Run Airport; continuous wave
operation, 100-mW average power.

ORIGINAL PAGE IS
OF POOR QUALITY
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FIGURE 5-70.—Microwave hologram of hill west of Chattanooga, Tenn. (maximum alti-
tude, 520 m; minimum altitude, 300 m).

The first section describes the two basic types
of scatterometers, and the second section dis-
cusses the different modes of operation and
previous experience with radar scatterome-
ters as spacecraft and aircraft sensors.

Radar Scatterometry Design Considerations

Radar measurements have been useful in
remote-sensing applications because of the
capability to infer from them many char-
acteristics of a target such as range, relative
velocity, geometric form, and material com-
position. A microwave scatterometer is a
special-purpose radar used to quantitatively
measure only the target reflectance or scat-
tering coefficient. In general, microwave
scatterometers are simpler than conventional
radars because range and velocity measure-
ment capability and the high spatial resolu-
tion (short pulse) requirements are elimi-
nated.

Long-pulse (beam limited) scatterometers
have been used to measure the scattering sig-
natures of rough surfaces such as the terrain
or the ocean. The quantity of interest is the
normalized radar cross section a°, which is
the backscattered power per unit area nor-
malized for antenna gain, range loss, and
the transmitted power. In the beam-limited
mode, the return in a given range cell comes
simultaneously from many scatterers over
the entire antenna footprint; therefore, the
radar return can be interpreted by using
the methods of statistical analysis. To assure
antenna-beam-filled conditions, the pulse
length T must satisfy the criterion

(5-30)

where H is altitude, ft is antenna half-power
beamwidth (total angle), c is speed of light,
and 9, is surface angle of incidence.

Pencil antenna beam scattermneter.—A
simplified block diagram of a microwave
scatterometer that uses a narrow-beam an-
tenna is given in figure 5-71. This type of
instrument typically operates in a long-pulse
or ICW mode (i.e., the receiver is cut off only
during the pulse transmission period). The
received pulses are shifted in center fre-
quency by the Doppler effect of target and
instrument platform motion and have a con-
tinuous power spectrum over a finite band-
width because of the Doppler frequency
spread across the antenna footprint. The
received signals are down-converted, ampli-
fied, narrow-bandpass-filtered, square-law-
detected, and integrated.

The normalized radar cross section of the
surface can be found from the conventional
radar range equation

^°=-Pn^!^'' (5-3D

where P, is power in return pulse, P, is

Transmitter

V ^

c cos

FIGURE 5-71.—Simplified block diagram of a micro-
wave scatterometer that uses a narrow-beam an-
tenna.
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power in transmitted pulse, Rs is slant range
to illuminated area, A is free space wave-
length, A is effective illuminated area (an-
tenna footprint), and G is antenna gain. For
the case of a beam-limited scatterometer at
satellite altitudes (where curved Earth ef-
fects are important), the normalized radar
cross section is

a°=p'tG^(i-krlos*to (5~32)

where H is satellite altitude, L.,tm is one-way
atmospheric power loss factor, #, is Earth
incident angle, k is H(tan- <f>)/2RE, RE is
Earth radius, <£ is nadir angle, and ?? is an-
tenna efficiency = (G/?2)/(4ir). Because of
the antenna-beam-filled conditions, the an-
tenna gain appears as the first power, and
the altitude (range) is squared; whereas,
in the generalized radar range equation, the
gain is squared, and range is to the fourth
power.

Unfortunately, the output voltage from
the square-law detector is corrupted by recti-
fied received antenna noise. A gated ideal
integrator is used to average the detector
output for several return pulses, yielding a
measurement of signal plus noise. This
measurement is followed by an integration of
noise alone (square-law detector output in
the absence of return pulses). The subtrac-
tion of these measurements yields an esti-
mate of the received power.

The form of the radar equation appro-
priate to the design of a scatterometer is

P(GA2a° COS2 4>r,

(5-33)

where (S/N) h, is input signal-to-noise ratio,
L, is system power loss factor, k is Boltzmann
constant, T, is system noise temperature,
and B]t is predetection intermediate fre-
quency bandwidth. The precision of the
scatterometer measurement is

Ao-°

where Ao-0/o-° is normalized standard devia-
tion in measuring <r°, Tg+n is total integration
time of noise-contaminated signal, and rn is
total integration time for noise alone.

Figure 5-72 is a plot of Aa0/0^ as a func-
tion of (S/N) ta for various integration times,
where T,+B is assumed equal to T,,. The inter-
mediate frequency bandwidth Bit is 11 kHz
and is assumed to be approximately the
Doppler spread and equal for the "signal-
plus-noise" and "noise-alone" measurements.
A sufficient integration yields good measure-
ment standard deviations for negative

i / iy VI
(5-34)

A sample link calculation for a typical
high-inclination-orbit satellite is given in
the section entitled "A Shuttle Radar Micro-
wave Subsystem for Earth Resources Ap-
plications." The total transmit/receive cycle
is assumed to be 21 msec (PRF of approxi-
mately 47 pulses/sec) with an idealized
33.3-percent transmitter duty cycle. The
integration time required for the <r° measure-
ment was based on o-0

mil,= -30 dB and on
Acr°/(T0=:50 percent. Because the signal-plus-
noise integration period is 33.3 percent of
the transmit/receive cycle, the required
measurement time tm is equal to 3r. For ap-
plications in which large ground coverage is
required, the maximum allowable measure-
ment (integration) time is based on the an-
tenna slew rate and the allowable smear
(caused by platform motion) of the antenna
footprint.

Fan-beam antenna scatterometer. — The
operation of a fan-beam antenna microwave
scatterometer is equivalent to several simul-
taneous pencil-beam systems. The effective
multiple pencil-beam operation is achieved
by filtering the Doppler-shifted radar return
to subdivide the broad beam into an arbi-
trary number of resolution cells. A simpli-
fied block diagram is shown in figure 5-73.
The system is beam limited in each Doppler
cell, although it may not be beam limited
simultaneously over the entire fan beam. Be-
cause of differences in slant range across the
antenna footprint, separate range gates are
required for each channel.
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FIGURE 5-72.—Plot of ±a°/a° as a function of '(S/N),n for integration times indicated;
r,+n is assumed equal to T,,; the intermediate frequency bandwidth Bn equals 11 kHz
and is assumed to be approximately the Doppler spread.



444 ACTIVE MICROWAVE WORKSHOP REPORT

Fan-beam
antenna

1
Doppler
filter

I
Square-law

detector

I
Gated

integrator

1

Low-noise
amplifier

1
Down

converter

1
Gain

1
1

Doppler
filter

I
Square-law

detector

I
Gated

i ntegrator

t

1
Doppler
filter

1
Square-law
detector

1
Gated

integrator

1

FIGURE 5-73.—Simplified block diagram of a fan-
beam microwave scatterometer.

The equations used for this scatterometer
are essentially identical to those used for the
pencil-beam instrument. However, correc-
tions must be made for differences in slant
range, antenna gain, and effective beamwidth
for each fan-beam receiver channel. Be-
cause of the multibeam aspects of the fan-
beam instrument, the equivalent ground
coverage (relative to a pencil-beam scat-
terometer) can be achieved with lower an-
tenna slew rates, and, in some instances,
without slewing the antenna at all. This
characteristic results in longer available in-
tegration times and, thus, lower transmitter
power requirements. However, the increase
in transmitter power to compensate for the
loss in the fan-beam antenna gain is greater
than the savings. The system parameters for
a satellite fan-beam scatterometer (to give
the equivalent performance as the pencil-
beam system described earlier) are Pt of 125

W, PRF of 74 pulse/sec, number of Doppler
channels is 20, and antenna beamwidth is
0.5° by 20°.

Radar Scatterometry Applications

Radars capable of measuring backscatter-
ing cross sections from ocean or land have
been generally referred to as scatterometers
(ref. 5-18). Such systems may use continu-
ous wave (CW) signals with or without
Doppler processing or FM and pulse tech-
niques.

A CW scatterometer depends on its an-
tenna to distinguish among returns from
various angles. The capability of radar to
separate returns from different ranges can
be used advantageously together with direc-
tive antenna beams to simplify the scattering
measurements (ref. 5-19). A fan beam can
be used to illuminate a narrow strip along the
ground, and the range resolution permits
separation of signals from different angles.

Another way to measure a scattering co-
efficient is to use Doppler bandwidths cor-
responding to a resolution cell on the ground.
In such systems, a CW signal is transmitted.
Contractors have built CW Doppler radars
for various NASA programs (refs. 5-20 to
5-22).

The 0.4-GHz scatterometer and the 13.3-
GHz scatterometer are similar. In both sys-
tems, a fan-shaped beam (fig. 5-74) il-

,-Flightpath

pne resolution cell

Constant Doppler
\ contours

FIGURE 5-74.—The 13.3-GHz scatterometer resolu-
tion cell geometry; 0 is radar beamwidth, 0( is inci-
dence angle, L is resolution cell length, and W is
resolution cell width or f(h, 6<, 6).
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luminates the ground. Doppler frequencies
are used in digital processing to separate re-
turns from various resolution cells. In the
0.4-GHz scatterometer, an intermediate fre-
quency is used to record returns from
— 60° to 60° on a positive frequency axis.
However, in the 13.3-GHz scatterometer, a
zero intermediate frequency is used, and re-
turns corresponding to fore-and-aft beams
are separated by using a sign-sensing tech-
nique. In this section, the details of the
13.3-GHz NASA aircraft scatterometer and
the Skylab S193 13.9-GHz scatterometer are
discussed. This discussion concludes with
future hardware recommendations.

The NASA Lyndon B. Johnson Space Cen-
ter 13.3-GHz scatterometer.—A circuit dia-
gram of the 13.3-GHz system is shown in
figure 5-75. The microwave energy is radi-
ated by an antenna that has wide fore-and-
aft beams and a narrow transverse beam.
The returned energy may be separated using
the Doppler equation as a function of inci-
dent angle:

, 2v .
/,/ = —sin

A
(5-35)

where /,, is Doppler frequency, v is aircraft
ground velocity, A. is wavelength of the trans-
mitted power, and 0, is angle of incidence.

The returned energy is received simul-
taneously from all incident angles and is di-
vided equally into two channels, one of which
is 90° out of phase with the other. The data
for each channel, detected by a direct-to-
audio technique, are amplified and recorded
on an FM tape recorder. The fore-and-aft-
beam data are separated by use of a sign-
sensing technique. To calibrate the system,
a ferrite modulator is used to provide an
absolute power reference level of the trans-
mitted signal. The <r° as a function of 0,- in-
formation is obtained by subtracting known
system losses and aircraft altitude and veloc-
ity factors and by comparing the remainder
with a reference signal level.

Skylab S193 radiometer/scatterometer.—
The Skylab S193 radiometer/scatterometer
(RADSCAT) sensor consists of a combina-

Transmitter
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Playback
recorder

Computer
program

FIGURE 5-75.—Block diagram of 13.3-GHz scatterometer system.
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tion of active and passive microwave sensors
designed to perform scientific experiments
to study the Earth from space.

The radiometer measures the radiometric
brightness temperature from areas on the
surface of the Earth as a function of incident
angle in the interval of frequencies from
13.8 to 14.0 GHz. The mean value of the
thermal noise signal of the Earth is compared
to the measured mean noise signal of two
known temperature sources to yield a precise
measurement of the emission temperature of
the resolution cell of the Earth. The bright-
ness temperatures for both vertical and
horizontal polarizations can be measured
with the Skylab S193 radiometer.

The scatterometer measures the back-
scattering cross sections of an illuminated
area on the Earth. The incident energy can
be radiated with horizontal or vertical
polarization. Corresponding to each incident
polarization, both vertically and horizontally
polarized backscattered energy can be meas-
ured. The angles of incidence range from
0° to 52°.

The radiometer and scatterometer can
operate both jointly and separately in various
scanning and polarization modes. A sum-
mary of these modes follows.

In-track noncontiguous mode: The in-
track noncontiguous (ITNC) mode is used
for a joint radiometer and scatterometer
operation. In this mode, only the pitch angle
is varied. A resolution cell on the ground
(fig. 5-76) is seen by the radiometer and

Flight direction

e0=0°
e^lS.6'
8,- 29.4°
9-40.1°

°

'Cells

FIGURE 5-76.—The RAD SCAT ITNC scanning mode
with varied pitch angle 9; n is local vertical vector.

scatterometer at approximately the follow-
ing pitch angles: 0°, 15.6°, 29.4°, 40.1°, and
48°.

During each dwell at a given pitch angle,
the following measurements are taken:

1. Scatterometer data with vertical trans-
mit/vertical receive (VV), horizontal trans-
mit/horizontal receive (HH), vertical trans-
mit/horizontal receive (VH), and horizontal
transmit/vertical receive (HV) polariza-
tions.

2. Radiometer and noise data with vertical
and horizontal polarizations.

3. Radiometer reference voltages (-ft, for
calibration and R2 as baseline).

The measurement sequences are shown in
figure 5-77. In this mode, the roll angle is
always zero.

Crosstrack noncontiguous mode: In the
crosstrack noncontiguous (CTNC) mode, the
roll angle is varied identically to the ITNC
mode, and the pitch angle remains zero. The
motion of the field of view is shown in figure
5-78, in which individual cells are viewed
from only one antenna position. Because of
the motion of the antenna in the pitch di-
rection, the cells lie on a curved arc. As
shown in the figure, there are three forms
of this mode: left scan, right scan, and left/
right scan. The outermost cell is viewed at
approximately 52° (corresponding to a 48°
gimbal angle), and the innermost cell, at
approximately 0° at all times.

The sequence of measurements is shown
in figure 5-77. Only combined RADSCAT
data can be gathered in the CTNC mode. In
the sequence mode, data for all polarization
combinations are gathered automatically for
radiometer and scatterometer systems.

In-track contiguous mode: The pattern of
the in-track contiguous (ITC) scanning
mode (fig. 5-79) is similar to the ITNC
mode, except that the antenna is scanned
much faster and no dwell occurs at any an-
tenna pitch angle. The entire in-flight path
is eventually scanned at all incident angles
with this process.

The scan cycle time is chosen so that at
the vehicle velocity, the resolution cell at inci-
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Total measurement time -0.976 sec.
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23 x 8 msec • 184 msec

R&N • RAD and noise
-Measurement sequences- • i ' RAD calibration

• RAD baseline

FIGURE 5-77.—Measurement sequence for ITNC and CTNC modes.

dent angle 48° overlaps the previous cell by
approximately 25 percent; the 40.1° cell over-
laps its predecessor by less than 20 percent,
and so forth. At the 0° incident angle,
gapping rather than overlap occurs. The

measurement sequence is explained in figure
5-80.

The radiometer data are taken during
skew periods between two pitch angles cor-
responding to scatterometer data angles. In
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Flight direction
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FIGURE 5-78.—Motion of the field of view, CTNC
mode.

this mode during a given pass, only one
transmitted polarization can be chosen. Data
corresponding to the vertical or horizontal
polarization are received. As the vehicle
progresses on successive scans, the entire
path is viewed at 48° and less, except for
gapping at the low angles.

Crosstrack contiguous mode: The cross-
track contiguous (CTC) mode contains the
following three submodes:

Flightpath

FIGURE 5-79.—The ITC mode.

1. The RADSCAT: In this submode, the
astronaut can select one in-phase polariza-
tion pair, VV or HH.

2. Radiometer: In this submode, data cor-
responding to vertical and horizontal po-
larization are recorded.

3. Scatterometer: In this submode, data
for. VV and HH polarization combinations
are recorded.

The CTC mode provides a side-to-side
linear scan covering ±11.375°. As indicated
in figure 5-81, the CTC is a mapping mode.
To compensate for the satellite forward
velocity, which could cause skewing of the
pattern perpendicular to the flightpath, the
pitch gimbal is scanned slightly backward as
the roll angle oscillates between its limits.
Measurements are made for every 1.896° of
beam center motion, ranging from —11.375°
to 11.375° in roll. The measurement times
and sequences are shown in figure 5-82. The
pitch offset angles for this mode can be
chosen as incident angles of 0°, 15.6°, 29.4°,
or 40.1°.

Future research and development.—The
performance of NASA 13.3- and 13.9-GHz
RADSCAT scatterometers has been fully
demonstrated by aircraft and Skylab mis-
sions. However, these systems were basically
experimental in nature. These programs
have indicated a need for improving both
hardware and software capabilities. Pro-
cedures for collecting the data should be
revised for an operational system. The fol-
lowing research and development are recom-
mended :

Improved radar calibration techniques: A
calibration period should follow each data-
collection period. The frequency of these
calibrations will depend on the performance
of the system. Some technique of external
calibration should be adopted. Corner re-
flectors over smooth deterministic targets
can be used for airborne and spaceborne
scatterometers. Internal calibrations are un-
desirable because they do not involve all
paths that the actual returned energy
traverses.

Improved systems design: Improvements
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FIGURE 5-80.—Measurement sequence for the ITC mode.
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are needed in the reliability of the antenna
gimbaling, switching logic, and polarization
isolation. System drifts, resolution, and
noise-level fluctuations have to be reduced in
future airborne and spaceborne systems.

Data-processing techniques: For opera-
tional systems, highly efficient data-process-
ing techniques are needed; no reliable data-
display techniques have been advanced to
date. Onboard processing of data should be
explored, and the digitally processed data
should be color coded to display ocean winds
and waves for visual interpretation and use.
These programs should be capable of han-
dling large volumes of reflectivity data and
displaying these data on a world map.

Calibration data measurements: For
spaceborne and airborne instruments, the
calibration data corresponding to each sub-
system are usually measured in the labora-
tory. The amplifier, mixer, and filter gains
are some examples. For instruments flown
for extended periods, these internal gains
change. To alleviate this problem, automatic
calibration modes should be designed to
check all calibration data needed to calculate
backscattering cross sections from raw data.

Applicability.—Multifrequency, multipo-
larization scatterometers can be used to
measure winds and waves at the surface of
the ocean and to detect development and
progress of storms. These surface measure-
ments can be used to predict weather and
to forecast storm developments. Sea-state
forecasting will aid in the navigation and
routing of ships.

SUBSURFACE SOUNDERS

This section is concerned with airborne or
spaceborne electromagnetic systems used to
detect subsurface features.

The skin depth of a wave propagating into
the ground, denned as the depth at which the
electromagnetic field decays to e-1 of its
value at the surface, is given by

8 =
/J.0U>

(5-36)

where P is resistivity of the ground material
(ohm-m), /x0 is magnetic permeability of free
space (H/m), <a is angular frequency = 2-n-f,
and / is frequency of the electromagnetic
wave (Hz). Resistivities for normal ground
rank between 10 ohm-m for clay soil to
3000 ohm-m for gravel and rock (ref. 5-23).
To sound such ground to any appreciable
depth, very low frequency (vlf) will have to
be used. At 10 kHz, a skin depth of approxi-
mately 15 m will result for a ground with a
10-ohm-m resistivity, for example. With a
resistivity of 1000 ohm-m, the corresponding
skin depth is 150 m. At a frequency of
100 MHz, the skin depths are 0.15 and 1.5 m
for the same resistivities.

The resistivities vary with the content
of water and with the temperature. In
permafrost regions, the ice contained in the
ground may cause resistivities of approxi-
mately 100 000 ohm-m.

Radio-Wave Method

Soundings at a vlf with active devices are
impractical because of interference from
radio transmitters with signals that are
propagated over very long distances along
the surface of the Earth. However, one may
take advantage of these vlf signals for in-
vestigation of subsurface features by using
the so-called wave-tilt method. At a given
position at the ground (fig. 5-83), the verti-
cally polarized radio surface wave radiated
from a vlf station may be resolved into the
three components shown. The ratio between
the longitudinal and the vertical electrical
components is the wave tilt, which is de-
pendent on the resistivity of the ground.
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A. Scatterometer and radiometer: one selected, in-phase, polarization pair (W or HH only)
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-(14x8) +5.5 -117.5 msec
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32 + 2 -34msec

Radiometer and noise
have same polarization

as Scatterometer
receive

B. Radiometer only: (dual polarization)

Radiometer V
(58 + 2) + 15.75 msec dead time

Radiometer H
(58 + 2) + 15. 75 msec dead time

-151.5msec-

C. Scatterometer only: both in-phase polarizations (W and HH)

Scatterometer W

8 periods -64msec

Noise V

11.75msec
is

Scatterometer HH

8 periods -64 msec

Noise H

11.75msec

FIGURE 5-82.—Measurement sequences for the CTC mode.
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FIGURE 5-83.—Electromagnetic field components of a
vertically polarized radio surface wave.

If the ground consists of layers of- different
resistivity, which will be penetrated by the
radio wave, the layering will be reflected
in the wave tilt. In simple cases in which
the ground consists of two or three hori-
zontal layers, the inverse problem may be
solved eventually by using the signals from
two radio stations.

Measurements may be carried out at
ground level with a dipole that can be turned
about a horizontal axis so that the actual
wave tilt (approximately a few degrees from
vertical) may be determined. Measurements
may also be conducted from a low-flying air-
craft using the so-called E'-phase system.
This system is based on the fact that the
wave tilt W=EX/E, has equal in-phase and
quadrature-phase components. The Es and
E~ components are measured with two short
dipole antennas, one horizontal and one verti-
cal. Aircraft roll causes leakage of Ez into
the horizontal antenna, but this signal is in
phase. Therefore, by measuring the quadra-
ture-phase component of W, errors caused by
leakage are avoided.

The airborne measurements are conducted
by flying approximately 60 m above the
ground. The wave tilt is a local effect; that
is, when passing a boundary between two
regions with different resistivity, the wave
tilt changes almost abruptly when measured
at ground level. At heights over the ground,
an "integration" effect occurs so that the
change in wave tilt is smoothed out. To ob-
tain a good resolution, the measuring height
should be as low as possible. A resolution
of approximately 25 m is obtained when

measured at a height of approximately 60 m
over the terrain.

In an existing system, the various signals
of importance for computing the wave tilt,
as well as an altimeter signal, are recorded
on analog and magnetic tape recorders
operated during the flight along lines in the
terrain. A flightpath camera eases identifica-
tion of the data relative to existing maps.
Data reduction is conducted after completion
of the flights.

The method of wave-tilt measurement
based on the in-phase and the quadrature-
phase components is valid only if conductive
currents in the ground dominate over dis-
placement currents; that is, low-resistivity
ground. When conductive currents are not
dominant, the true sensitivity can often be
computed, although this computation re-
quires some knowledge of the ground.

Two-Antenna Method

Another method of measuring the ground
resistivity, which is the reciprocal of the con-
ductivity, is to measure the change in coup-
ling between two antennas caused by the
influence of the ground.

The two antennas are small loops (mag-
netic dipoles) mounted 3 m apart in each end
of a dielectric rod. The rod is held parallel
to the ground with the loops at 45° to hori-
zontal. One loop is used for transmitting and
.the other for reception at a low frequency.
Far from the ground, the coupling signal be-
tween the two antennas is phased out. At low
heights over the ground, the transmitted
signal causes currents in the conductive
ground, and these currents produce a signal
at the receiver output. The conductance of
the ground directly under the horizontal rod
can be determined by computation.

In principle, the conductivity of two hori-
zontal layers may be determined by measure-
ments at more than one frequency. The
measurements are conducted from a heli-
copter; to avoid the influence of the heli-
copter, the antenna rod is extended far under
the vehicle. The height of the rod over the
ground should be as low as feasible—60 m,
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for example—because this technique also is
relying on a local effect. The resolution is
approximately 25 m and is of particular ap-
plication for conducting ore detection.

Radio Echo Sounding

Because of the interference problem,
sounding at a vlf, which permits penetra-
tion to appreciable depths, seems impractical.
At vhf, that is, at frequencies above 30 MHz,
the interference problem may be of minor
importance in remote areas, but the absorp-
tion in the ground is very large; therefore,
only moderate depths are reached. For ex-
ample, at 100 MHz, silty clay soil with a
water content of 15 percent (weight) gives
an absorption of 2.5 dBm (ref. 5-24) ; thus,
a system with a large system sensitivity
(ratio between transmitted power and mini-
mum detectable power) is required to reach
appreciable depths. With an existing pulse
radar system, a layer with a reflection co-
efficient of —10 dB should be observable at a
depth of approximately 20 m. However, the
reflection of the surface is, in this case, large
( — 3.5 dB) ; therefore, the received surface
pulse becomes very large and tends to satu-
rate the receiver so that near-surface reflect-
ing interfaces may not be detectable.

The radio echo sounding method seems use-
ful for detection of reflecting interfaces only
in special cases over ground with small losses.
Examples are polar ice (i.e., glaciers in
polar regions and the inland ice in Green-
land and Antarctica), areas of permafrost
(although presence of unfrozen water may
give high attenuation), some desert areas
(except in cases where the content of salt is
appreciable), and lunar soil and rock.

Simple radar systems have been designed
for radio echo sounding of polar ice at sev-
eral frequencies below 500 MHz. The sys-
tems rely on the facts that the absorption in
the ice is very low (0.02 dBm at 253 K) and
that the radio wave velocity V is independent
of the ice temperature (until 273.25 K) and
pressure (V=169 m//xsec, since £ = 3.2). The
systems are used for airborne measurement
of the thickness of icecaps and for detection

of stratifications in the ice, which establish
horizons in the ice and give information
about the flow pattern of ice.

Typical airborne systems operate at 60 and
300 MHz and are flown simultaneously 300 to
1000 m over the surface of the ice (ref.
5-25). The principle of the measuring sys-
tem is shown in figure 5-84, which illustrates
a standard pulse radar system with a dipole
antenna array mounted under the wing of
the aircraft. The received echoes are dis-
played on an A-scope (real presentation of
the video signal) and on a Z-scope (intensity
modulated presentation). Both oscilloscopes
are photographed, the A-scope intermittently
and the Z-scope by a continuous moving
film. The latter gives continuous profiles
for each flight line. For position identifica-
tion, the films are supplied with time marks
that relate to marks on the recording of the
inertial navigation data.

Rock I- =10)

FIGURE 5-84.—Operational diagram of a radio echo
sounder.
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The system at 60 MHz is able to detect
bedrock echoes in the greater part of the
ice sheets in Greenland and Antarctica; that
is, through more than 4500 m of ice. Strati-
fication echoes have been detected down to
approximately 3000 m below the surface,
but this performance is dependent on the ice
temperature (losses are temperature de-
pendent) . The vertical resolution relies on
the pulse width. With the shortest pulse
(60 /*sec), a resolution of 6 m is obtained. In
areas with thick ice in which the total ab-
sorption is large, a wide pulse (1 /xsec) and
corresponding narrow bandwidth (1 MHz)
are used, giving a resolution of 100 m. In
the other directions, the resolution is de-
termined with the antenna radiation pattern.
At 60 MHz, the antenna is a linear array of
four dipoles mounted transverse to the flight
direction. Therefore, good resolution is ob-
tained transverse to the flight direction,
whereas the longitudinal resolution is rela-
tively poor, although refraction effects in
the surface improve the situation. Because
of the large radiation fore and aft, the bed-
rock features are generally represented by
hyperbolas. A computer technique exists to
correct for this effect. At 300 MHz, this
effect virtually does not exist because a
rectangular array of four dipole (backfire)
antennas is used. However, this system is
less sensitive and is designed for measure-
ment over shallow ice only.

An improved version of ice-sounding radar
is presently being tested. With an increase
of the system sensitivity (increased trans-
mitter power) and an introduction of a pulse
compression technique, a vertical resolution
of approximately 10 m should be obtained
at all depths.

In several instances, the attempt has been
made to sound temperate glaciers and ice
sheets with the same technique. So far, these
attempts have been unsuccessful because of
scattering from a multitude of water inclu-
sions in the glaciers. In polar ice, crevasses
and ice lenses cause a similar effect.

The Apollo 17 lunar sounder system has
been flown on both the Earth and Moon. This

sounder system relies on direct reflection
from surface and subsurface interfaces (as
the previously mentioned system).

The system uses frequencies at 150,15, and
5 MHz, which were chosen for various depths
and resolutions of sounding of lunar rocks
and soils in which electromagnetic waves
are much less attenuated than in similar
Earth materials. At all frequencies, the SAR
technique is used, which gives a large dy-
namic range and low side lobes. A functional
diagram is shown in figure 5-85 (ref. 5-26).
The figure illustrates how along-track resolu-
tion px is obtained, despite the wide regular
beamwidth of the antennas, by using a co-
herent radar (i.e., one in which both trans-
mitter and receiver are phase referenced to
a stable master oscillator) in conjunction
with data storage and processing. A given
terrain element of range R is observed by the
radar while moving along a track subtended

(a)

Along-track
direction

Antenna

Transmitter _J L Receiver

t
Stable

oscillator _l

Storage — -*. Processor

(b)

FIGURE 5-85.—Functional diagram of the Apollo 17
lunar sounder system SAR. (a) Physical beam-
width. (6) Simplified block diagram, (c) Im-
proved along-track resolution pf.
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FIGURE 5-86.—Simplified diagram of the lunar
sounder system SAR optical recorder.

by an angle ft. Stored data collected during
the observation time and processed to syn-
thesize an antenna aperture of length L yield
the improved along-track resolution Px.

Systems parameters, such as system band-
width and time-bandwidth product of the
transmitted signal, are chosen so that the
range/depth resolution is proportional to
wavelength. At 5 MHz, a free-space resolu-
tion of 700 m is obtained. The resolution
in the surface material will be finer given by
p*/n, where n is the refractive index. The
along-track resolution in free space is ob-
tained by the synthetic aperture technique
to be 5A, or 300 m at 5 MHz.

The video outputs of the radar systems
are recorded (stored) on a CRT film-type
optical recorder with all signals on the same
70-mm film, the 150-MHz system having a
bandwidth of 16 MHz (fig. 5-86). This film
is later processed on the ground in a coherent
optical system (fig. 5-87) to perform the
necessary along-track and/or range-process-
ing operation. This processor is equipped

No. 1 Photographic transparency
I (visual display)

D
Sigr
filr

Optical
processor

ial
n

JNO

r
No
^^M

— *• Hologram— ••

Image
dissector ~

Holographic
viewer

Digitizer

_^ Visual
display

^ Magnetic _^_ Digital
tape analysis

4 Special -purpose
' displays

FIGURE 5-87.—The lunar sounder system SAR basic
processor/display system.

with several alternate readouts, including a
photographic hardcopy, a hologram, and a
digital tape.

A prototype was flown at approximately
10 km above the Earth. Penetration in the
Greenland ice cap was observed at 150 MHz,
and a series of layers was recorded down to
approximately 140 m, the limitation in depth
being the result of the small power available
(95-W peak). A combination of the features
of the two sounders mentioned here may re-
sult in a system that may be used from
low-orbit satellites to sound polar ice sheets
and glaciers.

The 2-m mode of the lunar sounder can be
used for an image of the ocean and solid-
Earth surface from nadir to approximately
30 km. A distorted "cylinder perspective"
image strip is obtained, with an average
resolution of approximately 5A. The proto-
type was used to obtain images of wave
crests on the ocean, which showed the spac-
ing and orientation of the crests.

The antenna patterns of the lunar sounder
have very wide angular beamwidths (ref.
5-26) ; therefore, the system can be used as
a scatterometer (ref. 5-27). The wide angu-
lar beamwidth gives the system the capability
to receive reflected energy from small regions
over wide angles in both the crosstrack and
along-track directions. The measurement of
reflection vis-a-vis angle is precisely the pur-
pose of a scatterometer (ref. 5-18). Using
an optical setup to focus (or position) the
range in the same plane as the Doppler spec-
trum is obtained, the amount of reflection
from any location within an angular beam-
width can be found (ref. 5-27). The resolu-
tion of the system used as a scatterometer
is identical to that of focused SAR in the
range direction (an inverse function of the
bandwidth and approximately 5A). In the
Doppler direction, the half-power resolution
is that of unfocused SAR ([ (Atf ) /2]% where
R is range). From an altitude of 10 km,
this resolution is approximately 150 m for
the 2-m sounder mode. These resolutions
compare favorably with those of a conven-
tional scatterometer.
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Experiment Application for a Subsurface
Sounder

This section outlines an example of one
experimental approach to detect the presence
and determine the location of subsurface
geological structures from an aircraft. The
sensor used would be capable of performing
large-area surveys of subsurface Earth re-
sources, such as subsurface water tables,
mineral deposits, oil location, and geological
structure formation for mining purposes.

Prior development.—Electromagnetic sub-
surface sounding with active radio instru-
mentation has been used successfully in the
geophysical exploration for groundwater
and mineral deposits. Most sounding sys-
tems are CW that use at most a few fre-
quencies. More recent developments use a
pulse transient approach, which is still a
variation on CW exploration (ref. 5-28).
Both techniques have been operated on the
ground or from low-flying aircraft, with the
depth of exploration from 100 to 400 m. The
techniques rely on a simple, anomaly/no-
anomaly decision or on model fitting for in-
terpretation. In the latter instance, the types
of realistic geological models that can be com-
puted are limited, and a large question of
uniqueness exists in the interpretation. Two
obvious areas of improvement in state of the
art are greater depth of exploration and a
more direct means of interpreting data. A
time-delay approach, analogous to active
seismic exploration for oil, is an attractive
method for improving the means of interpre-
tation. However, it has been thought that the
frequency range needed for significant pene-
tration, in typical geological materials, is
in the kilohertz range. In this frequency
band, dispersion is so great at bandwidths
required for adequate resolution that a time-
delay scheme is not practical (ref. 5-29). A
notable exception to the previous discussion
is Antarctic ice sounding (ref. 5-25), which
operates successfully in the high-frequency
(hf) region (35 MHz-8 m) because of the
low loss tangent (and thus also low disper-
sion) of the ice. A second exception is lunar
material (because of the complete absence of

water) as was demonstrated by the Apollo 17
deep sounding lunar experiment.

This section describes a time-delay system
that will operate in a wide range of geo-
logical materials and to depths greater than
have been achieved from previous airborne
instruments. This instrument operates in
the hf range (100 kHz to 10 MHz) to avoid
significant dispersion in materials with con-
ductivities as high as 10~2 (ohm-m)-1 or loss
tangents as high as 1.0.

Observed phenomena.—The previously
mentioned experiment uses radar techniques
to observe the discontinuities in dielectric
constant on and within the surface layer of
the Earth. From the phase information in
the echo and the time-delay or equivalent
frequency shift, the nature of the dielectric
discontinuity and its location can be inferred.
The analysis includes computer ray-tracking
techniques and iterative techniques for estab-
lishing the depth of the subsurface feature.
The detection of the presence of a subsur-
face discontinuity is unambiguous. The lo-
cation determination depends on knowledge
about the dielectric constant of the interven-
ing material. Thus, the uncertainty in depth
varies as the square root of the uncertainty
in the dielectric constant. Most Earth sub-
surface materials in their natural state (the
type with loss tangents less than 0.5) in the
hf range (100 kHz to 10 MHz) have a di-
electric constant between 9 and 16. Hence,
the maximum likely uncertainty is 14 per-
cent. The typical depth of penetration varies
with the loss tangent of the intervening
layers. A diagram that indicates typical
performance is given in figure 5-88.

Experiment technique.—The experiment
approach uses coherent radar techniques at
long wavelengths and records the echoes on
an optical recorder. (These measurements
could be performed from an aircraft.) The
basic technique uses the long-frequency
sweep (used by FM altimeters) and the co-
herent format to increase the average effec-
tive power radiated to a level at which the
successful observation of the subsurface
features is highly probable. The combination
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FIGURE 5-88.—Maximum depth of penetration and
resolution as a function of frequency for various
loss tangents, where tan 5 is loss tangent.

of the coherent radar, the long linear FM
sweep, and the optical recorder are the new
aspects of this sounder.

The linear sweep and a typical response
are characterized in figure 5-89. The ap-
paratus consists of a linear sweep generator,
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FIGURE 5-89.—Diagrams of typical frequency com-
pared to time for the long-wavelength sounding
radar.

transmitter, antenna, and receiver. The
video output from the receiver is recorded
on film by an optical recorder. The film is
then processed by an optical correlator to
produce an image film that is digitized,
processed, and used to print out the subsur-
face feature locations.

The antenna consists of a deployable reel-
type unit mounted in the tail of an aircraft.
The maximum length is variable from 300
to 30 m. The matching of the transmitter to
the antenna to minimize ringing or range
side-lobe levels poses one of the most difficult
problems associated with this experiment.

Once the instrument is installed on the
aircraft, flights must be at relatively low alti-
tudes over areas where conditions favor de-
tection of known subsurface features. The
preliminary data-acquisition flights may be
used to verify the sounder performance and
data reduction and interpretation techniques.
One such area is the Chuckwalls Valley,
which is northeast of Salton Sea in southern
California.

The system operates over a 50-percent
bandwidth; that is, 100 to 150 kHz or 2 to
3 MHz. The system is tunable in discrete
steps over the range from 100 kHz to
10 MHz. The choice of frequency depends on
the depth of penetration desired, the loss in
the material, and the resolution required.
The antenna is a deployable reel-type unit,
and the antenna length may be adjusted as
needed to operate at the highest possible
efficiency.

System performance.—The system pre-
sented is an adaptation of FM altimeter
radar techniques to low frequencies for use
in a sounding mode. The transmitted fre-
quency is a repetitive linear ramp of long
duration. The transmitted frequency also
serves as the reference frequency; sweep
bandwidth must be kept high to attain ade-
quate resolution. However, because the re-
ceived frequency is mixed with a replica of
the transmitted frequency and the sweep rate
is slow, the system achieves significant band-
width reduction to improve the signal-to-
noise ratio with no appreciable loss in range
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resolution. During data processing, a further
bandwidth reduction may be attained to
select returns from directions normal to the
flightpath, such as pools of water beneath the
aircraft. This technique is also known as
Doppler filtering.

If the transmitted waveform has a fre-
quency that sweeps over a total bandwidth B
in an interval of T seconds, the frequency of
a return delayed by At seconds will be /„ =
B At/T.

The signal return has a duration of T
seconds, and if it is passed through a filter
of .bandwidth \/T at a center frequency fa,
then a return that has a delay of At with a
total uncertainty of 1/B will pass through
this filter. The noise bandwidth is also 1/T;
thus, a reduction of noise power by 1/TB
may be achievable. This effect is equivalent
to the time bandwidth product TB signal-to-
noise ratio improvement that can be obtained
with a conventional chirp pulse-compression
system, but the system is not limited by dis-
persed pulse length compatible with round-
trip delay time to the first surface.

The resolution is equivalent to

(5-37)

cient and Z/L is the material loss. The loss in
the material is given by

where c is velocity of light and e is dielectric
constant, which is essentially limited only
by the total bandwidth sweep of the system.

The maximum depth of exploration for
an ideal system without Doppler filtering has
been computed on the following basis. The
return power from a first surface of reflec-
tivity yi at a range E is given by

(5-38)

where P, is transmitted power, G is antenna
pattern gain, N is antenna efficiency, and A0
is radio wavelength in free space. Equation
(5-39) gives the return power from a sub-
surface layer located at a depth d in a
medium for which the loss tangent is tan 8 :

t = 10-5-48 tan s fi * (5-40)

where ei is dielectric constant. The expected
noise comes primarily from sources outside
the antenna. The noise power may be ex-
pressed by

Pn = kT.BN (5-41)

where k is Boltzmann constant, Ta is ambient
noise temperature, B is noise bandwidth of
the system, and N is antenna efficiency.
The expected ambient noise temperature Ta
caused by manmade noise in rural environ-
ments follows the following relationship
within 10 dB from quiet areas to noisy areas :

T —*• a —
3xl07

(5-42)

where y, is the subsurface reflection coeffi-

where the frequency / is in megahertz.
System parameters used to calculate the

performance curves in figure 5-88 are as
follows:

1. Peak power: 10 W
2. System bandwidth: 0.5 / (/^carrier

frequency)
3. Noise bandwidth: 1000 Hz
4. Frequency sweep duration: 1 msec
5. Antenna efficiency: 0.01
6. First surface dielectric: 10 to 15 (ref.

5-30)
7. Second surface dielectric: 2 (oil)

Engineering development.—Airborne ra-
dar-sounding systems have demonstrated the
ability to detect dielectric discontinuities be-
neath glaciers. The problem of designing a
sounding radar instrument to detect discon-
tinuities below moist Earth materials is more
complex because the propagation loss of radio
waves is greater in these materials than in
ice. Increasing the peak radiated power can
only alleviate this problem to a certain ex-
tent at the expense of a more cumbersome
instrument. Operation at lower altitudes re-
stricts the transmitted energy because the
transmitted pulse length must not exceed the
minimum round-trip elapsed time of the
radio wave. The technique discussed would
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circumvent this problem by using a technique
that has been previously used at much
shorter radio wavelengths in radio altimetry.
With this technique, reception is simultane-
ous with transmission, and the waveform
separation is accomplished by an instantane-
ous frequency separation of the transmitted
frequency from the received frequency. This
technique requires some unique character-
istics of portions of the sounding radar for
proper operation.

Description.—The sounding radar system
shown in the functional diagram (fig. 5-90)
consists of a sweeping LO, a low-noise power
amplifier, an antenna, and a high-level mixer.
The LO generates a linear frequency sweep
that is amplified by a low-noise power ampli-
fier, and this power is radiated by the an-
tenna. The return signal is coupled from the
transmitter-antenna line by a directional
coupler into a high-level mixer. The return
signal is then mixed with the transmit wave-
form. The output of the mixer is a waveform
for which the frequency is directly propor-
tional to the range of the reflecting surface.
The output of this mixer is passed through a
high-pass filter and amplified before record-
ing in an optical recorder. The data stored in
the optical recorder film are processed by
taking a two-dimensional transform of the
data film in an optical processor, filtering
through a. narrow-pass spatial filter in azi-

Power
amplifier

. f
vl

S High-level
mixer

I High-pass
filter

FIGURE 5-90.—Functional diagram of sounding radar
system.

muth, and recording in an output data film.
The result is an image for which the di-
mensions are along-track distance and cross-
track distance (depth of discontinuity).

DOPPLER FILTERING AND MOVING
TARGET INDICATOR

Some radar applications mentioned in
earlier chapters have required some form of
Doppler filtering or moving-target indicator
(MTI) to determine the velocities or velocity
spread of targets such as precipitation or
ocean waves. Doppler radar provides in-
formation on the relative velocity between
the targets and the radar; the information
can be derived from many types of radar
waveforms by using coherent processing.

The simplest form of Doppler radar in-
volves pure GW transmissions. The returned
signal spectrum is broadened by the Doppler
spectrum of target movements, and the spec-
trum will be shifted in frequency when the
radar is located on a moving platform. For
CW transmissions, the desired spectrum will
be contaminated by the Doppler spectrum
of unwanted returns from land/sea. The
width of this unwanted spectrum is set by
the basic line width of the radar coherent
reference convolved with the Doppler spread
of groundspeed seen by the radar beam
shape. For large dynamic range require-
ments, the Doppler spectrum seen by side
lobes may also be significant and may set a
limit on side-lobe levels. The Doppler resolu-
tion is therefore determined by this spectrum
of unwanted clutter; and, for CW transmis-
sion, this can only be improved by reduction
of antenna beamwidth and side-lobe levels.

For most applications, Doppler processing
is combined with ranging, which enables
range gating to be used to exclude (or re-
duce) unwanted responses outside the princi-
pal region of interest. As with SAR, co-
herent signal processing is necessary. This
will entail either coherent transmissions or
storage of phase information on each trans-
mitted pulse referred to a stable LO (co-
herent-on-receive). The basic limit on
Doppler resolution is set by the stability
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(spectral line width) of the phase reference
over the integration period of the radar. This
limit will be further degraded by the Doppler
spectrum from moving clutter such as re-
turns from the surface of the Earth.

Discrimination and analysis of the Doppler
return are performed by filtering the bipolar
video waveform. The MTI techniques re-
quire the use of a high-pass filter response.
Such a system rejects targets at or near
the reference Doppler frequency, as condi-
tioned by the filter response, but there is no
classification of target velocities. The in-
formation relating to the relative speed be-
tween the radar and the ground can often be
extracted from an appropriate range gate to
provide a "clutter-locked" reference.

Doppler classification of targets within a
range cell requires the use of multiple band-
pass filtering (or digital fast-Fourier-trans-
form (FFT) techniques) for each cell of
interest. This technique is pulse Doppler or
range-gate filtering and can lead to a very
large number of filters (or associated digital
storage) when targets may exist at any
range. The storage is proportional to the
product of the number of range cells and
Doppler filters for a given dynamic range.
The frequency response of the bandpass
filtering is also repeated at multiples of the
PRF.

The main limitation on measuring target
velocity from a satellite or aircraft-borne
radar wil be the residue of this unwanted
spectrum from side lobes in range and
azimuth. The problems of seeing slow-speed
targets such as precipitation near the surface
of the Earth can place severe constraints on
the design of large narrow-beam antennas
with low side lobes.

Traffic moving along a road in England
seen from an aircraft-mounted, side-looking
radar incorporating MTI processing is
shown in figure 5-91. The corresponding
radar map without MTI processing is shown
for comparison.

In principle, the raw radar data from a
coherent imaging radar could be subjected
to different digital processing to obtain

either optimum Doppler performance or
maximum resolution as required by different
users. Nevertheless, some compromise of
certain radar parameters would be necessary
to meet conflicting requirements of different
applications.

The attainment of compatibility between
Doppler processing and certain other fea-
tures of radar systems can create system
constraints, which are as follows:

Pulse compression: Doppler processing is
fully compatible with pulse compression;
but, with FM chirps, there are range errors
proportional to Doppler; and, with other
forms of code, there are increased range
side-lobe levels caused by decorrelation ef-
fects from Doppler-shifted signals. Strong
targets in range side lobes can contaminate
the Doppler spectrum.

Multifrequency transmissions: Doppler
processing may be applied simultaneously
on multifrequency radars, but both the
Doppler shifts and the blind speeds will be
different at each frequency (for the same
PRF).

Frequency agility: Doppler processing is
not compatible with frequency agility un-
less steps are taken to transmit groups of
pulses on each frequency, which also leads
to a loss of signal pulses.

Synthetic aperture: The available coherent
reference in this type radar may also be used
for Doppler processing. There are errors in
along-track range for moving targets be-
cause of the matched filter characteristics of
the receiver.

Scanning beams: Doppler processing may
be used with either mechanical or electronic
beam scanning, but there is a broadening of
the Doppler spectrum as a result of the
movement (scanning) of the antenna beam.
This broadening is generally significant only
for very low Doppler speeds of high scan
rates. The effect can be avoided with step
scan, switched multiple beams, or Nyquist
rate scanning.

Antenna null steering: Null steering in
the directional pattern of the radar antenna
may be used to reduce Doppler returns from
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FIGURE 5-91.—Example of MTI. (a) Normal map. (6) Image with MTI processing.
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strong targets (such as the ground) where
they mask wanted returns from precipita-
tion. This technique is compatible with
Doppler processing, but the null pattern
should be constant over the integration time
of the Doppler processing.

ANTENNAS AND ARRAYS

The current state of the art in antennas
for spacecraft applications is discussed
briefly in this section. A review of several
of the more advanced antenna techniques is
also included. These techniques are mostly
used for ground radar installations and
would require specialized development for
spaceborne applications. The objective is to
make users aware of the potential char-
acteristics of such schemes because they are
likely to be of increasing value for future
systems.

Current State of the Art

Spacecraft have used parabolic reflection
antennas 10 m in diameter in the Applica-
tions Technology Satellite (ATS) program.
Using petals made of wire mesh hinged to a
central hub, this antenna has a surface
accuracy good to a 3-cm wavelength. This
design is shown in figure 5-92. Antennas of
these dimensions could also be produced for
operation at millimeter wavelengths, which
would probably require a continuous surface
reflector or close mesh within a sandwich
material.

Antennas with significant increases in
diameter above 10 m would be more difficult
to produce. One possible configuration is an
inflatable balloon-type structure, but it is not
clear whether this type antenna could main-
tain its tolerance with meteorite damage.
Very large antennas could also encounter
severe alinement problems, particularly re-
lated to heating from the Sun.

Antenna array systems.—During the past
decade, new antenna techniques have been
applied to radar systems. These techniques
are based mainly on phased-array principles
together with new developments in signal-

processing technology and components. The
antenna techniques include the following:

1. Electronic beam scanning.
2. The formation of multiple beams from

a common aperture.
3. Placing and steering directional zeros

in the antenna directional pattern.
4. Self-focusing and adaptive arrays.
5. Multiplicative processing arrays.
6. Arrays using separate patterns on

transmit and receive to reduce the total
number of elements.

7. Minimum-redundancy thin arrays.

Coherent synthetic aperture arrays should
also be included in this list; however, they
are discussed in more detail in other sections.

Electronic scanning and multiple beam
forming.—Several relevant applications exist
for electronic beam scanning for spaceborne
radars where it is necessary to move the
antenna beam at high rates or where it is
convenient to use antenna array elements
mounted over the surface of a given space-
craft (conformal arrays). Several phased
arrays are now used on satellites.

The high cost of two-dimensional phased
arrays for ground radars is caused by the
need to handle very large power. In space
applications, power levels are much less, and,
for most instances, linear arrays incorpo-
rating one dimension of scan will be ade-
quate. In some instances, the complication
can be reduced by using array-thinning
techniques, which are discussed later. Elec-
tronic scanning would not be relevant for
very narrow beams from planar arrays be-
cause of the numerous elements.

An TV-fold increase of data rate from a
given radar-receiving aperture can be ob-
tained by forming N separate independent
beams from the aperture. This ability to
make simultaneous measurements in mul-
tiple directions could have applications to
scatterometers and narrow-beam sounders
because it has the capability to increase reso-
lution without loss of coverage or beam dwell
time.

Multiple beams may be generated in a
variety of ways, such as using multiple feeds
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FIGURE 5-92.—Large space-erectable antenna reflector 9 m in diameter developed for the
ATS program. The model has a paraboloidal structural design that can be collapsed
for packaging into a launch-vehicle nosecone and then erected on command to its
original shape. Each petal is permanently attached to its two adjacent petals before,
during, and after erection, (a) Collapsed antenna.
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FIGURE 5-92 (concluded).—Large space-erectable antenna reflector 9 m in diameter de-
veloped for the ATS program. The model has a paraboloidal structural design that
can be collapsed for packaging into a launch-vehicle nosecone and then erected on
command to its original shape. Each petal is permanently attached to its two adja-
cent petals before, during, and after erection. (6) Erect antenna.

to parabolic or spherical reflections. Mul-
tiple-beam matrix networks, such as the
Butler matrix network, can be used to
generate independent beams from the output
of antenna arrays. Monopulse tracking and
zero steering can also be combined with
multiple-beam matrix networks.

A group of high-data-rate radar systems
is based on broad-beam (floodlight) trans-
mission and either multiple-beam or Nyquist
rate electronic beam scanning on reception.
These systems offer very high angular data
rates and derive their performance from
more complex receiver processing, which
benefits from the decreasing cost of digital
velocity. An account of such radar systems
using low-redundancy array techniques is

discussed in the section entitled "Radar
Systems Using Low-Redundancy Arrays."

Multiple beams may also be generated by
digital FFT processing of the output of a
receiving array, and synthetic aperture
processing may be regarded as performing
this technique in the Doppler domain.

Multiplication of directional patterns and
thinned arrays,—Multiplicative arrays in
which the output of array elements are
demondulated by multiplying them in vari-
ous combinations have been used for many
years in radio-astronomy arrays. These ar-
rays can provide incoherent antenna beams
using the product of the signals from two
crossed linear arrays (Mills cross). Work
in this field has led to studies of large arrays
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with low filling factors called minimum-
redundancy arrays. The possible application
of these arrays is discussed in more detail
in the section entitled "Multiplicative Signal
Processing."

Some radar applications described in
earlier chapters need to use very large an-
tennas in space. The requirement is often
for very small beamwidths but without the
need for high antenna gain. In such in-
stances, it appears worthwhile to consider
schemes that offer pencil beams generated
from two crossed linear arrays, which might
be technically easier to implement.

The Mills cross-type multiplicative beam
applies only to reception. An alternative is to
transmit using one linear array and to re-
ceive using the other array, thus forming a
two-way pencil beam from the spatial prod-
uct of the patterns. In this instance, there
is a loss of transmitter power in the volume
of the transmitter beam outside the common
pencil-beam volume. If required, this loss
of power may be removed by forming a set
of multiple fan beams with the linear re-
ceiving array.

Adaptive arrays and zero steering.—
Adaptive arrays control some aspect of the
directional performance of the array to opti-
mize some aspect of the received signal
(using some automatic optimization proc-
ess). The "self-phasing" performance is
sometimes conducted by using separate
pilot frequencies. Such arrays have had
more application in communications than in
radar.

Zero steering (null steering) arrays con-
trol the angular location of directional nulls
in the antenna pattern to avoid illuminating
and receiving signals from a specified direc-
tion, generally to avoid receiving some un-
wanted signals. This aspect of the system
may be made adaptive. A possible applica-
tion for such a system for spaceborne radar
is the use of steered nulls to reduce Doppler
clutter from ground returns. In such in-
stances, it is possible to use a directional null
to insert a corresponding null into the un-
wanted Doppler clutter spectrum. This

effect can improve the capability of the radar
to see returns from moving precipitation at
the Doppler frequency of this null. The
section entitled "The Extension of Meteoro-
logical Satellite Radar Coverage by Antenna
Null Steering" gives a more detailed account
of the use of null steering for improving
Doppler performance.

The Application of Nonredundant Arrays
to RAR and SAR Systems

Nonredundant arrays are linear (or pla-
nar) thinned arrays that are used in radio
astronomy to synthesize the directional prop-
erties of filled receiving apertures. This
section discusses how such techniques may
be applied to radar systems to reduce sub-
stantially the number of antenna array
elements. A particularly convenient radar-
system configuration involves combining
nonredundant arrays with within-pulse scan-
ning of a receiving beam together with
either frequency-agile transmissions or
Doppler processing on reception to reduce
effects of unwanted target cross products in
the demodulation process. Schemes with
square-law detection and multiplicative
processing are discussed.

The application of such techniques to co-
herent SAR systems to reduce the amount
of storage and processing of data needed for
such systems is discussed.

Nonredundant arrays.—Nonredundant or
partly filled arrays are used to a significant
extent in radio astronomy but have found
little application in radar systems. This
section discusses several radar systems in
which nonredundant and multiplicative ar-
rays can provide significant reduction in
the number of elements in the field of phased
arrays for certain radar applications.

Aperture synthesis techniques have been
used for coherent processing (i.e., for syn-
thetic aperture side-looking radar) and for
noncoherent receive-only applications (such
as radio astronomy). For noncoherent appli-
cations, the synthesis procedure uses the
fact that the cross-product signals from a
pair of elements spaced a distance D apart in
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a linear array is independent of the location
of the elements in the array (provided the
spacing D is maintained). The demodulated
output of all receiving arrays consists of
various weighted combinations of self-
products and cross products of all element
outputs; therefore, a substantial economy
of elements (and associated processing) is
possible if the duplication of any interele-
ment spacing in the array can be avoided.
Figure 5-93 shows a four-element array that
contains all the interelement spacings from
D = l to Z) = 6. This is a well-known example
of a nonredundant array that contains all
the spatial frequency components of a uni-
form seven-element array (ref. 5-31).

The conventional additive directional pat-
tern of the array of figure 5-93 is most un-
attractive, having very high side-lobe levels,
but the directional pattern of the output of
the array after square-law detection is

D(p) =
sin (7p)

sin p
(5-43)

where P= (wd) /A sin 9. This is the form of
the normal pattern of a seven-element array.
A conventional filled linear array involves a
substantial duplication of element spacings.
In most instances, it is difficult to produce
arrays with each spacing occurring only
once; thus, a compromise situation with a
limited amount of duplication is acceptable.
Low-redundancy arrays are the result of
such a compromise.

Two reasons why such arrays have not
found significant application in radar sys-
tems are as follows:

1. The radiated pattern from such arrays
is unattractive because of very high side
lobes. This can result in large amounts of the
transmitted power residing outside the main
beam.

2. The assumption that the cross product
from a pair of elements (of fixed spacing) is

-O- —O-

independent of their location in the array is
true only for incoherent signals (such as
radio astronomy).

Because there is no direct equivalent of
nonlinear receiver signal processing for
transmission, nonredundant arrays incor-
porating a low filling factor will exhibit
high side lobes, which makes them unsuit-
able for transmission because of the signifi-
cant loss of transmitter power. This prob-
lem can be overcome for radars incorporating
floodlight transmissions together with either
multiple beams or within-pulse scanning on
reception. The widely spaced (low redun-
dancy) arrays may then be used for the
receiving array of such radars. A second
area of potential application is coherent
SAR, in which the minimum redundancy
technique may offer a possible method for
reducing the number of transmissions and
associated storage required for the synthetic
aperture process.

Radars incorporating floodlight transmit-
ter coverage.—These forms of radar use
phased-array techniques in conjunction with
a floodlight transmitter. Figure 5-94 shows
a sector illuminated by a floodlight trans-
mitter, covered by a group of N fixed receiv-
ing beams. This type radar has the advan-
tage of a very high data renewal rate. Figure

,Sector illuminated by
' wide-beam floodlight

transmission

FIGURE 5-93.—Four-element array containing all the
interelement spacings of a seven-element filled
linear array.

'/ ""Separate receiving
beams covering sector

FIGURE 5-94.—Sector coverage by floodlight trans-
mission and multiple-beam reception.
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5-94 shows that both range and bearing are
obtained on all targets within the coverage
sector of the radar for each pulse repetition
period.

The range performance of such a radar
need not be significantly worsened by the use
of floodlight transmissions. Although the
radar range equation (as normally quoted)
indicates that the maximum range is a
function of the transmitting antenna gain, it
is evident that the time average distribution
of transmitting power is, for most conven-
tional radars, uniform over the arcs of cover.

Comparing the radar configuration of fig-
ure 5-94 using a static floodlight coverage of
a sector with the sequential illumination
of each direction with a narrow antenna
beam, it is clear that, in the former instance,
data are obtained at a far higher renewal
rate, but N times the number of pulses on
each target are received, each containing
1/N of the energy (where N is the number of
beam positions within the sector). The effect
of such a system on maximum range per-
formance is mainly dependent on the capa-
bility of the radar system to integrate these
pulses, and this integration depends on tar-
get and noise statistics. In coherent integra-
tion, no loss of signal power would occur;
but, for the more usual situation of incoher-
ent integration, some reduction in maximum
range would generally occur because of the
less efficient integration. Therefore, such a
radar will generally incorporate larger
amounts of incoherent integration.

Various methods exist for generating such
multiple beams, including multiple feeds to
reflector or lens systems, special networks
such as the Butler matrix, or sampling the
outputs of the array followed by angular
matched filters, such as digital FFT filtering.
The third technique appears more suitable
for the application of low-redundancy arrays
by selecting the sampling points and process-
ing to achieve the required array spacings.
However, the application of low-redundancy
arrays to radar can be conveniently described
with reference to within-pulse scanning (ref.
5-32), which is another technique for re-

ceiving all the information on range and
bearing from within an illuminated sector
during a single pulse repetition interval.

Within-pulse scanning.—In this technique,
a sector is illuminated with a floodlight
transmission incorporating a pulse of dura-
tion T, and a narrow receiving beam is
scanned repetitively across this sector at a
rate corresponding to I/T. Therefore, the
scanning rate corresponds to the Shannon
sampling rate or Nyquist rate, which means
that pulses reflected from each target will
be sampled by the scanning receiving beam,
which effectively operates as a sampling
switch for each direction. The technique is
in operational use in the sonar field, but the
radar application has been restricted to ex-
perimental devices (refs. 5-32 and 5-33).

Several alternative system configurations
exist for providing Nyquist rate scanning of
a receiving beam. The most well-known
configuration is shown in figure 5-95. The
output of each array element is subjected to
single-sideband modulation at frequencies of
<.:>„, 2w.,, 3<MX, 4w., . . . , where <,<„ is the beam-
scanning rate and equals 2-ir/r. Such a
scheme effectively adds a phase shift at uni-
form rates to each antenna element, thus
producing a uniform movement of the array
directional pattern along the sin 6 scale. Each
diffraction maximum of this pattern repre-
sents a beam that scans across the sector.

The noise factor of such a receiver is
identical to that of a corresponding conven-
tional receiving array provided that the

.. Y Receiving array

JLsingle sideband
IWh |Mh |Mh \th |Mjj Ufj modulators

"S | ̂ "S | 3uS I 4"S I 5"s ~Fn • 1' Us

V
I Amplifiers

. .. (bandwidth = I/T)

Combined output
(bandwidth • n/r)

FIGURE 5-95.—Modulation scanning system to pro-
duce repetitive scanning- of receiving beam at rate
of a, (<a, = 2ir/r).
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bandwidth of the filters or amplifiers in each
channel is restricted to I/T. However, al-
though the bandwidth in each channel is I/T,
the total bandwidth after summation of the
channel outputs becomes n/r (where n is
number of channels), corresponding to the
bandwidth of the sampled pulses (duration
r/n). Thus, the output represents the signals
from N separate directions in space, which
corresponds to the N-fold increase in band-
width. The maximum range performance is
not affected by the sampling process and
corresponds to the previous examples of
floodlight transmission.

The range resolution is determined by the
transmitted pulse duration T, and the side-
lobe performance is set by one-way side lobes
of the receiving array. A useful feature of
the scanning receiver is that array amplitude
tapers may be achieved by a single filter
situated at the output of the combined array.

The MTI may also be applied to such a
radar, and there is no reduction in perform-
ance due to scanning modulation, provided
the pulse repetition interval is any integral
multiple of the scan period.

Radar systems incorporating low-redun-
dancy arrays.—Figure 5-96 shows the
within-pulse scanning principle applied to
the minimum-redundancy array of figure
5-90. The number of signal-processing
channels is reduced in proportion to the
number of elements in the array. Figure
5-95 also shows the frequency spectrum of
such a scanning receiver when receiving a
pure CW signal before and after detection.
Before detection, there is a frequency com-
ponent for each element of the thinned
array. After square-law detection (at loca-
tion X., in fig. 5-96), the "filled" spectrum
corresponding to a seven-element array is
produced.

The frequency spectrum of the output of a
receiving array undergoing continuous scan-
ning is a direct replica of the spatial fre-
quency response of the array and associated
signal processing. Figures 5-90 and 5-96
show how the square-law detection process
produces a uniform filled spectrum giving the

L

Single sideband
modulators

Spectrum at Xj

Spectrum at X.,

Spectrum at X

0 us

0

FIGURE 5-96.—Continuous electronic scanning of a
nonredundant four-element array providing the di-
rectional pattern after demodulation of a filled
seven-element array.

spatial frequency response of a filled array.
However, because this spectrum corresponds
to a (sin 7p)/(sin p) power response, the
side-lobe level would be too high for any
radar application and would therefore re-
quire the application of amplitude tapers.

The adoption of the within-pulse scanning
receiving system considerably simplifies such
a tapering process. The capability for any
side-lobe reduction technique appears to be
determined by the range of possible ampli-
tude tapers that could be applied to the
thinned array. The well-known taper func-
tions are not applicable to such nonuniformly
spaced thin arrays. However, the output of
the square-law detection enables separate
access to each spatial frequency component
of the processed pattern. Therefore, conven-
tional taper theory can be applied at this
point in the array processing. Apart from
this additional degree of freedom in synthe-
sizing the low side-lobe pattern, this technique
has the additional advantages of enabling
the taper to be applied after amplifica-
tion and, hence, after the signal-to-noise
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ratio has been defined. Another valuable
feature is that, for many instances, the taper-
ing function may be introduced by including
a single filter at the output stage.

Figure 5-96 shows a simple low-pass filter
included after detection to provide a triangu-
lar spectrum of spatial frequencies. This
corresponds to a power response directional
pattern of the following form:

quency M and direction 0,, the receiver output
will be

D(p) =
sin (7p)
1 sinp

(5-44)

This expression corresponds to the same side-
lobe level as a uniform filled untapered array.
Clearly, other filter responses corresponding
to various low side-lobe patterns may be
obtained by appropriate design of filters. The
gain of such a thinned array is obviously
reduced in proportion to the filling factor.
The application of amplitude tapers causes
the usual reduction of directivity (because of
the slight increase of beamwidth).

The number of elements TO in most low-
redundancy array configurations is approxi-
mately given by m = 2\/n, where n is the
number of element positions in a uniform
filled array of the same dimensions. This
fact means that the potential savings in ele-
ments and associated signal processing are
most significant for large arrays and, par-
ticularly, for two-dimensional arrays used in
radio astronomy. The significance of the
reduction in gain greatly depends on the type
of application for the radar.

Figure 5-96 illustrates the .use of low-
redundancy arrays for radar, but this par-
ticular example is of limited interest because
it simulates a rather small array (seven
elements) using four elements. Before con-
sidering designs for larger arrays and the
use of other forms of demodulation, it is
necessary to examine the multiple-target
response of low-redundancy arrays and the
effect of the coherence of the returns from
targets.

Resolution and coherence.—If a directional
receiver having a directional pattern D(p)
is illuminated by a source (or reflected sig-
nal from a target) of strength Ai with fre-

E,=A lD(p1) cos (5-45)

where <£, is a general phase'angle and pt =
(77<2/A) sin 9i. If this signal is square-law-
detected and low-pass-filtered, the output
will be proportional to

E,= -j-Ai2D2(pi) (5-46)

A similar output would occur for separate
excitation of the receiving array with a
source A., at angle 6-.. However, for simulta-
neous excitation of the directional receiver,
with both signals, the output after square-
law detection and filtering becomes

+A lA,D(p,)D(p,) cos (<£i-</>2)
(5-47)

The first two terms are the outputs that
would be predicted by superposition, and the
third term is the cross product between two
sources or targets.

Note that this cross-product term exists
for all forms of directional receiver (whether
using continuous apertures, filled arrays, or
thinned arrays) and for all forms of de-
modulation. This cross-product term is an
unwanted distortion, which reduces the abil-
ity to resolve multiple targets; thus, it needs
to be reduced (ideally to side-lobe levels)
relative to the wanted target self-products.
Cross products between the signals from
different element positions are the essential
feature of a directional receiver; it is the
cross product between different targets that
must be removed (ref. 5-34).

For filled arrays with low side lobes, the
target cross-product term is reduced because
of the product D(p,)D(p2) . This fact shows
that such cross products would be reduced to
side-lobe levels if the angle between the two
sources is greater than approximately one
beamwidth.

Such target cross products fall off accord-
ing to the autocorrelation of the predemodu-
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lated directional pattern. Filled apertures
use this property to reduce such effects. The
amplitude of the target cross products is
proportional to cos (fa — fa), which repre-
sents the difference in phase of the returns
from the targets Al and A2. The phase
difference will be random, which results in
an average value of zero for the target cross
product when averaged over all possible
target positions.

For radio astronomy, the signals from two
different radio sources are uncorrelated so
that all such target cross-product terms
average to zero, which explains the extensive
use of thinned arrays in radio astronomy.
However, for a radar system in which both
targets may be illuminated from the same
transmission, it may be necessary to intro-
duce some deliberate variation of (fa — fa)
plus some averaging (integration) to inte-
grate put the target cross products when a
low-redundancy array is used.

The three principal methods for varying
(fa — fa) to achieve such results are as fol-
lows :

1. Movement of array: If the array moves
relative to the target environment, the ranges
(and hence the relative ranges) of the targets
will change. To decorrelate returns from
different targets by this method, it is neces-
sary to obtain changes in (fa —fa ) in the
region of one wavelength. Several such de-
correlated responses must be averaged. Apart
from the change of range, scintillation effects
will occur because of complex targets, and
changes of amplitude and phase returns will
cccur because of small changes of aspect
angle. These effects will also help decorrelate
the target cross-product returns.

2. Movement of targets: If the radar is
used to obtain data on moving targets (using
an MTI (or pulse Doppler) technique),
Doppler filtering must be applied before de-
tection. This technique necessarily removes
most of the target cross products; it removes
cross products between fixed targets and
between moving and fixed targets, which
leaves only cross products between moving
targets. These cross products between mov-

ing targets will average to zero because of
their relative movement. Thus, the unwanted
cross products can be substantially reduced
by the application of Doppler filtering fol-
lowed by postdetector integration. The ab-
sence of scanning modulation effects for
within-pulse scanning radars makes them
particularly appropriate for MTI processing
for certain applications, especially those in-
volving very low speed targets.

3. Frequency agility: Changes in trans-
mission frequency cause corresponding
changes in the two-way phase delay to and
from the targets and, hence, cause a change
to (fa — fa). Consequently, either multiple-
frequency or frequency-agile transmissions
for a radar incorporating low-redundancy
arrays will enable the target cross-product
returns to be decorrelated between successive
pulses radiated at different frequencies. For
distributed targets or clutter, it is generally
necessary to change the transmission by an
amount proportional to the transmitting
bandwidth to decorrelate target returns from
pulse to pulse. The technique of using fre-
quency agility to reduce target cross-product
effects has been demonstrated by Shearman
etal. (ref. 5-35).

These three methods of reducing target
cross products depend on noncoherent inte-
gration to average out the decorrelated re-
turns. The extent of such integration will
depend on the amount of decorrelation ob-
tainable with the different methods and the
degree of suppression of target cross prod-
ucts required. The level of cross products is
proportional to the number of targets seen by
the predemodulated directional pattern. The
required integration is therefore substan-
tially reduced for a thin target field (e.g.,
moving targets only). The only method not
requiring integration is the filled aperture,
which can be regarded as coherent integra-
tion of cross products within the array.
The combination of low-redundancy arrays
with within-pulse scanning is particularly
convenient because the within-pulse scanning
system requires the use of noncoherent in-
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tegration for other purposes as previously
discussed.

The unwanted effects of target cross prod-
ucts are not absent in filled arrays. Although
there is considerable duplication of close
element spacings, the relative weighting of
element spacings in the spatial response of
the array is triangular with no duplication
of the largest spacing. This results in target
cross products affecting the resolution of
targets when closely spaced (within approxi-
mately two beamwidths of each other). For
a nonredundant array, this effect can occur
for all possible target directions.

Multiplicative signal processing.—The
minimum-redundancy arrays discussed in the
preceding section depend on the nonlinear
performance of the demodulation process for
their performance. In practice, all radar
systems incorporate some form of nonlinear
demodulation, but the effect on resolution
performance is not very significant for filled
arrays.

The use of multiplicative signal processing
to demodulate the signals from directional
arrays is an alternative form of nonlinear
demodulations, which has been studied by
many authors (refs. 5-34 and 5-35), and is
used extensively in radio astronomy for
noncoherent aperture synthesis and for syn-
thesizing two-dimensional apertures from
line arrays such as the Mills cross system
(ref. 5-36).

Figure 5-97 shows how the directional
pattern of a 36-element filled array can be
obtained by multiplying the patterns of a
6-element wide-spaced array with a second
6-element closely spaced array. The array
pattern multiplication theorem states that
the overall directional pattern of an array
is the product of the array factor and the
directional pattern of each element. In figure
5-97, the short filled array is used as a
single directional element, which is multi-
plied by the output of the wide-spaced array
to synthesize a filled array of 36 elements.

No difference of -principle exists between
the adoption of square-law detection systems,
such as those in figure 5-96, and the multi-

pattern of array B
.Pattern of array A

FIGURE 5-97.—Directional pattern of filled array pro-
duced by multiplying the output of the short filled
array with the output of the wide-spaced array.

plication systems. Both techniques produce
different combinations of self-products and
cross products between signals from array
elements. For example, a multiplier can be
synthesized from three hybrids and two
square-law detectors.

The scheme of figure 5-97 can be subjected
to electronic scanning (for receive only)
by appropriate phasing of the short and long
arrays. There is a substantial economy of
elements, phase shifters, and associated sig-
nal-processing equipment because the mt
elements in the first array and the m2 ele-
ments in the second array synthesize the di-
rectional pattern of an n-element linear array

D(p) = sin np
n sin p (5-48)

where 7i = m,m2. This pattern is a power-
law response; therefore, amplitude tapering
would be necessary to achieve good side lobes.

The economy of elements increases with
the size of the array; only 20 elements are
needed for a 100-element-position array (20
percent filling) and only 68 elements for a
1000-element-position array (20 percent
filling). Many configurations also exist for
synthesizing planar arrays such as the Mills
cross array (ref. 5-35), which produces an
^-element planar array from two linear ar-
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rays of m, and in-- elements (again n=
W,W-j).

Figure 5-98 shows a schematic diagram
of a within-pulse scanning radar for such an
array configuration. The long and short
arrays are shown physically separated for
convenience, but the arrangement of figure
5-97 would probably be chosen. The radar
incorporates frequency agility and video in-
tegration to suppress cross products. The
frequency agility is removed at each receiv-
ing channel of the radar before narrowband
amplification and modulation to achieve the
continuous electronic scanning process. Mul-
tiplication of the outputs of the two arrays
is conducted in the intermediate-frequency
section.

A further valuable feature of the multi-
plicative array configuration of figures 5-97
and 5-98 is that, because most element spac-
ings are already repeated in the two basic

arrays, a substantial reduction of cross prod-
ucts occurs before demodulation.

Applications.—The usual applications for
either within-pulse scanning or multiple-
beam systems incorporating floodlight trans-
missions involve high data rate coverage of
a fixed sector. For applications to aircraft
or spacecraft, this tends to suggest fore or
aft surveillance for those situations in which
conventional scanning might be inconvenient,
when the data rate might be too low, or when
the presence of scanning modulation might
degrade the required Doppler performance.
The within-pulse scanning-type system does
not appear relevant to side-looking applica-
tions because the equivalence of bearing in-
formation is obtained by along-track move-
ment of the craft.

Possible alternative applications of such
systems include the provision of radar al-
timeter information over a wide arc of cover-
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age below the craft; a further alternative
might include scatterometer measurements
over a similar wide arc. When the use of
narrow fan beams or pencil beams is deemed
advantageous, the previously discussed use
of low-redundancy arrays offers substantial
economies in numbers of elements required
for the arrays and associated economies in
processing circuitry.

Application of low-redundancy arrays to
SAR.—The previous sections have been con-
cerned with the application of low-redun-
dancy arrays to the receiving aperture
phased arrays for radar. This section con-
cerns the possibility of extending the concept
to synthetic aperture coherent radars with
the objective of a significant reduction in the
large amounts of data storage needed for
such radars, particularly when using digital
signal processing. The proposals are tenta-
tive and are meant to justify a more de-
tailed study to establish the probable ad-
vantages for practical radar configurations.

The SAR uses phase-coherent transmis-
sions (usually pulses). By storing and
processing the received signals for many
pulses, an equivalent two-way directional
pattern of a long linear array can be synthe-
sized. Details of such radars have been de-
scribed in considerable detail in other sec-
tions.

The possible application of nonredundant
arrays to the far-field patterns of the un-
focused synthetic aperture is considered be-
cause this is a convenient direct extension
of the far-field concepts of previous sections.
However, the arguments also apply, with
little modification, to focused arrays. The
processed and filtered output of the radar is
a signal that relates to a synthetic array in
which each element position is the position
of the physical array at the time of each
transmission/reception. This processed out-
put must be demodulated, and, as with the
real arrays discussed previously, the detec-
tion process generates cross products be-
tween all possible pairs of element positions
in the synthetic aperture. Again, there are
substantial redundancies in such cross prod-

ucts, which suggest that it should be possible
to reduce the number of transmission/recep-
tion positions in a given synthetic array
length. This reduction would lead to some
nonfilled pattern of transmission and recep-
tion positions within the synthetic array
length, thus leading to a corresponding re-
duction of storage and processing.

Consider the original minimum redun-
dancy array of figure 5-96. If an SAR moved
along the line of this array transmitting and
receiving only at the positions of the four
elements, the output of the processor could
be square-law-detected to provide the same
postdemodulation directional pattern that
would have resulted (before detection) from
transmitting and receiving at all seven posi-
tions. This fact is certainly valid for the case
of single-target directional patterns; the ef-
fect of coherence and unwanted multiple-
target cross products will be discussed later.

The multiplicative scheme of figure 5-97
can also be translated into the synthetic
aperture field. In this case, the radar would
transmit and receive at the positions of the
wide-spaced array and process this to pro-
duce the directional pattern of a synthetic
array with wide element spacing. The re-
sultant directional pattern would have angu-
lar diffraction lobes of the same form shown
in figure 5-97. If the radar also transmitted
and received at the locations of the shorter
array, these outputs could be similarly proc-
essed to produce the synthetic pattern of a
short filled array. The outputs of these two
processed patterns can therefore be multi-
plied to produce a demodulated output having
no diffraction lobes.

For such a scheme, the resolution of a
synthetic aperture of ^-element positions
can be achieved by transmitting and receiv-
ing at m, and m-, positions (where n=m^m.,).
This obviously represents a potentially valua-
ble saving in storage and data processing.
There is a loss of range performance as a
result of the reduction of mean transmitted
power by the same ratio. This loss can be
recovered in principle by a corresponding
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increase of peak transmitter power at those
positions where the radar is activated.

A conventional SAR processes the output
of the last ?i-pulse repetition intervals each
time the physical aperture moves its own
length. This is not possible with the previ-
ously mentioned two schemes, because the
low-redundancy array configurations are not
a continuous uniform series. For these cases,
it is only possible to synthesize the required
pattern at the end of the particular array
pattern. To avoid gaps in the radar cover, it
is also necessary to produce a processed out-
put from the radar once for every position
of the filled synthetic array. Figure 5-99
shows a different configuration of multiplica-
tive array. The outputs of two thinned arrays
having the same overall length but contain-

ing five and six elements, respectively, are
multiplied. This figure shows that the re-
sultant multiplicative pattern removes the
diffraction lobes of the two constituent ar-
rays. This resultant directional pattern is
derived from 9-element positions and has a
beamwidth and side-lobe level similar to the
one-way pattern of a 21-element array (con-
sidering the power-law response).

The advantage of this configuration is
that the output of the previous 9-element
positions can be used to form such a pattern
by synthetic aperture processing. However,
this configuration does not solve the prob-
lem of deriving processed outputs from the
radar for those positions of the real array at
which there are no transmission and re-
ception. This problem can be solved by tak-

Directional pattern of array A

Directional pattern of array B

Multiplicative directional pattern
(product of outputs from array A

and array B)
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FIGURE 5-99.—Multiplicative product of outputs of two wide-spaced arrays that have
the same total length but different numbers of elements.
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ing the stored outputs from the active ele-
ment positions and by processing these with
different phase shifts to synthesize the beam
outputs for the missing element positions.

It is also possible to apply this type tech-
nique to produce a continuous data output
for the previous multiplicative configuration
of figure 5-97. In this case, because the
short filled array position is activated only
infrequently, the resulting synthetic direc-
tional pattern changes slightly as the radar
moves.

Because an SAR depends on some degree
of coherence between the returns from each
target over several transmissions throughout
the length of the synthetic aperture, cross
products between different targets will obvi-
ously arise. The methods of removing such
target cross products, which were discussed
earlier, will still apply in principle, but there
are now rather different practical problems.
For example, if frequency agility is used, it
is still necessary to retain coherence over
each synthetic aperture length so that the
frequency-agile transmissions are interlaced
with the other transmissions and the outputs
added after demodulation. The obvious dis-
advantage of this approach is that it requires
increased data storage in proportion to the
number of different frequency transmissions
per element position. Multifrequency trans-
missions with similar properties would be an
alternative approach.

The most promising method of reducing
cross-target products would probably be
Doppler processing, but this restricts the ap-
plications to study of moving targets. In
mapping areas of distributed targets (e.g.,
terrain), the level of cross products will be
high.

For systems in which the low-redundancy
array is used with SAR incorporating trans-
mission to ground-based data processing, the
telemetry bandwidth would be reduced.
Nevertheless, it would be necessary to in-
clude some degree of buffering storage in the
radar to smooth the flow of data.

Conclusions.—This section has shown how
the nonredundant arrays used in radio

astronomy may be used in radar applications
for both RAR and SAR systems. Such
schemes lead to an economy of elements in
the array configuration in which typically
2\/n elements are'used to synthesize an
7z-element array; thus, the most significant
savings are made for large arrays.

In the case of RAR, it is particularly con-
venient to combine low-redundancy arrays
with within-pulse scanning. With such
arrays, the demodulation process introduces
target cross products that can be suppressed
by using either frequency-agile transmission
or Doppler filtering, followed by noncoher-
ent integration. Such schemes offer attrac-
tive savings of array elements and associ-
ated processing for surveillance applications.

The application of low-redundancy arrays
to SAR is more difficult to evaluate because
it depends on the, extent of target cross
products for practical situations and their
effect on the resultant radar maps. How-
ever, the potential storage savings should
j ustify some further studies of these applica-
tions.

The Extension of Meteorological Satellite
Radar Coverage by Antenna Null Steering

To use satellite-borne radar effectively for
meteorological observations, ground clutter
must not mask the returns from precipita-
tion. A restriction is therefore imposed on
the swath that can be covered by the satellite
radar, because the range cell at extended
crosstrack distances from the subsatellite
point is inclined at an angle to the Earth,
and returns from precipitation are masked
by returns from the ground included in the
cell (ref. 5-37). Narrowing the antenna
beamwidth extends the crosstrack range.
Also, MTI processing presents some promise
for ground-clutter reduction, although this
has been disputed. The backscatter from
calm seas at low elevation angles may be
sufficiently low to allow detection of moderate
rainfall in the presence of sea clutter. How-
ever, over the land, clutter returns can be
anticipated to be 5 to 25 dB stronger than
returns from moderate rainfall.
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The straightforward approach to avoid
ground clutter by a meteorological satellite
radar is to use an antenna beamwidth that is
sufficiently narrow to minimize illumination
of the Earth at the edge of the swath. Other
considerations may restrict the antenna size
below that needed for clutter reduction. This
section outlines a method of ground-clutter
reduction. The method consists of placing a
null at the angle corresponding to the direc-
tion of the surface of the Earth at a given
range. Techniques for accomplishing this
task can vary from tilting a conventional an-
tenna away from the Earth to controlling
a null steering array. These techniques re-
sult in a gain reduction in the boresight
direction.

The limitation on swath width.—A simple
relationship exists between the satellite alti-
tude, swath width, antenna beamwidth, and
minimum detection height. A satellite is
assumed to be at an altitude H above the
Earth and to be detecting precipitation at a
height h above the Earth at a crosstrack
distance D from the subsatellite point (fig.
5-100). The radar pulse length is T, which
results in a range cell extent of cr/2. The
boresight direction of the antenna is the di-
rection of the precipitation target at height
h, and the antenna pattern is assumed to
have a null in the direction corresponding to
the ground intercept point A. The angular
width of the antenna pattern between the
boresight and the first null is <£. For a con-
ventional antenna, this is approximately
equal to the half-power beamwidth. The re-
lationships between the parameters shown
in figure 5-100 are

h — r cos /?+-^sin ft

(H+RE) sin a.= RE cos

r sin O.—RK sin 0

leading to

h=r<f>( 1 + ̂ ) sin ct+4^s

(5-49)

(5-50)
(5-51)
(5-52)

(5-53)

,CT/2

FIGURE 5-100.—Geometry describing the coverage of
a satellite-borne radar.

or

(5-54)
If the radar pulse is short so that the range
extent is small compared to h, the previous
equation can be approximated by

(5-55)

without incurring an error over 10 percent
for the first 5000 km of crosstrack distance.
The equation has been plotted for a range of
parameters in figure 5-101. The crosstrack
distance is greater for lower satellite alti-
tudes.

The use of pattern nulls for clutter reduc-
tion. — Targets at heights below h will be
masked by ground clutter because the an-
tenna beam intercepts the Earth. However,
if a pattern null were set at the direction
of the ground intercept for a given range,
the ground clutter would be substantially
reduced.
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FIGURE 5-101.—Minimum detection height as a function of crosstrack distance for a
range of parameters T and H (0 = 0.1°, 0.2°, 0.5°, and 1.0°). (a) H = 322 km, r—\
/jsec. (b) H = 965 km, r = l jisec. (c) H = 2896 km, r = l Msec. (d) H — 965 km, r
= 10 /isec.

The nulls of the pattern of an array an-
tenna can be positioned by the adjustment of
the excitation coefficients of the array ele-
ments. The problem of maximizing the gain

in a given direction while positioning a
null at another direction has been studied by
Drane and Mcllvenna (ref. 5-38). The curve
in figure 5-102 labeled "Null steering array"
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FIGURE 5-102.—Gain decrease in the target direction
for null steered array and tilted uniform illumina-
tion.

shows the decrease in gain in the boresight
direction as the null is steered into the main
beam region. This figure illustrates that a
null can be placed at an angle from bore-
sight of one-half that of a conventional array,
with an attendant reduction of 2 dB in one-
way gain. This gain reduction would cor-
respond to a lowering of radar sensitivity
such that the minimum rainfall rate that
could be detected would be increased by
a factor of 1.78. Assuming that a 4-dB
sensitivity margin could be built into the
radar receiver, the ground swath width could
be extended by a factor of 2 over that shown
in figure 5-101.

Tilting the beam of a conventional antenna
array away from the Earth will also achieve
the desired result. However, the reduction
in gain in the target direction is greater
than that for a null steering array. The
curve in figure 5-102 labeled "Tilted uni-
form illumination" shows the gain decrease
as the antenna beam is pointed away and
the null moves toward the ground intercept.
For a tilt of one-half the peak-to-null angle,
the gain in the target direction is lowered
by approximately 4 dB, corresponding to an
equivalent sensitivity to rainfall rates 3.4

times greater than that for the maximum
gain direction.

The width of the null determines the
number of range cells for which the ground
clutter is effectively reduced. For the tilted.
antenna, the angular width of the null region
for a clutter reduction of 26 dB, relative
to the precipitation return direction, is 0.286
times the angle from the beam peak to the
null. For the null steering array, the 26-dB
clutter suppression zone is approximately
0.20 times the width of the unconstrained
peak-to-null region. More than one null can
be positioned near the ground-intercept di-
rection to provide an extended region of
clutter suppression.

Conclusions.—By steering the first null
of the satellite antenna radiation pattern
to coincide with the ground-intercept point,
the crosstrack range of coverage of a mete-
orological satellite radar can be extended.
Techniques exist for null steering by adjust-
ment of the amplitude and phase of array
excitation coefficients. As the null is steered
into the main beam region, there is a direc-
tivity reduction. A simpler technique is to
tilt the beam of a conventional antenna away
from the Earth; however, this technique
results in a larger gain decrease for a given
null shift than for an optimized null steering
array.

For example, consider a satellite at an alti-
tude of 1000 km with an antenna beamwidth
of 0.25°. At a wavelength of 0.8 cm, the
crosstrack aperture size would be approxi-
mately 2 m. For a minimum detection alti-
tude of 1.5 km, the maximum crosstrack
distance from the subsatellite point would be
300 km. To cover ground ranges in excess
of this distance, the null would be steered,
extending the crosstrack distance to 650 km
from the subpoint. The total swath width
would be 1300 km, with an increase of 78 per-
cent in the minimum detectable rainfall rate
at the swath edges. The null steering must
be linked to the range window so that the
clutter-suppression zone corresponds to the
desired set of range cells.
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INTRODUCTION

The objective of data management is to
provide a better data flow from the sensing
of data to its application by the user. This
effort is important because the data are in-
creasing in complexity and volume, and the
allowable time for reducing the data is
limited in many instances. Data management
should include, but is not limited to, the
following: (1) onboard processing and trans-
mission of the data to the ground, (2) ground
handling and processing of the data, (3)
machine interpretation of the data, and (4)
distribution to the ultimate user.

As a major step in data reduction and in
minimization of data-link bandwidth, as
much onboard processing as possible should
be performed within the practical constraints
of the spacecraft or aircraft carrying the
active microwave sensors.

A general block diagram of the data-man-
agement system, is shown in figure 5-103 for
a partial onbp'ard processor. The figure
traces the''data flow from a sensor to the
ultimate user.

Partial onboard processing will provide

Sensor Onboard
processor

Data
link h

^ Raw data
storage

—

r
Pattern recognition

and
data compaction

Image restoration
and registration

—

cnlav

Image
processing

| User |

orage

I Remote user |

FIGURE 5-103.—Block diagram of the data manage-
ment system for a partial onboard processor.

ephemeral data calibration, rough classifica-
tion when appropriate, and as much band-
width reduction as possible to reduce the
telemetry load. Image restoration and regis-
tration will provide additional calibration
when necessary, including geometric and
atmospheric corrections, and will enter satel-
lite ephemerides into the data. Image proc-
essing will provide enhancement, filtering,
and, particularly in the case of SAR, the two-
dimensional Fourier transform processing
necessary to obtain the image. Pattern
recognition and data compaction provide fea-
ture extraction, data classification, and, in
many instances, conversion from image data
to printed summaries. Data from the image-
processing and pattern-recognition operation
goes to either local or remote users.

The approaches, equipment, and tech-
niques are generally available for all func-
tions shown in figure 5-103, except for the
box labeled "Pattern recognition and data
compaction." For research using satellite
sensors, machine reduction is not necessary,
and vast amounts of data are acceptable and
even desirable. In this case, the effective
data-management system on the ground must
be an interactive system. Large computers
alone cannot solve the data problem; thus,
human interaction is needed to do the best
research job.

The reverse is true in eventual operational
usage. The managers, who must make de-
cisions based on satellite data, will require
inputs that are stripped of unnecessary in-
formation and are as compact as possible.
For example, high-resolution radar maps of
a region must be reduced to a table of
hectares of wheat, rice, and so forth, together
with an estimate of eventual yield for each.
This function is the province of pattern
recognition and data compaction. The tech-
niques for accomplishing this task have not
yet been developed for radar images and
will require research effort.
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The onboard processing and image proc-
essing required for SAR are discussed in
the section entitled "Imaging Radar Data
Reduction Considerations." The SEASAT-A
ground data-processing system for radar
images is a good example of an end-to-end
data system and is discussed in detail in the
section entitled "Imaging Radar End-to-End
Data Systems." To illustrate how data may
be processed for systems other than imaging
radars, a brief discussion of the data han-
dling and processing of the Skylab S193 al-
timeter, radiometer, and scatterometer is
given in the same section.

Interpretation of the great mass of data
that will be available from radar satellites
requires at least partial automatic pattern
recognition. Although much effort has been
given to pattern recognition on other re-
motely sensed data, few results are available
for active microwave systems. Hence, a
specific recognition technique or data format
cannot be suggested at this time. Appendix
5A to this chapter is devoted to a general
discussion of pattern recognition with special
reference to the active microwave data.

End-to-End Data System Overview

The term "end-to-end data system" is used
to describe a system that converts analog
radar signals into geographical quantities.
The input "end" of the system is one or
more analog signals from the radar, which,
for most radars, would be a video-received
output augmented with housekeeping infor-
mation. The output "end" of the system is a
measured geophysical quantity, which was
estimated from some radar parameter. For
example, the geophysical quantity could be
significant wave height derived from the
spread of surface echoes in an altimeter,
windspeed derived from radar-scattering co-
efficient (which was derived from an echo
power in a scatterometer), or ocean-wave
spectra derived from a radar image. Be-
tween the input and output "ends" of this
data system are other inputs such as
ephemerides, instrument calibrations, house-
keeping data, and propagation estimates.

The propagation estimates may be provided
by other space instruments.

The flow of radar data between the input
and output is shown as the serial string of
operations in figure 5-104. These functions
are divided into two distinct groups. The
first group includes functions performed on
the spacecraft that transform the analog
signal into a digital bit stream, a convenient
form for storage in the spacecraft for
eventual transmission to the ground.

The second group consists of the ground-
based processing functions that begin with
stored telemetry data and gradually convert
the radar signals to geophysical quantities.
Generally, the radar signals would be
manipulated first and then converted to geo-
physical quantities using calibration curves.
Once converted to geophysical quantities, the
data would be distributed to users and
archived for future data reductions.

The specific design of an end-to-end data
system depends on the radar measurements
flowing out of the instrument and the
manipulations and algorithms required to
convert these radar measurements to geo-
physical quantities. In some cases, like
SEASAT-A, other instruments are flown
and operated simultaneously, and several of
the end-to-end data systems (like the one
shown in fig. 5-104) must be tied together
into an even larger system. However, in
this section only single radar systems are
considered.

The end-to-end data systems will depend
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FIGURE 5-104.—Block diagram of an end-to-end data
system.
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on the number of spaceflights that a particu-
lar instrument has flown. For an instrument
with no spaceflight experience, such as the
imaging radar, many intermediate data
products will be produced to ensure that indi-
vidual processing steps are not breaking
down. Also, the algorithms for converting
radar measurements into geophysical quanti-
ties will be relatively crude. For other in-
struments such as radar altimeters and scat-
terometers, which have already flown in
space, these algorithms will be more sophisti-
cated and will be applied earlier in the data-
processing chain, possibly onboard the space-
craft.

IMAGING RADAR DATA REDUCTION
CONSIDERATIONS

Imaging radars have been proposed for
SEASAT-A and Space Shuttle missions.
Starting with a digitized version of video-
amplifier output and ending with a digital-bit
stream into an onboard storage, the data
flow for an imaging radar requires that large
volumes of data be reduced to maximize
the output of radar instruments.

Synthetic Aperture Radar Data Acquisition

Synthetic aperture radar systems have
generally gathered the data and recorded
them for future processing on a ground-
based correlator because the data-reduction
process has not been amenable for real-time
processing. With the advent of integrated
circuits, especially large-scale integrated
circuits, the possibility of digitally generat-
ing an image in real time with an onboard
processor has become a reality.

A possible advantage of real-time process-
ing of radar data onboard the spacecraft is
that the total data content may be reduced
if image data compression is used, thus
eliminating one of the steps required to get
the data to the user. However, a real-time
processor still requires a complex piece of
hardware that will require extra power and
weight, and it may be more costly than an
equivalent ground-based data digital cor-
relator.

The synthetic aperture side-looking radar
generates an image of the surface being ob-
served by transmitting a coherent signal to
the surface at a periodic rate and observing
the return from all the resolution elements.
During the data-reduction process, the two-
dimensional data are passed through a two-
dimensional matched filter corresponding to
the ideal return from each cell. The follow-
ing section describes the steps required
to process these data digitally as an aid to
determine at which point it would be best
to stop the process onboard the spacecraft
and to introduce the ground-based data-,
handling process.

Data-Reduction Processes

The data gathered by the coherent radar
system may be thought of as being two di-
mensional. The first dimension, range, corre-
sponds to the succeeding returns from a
transmitted impulse and the echoes arriving
from reflectors at increasing range. The
second dimension, azimuth, corresponds to
the returns at a constant range or time delay
from succeeding pulses as the spacecraft
travels in its trajectory. In a coherent sys-
tem, the return from a single reflector is com-
plex because it contains phase information
and amplitude. The phase is relative to the
constant stable LO and depends on relative
delay in terms of fractional wavelength of
the reflector. The amplitude is proportional
to the transmitted waveform and the reflec-
tivity of the target. The two-dimensional
history of these returns uniquely determines
the relative position and amplitude of this
target relative to the radar system.

To obtain fine resolution in the range
dimension, it is desirable to transmit a short
rf pulse and receive through a wide-band-
width receiver. Thus, one of the data reduc-
tion steps is pulse compression (i.e., range
compression). A second process is azimuth
compression, which corresponds to generat-
ing a focused synthetic array. Two other
steps that may be performed are presum-
ming and multiple-look processing. Pre-
summing is an operation in the azimuth
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dimension to reduce the azimuth bandwidth.
Presumming simplifies the data processing
and reduces memory storage requirements at
the expense of azimuth resolution. Multiple-
look processing involves generating separate
images from independent data and super-
imposing these independent images to reduce
the speckle caused by the statistical varia-
tion of the returns from each reflector. This
section will examine the data contents at each
step and estimate the complexity of each
operation.

The basic radar data processor configura-
tion is shown in figure 5-105. This processor
need not be on the spacecraft and may be
broken up at any of these basic blocks. Con-
sequently, four options exist: (1) basic
processing on the ground, (2) presumming
onboard the spacecraft and range and azi-
muth compression on the ground, (3) only
azimuth compression on the ground, and
(4) all processing onboard the spacecraft.
For a system with multiple looks, a fifth
option exists: transmitting to the ground
the composite image rather than the indi-
vidual components. This technique will be
discussed elsewhere in this chapter.

The data rate out of the radar N.i may be
expressed as

where N,, is number of bits per sample, T is
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required sample interval in radar time, r is
dispersed transmitted pulse width, c is speed
of light, and rr is range resolution.

This equation may also be expressed as

(5-57)

where S, is radar space swath width, Sa is
length images in 1 sec in azimuth, rr is range
resolution, and ra is theoretical azimuth reso-
lution. Because no processing has been done
at this point, the theoretical azimuth resolu-
tion is

ra=^ (5-58)

where La is the antenna length along the
velocity vector.

The presummer consists of several data
storage arrays where a number of echoes
are added on an ensemble basis, with or with-
out time weighting. The presummer reduces
the azimuth bandwidth at the expense of
azimuth resolution. This azimuth bandwidth
reduction also increases azimuth ambiguities.
To reduce these ambiguities to acceptable
levels, it is necessary to effectively over-
sample the azimuth data to a level higher
than Nyquist's criteria by a factor K, vary-
ing from 1 to 2. Thus, after the presummer,
the data rate Nn can be expressed by

2NhT(l + ~
(5-59)

where v is the spacecraft velocity, K is an
oversampling factor, and ra' is the desired
azimuth resolution. Alternately, this ex-
pression may be written as

(5-60)

FIGURE 5-105.—Basic radar data processor configu-
ration.

The number of bits per sample Nb will be
the same as before presumming, because no
compression has taken place in either do-
main.

The range compression in the data system
consists of a cross-correlation device. The
effect is to compress the returns of the range-
dispersed echoes. Because of the pulse-corn-
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pression effect, the data will now have an
increased dynamic range (not signal-to-
noise). The increase in dynamic range is
given by

2Vc=log2 (rB) (5-61)

However, the data stream per azimuth line
is shortened by the dispersion length T. The
data rate at point C, shown in figure 5-105,
of the range compression subsystem is

2(Nb+Nc)TcvK
rrra'

rrra
K (5-62)

The azimuth compression subsystem is a
cross-correlation device in which the signal is
cross correlated on an ensemble basis with
the azimuth-matched filter. Like the range
compression subsystem, the dynamic range
of the output will be greater than that of the
input. The increase in dynamic range, in bits
per sample Nd, is given by

Nd = }og2 (TBa) (5-63)

where T is the time the radar signal from a
point reflector retains a Doppler frequency
with a bandwidth Ba. In addition, the azi-
muth correlator will convert the data to base-
band if a range offset occurs or if the data
are in a complex mode (/ and Q channels)
computing the magnitude of the vector. In
either instance, the output data content is

ND=(Nb+N c+Nd) S,-Sa
r r 'I r> a

(5-64)

At this point, the image may be formed di-
rectly where each pixel is characterized by
(Nb+Nc+Na) bits per point.

The data storage DS required in the azi-
muth correlator is

DS= (Nb+Nc) (5-65)

where Rs is the range to the surface and A
is the radar system wavelength.

A radar image of a two-dimensional uni-
form target field processed with a two-di-
mensional matched filter will exhibit a varia-

tion of intensity in the output image from
one resolution element to the next. This
variation in apparent intensity is due to sev-
eral factors such as (1) additive random
noise caused by the radar system, (2) energy
spillage from one resolution element to the
next, and (3) variation of the apparent re-
flectivity of the resolution element with re-
spect to angle of wave incidence. The latter
term has been referred to as the reflection
pattern of the target. The first factor is
minimized by illuminating the target with
sufficient power so that the signal-to-noise
ratio is large. The second factor can be mini-
mized by careful system design and by
processing the data with suitable weighting
functions to minimize both range and azi-
muth side lobes. Minimization of the third
factor requires looking at the surface with
either different wavelengths or different look
angles; hence, the concept of multiple-look
processing.

Multiple-look processing, to reduce image
speckle, can be implemented using a variety
of methods. These methods depend on either
observing the terrain at several frequency
bands or observing the terrain in different
portions of the antenna beam. The first
method is often referred to as obtaining
multiple looks in range, whereas the second
method is referred to as obtaining the
multiple looks in azimuth. In either case,
the image is generated by using these
methods independently. The resultant sig-
nals are then noncoherently added. The re-
sult of this noncoherent addition is a more
pleasing image because of the reduced
speckle. This image is obtained by reducing
the standard deviation of a uniform target
field, which allows a more precise estimation
of the surface backscatter coefficient. The
improvement in image quality is not obtained
without a price. If the different looks are
obtained in range, the average transmitted
power must be increased by the square root
of the number of looks required, and the
radar-receiver complexity is somewhat in-
creased over the single-look case. If the
looks are obtained in azimuth, the average
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radiated power is reduced by the square root
of the number of looks, but an image buffer
must be added to the multiple processors.
The total data storage in this image buffer
N\n,r is given by

N lmf=

(5-66)

where NL is number of looks.
Images have been successfully compressed

to the extent that the total data transmittal
is reduced by a factor of 30 to 50 from the
uncompressed case. The impact of the image
compression technique on the question of
onboard radar data processing is very sig-
nificant. A comparison of the basic (one
look) processor data output and the radar
system digitized data output (eqs. (5-64)
and (5-58)) indicates that, for high-resolu-
tion processing, the data rate out of the
processor may be no lower than if the data
were telemetered back to the ground and
processed. However, if an image compres-
sion technique were used, a significant re-
duction in data rate could be achieved by
processing onboard the spacecraft. If the
desired resolution of the imaging system
is significantly worse than the theoretical
resolution of the radar systems, the best
point for data transmission to the ground
may be at the output of the presummer
(point B of fig. 5-105) . At this point, for a
given set of processing parameters, the data
rate for the basic processor is at a minimum.

An examination of equation (5-65) gives
an indication of the complexity of an onboard
data processor for a spacecraft imaging
radar system. As an example, the total data
storage required for a radar (at an orbital
altitude of 200 km, imaging a large swath
width of 100 km, at a long wavelength of
0.2 m, and a resolution of 10 m) is approxi-
mately 32x10° bits. The current state of
the art of shift registers suitable for a
processor will store 4096 bits per chip. This
processor would require 7800 integrated cir-
cuits. In the near future, charge-coupled-
device digital shift registers are expected to

have a significant effect on the digital proces-
sor implementation. Shift registers of 64 x
10:i bits of storage and consuming two to
three orders of magnitude less power are ex-
pected, making the digital processor a realiz-
able device.

\

IMAGING RADAR END-TO-END
DATA SYSTEMS

A purpose of the end-to-end data system is
to transform data that are in engineering
quantities into data that are in geophysical
quantities. For an imaging radar, the start-
ing data form is a two-dimensional array
of power as a function of the orthogonal
dimensions of range and azimuth. Azimuth
is the along-track dimension and is a func-
tion of vehicle position as compared to time.
The end data product will be some geophysi-
cal quality, such as wave spectra, as a func-
tion of position and/or time. Between these
two end data products is a multiplicity of
operations.

The End-to-End Data System for SEASAT-A

To better describe the end-to-end data
system, the example of the SEASAT-A
imaging radar will be used. The SEASAT-A,
planned for launch in 1978, will have an
imaging radar that will sample ocean sur-
face phenomena in several modes. Sampled
scenes with a wide swath of approximately
100 km (at a 25-m resolution) or 200 km
(at a 100-m resolution) will be taken until
the onboard storage of 10<J bits is filled. Also,
for global ocean-wave monitoring, patches 10
by 10 km (at a resolution of 25 m) will be
taken at approximately a 100-km spacing
until the onboard 109-bit storage is filled. In
all these sampling modes, the radar data will
be thinned by the presumming techniques
described in the section entitled "Data Re-
duction Processes." The thinned data will
be telemetered to the group and stored on
telemetry tapes. These telemetry tapes will
be processed to produce a radar image. This
image is a convenient breakpoint and can be
called the instrument output, and it is the
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input to the end-to-end data system. Figure
5-106 shows the end-to-end system for
SEASAT-A.

This radar image resembles space photo-
graphs obtained with Mariner, Pioneer, and
ERTS spacecraft. Both digital and analog
radar outputs are planned for SEASAT-A.
The analog output is the familiar photo-
graphic radar image. The digital image is a
collection of bits on magnetic tape, which are
similar to the downlink products of the
Mariner, Pioneer, and ERTS spacecraft.

These two radar image products, the ana-
log photograph and digital tape, can be de-
rived from two nearly independent process-
ing paths. An analog path would proceed
where telemetry tape was converted to a
signal film, which would be compressed in an
optical correlator to produce an image photo-
graph that could be digitized to produce a

digital image tape. The alternate digital
path would directly correlate the telemetry
tape data in a digital computer to produce
the digital image tape, and a photographic
playback would produce the photographic
analog image.

These two products represent echo power
as compared to range and azimuth. Obvious
data transformation to more useful products
would include conversion of range and azi-
muth to latitude and longitude and conver-
sion of echo power to normalized surface
cross section.

In addition to location tagging, time tags
must be carried. Time tags will probably be
carried from the initial telemetry tape. Also,
during this image processing, obvious data
dropouts and other radar flaws will be
corrected.

Like the original images, the corrected

Calibration
telemetry
ephemeris

FIGURE 5-106.—End-to-end data system for SEASAT-A imaging radar.
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and refined radar maps will be preserved as
a digital image on magnetic tape. To sepa-
rate the converted product from the original
product, the term "map" is used for the
corrected product, whereas the term "image"
is used for the original product.

More processing will be needed to convert
the mapped radar cross section to useful geo-
physical quantities. For example, a major
objective of SEASAT-A is to convert these
radar maps into wave spectra in a two-di-
mensional ocean wavelength space.

This example of SEASAT-A processing is
illustrative of typical numbers for an imag-
ing radar system. For example, the sampled
swath with a 100-km width and 25-m resolu-
tion is 4000 pixels wide. Assuming images
and maps of equal widths and lengths, there
will be 4000 by 4000 radar pixels for a
SEASAT-A frame as compared to 2400 by
3600 radar pixels for a single ERTS frame.
Assuming eight bits per pixel, each picture
has 1.28 x 10s bits (about the capacity of a
standard computer tape). Photographic play-
back at a 15-/tm spacing yields 60- by 60-mm
negatives. For both ERTS and SEASAT-A
radar imagery, the actual image length may
be several times the image width, but these
images can be reduced to square formats.

Several important points can be made by
briefly reviewing this example of the
SEASAT-A end-to-end data system.

1. The radar image data are similar to the
photographic products from other spacecraft
such as ERTS, Mariner, or Pioneer.

2. The user data products can occur at
several points along the processing chain.

3. The radar parameters and/or opera-
tions can also enter at several points along
the processing chain.

4. It is particularly important to have
two types of products: the digital tape, which
is the basic storage medium for the com-
puter, and the photographic playback.

5. The ground-based processing must be
flexible enough to accept new algorithms for
computing geophysical quantities.

Other NASA radar imaging systems for
the next decade will include aircraft test

beds, possibly routine commercial aircraft,
and the Space Shuttle. For the aircraft test
beds, the data-processing steps outlined in
figure 5-106 will be tested and proved, but a
fixed and final system will probably not be
built. However, if an imaging radar were
built to operate routinely from a commercial
aircraft, then an end-to-end data system
similar to the one shown in figure 5-103 for
SEASAT-A would be required. When imag-
ing radar systems are carried onboard the
Space Shuttle, an end-to-end data system
will also be required. For the Space Shuttle
flights, the end-to-end system must be flexible
enough to keep up with changes in the Space
Shuttle radar configurations, which will
probably be improved with each Space
Shuttle mission.

End-to-End Data Systems for Other Radar

Although not as complicated as a system
for an imaging radar, end-to-end data sys-
tems for other radar types still require a
degree of complexity. Figure 5-107 is a
simplified flow diagram of the Skylab S193
altimeter, radiometer, and scatterometer.

This experiment was part of the Earth
Resources Experiment Package (EREP),
which combined several sensors. A combined
data system was used to collect and record
the data onboard the spacecraft. The basic
flight-recording medium was a 28-track
pulse-code-modulation tape recorder, and the
tapes were returned by the crew after each
mission. Once the tapes were recovered, a
central data-processing system at JSC was
used to reformat the tapes and correct any
skew error that might have occurred. Four-
teen-track tapes were then generated for
each EREP sensor. These tapes contained
essentially the raw experiment data. The
data were used to assess experiment per-
formance during the mission. The 14-track
tapes were then subjected to further process-
ing, which was unique to each experiment.

Altimeter data were time- and altitude-
corrected with the Skylab data from the
spacecraft. Altimeter calibrations and
ephemeris correlations were input. Finally,
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FIGURE 5-107.—Simplified diagram for data flow of
the Skylab S193 altimeter, radiometer, and scat-
terometer.

engineering unit conversions were per-
formed, and the information was recorded
on a computer-compatible tape. In addition,
plots and/or tabulations are generated as
required.

The RADSCAT data received slightly
different processing because certain cal-
culations performed on the data were pre-
requisites to ephemeris correlation and
conversion. The final output was a computer-
compatible tape product. Plots and tabula-
tions were also generated as required.

End-to-end data processing for altimeters,
scatterometers, and radiometers may require

several data reformats, attitude and time
corrections, and calculations. The Skylab
S193 experiment contained all three ac-
tivities.

COMPUTER RECOGNITION
CONSIDERATIONS

An important aspect of the conversion of
radar measurements to geophysical quanti-
ties is the generation of fast and accurate
algorithms. Interpretation of imaging radar
data could require some form of pattern-
recognition techniques in the image proc-
essing, and such techniques are useful to
other radar data such as those from scat-
terometers, altimeters, and so forth. A dis-
cussion and techniques are presented in ap-
pendix 5A to this chapter, entitled "Pattern
Recognition Considerations."

SUMMARY

The data management for a spacecraft
radar has been defined in terms of an end-to-
end data system, which performs the follow-
ing three functions:

1. Sampling and compaction of data on-
board the spacecraft.

2. Manipulation of radar data on the
ground.

3. Conversion of radar measurements to
geophysical quantities by means of pattern
recognition and other machine techniques.

Division between these three functions is
not always clear; and, as instruments are
flown on more missions, the functions origi-
nally performed on the ground will eventually
be moved closer to the data source and may
in time be performed onboard the space-
craft.

The data processing for imaging radar
onboard the spacecraft was examined in de-
tail with the conclusion that several tech-
niques can be used to compact the data before
storage. The recent design study for the
SEASAT-A imaging radar indicated that
this data compaction was one of the out-
standing research results in the design. It is
recommended that compaction techniques
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be studied further and that existing aircraft
radars be modified to provide digital data so
that these compaction techniques can be
tested.

Data management for SEASAT-A imag-
ing radar provided an example of a possible
end-to-end data system for a future space-
craft imaging radar. This example indicated
that—

1. A radar image is similar to the photo-
graphic products from other spacecraft such
as ERTS, Mariner, and Pioneer.

2. The user products and the radar param-
eters enter the processing at several different

points in the system (i.e., the ends of an
end-to-end system are not singular points).

3. Two basic data products must be con-
sidered: computer digital tapes and analog
photographs.

4. Ground processing must be flexible and
adaptive.

5. A library for radar data is needed.
Automatic computer-processing and pat-

tern-recognition techniques must be imple-
mented near the user end of an end-to-end
data system. The applications of these proc-
esses to imaging radar data will expand,
based on previous work with multispectral
data.

N76 11*29 PART D

PROGRAM PLANNING

This section presents a discussion and
recommendations for future activities neces-
sary to support satellite microwave sensing.
The need exists for a program that will pro-
vide information in the following areas:

1. Experimental test program to establish
the interaction of electromagnetic waves and
sensed parameters.

2. Component development.
3. Data processing.
4. Calibration.
5. Design and fabrication of a multifre-

quency system.

Each area will be discussed in greater detail
in the following paragraphs.

Inputs to this section were obtained from
joint discussions between the TSG and the
three panels of the Active Microwave Work-
shop.

EXPERIMENTAL TEST PROGRAMS

A requirement exists to determine experi-
mentally the characteristics of surface fea-
tures when these features are sensed by
electromagnetic waves in the microwave por-

tion of the spectrum. The stated desires and
requirements of the Earth/land panel for
experimental data from controlled tests
were adequate to keep several aircraft sys-
tems busy on a continuous basis.

Earth/Land

The Earth/land panel has suggested an
aircraft research program the objective of
which would be to provide the information
that has been lacking or fragmentary in this
important field of remote sensing. Two ad-
ditional items are highlighted for future
effort: small-scale surface-texture measure-
ments and polarization signatures.

Small-scale surface texture.—The unique
capability of active microwave systems to
detect variations in surface texture of geo-
logic materials is potentially one of the most
useful applications of microwave remote
sensing.

A recent example of the type of detailed
feasibility study necessary for a thorough
examination of SLAR surface texture analy-
sis is included in the section entitled "Com-
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bined EAR and SAR Imaging." This in-
vestigation, using radar images of Death
Valley, clearly indicates the importance of
multifrequency radar systems to delineate
small-scale surface texture, and, thus, dis-
tinct lithologies.

Sufficient SLAR images are not yet avail-
able at diverse wavelengths, polarizations,
and look directions over any particular study
area for a comprehensive evaluation of opti-
mum system design for surface-texture
analysis.

As part of the NASA aircraft programs
plan, it is proposed that an optimum SLAR
system be designed for surface lithologic
identification. The system would have the
following characteristics:

1. A wide spread in wavelengths (i.e.,
3cm, 25cm, 10m).

2. Dual polarization (HH and cross) for
at least the 3- and 25-cm wavelengths.

3. Incident-angle capability from 0° to 70°
(0° to 45° nominal use).

4. Maximum attainable power.

The system would have surface-texture
sensitivity ranging from 0.2 to 1.8 cm and
should provide geoscience users with much
greater success in mapping lithologic ma-

terials than previously encountered. The
NASA Jet Propulsion Laboratory X-, L-,
and P-band systems and the ERIM X- and
L-band systems would have immediate appli-
cation to this area of investigation.

Polarization signatures.—A unique polar-
ization technique has been demonstrated by
Martin (ref. 5-39) that appears almost un-
known in the microwave-sensing community.
The technique is the ability to change polar-
ization at the PRF rate (e.g., 5000 times/
sec). Thus, polarization changes can be ob-
tained in small steps (e.g., 11.25° incre-
ments) . This system can obtain polarization
signatures (figs. 5-108 and 5-109) on a
single pass over small areas.

Use of existing data and systems.—The
initiation of several interim steps is pro-
posed to reduce the time required to..provide
at least part of thej needed experimental
information.

The first approach recommended is to be-
gin analysis of existing imagery. Consider-
able radar-image coverage of the United
States exists at several locations. This
imagery has had only limited analysis for
resource applications. Several application
areas could benefit from a well-planned pro-
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FIGURE 5-108.—Direct polarization profiles for asphalt, grass, and gravel at 8.505 GHz
for various incident angles.
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FIGURE 5-109.—Cross-polarization profiles for asphalt and grass at 8.505 GHz for vari-
ous incident angles.

gram using these data. A fruitful area would
be the comparison of ERTS multispectral
scanner data with radar data in the area
of geology and vegetation.

A second proposed approach is to use
existing multiparameter systems in a co-
ordinated measurement program. At least
two existing systems have simultaneous fre-
quencies on two or more wavelengths and
two polarization channels. The use of these
systems would provide much imaging infor-
mation needed for both Earth/land and
ocean applications.

Many of the reports and articles concerned
with imaging radar classify the carrier wave-
length or frequency into bands identified by
letters, such as X-band. Presently, there are
three recognized systems of band identifica-
tion. To avoid confusion, in this section the
carrier is specified by the wavelength ex-
pressed in millimeters, because wavelength
is more meaningful to Earth scientists.

Oceans

In the area of ocean sensing, an effort is
needed to determine which part or parts of
the ocean wave reflect the radar energy,
and further study is needed to develop

methods to obtain two-dimensional wave
spectra from imaging radar data. Most
existing ice-measurement data provide in-
formation on physical parameters such as
size and patterns. A need exists to use multi-
parameter radar systems to improve ice-type
identification.

There is an established user requirement
for the previously mentioned items. Conse-
quently, high priority should be given to
instituting programs that will supply the
required information.

Atmosphere

The atmosphere panel has generated a re-
quirement for radar observations of tropical
storms. The requirements for such observa-
tions are presented as an item for a feasibil-
ity study. Tropical storms (including hurri-
canes and typhoons) appear to be promising
targets for meteorological radar observations
from orbiting satellites. Some character-
istics of the storm systems are summarized
in the following paragraphs, and minimum
and desirable radar-observing capabilities
are given.

Some significant characteristics of the
storm systems are given in table 5-XIII.
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TABLE 5-XIII.—Significant Characteristics
of Storm Systems

Typical overall dimensions of the precipi-
tation region:

Diameter, km
Height, km

Lifetime, weeks
Reflectivity factor range of interest, dBZ..
Windspeed range of interest, m/sec

560
18
I to3
20 to 70
Oto75

Radar observations of the precipitation dis-
tribution in tropical storms throughout their
life cycles are not now available. However,
the Global Atmosphere Research Program
Atlantic Tropical Experiment (GATE) ra-
dar program may provide a few sets of such
observations.

Estimates of the minimum and the desired
radar observational capabilities to provide
useful information for hurricane studies are
as follows:

1. Minimum capability: Determine the
horizontal (i.e., two dimensional) distribu-
tion of precipitation echoes, with resolu-
tion as follows:

a. Horizontal: 20 km
b. Time: 24 hr
c. Reflectivity factor: semiquantitative

2. Desired capability: Determine the
three-dimensional distribution of precipita-
tion echoes, with resolution as follows:

a. Horizontal: 2 km
b. Vertical: 1 km
c. Reflectivity factor: 3 dB
d. Time: 12 hr

3. Determine wind velocities, with resolu-
tion as follows:

a. Horizontal: 2 km 3

b. Vertical: 1 km
c. Wind velocity: 2.5 m/sec, 20°

4. Determine storm movement, with reso-
lution of 1 m/sec, 10°.

The minimum requirements are based mainly
on the characteristics of present-day nu-
merical models. In general, those models deal
with only two-dimensional distributions of

3 For some purposes, the horizontal resolution
requirements of the wind measurements can be re-
laxed to 10 to 20 km.

precipitation or with a vertical structure
represented by a few levels.

COMPONENT DEVELOPMENT

The equipment requirements of the appli-
cations panels are within the current state of
the art, with the exception of possible de-
ployment techniques for large space an-
tennas. There is a need for deployable anten-
nas for some imaging radar applications in
the frequency range from 100 to approxi-
mately 40 000 MHz, having along-track
dimensions of 5 to 20 m and crosstrack beam-
widths of 6° to 15°. Side lobes in both di-
mensions must be kept below approximately
—20 dB. A program should be initiated to
develop a space-qualified antenna to meet
these requirements.

DATA PROCESSING

Any plan designed to gather data from an
aircraft for investigative purposes must in-
clude an adequate data-reduction facility to
give the user/investigator the required data
in a timely manner. If the same instrumenta-
tion is to serve a large number of user/
investigators, at different wavelengths and
polarizations, the data should take the form
of a universally usable data-distribution
method such as a computer-compatible tape.
In the development of the instrumentation
required, the merging of operational param-
eters (such as altitude, latitude, longitude,
velocity, windspeed, wavelength, polariza-
tion, and swath width) with the data must
be considered.

Future effort should be concerned with
geometric fidelity of radar imagery and with
the problem of producing images that are
compatible with maps and other systems
outputs such as ERTS. Consideration should
be given to rectifying radar imagery and re-
moving geometric distortion in the process-
ing state of the data chain.

The recommendation concerning data proc-
essing and management is clear. Efforts
must be initiated that will specify all phases
of data processing and management from
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the collection of the data to the data analysis
and, where possible, the dissemination of the
final product. More efficient data reduction
algorithms are necessary for this effort.

The desired observing capabilities are
based on anticipated future development of
the hurricane models and extrapolation from
the capabilities of presently available ground-
based weather radar systems. Much finer
resolution is needed in both the horizontal
and vertical directions, and somewhat finer
resolution is generally desirable in the verti-
cal dimension. Moreover, nonattenuating
wavelengths would be required to obtain
quantitative echo intensity measurements.

The observing capability required for any
specific investigation must be determined by
reference to the detailed scientific objectives.
Thus, the present estimate indicates design
goals that may serve as a basis for deciding
whether the needed capabilities can even be
approached by satellite-borne weather radar
systems.

CALIBRATION

Stated requirements for system calibra-
tion range from 2 to 5 dB, absolute, and
from 0.1 to 3 dB, relative. The attainment
of these requirements for some systems has
not yet been demonstrated. Furthermore,
the calibration must be maintained during
extended periods of operation. A program
is needed to establish the methods of calibra-
tion for each system, determine the level of
calibration that can be achieved, and predict
the degradation of calibration with time and
environment during operation.

MULTIPARAMETER SYSTEM

The Active Microwave Workshop panels
expressed the desire for multifrequency and
multipolarization data. Of the three panels,
the Earth/land panel specified imagery for
two or more frequencies and at least two
polarizations. This need, together with the
shortage of existing data on simultaneous
coverage with multiparameter systems, pro-
vides a strong justification to implement a
program in the design and procurement of
such a system and to institute an experi-
mental measurements program.

SUMMARY OF RECOMMENDATIONS

The TSG has determined that a need exists
for each of the following recommendations:

1. An experimental aircraft program for
ocean wave and ice investigations.

2. An experimental aircraft program for
Earth/land investigations.

3. A polarization signature study.
4. A coordinated program to analyze exist-

ing imagery.
5. A program to use existing multiparam-

eter systems in the collection of needed data.
6. A feasibility study on the subject of

equipment for the observation of tropical
storms.

7. A program to develop large deployable
space antennas.

8. A program to address the subject of
data processing, data analysis, and data man-
agement.

9. A program to determine system calibra-
tion capabilities and methods of calibration.

10. The development of a multiparameter
imaging system.
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APPENDIX 5A

PATTERN RECOGNITION CONSIDERATIONS

ESSENTIAL PROCESSING OF
RADAR IMAGES

To extract the maximum useful informa-
tion in data processing and pattern recogni-
tion, Nagy (ref. 5A-1) has identified the
following necessary procedures.

1. Image enhancement by digital and/or
analog means is needed as an aid for human
interpretation of the data. Specific ap-
proaches in digital image enhancement in-
clude orthogonal transformations, linear
transformation, two-dimensional filtering,
and so forth. Difficulties may arise because
the transformations required to reveal or
emphasize one set of features may, in fact,
degrade features desirable for another pur-
pose. In this case, several transformations
may be needed at the same time.

2. The need for exact (element by ele-
ment) superimposition of two images of the
same scene upon one another arises in pre-
paring a composite image, chronological ob-
servations, and so forth. It is also desirable
in many application areas to bring together
radar images and multispectral sensor
images of the same scene. In this instance,
the geometric and radiometric correction

techniques may be different, but the problems
are identical. It is necessary to correct, al-
though it may not be possible to completely
eliminate, the differences that may occur be-
tween two images of the same scene.

3. Geometric distortions caused by changes
in the attitude and altitude of the sensor can
be corrected by digital techniques while
preserving the resolution requirement.

4. Radiometric corrections are data cor-
rections arising from a variety of sources,
the most common of which are calibration
corrections, empirical corrections for data
recording and processing errors, and at-
mospheric corrections.

5. In the case of data dropouts, interpola-
tion techniques must be used to compensate
for data loss. In multifrequency and multi-
polarization operation, the amplitudes of the
data from all channels must be scaled and
calibrated to remove the variations among
different channels.

6. The atmospheric effects of scattering
and diffraction also degrade the images. It
is necessary to assess and remove such ef-
fects, especially in the determination of sur-
face reflectance. The removal of these effects
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is also needed in the pattern recognition
process in which ground-truth sites are used
as training samples and the signatures are
extended over other areas in the recognition
process. If variations in the atmosphere are
large enough to introduce significant varia-
tions in the signature, then the recognition
performance will suffer. Atmospheric effects
can be corrected by using the theoretical at-
mospheric model and the actual observations.
The effects are highly dependent on the
operating frequency and the turbidity and
humidity of the atmosphere.

7. Once the images to be matched have
been corrected for the previously mentioned
sources of error, the relative location of the
images must still be determined before an
objective point-by-point comparison can be
performed. Tracking and ephemeris data
usually provide a first approximation to the
position of the sensor at the time the data
are acquired; but, for exact registration,
more accurate localization is required.

AUTOMATIC PATTERN RECOGNITION
CONSIDERATIONS

As with other sensors, the large amounts
of data generated on an active microwave
system make it desirable to use machine in-
terpretation of the data whenever feasible.
Machine interpretation requires the use of
automatic pattern-recognition techniques.
Although particular emphasis is placed on
the automatic recognition of radar images,
the techniques should be useful to other radar
data, such as data from the scatterometer,
altimeter, and so forth. Experience gained
from the machine processing of other re-
motely sensed data, such as from ERTS-1,
should be very useful for the automatic
processing of the active microwave sensor
data. The data acquisition and formatting
may be different, but the basic recognition
process entails the following three operations
performed in sequence.

1. Preprocessing is performed to enhance
the pattern characteristics that are impor-
tant for recognition and to remove the ir-
relevant details. Preprocessing techniques

are application dependent. Typical examples
are Laplacian filtering for edge enhancement,
regulation of input field size, and so forth. In
most image-recognition experiments, the
first step in the preprocessing phase entails
reducing the radar image to digital form by
means of a flying spot scanner and an A/D
converter. The digitized image consists of
an array of numbers, with each number
representing the gray level at a particular
point.

2. Feature extraction and selection is per-
formed to obtain a pattern representation of
lower dimensionality compared to the origi-
nal input field. These features (properties)
must also admit an effective decision func-
tion of a simple form. Features should be
derived from spatial, tonal, and textual-
contextual information of the images. The
knowledge of which set of features to extract
will guide the designing of the preprocessing
operations, and the appropriate preprocess-
ing of the image data will facilitate the
extraction of significant features. These two
closely related operations are the keys to the
success of automatic recognition of radar
images.

3. Classification, accomplished by applying
a decision function to the feature set, is per-
formed to assign the pattern to one of several
preselected classes. The classes are defined
according to a priori knowledge. The defini-
tion of pattern class may be modified at
different levels of classification. For example,
in radar discrimination of sea ice (ref.
5A-2), seven categories of sea ice can be
identified with the scatterometer experiment.
However, in an SLAR experiment, only four
categories could be distinguished. Similar
examples can be given in land-use classifica-
tion. The training samples are usually re-
quired to obtain any reasonable recognition
result. Typical classification or decision pro-
cedures are the maximum-likelihood decision
rule, the nearest-neighbor decision rule, and
the linear decision functions.
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DATA FORMAT

Quantization introduces a nonrecoverable
error in the specification of the amplitude of
each image sample. The number of quanti-
zation levels required to maintain the quanti-
zation error below the subjective threshold
of noticeability is strongly dependent on the
characteristics of the image sensor and dis-
play. As many as 256 quantization levels
may be required for flying a spot scanner
display. For classification purposes, the data-
format requirement is different. Suppose an
image is divided into several subimages and
each subimage is represented by a vector
sample. If the number of samples (i.e., the
sample size) is finite, which is typical in most
remote-sensing problems, the mean recogni-
tion accuracy improves as the number of
discrete values of the sample increases, until
the number reaches a certain optimum num-
ber beyond which the recognition accuracy
worsens. This result is due to the discrete
nature of the feature measurement and the
finiteness of sample size. The optimum
number does not depend on the resolution
and signal-to-noise ratio. Let the dimension-
ality of a vector sample be n=qx discrete
levels, where N is the number of components
of the vector. Thus, it has been shown that
for two classes which are equally likely and
have a finite number of samples, there exist
optimum N and q, depending on the sample
size, at which the mean recognition accuracy
is the highest. For small sample size, the
optimum q is 3 for n<5. If the sample size
is 40 and N=2, the optimum q is 6. If q=2
(i.e., binary measurements are used) and
500 samples are used, the optimum dimension
is 23, which requires N<5.

DATA ACQUISITION AND RECOGNITION
ACCURACY

The recognition result depends strongly
on how the data are gathered. Properly
acquired radar images will greatly simplify
the subsequent recognition operation. The
recognition accuracy will definitely improve
with multifrequency and multipolarization

operations. The effect of taking measure-
ments from several angles has been examined
by Parashar et al. (ref. 5A-2). The per-
centage of correct recognitions of sea-ice
types that they reported for the radar scat-
terometer is listed in table 5A-I.

The exact relationship between signal-to-
noise ratio, spatial resolution, and recogni-
tion accuracy is not available. However, as
the signal-to-noise ratio and the spatial reso-
lution are improved to certain levels, the
recognition accuracy reaches a saturation
point at which further improvement is
negligible.

PREPROCESSING AND FEATURE
EXTRACTION TECHNIQUES

A general approach to preprocessing and
feature extraction is the use of orthogonal
transformation techniques. This approach
emphasizes image enhancement. The Kar-
hunen-Loeve transform may be applied to
the digital imagery to provide a set of un-
correlated principal component images useful
in automatic recognition, signal-to-noise ratio
improvement, and data compression. Fast
algorithms should be used to reduce the
computational complexity in orthogonal
transforms.

A more efficient computational approach
is to sequentially select fewer (but good)
features to achieve an acceptable recognition
accuracy. The spatial and textural proper-
ties and the distance measures can be used to
construct such features. Each feature can
then be evaluated sequentially. The best
features are used for classification. In most

TABLE 5A-I.—Recognition Accuracies for
Scatterometer Data,

Frequency

13.3 GHz
13.3 GHz
13.3 GHz . . . .
13.3 GHz . . . .
400 MHz
400 MHz . . . .

Number
of classes

7
7
4
4
4
4

Number
of angles

12
6

12
6

12
6

Percentage
correct

66
64
87
85
75
62
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instances, the underlying distribution of the
features cannot be assumed, and nonpara-
metric methods are needed. For preprocess-
ing, one important problem is the boundary
detection, which may be performed by a
thresholding method using both local (gray-
level association) and global (second-order
gray-level distribution) information.

Another useful approach that significantly
speeds up (by a factor of 2 or more) the
classification and feature selection is to in-
corporate the Cholesky decomposition in the
LARSYS program (a computer program de-
veloped by Purdue University).

NONSUPERVISED CLASSIFICATION AND
CLUSTERING

"Nonsupervised learning" or "cluster
seeking" are terms applied to methods of
data analysis in which only the observed
values are used explicitly to group samples
according to some intrinsic measure of simi-
larity. In remote-sensing experiments, this
approach has been used (1) to alleviate the
problem of multimodel probability distribu-
tions in supervised classification methods,
(2) to circumvent the need for a priori selec-
tion of training samples, and (3) to condense
the amount of information stored or trans-
mitted.

This approach is suboptimal compared
with the supervised classification. It is still
necessary to collect the ground truth to re-
duce the errors that may arise in this ap-
proach. Clustering techniques can be used
to effectively determine the homogeneity and
inhomogeneity in Earth scenes as an initial
step toward automatic scene identification.

ONBOARD CLASSIFICATION

Performing pattern recognition processing
onboard the satellite (ref. 5A-3) may con-
siderably reduce the amount of data to be
sent back to the ground. For example, in
terrain classification, it is envisioned that the

data to be transmitted would be a set of co-
ordinates delineating the boundaries sepa-
rating large homogeneous areas (e.g., moun-
tains and plains) together with a code for
designating the pattern class on each side
of the boundary. The original scene could
then be reconstructed on the ground from
idealized models of the pattern classes. The
complexity of these models would be a func-
tion of the discrimination capability of the
pattern recognition process. The main ad-
vantage of the onboard classification would
be the reduction of the transmission band-
width and the overall computational and
storage requirements. A possible disadvan-
tage would be the inadequate recognition ac-
curacy available from the onboard processor.

In summary, the important points con-
cerning radar image processing and recogni-
tion are as follows:

1. Both geometric and radiometric correc-
tions for radar images can be performed
in generally the same manner as for photo-
graphic products from other Earth resource
programs.

2. Basically, the same image processing
and pattern recognition techniques used for
multispectral sensor data can be used for
radar images.

3. More efficient preprocessing and feature
extraction algorithms for radar images are
needed.

REFERENCES

5A-1. NAGY, G.: Digital Image—Processing Activi-
ties in Remote Sensing for Earth Resources.
Proc. IEEE, vol. 60, no. 10, Oct. 1972, pp.
1177-1200.

5A-2. PARASHAR, S. K., ET AL. : Investigation of
Radar Discrimination of Sea Ice. Proceedings
of the Ninth Internationa] Symposium on
Remote Sensing of Environment, vol. I, Univ.
of Michigan, 1974, pp. 323-332.

5A-3. DARLING, E. M., JR., AND JOSEPH, R. D.: Pat-
tern Recognition From Satellite Altitudes.
IEEE Trans., Syst. Sci. Cybernetics, voL
SSC-4, no. 1,1968, pp. 38-̂ 7.



APPENDIX A

Abbreviations and Acronyms

AAFE advanced application flight experi- FFT
ments FGGE

A/D analog to digital FM
AGC automatic gain control GARP
AIDJEX Arctic ice dynamics joint experi-

ment GATE
ALSE Apollo lunar sounder experiment
AMW Active Microwave Workshop
AOSS Airborne Oil Surveillance System GEM
ATS Applications Technology Satellite GEOS
CAS Cooperative Application Satellite
CCT computer-compatible tape GMT
CFA crossfield amplifier GOES
CIR coherent imaging radar
CNES Centre National d'Etudes Spatiales GSFC
CPRA compressed pulse radar altimeter H
CRREL Cold Regions Research and Engi- hf

neering Laboratory HH
CRT cathode-ray tube
CTC crosstrack contiguous HV
CTNC crosstrack noncontiguous ICSU
CW continuous wave
CZCS coastal zone color scanner ICW
DCS data collection system IFOV
DME distance measuring equipment IGY
DOD Department of Defense IMPATT
D/RADEX digitized radar experiments IR
DST data systems test IRIS
EOPAP Earth and Ocean Physics Applica-

tion Program IRLS
EOS Earth Observatory Satellite
ERAP Earth Resources Aircraft Program IRR
ERB Earth radiation budget ISLR
EREP Earth resources experiment pack- ITC

age ITNC
ERIM Environmental Research Institute ITOS

of Michigan
ERTS Earth Resources Technology Satel- JOC

lite JOSS
ESMR electronically scanning microwave JPL

radiometer JSC
ESRO European Space Research Organi-

zation LACATE
ESSA Environmental Science Services Ad-

ministration LaRC
FBS fan beam scatterometer LEST
FET field effect transistors . LFM
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fast Fourier transform
first GARP global experiment
frequency modulation
Global Atmosphere Research Pro-

gram
Global Atmosphere Research Pro-

gram Atlantic Tropical Experi-
ment

Goddard Earth Models
Geostationary Earth Orbiting Sat-

ellite
Greenwich mean time
Geostationary Operational Environ-

mental Satellite
Goddard Space Flight Center
horizontal
high frequency
horizontal transmit/horizontal re-

ceive
horizontal transmit/vertical receive
International Council of Scientific

Unions
interrupted continuous wave
instantaneous field of view
International Geophysical Year
impact avalanche transit time
infrared
infrared interferometer spectrom-

eter
interrogation, recording, and loca-

tion system
infrared radiometer
integrated side-lobe ratio
in-track contiguous
in-track noncontiguous
Improved Tiros Operational Satel-

lite
Joint Organizing Committee
Joint Ocean Surface Study
Jet Propulsion Laboratory
NASA Lyndon B. Johnson Space

Center
lower atmosphere composition and

temperature experiment
Langley Research Center
large Earth survey telescope
limited fine mesh
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LLL low light level
LO local oscillator
LSI large-scale integration
MAPS measurement of air pollution from

satellites
mf medium frequency
MNRCS median normalized radar cross sec-

tion
MS microwave spectrum
MSS multispectral scanner
MTBF mean time before failure
MTI moving target indicator
MUSE monitor of ultraviolet solar energy
MWS microwave wind spectrometer
NEMS Nimbus-5 microwave sounder
NESS National Environmental Satellite

Service
NOAA National Oceanic and Atmospheric

Administration
NRCS normalized radar cross section
NRL Naval Research Laboratory
NWL Naval Weapons Laboratory
NWP numerical weather prediction
NWS National Weather Service
ODSI Ocean Data Systems, Inc.
ODU Old Dominion University
OGO Orbiting Geophysical Observatory
O2-MS oxygen microwave spectrum
OUE orbital uncertainty estimates
PCM pulse code modulation
pixel picture element
PMIS Passive Microwave Imaging System
PPI plan position indicator
PRF pulse repetition frequency
RA radar altimeter
RAD AM radar of the Amazon
RADSCAT radiometer/scatterometer
RAR real aperture radar
rf radiofrequency
rms root mean square
SAM stratospheric aerosol measurement
SAMS stratospheric and mesospheric

sounder
SAO Smithsonian Astrophysical Observ-

atory
SAR synthetic aperture radar

SBUV/TOMS solar and backscattered ultraviolet
and total ozone mapping system

SCAMS scanning and microwave sounder
SCR surface-contour radar
SCS Soil Conservation Service
SEOS Synchronous Earth Observatory

Satellite
SIRS satellite infrared spectrometer
SLAR side-looking airborne radar
SMIIS solar microwave interferometer

imaging system
SMMR scanning multichannel microwave

radiometer
SMS Synchronous Meteorological Satel-

lite
SNR signal-to-noise ratio
STALO stable local oscillator
TED transferred electron devices
THIR temperature humidity infrared

radiometer
Tiros Television and Infrared Observa-

tion Satellite
TO transmitter oscillator
TOS Tiros Operational Satellite
TRAP ATT trapped plasma avalanche triggered

transit
TSG Technology Support Group
TV television
TWT traveling wave tube
uhf ultrahigh frequency
USCG U.S. Coast Guard
USGS U.S. Geological Survey
UTM universal transverse Mercator
V vertical
VH vertical transmit/horizontal receive
vhf very high frequency
VIMS Virginia Institute of Marine Science
VIR visible and infrared radiometer
VISSR visible and infrared spin scan

radiometer
VLBI very long baseline interferometry
vlf very low frequency
VTPR vertical temperature profile radi-

ometer
VV vertical transmit/vertical receive
WDS wave directional spectrometer
WMO World Meteorological Organization



APPENDIX B

Units and Unit-Conversion Factors

In this appendix are the names, abbreviations, and definitions of International System
(SI) units used in this report and the numerical factors for converting from SI units
to more familiar units.

Names of International Units Used in This Report

Physical quantity Name of unit Abbreviation
Definition of
abbreviation

Basic Units

Mass
Time
Temperature
Length

meter
kilogram
second
kelvin

m
kg
sec
K

Derived Units

Area
Volume
Frequency
-Density
Velocity
Pressure
Work, energy, quantity of heat
Power
Voltage, potential difference,

electromotive force
Electric resistance
Electric capacitance
Wave number
Specific heat capacity

square meter
cubic meter
hertz
kilogram per cubic meter
meter per second
newton per square meter
joule
watt

volt
ohm
farad
1 per meter
joule per kilogram kelvin

nv
m"
Hz
kg/m3

m/sec
N/m2

J
W

V
17
F
m-1

J/kg-K

N-m
J/sec

W/A
V/A
A-sec/V

Unit Prefixes

Prefix

pico . .
giga
mega
kilo
hecto
centi
milli
micro
nano . ...

Abbreviation

G
M
k
h
c
m

n

Factor by which unit is multiplied

10°
10°
103

10"
io-=
10-'
io-°
io-°
io-'=

501



502 ACTIVE MICROWAVE WORKSHOP REPORT

Unit-Conversion Factors

To convert from —

joule
joule
joule
joule
joule
joule
joule
kelvin
kelvin
kilogram
kilogram
kilogram
kilogram
kilogram
meter
meter
meter
meter
meter
meter
meter
meter
newton/meter2

newton/meter2

newton/meter2

newton/meter2

newton/meter2

newton/meter1

radian . ^""
radian ^^^
radian
watt
watt . .
watt
watt

To-

British thermal unit (International Steam Table)
Calorie (International Steam Table)
electron volt ^^^~-
erg
foot-pound force
kilowatt-hour
watt-hour
degrees Celsius (temperature)
degrees Fahrenheit (temperature)
gram
kilogram mass
pound mass (pound mass avoirdupois)
slug
ton (short, 2000 pound)
angstrom
foot
inch
micron
mile (U.S. statute)
nautical mile (international)
nautical mile (U.S.)
yard
atmosphere
centimeter of mercury (0° C)
inch of mercury (32° F)
inch of mercury (60° F)
millimeter of mercury (0° C)
torr (0° C)
degree (angle)
minute (angle)
second (angle)
British thermal unit (thermochemical) /second
calorie (thermochemical) /second
foot-pound force/second
horsepower (550 foot-pound force/second)

Multiply by —

9.479 X 10-4

2.388 xlO-1

6.242 xlO18

1.000 x 10' •
7.376 X 10-1

2.778x10-'
2.778x10"
tc = tK— 273.15
tf=B/5 t/r-459.67
1.000 x 10" "
1.000 xlO3 "
2.205X10°
6.852 xlO-2

1.102 x 10-3

1.000 xl010°
3.281 x 10°
3.937 xlO1

1.000 X 10° °
6.214X10-*
5.400 XlO-1

5.400 xlO-4

1.094x10°
9.870X10-6

7.501x10-*
2.953 x 10"
2.961x10-"
7.501 X 10-3

7.501 XlO-3

5.730 XlO1

3.438 xlO3

2.063 XlO6

9.484 X 10-'
2.390 XlO-1

7.376 XlO-1

1.341 XlO-3

0 An exact definition.
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