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FORWARD

The Auburn University Engineering Experiment Station submitted a
proposal which resulted in Contract NAS8-29852 being awarded in June 1973. :
The contract was awarded to the Engineering Experiment Station by the
George C. Marshall Space Flight Center, National Aeronautics and Space
Administration, Huntsville, Alabama, and was active until November 19,4]975.

This report is a technical summary of the progress made by the
Electrical Engineering Department, Auburn University, Auburn, Alabama

in the performance of this contract.
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SUMMARY

A general simulation program (GSP),invo]ving nonlinear state
estimation for space vehicle flight navigation systems is developed
and used as a basis for evaluating the performance of a Spéée’Tug
navigation system. A complete explanétion of the iterative guidance
mode (IGMb guidance law, derivétion of the dynamics, coordinate frames,
and state estimation routines aré given so as to fully clarify the assump-
tions and approximations involved so that simulation results can be
placed in their proper perspective.

So as to‘make the simuTation program as useful as possible, a
complete set of computer acronyms and their definitions 35 well ask
explanations of the éubroutines used in the GSP simulator are included.
To faci1itaté input/output, a complete set of compafable nuhbers. with
units, are included to &id in data‘development. Format specifications,
output data phrase meanings and purposes, and computer card data input
are clearly spelled ouf. |

A large number of simu]ationvand analytical studies are used to
determine the validity of the simulator itself as well as various data
runs. Included in the studies are (1) covariance initia]i;ation, (2)
initial offset vector parameter study, (3) propagation time vé. accuracy,
(4) measurement noise parametric study, (5) deterministic vs. filtered
run terminal erkor, (6)‘reduction fn computational burden of an on-board

implementable scheme, and many others.

i



iv

From ine results of these studies, conclusions and recommendations
concerning future areas of important practical and theoretical purpose
are presented. These use as a basis an extension of the general GSP

simulator developed to date.
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I. INTRODUCTION

A. Definition of Space Tug and Statement of Project Task |

The basic Space Tug vehic]ejwil1 be used to extend the capabilities
of the Space Shuttle orbit vehicle. The missions of the Shuttle will be
1imited to low earth orbit, severely ]imiting mission flexibiiity. The
Space Tug concept was devised to extend the mission capability to geo-
synchronous orbit, defined as a 19,323 nautical mile - 0° circular orbit.
For maximum flexibility the Space Tug will fly in thé cargo bay of the
Space Shuttle as payload into Tow earfh drbit. Departure of the Tug
from the Shuttle will then take place in an approkimate 160 n. mi. x
160 n. mi. Tow earth orbit. This Space Tug with its own payload will
then fly its desired mission and return to the Shuttie for transportation
back to earth.

The primary mission of the Space Tug is to deliver and retrieve
automated payloads from low earth orbit to geo-synchronous orbit and
return. Other wission assignments for the Space Tug are as follows:

1. Astronomy - Depart from a 160 n.mi. 28.5" orbit and transfer to
a 39,000 n.mi. 28.5° circular orbit.

2. Atmcspheric Physics - Depart from a 160 n;mi. 28.5° orbit and
transfer to an escape trajectory.

3. Earth Observation - Depart from a 100 n.mi. 90° orbit and transfer
“to a 900 n.mi. 90° circular orbit.

4, Planetary - Depart from 160 n.mi. 28.5% orbit and transfer to
an escape trajectory.



5. Communication .and Navigation - Depart from 160 n.mi. 28.5°
orbit and transfer to 19,323 n.ni. 0° circular orbit (geo-
synchronous orbit). Depart from 205 n.mi. 103° orbit (sun
synchronous orbit) [3].

The design configuration of the Space Tug assumed for this project
is that the vehicle be unmanned, ground based control, reusable and
launched with payload on a single shuttle flight. It is desired that
the Space Tug be a low cost vehicle. Under this assumption, existing
hardware should be incorporated into design and a minimal amount of ground
support trackirng should be employed, necessitating a large burden on an
on-board inertial navigation-guidance system.

As stated previously, the primary mission of the Space Tug, and the
one used as a hase mission for this'project, is the flight of the vehicle
from 1sw earts orbit to geo-synchronous orbit. The exact definition.
of this mission is: Depart from 160 n.mi. 28.5° orbit and transfer to a
19,323 n.mi. 0° circular orbit [3]. This mission flight is depicted in
Figure I-1. The guidance scheme for this orbit transfer had previously
beeﬁ adopted by NASA{to be a modified Iterative Guidance Mode Law (IGM)
which is optimal in the sense of minimum fuel [1]. To achieve the orbit
transfer with minimum fuel, the guidance law will employ a three burn-three
coast maneuver, instead of a long duration burn. IGM is of the modified
form in the sense that for the Space Tug the terminal orbit'end conditions
can either be fixed or floating. Another specification of the Space Tug
flight profile is that the capability of making trajectqry changes during
flight is required. To meet this design specification the guidance and
navigation scheme needs to have an accurate fix on its position and

~velocity in an inertial coordinate frame at all times. A navigation system
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with guidance parameters supplied by IGM could not accomplish this task,
since IGM does not produce the position and velocity vectors of the Space
Tug,’using them instead as inputs. This report describes a simulator

and navigation system for estimation of the position and velocity state
vector in an inertial coordinate frame using an extended Kalman filter
type approach. The overall problem of mid-course guidance and corréction
is involved and for the present purpose it is assumed IGM functions

properly [2].

B. Approach to Problem Solution

The three position and three velocity coordinates in an inertial
reference frame make up the 6 x 1 state végtor of interest in‘thfs‘
problem; Because of the nonlinear nature of the vehicle dynamics, which
include the effects of gravity and aerodynamic drag, the Tinear Kalman
filter is not applicable. Therefore, the extended Kalman filter technique,
which requires linearization of the vehicle dynamics about the nominal
state estimate, was used. The state estimator scheme uses the linearized
model in the Kalman Filter to find the best or optimal estimate of the
state vector at‘some time, t. The Space Tug‘s terminal position»vector,
RT’ terminal velocity Vector; VT,;and terminal range angle, 65, are
used as inputs to the system. ’

fhe state estimation process uséérmeasurement data supp]ied‘frém
various measurement configurations to form a meagurement:staté vector.
Thé state estimator then forms a measurement residun vector, which is
the dif%érénce of the actuél'measurement andraﬁ estimafed measurement, to

be used in the nonlinear state estimator to update the state vector.



The different measurement‘configurations’used for the estimation procedure
should be kept at a minimum to reduce overall cost, storage, and compu-
tation time in the on-board computer. However, the measurement systems
must be capable of supplying enough measurement data to the state estimator
so that the state estimates meet the error requirements placed on the
position and velocity vectors. Due to the nature of the Space Tug's
flight, different measurement configurations during the burn and coast
phase are considered.

Three axis accelerometer measurements are made during the burn phase
of flight. The model of this measurement used in the state estimator

program is given in (I-1).

5 [

a
L A N (1-1)
LZ,S_ _za__

In (I-1) Xs,is the sensed acceleration vector, Xa is the actual accel;
eration vector of éhebvehiCWe and v is the additive noise vector used

to model measurement error due to the accelerometer equipment. A
problem arises as to how the acceleration measurement>can be,used in the
Kalman filter. To use a Kalman filtering approach to stafé estimation,
it is'hééessary that the measurements taken be a linear cbmbination of
the states. Since acceleratign fs not part of the state vector this
requirement could notjbekfulfilled in a straightforward manner.kfIt was
decided that the'acce]erétﬁon measureménts could be used to conStruct a

measurement vector that is a linear combination of the states. The form



of the constructed position and velocity measurements are given in

(1-2) and (I-3).

= X . ot <4 : . -
Z, =X+ X L X . oAt (1-2)
: zx = X f Xg - A’1.:‘ (1-3)

In (I-2) and (I-3) X and i denote the previous position and velocity
~estimates of the state X. More detail as to how the constructed measure-
ment vector was applied and modified will be given in a later chapter of
this report. _ ‘
Since no measurement data can”bé derived from the accelerometers
during the Spacé Tug's coast phase of flight, a separate measurement
system is needed. From an investigatidn of many types of measurement
devices it was decided to use a horizon sensor and sun seeker during the
coast phase to obtain the measurements needed by the state estimator.
The basic geometry for the horizon sensor describing the relation of
the earth and the Space Tug is shown in Figure I-2. Using the horizon
sensor a measurement of the angle ¢ is made. Figure I-3 shows the geometry
for the sun seeker. The sun seeker is a line of sight device ﬁith twe
gimballed axes, from which the angles « and g are supplied aS‘measurement
data. The measurement vector used during the coast phase of flight is

given in (I-4). -

cos §'~ o '
Z= [cos 6] ‘ o (1-4)

~ Lesc ¢
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Unlike the measurements during the burn, the measurements during the
coast can bekrelated directly to the position states of the state vector.
Since no information concerning the velocity states is given by these
measurements, the dynamics of the system must be used to reconstruct
velocity states during the coast. From (I-4) it can be seen that the
coast measurements are nonlinear, therefore a Tinearﬁzation of the
measurements must be made. The linearization procedure along with
analytic expressions relating the measurement angles to the states will

be given in a later chapter.

C. General Simulator Package

In order. to demonstrate the capability of the estimation algorithm,
an entire simulation package of the Space Tug guidance and navigation
system was developed. By having the entire simulation package available,
the state estimator can be tested and results verified in deta11 The
general simulator package is a FORTRAN computer program, constructed in
subroutine form, which simulates all properties of the Space Tug guidance
and névigation which have an effect on the operation of the state estimator.
Even though the general simulator package is based on the IGM guidance
law of the Space Tug, the simulator is general in the sense that éuidance
and nav1gat1on systems under the 1nf1uence of nonlinear dynamics can be
s1mu1ated by the program with only slight modifications. The program
is constructed so that the initial state vector and the terminal orbiﬁy
eonditions are eupplied as 1nputs.‘bThe$e parameters can be changed by
changing only a few data cards in the progréﬁ. A detailed ekpfahation of

the general simulator package will be given in a léter chapter.
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D. Report Outline

This report is divided into five body chaptérsjwiih four additional
supplementary appendices. Chapter II details the deve]opment; purpose,
and operation of the simulator package. Included is a general discussion
of the IGM guidance law including its input/output éharacteristics.
Chapter III introduces the overall nonlinear dynamical problem investigated
in the Space Tug study and the development of a general navigation state-
estimation package using the dynamics. Chaptef IV introduces and discusses
the measurement systems for both the burn and the coast, the relationship
between the measurements and the state vector, and the linearization
approach uéed to implement the measurement process in the state estimator.
Chapter V displays results of simulation studies, along with discussions
and analyses of the results. Chabter VI covers the findings and con-
clusions from the work performed, and in addition makes recommendations
for future work. |

The appendices cover supplementary but important material pertinent
to a full understanding of the GSP system--Space Tug flight work.

Appendix. A shows the substitutiohs and partial derivative operations
required in order to develop the general partié} derivative statéments

to bé used in ¢(k + 1, k) and H(k + 1). Appendix B éovers input/output
data‘hand11ng and an exp]énation of the GSP output. Appendix C
tabulates ﬁVerall Tug burn-cqast tracking accuracieé, initiatizatien
errors, etc. Appendix D includes a 1ist of symbols and their definitions

which appear in the GSP computer printout listing.



I1. SIMULATOR DESCRIPTION

In order to allow for flexible studies with a minimum of programming
burden, a general, nonlinear state estimation type simulatof was developed.
Referred to as GSP (General Simulation Program), in its presenf form the
simulator is a complete description of the gravity and drag forces
impinging on a space vehicle, as well as the guidance. navigation,
measurement., and state estimaticn operations‘which are involved in space
vehicle flight. As it is presently implemented there are three
distinct modes of operation available, (1) deterministic, (2) passenger
mode, (3) full filter mode. These three modes encompass the major
conditions of interest in most navigation system studies. For greater
accuracy, the program is written entirely in double precision.

The deterministic mode means that the simulator anq all operations
with it (i.e. navigation, guidance. tracking, etc.) are supplied with
exact position’and'Velocﬁty data. No noise and/or position and ve]bcity
offsets occur. This condition represents the “ideal case," the best
that is possible. The second mode, a ”passenget" mode. is one in which
detérministic data is used to run the simu]atjoﬁ as in the first mode,
but, in addition, akcomp1ete state estimator is operated and a 'one step
propogation' state estimate carried along as a "passenger" for inspection
of the accuracy of the estimation process. The third, or "full fi]tér" mode ,
usei noisy signals and initially biased position and velocity coordinate
data to simulate a real-world navigation problem. In this mode a non-

linear state estimation process is used to provide position and velocity

n
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data to the guidance law. The full-filter mode simulates the case
of an actual flight.

In the remainder of this chapter details of the overall program, the
flow of data, input/output data definition. units of data, and external
user operation of such a simulator package are covered. Available upon
request from the Department of Electrical Engineering, Auburn University
is a complete listing of the GSP package. A punched deck utilizing an
1BM compatabTe 029 punch is also available on request. In Appendix II
is a cbmpTete tabulation of input/output. including an example listing,

details as to data entry by cards. etc.

A. Génera1 Simulator Operation

‘A basic flowchart of the GSP simulator is given in Figure II-1.
Shown are the major operations the program is designed to automatically
handle.

The general flow of data is shown by the arrows in Figure II-1.
First, an initial state estimate XjO/O) is input to the program. This
is the information which is available to the on-board navigation systemf
For the deterministic and passenger mode runs this estimate is the
actual initial position and velocity coordinates of the vehicle. But,
for the full filter mode, 8(0/0) represents an error value of initial

state, i,e.
- X(0/0) = X(0) + ¢(0)

where X(0) is the actual initial vehicle coordinates and ¢(0) is the

initial misalignment error. This error in practice is due to tracking
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modeling inaccuracies of the ground-based tracking network. Bounds on
the allowed size of the elements of ¢ are given in Appendix III.

This initial state is then input to the targeting prbgram calculations
along with the rendezvous orbital parameters to determine whether a coast
or burn phase should occur first. The targeting program is not actua]ly‘
included in GSP. Instead, only the various initial-final trajectory |
parameters for a multi-burn mission to get to geosynchronous orbit are

available to GSP, the data having been assumed to have come from the

targeting program.

In any event, either a burn or coast will occur first. If a coast
is called for, gravity, drag information iékused to develop. on-board
and in real-time, an equivalent set of state transition and observation
matrices. The State transition matrix o(k+1,k) is a piece-wise constant
6x6 matrix which is needed to prOpagate‘the state vector fofward in time,
for use in obtaining a cleaned-up. estimated value of the state at a
number of seconds later after using observation information. During
the coast the measurements assumed available were (1) a star tracker,
(2) a sun seeker, (3) a horizqn‘sensor.’ The star tracker is used to
help ;lign the vehicle reference platform by providing angular dafé, The
sun seeker‘provides tracking information in the form of elevation aﬁd
azimuthal anglés. The horizon sensor physically measures the half angle
¢ between the earth's horizon and the centerline from the space vehicle
through the center of the earth. This particular angle information |
actually determines fhe vehicle's altitude from the earth's center. This
"radius vector" plus the two sun angles, is sufficient to yield a unique

set of position coordinates of the vehicle,
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Using knowledge of the geometry of the various measurement processes,

equivalent measurement estimates are made using an equation of the form
Z(k+1/K) = H (k1) X(k+1/K)

where the H(k+1) matrix is used to take state information and construct
measurements Z. Both the o(k+1,k) and H(k+1) matrices are determined by
numerical evaluation of analytical partial derivatives programmed into

the computer. The numerical evaluation is effected by using X(k+i/k) values
to compute the constants entering &(k+1,k) and H(k+1).

Next, information using o(k+1/k) and H(k+1), along with the measurement
data, are input to a nonlinear s;ate estimation process, the end result
being a "best estimate" (in a megnesquare sense) of what the state vector
is some time At after the last avaiiable’value. This set of calculations
invoives covariance matrix computations and state update. The output of

the filter is a new state estimate X(k+1/k+1)«

This new estimate is the only information the vehicle has as to what
its position is and at what velocities it is traveling. This information
is then used in place of the brigina],XjO/O) as a new "initial condition",
only this time at some time instant greater than zero and the process re-
peats. This closed-Toop cyclic operation is clearly depicted in Figure
11-1, where the output of the filter becomes the input to the guidance law
(which is bypassed during the coast phase). ' |

At the appropriate time, main engine ignition occurs and the burn

phase begins. The initial state value at the beginning of the coast is
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used in the guidance law (a form of IGM) to compute initial burn angle
information, where the output of the guidance law are two angles, Xp»

X,,s Pitch and yaw angles respectively. These are used to command the

y
main engine gimbals to properly direct the thrust vector.

Similar to ihe coast phase, a set of matrices o(k+1.k), H(k+1) are
then developed, based on a series of analytical partial derivatives
programmed into the navigation system and evaluated at the state value.
o(k+1,k) is evaluated at X(k/k) and‘H(k+1) at,i(k+]/k). The o(k+1,k)
matrix is made up of terms from gravity, drag. and the guidance law.

It is the complexity of the guidance law which greatly adds to the
computational burden. A flow chart of the 1GM guidance law used is
shown in Figure II-2. Suffice it to say that the volume of calculations
involved is very great. A later section of the chapter discusses in
detail the use, operations, and ca1cu1ations of the IGM guidance law.

During the burn a different set of measurements are used than
during the coast. The measurements in this 1se are on]yvre1atiVe'
measurements of states, namely the vehicle acceleration in the vehicle
position coordinates. They are only relative measurements becausé
integrating acceleration gives only a relative change of velocity, but
if never says what the actual velocity is. Integrating the acceleration
twice gives a relative position change, but never says what the’position
actually is. Using these relative position and velocity Changes; a
measurement is "constructed" from past position andlve1oéity data plus
the relative changes as determined by the acceleration data. In fact,

the acceleration data includes not only acceleration due to thrusting. but
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INPUT

I. VEHICLE AND IGM PARAMETERS

F’ Isp’ m’ Tg’ 6T’ X’ X, Xg

I1. TARGET PARAMETERS A, 4 , i, 6y, and Rr, V,
vp FOR FIXED END CONDITIONS OR P, er, wr FOR
FLOATING END CONDITIONS

III. GUIDANCE OPTIONS
I0P1 =.1 FIXED END CONDITIONS
IOP1 = 2 FLOATING END CONDITIONS
NFK6 = 0 FK6 = 0
NFK6 = 1 FK6 = QUADRATIC CURVE FIT
NCYL NUMBER OF CYCLES THROUGH TERMINAL

RAKGE ANGLE COMPUTATION

l

PRECOMPUTATION

V. =61 m= -F/V T = -m/m

Ex o sp’ EX?

[_cos o sin 9 sin AZ -sin ¢, cos AZ

[A] = |-sin o, cos ¢ sinA  -cos 4 cos A
0 cos Az ; , sin AZ
cos 8y 0 | sin oN
[B] ={sin on 51n i cos i ~ -COs 6y sin i
-s1n by cos i sin i Cos. 8y Cos i
[G] = B][A], Gt = -u/RT

FIGURE II-2. SIMPLIFIED FLOW CHART OF THE IGM GUIDANCE LAW USED WITH
THE SPACE TUG



18

!

TERMINAL RANGE ANGLE COMPUTATION
Vey/(F/m), L= Tn [/(x - T )

L - Tg), S = Tg vEX L

2 2

= Vi

1/2 VE% Tg + 1S, P =-1/2 VEX Tg + 1d

- 3 4.
= 1/6 Vgy Tg™ + 10

lC ool [} -
It

FK6 = 0 | FK6 = f(Av,Tg)

FK6 = 0

Y =[6] |Y| , R=1X], Vv =1X]

z |z y = sin"‘[i’- X/(RV)]

- b -l

bp = dpp t 1/2 (V cos y/R + vT con ,YT/RT)(Tg + FK6Tg)

L

FLOATING END CONDITIONS

or = ¢Tf wrs RT = PT/(1 + e; cos eT)

-
"

[(é/PT)(1 + éT(eT + 2 cos op 1)1'/2

- -] ¥
Y = [e sin o /1 + ep cos ;T]

G.r = -u/RT » NCY = NCY + 1

\

FIGURE II-Z SIMPLIFIED FLOW CHART OF THE IGM GUIDANCE LAW USED WITH
S " THE SPACE,TUG (Cont1nued) : =
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COORDINATE ROTATIONS
fr = Rponp =g =0
! ET = VT sin Ypo ”T =0, iy < VT cos Y1
Zg1 = Sp» ngr = g7 = O
; Cos ¢r 0 sin 41
| = 010 . [K] = [g7106]
: -sin ¢T 0 cos o1
£ X £ X
al = (K} {Y] , In = [K] y
Lc JA z L_Z
. M ]
£y EgT | xg
ng = 1/2 nGT + [K] Yg
Z
Kl K il
TIME-TO-GO COMPUTATION
.* _ . ; .' T
AE = FT T4 ..g g
.* - e
An = np - n - nng
.* - . .. T
/\C - CT -0 - f:g g
, 2 2 ox 2 ——1
o (ag ) +(an) +(ag)
G =1 ey L VEX_EJ,
AT = G(r - Tq)/vEX,;Tq = Tq flfT
SIMPLIFIED FLOW CHART OF THE IGM GUIDANCE LAw USED WITH

" FIGURE II-2.

.- THE SPACE TUG (Cont1nued)
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Vi

PITCH AND YAW STEERING PARAMETERS

AE = pf* - £ AT, An = An* = # AT

g

AT = AT* - c:AT, % = tan” (aE/ai)

%, = tan ' Tar/ (aE” + 4252 |
A, = Vg Lo B =+ T VL %
Cy = S cos iy, Dy = Q cos iy

E, =0+ nT o+ g ng - S sin %,

Ky = B, Ey/(AyDy - BC ), Ky = Ky A /B

M = cos iy + K3 sin iy’ N =K, sin iy

Ay =MA - NB, B =MB - NP ~

Cp = (MS - NQ) cos ip, Dp = (MQ - NU) cos Xp

E) =€ - e+ BT+ 128 ng - (M5 - NQ) sin i

Ky = Bp Ep/(ApDp - BCp)s Ky = KiAL/By

IGM STEERING ANGLES
=xp—K]+K 8

) 27
Xy = x, = Ky + Ky 8
DCX sin y!' cos y'
B U Kp TR Xy
pcy! = [K] sin x&
nez cos X' cos X'
. p y

Xp = tan” | [DCX/DCZ]

>": .
1}

- tan~'[ocy/(1 - pev?)/2

ENGINE GIMBAL

FIGURE II-2; SIMPLIFIED FLOW CHART OF THE IGM GUIDANCE LAW USED WITH
THE SPACE TUG (Continued)

;
}
i
H
{



21

also acceleration due to gravity and drag. This is accomplished by using
models of gravity and drag, which in actual practice would be carried

in an cn-board computer. The accelerations are then added together

and the relative positional and velocity changes determined. The

reason drag and gravity models must be used is that on-board accelerometers
can measure only relative thrusting, no measuring devices are available
on-board to measure the accelerations due to these external forces.

During the burn the measurement matrix H(k+1) is assumed constant,
equal to the identity matrix, 16' This is used to form a propagated
estimate of the measurements, and together, the measurement estimates
and the measurements are used in the state estimator to come up with a
one step "cleaned-up" estimate of X(k+1/k+1). This updated, ‘optimal’
estimate is then used by the guidance law and a closed-loop cycle has
begun.

For all three operating modes, i.e. deterministic, passenger, and full
filter, exact state vector information is available from a fourth-order
Runge Kutta integration routine. This information is then available for
comparison with the estimated data so as to determine tracking accuracy
and observation sightings during the coast phase. The means by which
this is performed in GSP is shown schematically in Figure II-3. The
upper flow graph represents tﬁe on-board type equations used in the
navigation éystem, with gravity, drag, and guidance information going
into ¢, the data based on X_information. The arrows indicate direction
of information (either oﬁe way or two way). The lower line of flow
represents the exact integration carried out. It is this process that is

not available in the real problem. It shows that after integrating x(k)



X(k/K)

NOISE ——9 X(O/O)ﬁ = o (k+1,k) X(k”/k) w H(k+1)
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___iﬁiliﬁl..?F.. K(k+1) _-ui

X(k+1/k+1)

;ERROR

 GRAVITY DRAG" GUIDANCE NOISE
Z(k+T)
MEASUREMENT
GEOMETRY
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~ CONDITION
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Figure 1I-3. SIMULATION SCHEMATIC OF GSP ACCURACY EVALUATION TECHNIQUE.
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to get X(k+1), the geometry of the measurement process, a nonlinear func-
tion of the state vector, is used to determine a measurement vector,

to which noise is added. This noisy measurement is then used with the
on-board filter to determine a new best estimate of state. In order

to allow for flexible operation, a general gaussian, random noise

generator with ten independent channels is available in GSP.

B. Description of the IGM Guidance Law

Shown in Figure I1-2 is a flow chart of the Iterative Guidance
Mode (IGM) law being considered for use on the Space Tug as supplied
by Northrop Services, Inc. This section discusses in detail the purpose,
plan, and operation of this version of IGM and how it fits into the GSP
simulator,

The version of IGM shown in Figure II-2 is a modification of that
used with the Saturn V‘SIi and SIV-B steering systems. It was selected
over a Cross Product Steering (CPS) law (as used in the Apollo spacecraft
CSM andALM orbit transfer steering systems) due to its greater flexibility
and optimality. It is designed to guide the Tug from Tow-earth orbit
to geosynch and back again through a series of phasing orbit plane
changes. Since basic IGM loses effectiveness when burn timeskare over
500 seconds, a modification was provided which slightly biases the time-
to-burn as a function of the difference (Aa) between the semimajor axis
of the initial parking orbit and the semimajor axis of the phasing orbit.
This allows for greater accuracy with burn arcs of over 500 seconds. |

The IGM Iaw is an explicit guidance method which differs greatly

from prévious techniques in that nominal mission profile data is not
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stored on-board. Instead the IGM law is an iterative step-by-step
closed-loop solution which enforces the desired end conditions at
end-of-burn. It is based upon the idea of a Tinear steering law of

the form

a + bt (11-1)

>
1}

x = a burn angle

a,b constants
t = running time with respect to (WRT) a fixed reference

The law makes use of a flat earth assumption, an average gravity force
magnitude and direction, and small angle approximations. Performance
Tosses (i.e. additional fuel burden) are due to the previous factors
plus the errors in the predictions of the burn arc and time to go (burn
time).

In Table II-1 is a list of symbois, with appropriate definitions of
those variahles appearing in Figure 1I-2. Upon entering IGM, the fo]lowihg
variables must be known in order to compiete the computations: F, I__, m,

Sp

T, X, X, Xg and either AZ, dp s O R, V for fixed end conditions

g NY T T T
or Pg, eT; wp for floating end conditions. In addition, in both cases
an estimate of the burn-time-to-go 13 required even fhough it changes in
flight. '
A series of time-varying coefficients are computed and a large
number of coordinate rotations effected to project present conditions
to vakiOUS final coordinate frames and use the differen;és to drive thé

vehicle. The reference coordinate frame used'ié the Appolo 13 eafth-

centered Jaunch coordinates (ECLC).



SYMBOL

F, THRUST
Vex

Igps SISP

Table II-1.
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List of Symbols for the IGM Guidance Lzaw

DEFINITION
Vehicle thrust
Exit velocity
Specific impulse
Mass of vehicle
Time-to-go
Computation cycle time
Instantaneous position and velocity vector, Apollo
13 coordinates (z-axis downrange, x along negative

gravity vector at launch site, y completes right
hand system)

Instantaneous gravity vector
Launch azimuth
Launch latitude

Desired terminal inclination

Desired terminal

Right ascention of desired terminal descending node
Desired terminal radius |
Desired terminal velocity
Desired terminal flight-path angle
semilatus rectum
Desired terminal eccentricity
De;ired terminal argument of perigee
Mass flow rate

Tau (mass/mass flow rate)
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SYMBOL ‘ DEFINITION

OET Instantaneous range angle

Y Flight path angle

eT Desired terminal true anomaly
GT Terminal gravity magnitude

xp Pitch gimbal engine burn angle
xy Yaw gimbal engine burn angle

AT Time-to-go correction due to velocity errors
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A terminal range angle o1 is found from

oo

coseN 0
G = sin eN sin i cos i
-sin eN cos i sin i
cos ¢L‘
-Sin ¢L
0
F
Xe
YF =G X
R
ET F'°F
R = JXZ + Y2 + 22
V= J)'(2 +¥? 4 72
o=l :
vy = sin ((X - X)/RV)
v

or = ¢
T ET Ry

sin 6 R
N

. o sin i
cos By sin i

cos en cos i

sin ¢L sin AZ
cos ¢L sin Az

cos AZ

v T
+ 1/2 (R cos vy + cos yT)(1 + FK6)Tg

(11-2)

-sin ¢ cos A,

-CO0S AZ cos ¢L

sin AZ
(11-3)

(11-4)
(II-Sﬁ)
(11-6)
(11-7)

(11-8)

and y is the flight path angle, referenced to the local horizontal. This

on-line computed angle is a function of the instantaneous range angle, SET>

-~ where the average‘rate of change‘of the range angle is

Vi

+ oy Moosy VT
oy = 1/2 (R + = COS yT).

R

(11-9)
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$av times Tg gives an approximation to the additional angle traversed.

The FK6 is a small adjustment value
|FK6| < 1 (11-10)
which is used to improve overall targeting, hence

¢(final) = ¢(present) + &av(t - (1 + Fk6) (II-11)

final ~ tpresent)

A users guide to the development and operation of FK6 is available [4].
For a detailed description of IGM concepts and derivation, see [5,6,7].
An averaged acceleration vector is found by rotating the present acceler-
ation values into a terminal frame and comparing it to an equivalent

terminal gravity vector,

] L] L]
X
g g *or
- = Yy | + . -
g 1/2 k| ¥ "g (11-12)
v T
cg Zg é
- - g
R . "L

K=y8& (11-13)

cos ¢T 0 sin ¢T

v=1| 0 1 0 (11-14)

L--sin o7 0 €os ¢p
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and £, n, ¢ represent terminal coordinate frame variables. The £-¢
pjane is contained in the desired orbit plane, with £ measured from the
center of the earth and passing through the orbit injection point. n is

then normal to the orbit plane resulting in
ny = np = 0 (11-15)

This is shown in Figure 1I-4.

Because of the definitions of £, n, ¢ and their earth orientation,

. 2 os .

= - s - = = 0 11-16
EgT u/RT ,ngT ch ( )
éT = Vpsiny, s =0, ET = V; cos vy | (11-17)
ET = RT . "T = ;T = () . (11-18) ’

Using the definitions, an incremental correction factor AT, representing
aflumped equivalent of\burn time corrections over the cycle time 6t of

the guidance law (it iterates every &t seconds), is determined. Termina[
’frame velocity errors are computed assuming the averaged acceleration

value over the remaining flight from (II-12) is accurate. This is effected

as follows:

yavg(terminal frame) = V(terminal frame) |
end-of- _ present
burn time
+ gavg(term1nal frame) - (Tg + AT) , (11-19)

estimated remainin
burn time , :
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ORBIT
INJECTION
POINT N .

ORBIT PLANE

TO EARTH CENTER

Figure II-4. SPACE TUG TERMINAL COORDINATE FRAME,
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Using (I1-19), velocity errors are computed as
AE = - éest (end-of-burn) (11-20)

where éest {end-of-burn) is the first entry of (I1I-19). Similar resultis
occur for An, Az. The velocity error predictions at end-of-burn are
really only extrapolated estimates of what typé of terminal velocity
errors will occur if the present thrusting history were to continue and
if the approximations of (1) averaged gravitational acceleration, and
(2) Tg + AT actually yields the burn time-to-go. It is true that as
end-of-burn approaches, all of the approximations hecome very good and
terminal homing conditions prevail (small angle approximations hold,
average acceleration values approach instantaneous, errors tend to zeho,
extrapolation equations become accurate, etc.).

This extrapolated estimate of the velocity errors at end-of-burn
in the terminal coordinate frame (ideally the velocity errors should be

zero) is used to determine relative thrust angles ip, iy,'the p and y

representing pitch and yaw respectively. These are computed from

tan”! (i/a%) | (11-21)

Xy tan™' [an/ J(Aéz + 2t (11-22)

These angles are shown in Figure II-5. A number of parameters Ay, By, Cy,

Dy, Ey, Ap, Bp, Cp, Dp, Ep, which are functions of vex’ Tg, Xp» Xy £,

ns Z» 5T’ Nrs Cpo Es Ny T» Eg’ ng are computed. The end result of interest

here is that usihg the listed parameters, steering angle parameters K],

Kz, K3, K4 are computed, Their purpose is to provide a linear steering
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Figure II-5. DEFINITION OF ip AND Ry ANGLES.
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law form as in (II-1). In theory they should be constants, but due to
the large number of approximations used in the development of IGM, they
are updated every cycle (st seconds) so as to form essentially a ‘series

of piece-wise linear steering laws of the form

ip - K] st (11-23)

"

3t K4 st | (11-24)

X, - K
(the signs on Ki are unimportant as they are a furction of the particular
defining variables). The angles are measured in the terminal (&,n,z)
coordinate frame and as such must be converted to angle information in
ECLC so that the gimballed thruster can be properly oriented to drive the
vehicle in the proper direction.

This last set of operations is effected by using x_*', x.' to

p y
determine the direction cosines u, v, w, in the &, n, ¢ frame,

u sin Xp CO0S )(y

v = si ' 11-25
n xy ( )

W COS .- !

N ¢ xp cos Xy_

Using the K rotation matrix from (II-13), the corresponding direction

cosines DCX, DCY, DCZ, in ECLC are found from

DCX | u

ocy] =kt ] | | (11-26)

DCZ w
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It should be noted that since K is an orthogonal matrix, then K-] = KT.
This greatly simplifies the computer programming burden. The burn angles

Xp* Xy can then be computed to be

tan”! (DCX/DCZ) (11-27)

Xy ~tan”! [DCY/ ‘/Dcx2 + DCZ% ] (11-28)

which is similar to the previous g-n-z case. These two angles are the
output which go to the gimballed thruster servos to orient the thrusters
properly.

This entire procedure, ending with angles x_ and Xy is recomputed

P
every &t seconds. The case just described is one in which fixed end
conditions are assumed and the terminal point is fixed (time—invariant);
A similar procedure occurs for the case of floating end conditions. Here,
v

PT’ €rs wp are fixed but R are variable insofar as they are able

T T T
to cause the proper orbit intercept; they must be calculated on-line,
however, since the remaining calculations require these values.

Since this mode essentially results in more unknowns than there are
equations, a sub-iterative loop within the IGM loop itself is set up to
match parameters as best as possible. The number of iterations is
controlled by an externally read in data card variable NCYL. Because of
the discrete—continubus nature of the IGM equations, the resulting partial
derivatives for use in the navigation-state estimation process are only
abproximations to the true partial derivatives. The iterative cycle with
the floating end conditions creates a problem because each iteration adds

incremental values to Tg, velocity differences, etc. so that if more than

one cycle is run through in the sub-loop, the partial derivatives in the

i



35

state estimator portion of GSP will not correspond to actual parameter
values. Both sets of data are required and both must be compatible if
prober estimation is to occur, This problem is alleviated by setting
NCYL to a value allowing only a single cycle to occur. The shortcoming
of this approach is that terminal intercept accuracy can be lost to some

degree. At present, however, this appears to be the only viable solution.

C. Basic IGM Optimum Trajectory Concept

~ In essence, the IGM guidance law is a technique for meeting guidance
objectives with a minimum expenditure of fuel. A1l equations are based
on Newtonian physics and a point mass vehicle in a vacuum. Two different
simplified two-dimensional derivations of optimum steering laws for a
minimum fuel system will be briefly presented and discussed with respect
to the full IGM law in Section B so as to obtain a clearer picture of

the reasoning behind IGM.

1. Flat Earth Equations

- For short range flights of approximately constant altitude, the earth
can be assumed to be flz% and to have a constant gravity vector. A
simplified model of the 2-D flight problem is given in Figure II-6.

Referring to this figure the equations of motion are:

i]‘ = X, » X(0) =0 ' C (11-29)

5(2" . Xy . xz‘(0) = h]‘, Xy(te) = hy, (11-30)
’ i3 = aF(t)cos 6 . X3(0) = vy X3(tF),% Voo 4(It-31)
and

i4 = aF(t)sip 6-9, X,(0) =
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EARTH CENTER
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Figure 1I-6, CARTESIAN COORDINATE SYSTEM FOR A FLAT EARTH.
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where aF(t) is the magnitude of the acceleration on the vehicle due to
engine thrusting. The auxiliary, or costate equations formed from (11-29)

through (II-32) are

=0 p(t) =0, (11-33)

&21 -0, (11-34)

Vg = - U (11-35)
and. |

by T 7 Uy (11-36)

These are obtained by forming the Hamiltonian [8]. Taking the partial

derivative of H and setting it to zero yields
0 = tan” (4,/;) (11-37)

Equations (II-33) - (II-36) are readily integrated, resulting in

w,(t”) =0

¥y(t) = v,(0) (11-38)

va(t) = yg(0)

ug(t) = 4(0) - wy(0)t

Substitution of (II-38) {nto (I11-37) yields

0 = tan”'(C, -;Czt)‘ | ' | (11-39)
where , “

C, = Eﬂgal | C =‘f§£0) (II-40)

l1’3(0)_ s 2 ‘W3(.6-‘)-
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Now (II-39) can be written as
tan 6 = C] - CZt (11-41)

and for small angles tan 6 =6, so by selecting the flight geometry so
the angle 6 tends toward zero near the end of burn flight, the control
law is linear as in (II-1). Since gravity is constant, so are C] and C2'

The resulting control law from (1I-41),

o = C] - Czt (11-42)

is similar in form to (1I-23) and (II-24) in IGM. The differences come
from the fact that in IGM the guidance(a1gorithm is updated every &t
seconds, representing the "life span" of the particular constants K]-K4,

and also because of the discretized nature of the IGM terms.

2. Round Earth Equations

In this section a more realistic approximation of the actual
flight of a space vehicle is studied. It is assumed that the vehicle
iséflying about a round earth and that an inverse square law gravity
field is present., The basic flight geometry is shown in Figure II-7.

The equations governing flight under these conditions can now be written:

X = X3 | (11-43)
Xp = Xy» L | (11-44)
X3 = X% - ';_2—* ap(t) sin o, (11-45)
| 1
and :
' 2X3X, -
Xg = - a + ac(t) cos s, . v (11-46)
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Figure 11-7. COORDINATE SYSTEM FOR A ROUND EARTH.
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where X];represents the distance of the space vehicle from the earth's
center, and X2 is the range angle defined by Figure II-6. As before,
the costate equations can be determined using calculus of variations

(COV) principles to be

2X, X a-(t)

. 2 2u 34 _°F .
‘P'I = - 1P3(x4 + - 3) - ¢’4 ( 7 5 cos o), (II 47)

X X X

1 1 1 |
B, = 0, o (11-48)
. ; 2X4 =
W3 = sty -YT R (11-49)
- x3
Yy = - by - ba(2K X))+ w,(2 i}” (11-50)

and

. , Vg
Vg = aF(t) (¢3 sin g + X;—cos 6) (11-51)

where the boundary conditions X,(0), X2(0), X5(0), X4(0), X](tf)§ X3(te)s
X4(tf), wz(tf) and ws(tf) are known. Again taking the partial derivative
of H WRT o yields °

_ X ¥ S .
6 = tan"| [;L_Ji] ~ (11-52)
Vg | |
which can be put in the form
Xy v
tan 6 = ——3 (11-53)

To obtain a simple expression for ¢ in terms of Xps X, would be very
difficult due to the complex forms appearing in (11-47) - (II-51). This
clearly shows that, just for the simplified 2-D problem, adding the freedom
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of a spherical earth with an inverse square gravity law as opposed to a
flat earth, constant gravity model has added greatly to the complexity
of the opiimum solution form. Considering the full 3-D problem with
general gravity terms compounds the problem even more severely; hence
the reason for an on-line, iteratively implemented, piece-wise linear

type guidance law such as IGM.

D. GSP Subroutine Operations

The simulation routine GSP is made up of a number of function sub-
programs and subroutines in conjunction with a large number of COMMON
blocks for ease of data transfer. A series of routines is used so that
each can be optimized to pérform a certain repetitive chore With a
minimum of computer cards and hence cdmbuter storage and compi]e Toad.

In this section the subroutines are listed, along with the data
input to each routine, the resulting data output, and the purpose
behind each routine. It is hoped that this will give the user a better
understanding of the flexibility of GSP as well as afford a clear enough
understanding to be able to correctly modify the package without

interrupting the proper flow of data.
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MAIN

input

_x_, _X_, Thrust, 1., m Tf’ T

outgut

reads e, E, n, T_, R of each WRT sun
(for sun coordihates)

sp start

Xoffset

at. Aty print increment coast
print increment burn

A - launch coordinates

Z’ ¢L’
ICHECK - mode selection

1 deterministic

2 state estimator
3 passenger

ISW = burn or coast initialization

NCYL = # cycles through sub-loop if on]y final orbit (not position)
is specified

NFK6 = whether or not the correction factor FK6 is used
0 means no :
1 means yes

Initializes (1) state covariance
(2) noise covariance
(3) measuremant covariance
(4) & vector

T COAST - time coast is to end; added to be used as an ignition

equation. This idea suggested by B. Williams when routines
supplied by NASA failed

none-intermediate step
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Purpose

(1) read in start data

(2) initialize states, covariance matrices
(3) Run GSP
(4) control output print cycle

NPRINT
input
updated simulation variable values

~ States, velocities, range angle, accelerations, gravity, time to burn,
cate.

outpui

prints out values

Purpose
Data output routine

CONIC
input
present flight conditions

output

orbit parameters

purpose

as open-loop computation of orbit parameter equivalents

GRAV
input - present.vehicle position
output - 3-D gravity value
purpose -  supply gravity vafues to simulation

Fischer gravity model ‘
-see NASA TN D-2691 March 1965 by Fischer



input

position, velocity vector, time

output

accelerations due to thrusting and gravity

purpose

to compute accelerations on vehicle as integration routine steps
threugh fractional integration intervals. This is accomplished
(for simplicity) by computing an approximate angle rate,

xp(k+1) - Xp(k)
At

| xp(k+1) =

and then assuming that between time (k+1) and (k+2) that x_ is
constant. With 4th order Runge-Kutta intervals of 8,, 8,, B8,» Ba>
all less than the integration step size At, the correspofiding new
burn angles are approximated by

xp(k+1+ei) = xp(k+1) + ip(k+1) By

ARTAN
input

sine, cosine of burn angles, integer seiector ISW

output

normalized angle data

purpose

if ISW
if ISW

1, angle normalized between 0 and 2w
-1, angle normalized between -n and

VMAG
ingu;
'three dimensiona] vector

output

magnitude of vector
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purpose

compute magnitude of 3-D vector

VSuB
input
two 3-D vectors
output
one 3-D vector
purpose

compute difference of two 3-D vectors

vDoT
input
| ~ two 3-D vectors
one 3-D vector
purpose

. compute the dot product of two 3-D vectors

VUNIT
3-D vécfor
output
‘ 3-D vector

- purpose

normalize a 3-D vector
Xnew = 20147 ¥4l
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YCROSS
input
two 3-D vectors

output

one 3-D vector

purpose

compute the cross product of two vectors

TRUN
input
positions, velocities, accelerations, time, integraiinn step size

output

updated positions, velocities, time

purpose

Exact integration of system dynamics so that (1) true estimation
error can be determined, (2) observation sightings of celestial
objects can be determined for the measurement system simulation

MATMV
input

A - a 3x3 matrix
B - a 3x1-vector

output
C - 3x1 vector

purpose
C

A - B matrix multiplication
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ATNA
input
sin and cos of an angle ¥

angle y normalized to be between 0 and 2r

purpose

normalize burn angle to be between 0 and 2r

IGM
input

old burn angles, gravity, pos1t10ns, velocities, time, terminal
or rendevous conditions

output

gimballed thruster burn angles Xp’ Xy’ for pitch and yaw commands

purpose

determine optimum burn angles for main engine

ATNB
input
- sin and cos of an angle
output

normalized burn angle

purpose

normalize an angle so it lies between :w.
ASIN

input

sin of an angle x



48

output

angle x normalized to’t%

purpose

normalize an angle x, given sin x, to be between :%

ACOS
input
cos 57 an angle y
output
angle x normalized to 7

purpose

normalize an angle y, given cos y, to be between i%

YDOT
input
state variable dynamical information; system states
output.

derivative of state variables

purpose

compute y of y = Ay + Bu. Can be used as part of a separate, on-
goard routine for on-line integration of the burn accelerometer
ata

RUNGE
input -

system order, derivative of state vector, present state vector,
present time, integration interval

output

- new state vector at updated time, new time
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purgosé
use in conjunction with'YDOT as part of an on-board routine for

on-line integration of the burn accelerometer data.
MMUL3
input

matrix A 6x6
vector B 6x1

output

vector C 6x1

purpose
matrix multiply a matrix times a vector C = A-B

MMUL
input

matrix X 6x6
matrix Y 6x6

output -

matrix Z 6x6
Z = XY

purpose

matrix multiply two 6x6 matrices

MATINV
input
matrix, system order

output

matrix

purpose

matrix inversion
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MEASUR
input
vehicle position, measurement observations, noise generator signals
output

perfect and noisy measurement observations

purpose

to generate accelerometer and/or optical sighting signals of celestial
bodies and to make the signals noisy.
FILTER

input
present system state, noisy measurements, filter partial derivative

data)from IGM, covariance matrix data, mode of operation (Coast or
Burn ,

output

updated state covariance, updated state estimate

purpose

nonlinear state estimation

PROPGT
input |

present syStem state estimatelz(k/k), linearized state matrix,
gravity

output |
‘one step propagated state estimate, X(k+1/k)
purpose

perform the one step state vector propagation
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SUN

input
exact state vector, eccentricity., eccentric anamoly, mean daily

motion, reference time (time of pericenter passage), semi-major
axis dimension

output

coordinates of sun WRT the earth in a set of cogrdinates with the
plane of the ecliptic lying in one of the coordinate planes.

purpose

compute sun coordinates for use in sun seeker tracking measurements

ATTUDE
input

at present, none

output
three attitude angles

purpose

This routine is to represent the attitude control system and inertial
platform alignment of the Tug. It is properly called in the program
cycle; at present, the routine is set up for the platform to be
aligned. '

PARTL1

input
Xjk/k), i(k+]/k), all data from IGM calculations, mode type (Coast

or Burn), gravity

output
~parts of calculations for o(k+1,k), H(k+1)

- -purpose

~To evaluate intermediate expressions which make up the partial derivative
calculations. There is a PARTL] and PARTL2, and PARTL3, all performing
calculations. Three separate routines are desired because of Roll Size
Timitations of the IBM 370/155 system at Auburn University.
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PARTL2
input
same as PARTLI]
output
same as PARTL]

purpose
same as PARTLI1

PARTL3
input
same as PARTL1

output
final calculations for ¢(k+1,k), H(k+1)

purpose
same as PARTL1

Qutput
input

output data from PARTL1, PARTL2, SUN, PROPGT, FILTER, MEASUR, RUNGE
(if used), IGM, IRUN, IFUN GRAV, CONIC, MAIN PARTL3

output

partial derivative intermediate calculations, ¢(k+1,k)., H(k+1), state
vector estimate, exact state, exact and noisy observat1ons covariance
matr1x state and measurement error res1duals

purpose

make computation results available; also to compare and analyze
filter accuracy as a function of time.
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GRAND
input

mean value, standard deviation, integer channel selection number
between 1 arnd 10

output

A guassian random (Gaussian RANDom) number with characteristics
of each mean and standard deviation for each channel.

purpose

Noise generator for measurement process.

URAND
input
ihteger representing a channel number between 1 and 10
output
a single nuhber

purpose

Uniform RANDom distribution function

BLK DATA
input
none

output

none

purpose

provide initialization values for the random number generators.
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CONOBS
input
matrices A, B, H and their respective dimensions of the form
X=Ax +Bu
Z=Hx
output

statement as to controllability and/or observability or the lack
thereof, and a scalar representing the determinant of a matrix
result based on Kalman's criteria for linear, time-invariant systems

purpose

determine controllability and/or observability or the lack thereof
of a linear (or the equivelant), time-invariant dynamical system in
state variable form.

MATRIX
input
none

output

none

purpose
Actually a package of ENTRY statements which perform operations of
determining eigenvalues of a matrix, multiply, subtraction, inversion,
normalization, etc.
CHARD
input
~ An nxn matrix A and an integer print control character
output

Eigenvalues of a real matrix

purpose

compute the eigenvalues of a real matrix, symmetric or nonsymmetric
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DINVER
input
A squére matrix and its dimensions
output
a matrix and a scalar representing the determinant of the input matrix
purpose
compute the double precision inverse {Double precision INVERse) of
a matrix
POLYRF
input
root of a polynomial, coefficients of polynomial
output
reduced order root, normalized polynomial coefficients
purpose

divide out first order factor from polynomial in order to obtain a
reduced order polynomial

POLYEV
input
root of a polynomial, coefficients of a‘po1ynomia1

output

reduced order polynomial coefficients

purpose

used in conjunction with POLYRF and LEMBRT to find all roots of a
poiynomial
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LEMBRT
input
coefficients of a polynomial and the degree of the polynomial
output

one root of the remaining reduced-order po]ynbmial

purpose

this routine systematically finds the roots of a polynomial one at
a time using a simple caging scheme based on D'Alembert's Lemma
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E. GSP_Input/Qutput

In this section a discussion is given concerning'the inout/output
data, the units employed, any constants needed, units of the output
data, and what the outbut data means. As the GSP program is now
structured, all majer data is read in from cards or parameters initialized
from ENTRY statements from commands at the beginning of MAIN, the cycling
control routine.

Following is a list of the variables read in, their definition, units
required (where applieable), and representative values used at the present.
In Appendix B details of computer card formats and examples of what the

output looks 1ike are given. The variables read in are:

ECC - eccentricity of the Earth's orbit about the sun; unitless. Present
value = .16727 :

ECCAML - eccentric anamoly of the Earth; .0083013

ANM - mean daily motion of the Earth rad/sec. Present value = 1.9908 x
10-7 rad/sec ‘ ~

TREF - time of Earth's pericenter passage; seconds. Due to lack of
definitive data, arbitrarily chosen as 0.0.

AMAJOR - dimension of semi-major axis of Earth's orbit about the sun; meters.
Present value = 1.4947x1012 meters

ISW - program mode switch; 1 means in Coast 2 means in Burn. The initial
value is not really important as the program a]ters it to fit the
necessary f11ght conditions.

NCYL - integer counter which controls the number of,sub-100ps performed
~in IGM if floating end conditions are used. NCYL = 0 is used,
indicating one cycle is performed. o

NFK6 - integer mode switch; if 0 it means FK& = 0 and ff 1 it means the
guadratic curve fit for FK6 is employed. ,

THRUST - vehicle main eng1ne thrust Units of pounds. Present value =
15,000 pOUnds ) SRR -
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SISP - engine-fuel specific impuise. Units of seconds. Present value =
440 seconds.

WTSTAG - initial weight of Space Tug at simulation initialization time.
Units of pounds. Present value = 58,500 pounds.

TF - freeze time before engine cut-off. Used to control certain IGM
parameters near end-of-burn. Units of seconds. Present value =
10 seconds.

TIME - simulation running time referenced to Space Shuttle Earth launch
time. Units of seconds. Present value = 41975.59 seconds.

X - 3-D position vector in ECLC. Units of meters. Present values =
-87143.37 -241404.6 -6673876.0

DX - 3-D velocity vector in ECLC. Units of meters/second. Present values =
7730.2 -17.55 -105.50

XOFFST - initial navigation state vector error. Six elements; first three
are position errors in meters and second three are velocity errors
in meters/second.

DTC - Coast propagation time increment. Units of seconds. Present value =
60 seconds. '

DPRTC - Coast print increment. Automatically adjusted to be the nearest
muitiple of DTC possible. Units of seconds. Present values
60 to 500 seconds.

DTB - Burn propogation time increment. Units of seconds. Values between
.5 and 2 seconds.

DPRTB - Burn print increment. Automatically adjusted to be the nearest
multiple of DTB possible. Units of seconds. Present values 2 to
10 seconds. '

AZ - launch azimuth on Earth. Units of degrees. Present value = 83.39
degrees. : :

PHIL - Taunch attitude. Units of degrees. Present value = 28.6 degrees
TPHIT - not used at present. Use a big number, i.e. 1.0x108

TCHIT - first (of two) characteristics freeze times in IGM. Units of
seconds. Present,value = 15 seconds. ‘

ICHECK - program mode selection switch. If 1 then a deterministic run is
made; 2 the full nonlinear state estimator is employed; 3 the
passenger mode is run.



59

XINTL (entry statement) - located near the end of FILTER subroutine.

Used to initialize X(k+1/k+1) by adding the
offset vector, XOFFST.

COVRNC (entry statement) - located near the end of FILTER subroutine.
Used to initialize the state covariance matrix.

Only diagonal elements are initially defined.
Since the diagonal entries represent variances,

2

012 > 032 have units of meter® and 042 > 062

of (meter‘/second)2 Present values are
2 a2 ]08 2+ 2 _ ]06
] U] U3 s 04 06 . .
QMATX (entry statement) - located near the end of FILTER subroutine. Used

to initialize the process noise covariance matrix
Q. Only diagonal elements are defined. Units

of meter2 and (meter/second)z. Present values ¢/

012 > 062 = 2500.0.

RT - terminal radius scalar from the center of the Earth at end-of-bursm.
Units of meters. Present value = 6,695,842.0 meters. :

VT - terminal velocity scalar at end-of-burn. Units of meters/second.
Present value = 83€i.4 meters/second.

desired terminal flight path ang]e Units of degrees. Present

THT - vy
!1u = 1.254 degrees.

P02 - semi-latus rectum of orbit the burn is to inject Space Tug into.
Units of meters. Present value = 7,858,094.0 meters.

E2 - eccentricity of orbit at end-of-burn. Unitless. Present value =
.17547. e

ARGPER - argument of the perigee (of the orbit at end-of-burn). Units
of degrees. Present value = 180.689 degrees.

DINCL - inclination df the desired burn orbit. Units of degrees. Present
value = 29 28 degrees. :

DNODE - longitude of the ascend1ng node of the deswred burn orb1t Units
of degrees. Present value = 99.4 degrees

TGB'- initial estimafe of time—td¥go in the burn. Units of seconds. Pre-
sent value = 242.3 seconds. : :

RANT - range angle for burn orbit. Units of degrees. Present value =
. 171.028 degrees. i e
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WDROP - mass flow rate of the fuel during the burn. Results in a decrease

in Space Tug weight.

RMATX (entry statement) - located, near the end of FILTER subroutine.
Initializes the measurement noise covariance
matrix R. Only diagonal elements are defined.

During burn, units are oy > O3 metersz,
042 > 062 (meters/second)z. Present values are

2 2 _
o +06 = 10.0.

RCOAST (entry statement) - Tocated near the end of FILTER subroutine.
Initializes the measurement noise covariance
matrix R during the Coast phase. Only diagonal
elements are defined. Unitless. Present values

are 012 -+ 032 = 10'4.

TCOAST - is a replacement method for use as an ignition equation. It is
the time the coast is to end. Physically this is to be accomplished
by comparing rangle angle measurements. Units of seconds.
Present value = 0.0 (start off with a burn).



III. FLIGHT DYNAMICS OF SPACE TUG
AND THE NAVIGATION SYSTEM

In this chapter the basic dynamical equation considerations are
investigated and the general nonlinear dynamics of the Space Tug in
powered and unpowered flight are developed. The equations and derivations
tacitly assume that the vehicle is a point mass. At this point only the
3 degree-of-freedom translational problem is considered, although an
inertial platform with provisions for an attitude control system

package are included in GSP.

A. Problem Formulation

The basic dynamics of the Space Tug flight problem arise from

Newtonian force considerations, i.e.

F = ma ‘ (I11-1)

For the Tug, assuming solar pressure is negligible, gravity and drag are
the only external force terms actfng on the vehicle. The gravity model
employed was a Sth"order polynomial approximation used on the Saturn V
Apollo flights [9]. The guidance law is a modified version of IGM,
whith was also uSed in the Apollo program. It is a practical form of a
minimum fuel optimal control Taw with internal terminal bosition and
veloéity rendezvous control. A basic flow chart of the computational

operation of IGM was given in Figure II-2,

61



62

Under the previous conditions then, the system dynamics may be

written in a fixed, dextral, orthogonal, cartesian frame as

X T/m DCX + Xg + Xd
Y| = |/m bcy + Vg + Y (111-2)
| Z ] T/m DCZ + Zg + Zd_
where
DCX
DCY engine gimball angle direction cosines
DCZ

_ . ' O . ' t t
DCX = C]] sin Xp cos Xy + C]2‘51" Xy + C]3 cos Xp cos Xy

y

- : | ' : ] 1 -
DCY = C2] sin Xp cos Xy + C22 sin Xy + C23 cos Xp Cos

DCZ = C3] sin x! cos ' + C32 sin x} + C33 cos x.

p y p €05 Xy

Xp = engine pitch burn angle; in radians.
Xy = engine yaw burn angle; in radians.
Cij = elements of inverse rotation matirx (K']) -

T = vehicle thrust, in pounds.

g,‘Vg, ig = accelerations dge to gravity in cartesian coord1nates,
units of ft/sec :

m = vehicle mass; units of weight/gravity

For analysis purposes the vehicle thrust is assumed constant, although
in practice a stochastic thrust variation can be expected. The vehicle

mass is assumed time-varying with a constant mass flow rate due to fuel
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expendituke, although, again, in practice a certain amount of random
variafipn can be expected.

In order to develop a state estimator, (III-2) must be expressed
in terms of state equations. Since (III-2) represents 3 second-order
systems, a sixth order state vector results. Since the direction
cosines, gravity, and drag terms are nonlinear fuhctions of X, Y, Z,
i, 9, Z the overall state equations for (III-2) can be written in the

general form
%= £(X) (111-3)
where

X' = (XYZXV2

f = nonlinear dynamic vector

A discrete form of extended Kalman fi]tering is to be used to process
the on-board data to obtain the state estimatés for the guidance law,
on-board gravity and drag models. For real-time operation this requires
the use of a set ofkljgggg} discrete equations_whicﬁ approximate (III-3),
at least over a short time interval. | |

To obtain the linearized equations, the function Vector X(t + at),
represénting é propogation disturBance, is éxbanded 1ﬁ a Taylor series
about the operating point th)L Such an apbroach was used by Mehra [10]
for a nonlinear tracking problem for'an'Eéfth re-entry vehicle acted upén
by gravity and;drag fokées. Results obtaihéd"by such an expahsion are

- . 2 | S

X(t + at) = X(t) + 5%}2 +X &+ H0T. o (1I1-4)
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where H.0.T. represents the higher order partial derivative terms.

Using
(k) to represent time (t) and (k + 1) to represent time (t + At), (III-4)
can be written as

X(k + 1) = X(k) + X(K)at + :ii;,?jl s2 + n(k) (111-5)

where n(k) is a random noise vector which is to represent a lumping of

the H.0.T. of (III-4). But

k(k) = £(x(k))

(111-6)
and

- f(X(k)) (111-7)
k

Using (II1-6) and (III-7) with (III-5) results in

Ak + 1) = X(k) + [A(X) 55+ 10 £(X(K) at + n(k)

(I11-8)
where
of
A(X) = =y » the Jacobian matrix.
Defining the state transition matrix as
sk + 1, k) = AX) §E+ 1 (111-9)

then (111-8) becomes
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X(k + 1) = X(k) + o(k + 1, k)[f(X)at] + n(k) (I11-10)

Note that f(X)at represents an estimate of the change in the state vector
X over the time period At since f represents the derivative vector of X,
as noted in (III-6).

The actual analytical computation'of A(X) is extraordinarily complex
and will not be given here due to the length. In Appendix A is detailed
the analysis and substitution approach used to compute the partial
derivatives in A(X), and an Addendum is available listing all the partial

derivatives. The form, however, is straightforward and is given below

—
0 0 01 00
0 0 0 01 0
0 0 00 01
] o aX.) [ 3X o, |
aCX T, g, "d apex T, g, df
[ oX T m T aX T TeX] [ 3Y  m 3y Y
A = - . e - - . o - (III_]O)
aY, oY aY ay
Y T, g, d abeY T, g, dp oo
EIRT R S oY T m T eV T Y
ez 1, % ) ez 1, %, o
aX m aX 58X | oY m aY ) R
L —

@(k+1,‘k)=(1+A%—

At = propogation time

Similar to the dynamics in (III-3) there is a set of measurement

observation equations to be considered. These are of the form

Z(k + 1) = h(X(k + 1)) | (111-11)
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where
Z(k) is the actual measurement at time k

h(X) is the nonlinear vector relationship between the state
vector X and the observation. It is assumed there are no
dynamics involved in this operation.

Equation (III-11) can be expanded in a Taylor series and be placed in

the form

Z(k + 1) = Z(k) + H(k + 1) CX(k+ 1) vk + 1) (111-12)
X(k + 1)

where

H(k + 1) is the linearized Jacobian-type matrix of partial
derivatives
v(k + 1) represents the random round-off effect plus general
noise in the actual measurement process.
The actual form of H depends on whether the Tug is in the burn or coast
mode. Details on the measukement process are covered in Chapter IV.
Using (I1I-9) and (III-12), a basic linear state estimation process

can be formulated [11, 12] as follows:

Basic dynamics:
X(k + 1) = £(%(k))
One step propogation:

K(k + 1/k) = X(k/K) + ok + 1, k) £(R(k/k))at (111-13)
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where: the ~ refers to estimated information
Measurement:
Z(k + 1) = Z(k) + HX(k + 1) + v(k + 1)
Estimated measurement:
2(k + 1/k) = Z(k) + HX(k + 1/K)
Measurement residual:
Z(k +1/k) = Z(k + 1) = Z(k + 1/k)
State covariance matrix one-step propogation:
Pk + 1/k) = ok + 1, KIP(k/K)o' (k + 1, k) + Q(k)
where
P(k/k) = E{X(k) X(0)T}
X = X(k) - X(k/K)

Q(k) = E {g(k) g(k)T} process noise covariance
matrix

State estimator measurement weighting matrix:
oy T T -1
K(k + 1) = P(k + 1/k)H [HP(k + 1/k)H  + R(k + 1)]
where

R(k+1) =E {!(k + 1) v(k + I)T} ~ measurement error
‘- covariance matrix

(111-14)

(I11-15)

(I11-16)

(111-17)

(I111-18)

(111-19)

(111-20)

- (11r-2n)

(III-ZZ)
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Filtered state covariance matrix:

P(k + 1/k + 1) = [T - K(k + 1)HIP(k + 1/k) (111-23)

kY

These filter equations are then iterated along with the process dynamics
so as to obtain an on-line optimal estimate of the states for the guidance
law and the drag and gravity models. The overall equations of flight

are similar to those in [13].

B. Simplifications of Partial Derivative Computations

~ 0f considerable interest with the development of GSP is the reduction
of computation burden imposed upon the implementable navigation system.
In particular, the large number of intermediate ca]cu]ations required
for the partial derivatives in o(k + 1, k) and H(k + 1) suggest some sort
of sensitivity and/or simulation analysis. Upon original comp]etionlof
the IGM and measurement partials, a study was undertaken to determine ‘
which computations could be easily eliminated without noticeable degrada-
tion in tracking accuracy. First, a number of the final parameter cal-
culations in IGM such ava]-K4 were set to zero. Results were very- good
in that very 11tt1e noticeable degradation of tracking accuracy resulted.
A number of other terms*were'investigéted but most proved to be too
sensitive when widely varying mission profiles were considered. Partials
neak the end of iGM‘are the ones which it is desired to eliminate, for
by eliminating them, many intermediate computations (of which there are
many) can be avoided.

A detailed investigation of this area of sfudy is reported in

Chapter V. The importance of this work is great, for it is only if a
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simplified set of calculations requiring a minimum amount of storage are
available and can be processed in "real time" (with respect 10 guidance

calculations) that a practical navigation package can be used on-board

with the Space Tug.

C. Simulator Flight Modes

Figure III-1 represents the concept of the position tracking errors
during the burn phase of the flight. Té and Te correspond to the actual
trajectory of the flight and the estimated trajectory of the flight
respectively, while Td represents a desired or nominal trajectory from
deterministic considerations. This nominal trajectory was obtained by
using perfect data in the simulation model. Ta and Te are both corrupted
by noise due to inherent inaccuracies in the measurement system and
propagation calculations. Also note that while T3 and Td originate at
the same point, Te is initially offset to represent the incomplete
knowledge of the initial state vector value.

Dyring the’initial phase of the burn, Te and Ta tracked the nominal
trajectory while staying ré]atively close to one ahothef. Te and Ta

remaining close results in a small normed position error, given by

X1 = D) = 1,012 + Ty () - ¥ (0017

a (111-24)
+ [Z,(t) - Z,(t)]

t=1t

where t' is any instant of tiie.
Equation (II1I-24) is noted to be time variant and is never expected

to be zero owing to the fluctuating nature of Te and Ta as the flight
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progresses in time. The actual state position vector, [Xa(t), Ya(t),
Za(t)]. and the estimated state position vector, [Xe(t), Ye(t), Ze(t)],
are both in ECLC.

Figure III-1 also shows the desired, actual, and estimated intercept
points, A, B, and C respectively, after the burn phase, evaluated at
t = tend burn®  Note that even though the normed error is "small", this
does not guarantee that the actual intercept point, B, is close to the
desired intercept point, A. However, this error is the only information
available during an actual flight. For this reason, the flight is broken
down to three "burn-coast" phases in order to minimize the error between
the desired end point and the actual end point.

Since the desired goal is not to follow the desired trajectory
exactly, but to reach the terminal point with minimum fuel cost, it is
intuitive that one should try to keep the normed error “small" and there-

fore keep the terminal error between A and B small.
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Diagnostic Case - Perfect Data
— - - —Actual Flight States; Noisy
— - —Estimated Flight States; Noisy

AZ

Offset ;///// XY Zin ECLC

A = Desired Intercept Point After Burn
B = Actual " " " "
C = Estimated " " " "

I = (Xa(t), ya(t)’ Za(t));
B m— i —— (Xe(t), .Ye(t), Ze(t))

Figure III-1. FLIGHT PROBLEM UNDER STUDY
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IV. MEASUREMENT SYSTEM

In this chapter is presented the details and derivations of the
observation system used at present for the on-board inertial guidance
system for the Space Tug. The development of the measurement equations
relating the states to the actual measurements are presented, along with
the appropriate partial derivative calculations for the development of

H(k + 1).

A. Development of Observation Equations

As in all Kalman filtering schemes, there must be at least one
measurement taken for implementation in the filter. These measurements,
while they may not be actual states, should be able to be manipulated
to yield state information, and they must be causally related to the
states. How many and what kind of measurements to be taken plays an
integral part of any state estimation program.

Actually, the measurements are not used in their raw form but rather

are used to make up the "measurement residual". In equation form,
1=1-1 (1v-1)
where i_= measurement residual
Z = actual measurements
2_: predicted measurements
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The development of the predicted measurements, which parallels closely
that of the actual measurements will be discussed later.

The measurement system can best be discussed if divided into two
areas, (1) the burn and (2) the coast phases of the flight. Each
makes use of different numbers and types of measurements.

During the burn, strapdown accelerometers are used to obtain the
actual measurements. These devices measure accelerations along the
three principal axes of the tug centered coordinate system. The

governing equations are:

z(1) = SEx vy
2(2) = iiy +, , (1v-2)
2(3) = X, + v, _
where ix’ ﬁy, iz = 2cce1eratiods along the three principal axes of the
ug centered system
Yxf yy, Y, = noise

Before being used, these measurements must be transformed into Earth
Centered Launch Coordinates. A description of the different coordinate
systems and the rotations required between them will be inen in the
discussion of the coast phase measurement scheme.

As is often the case, the states are not measurgg directly. There--
s

fore, they must be reconstructed from the available measurements, i.e. o
the measurement must be transformed into the ‘state estimate. During the
burn, the state estimates are obtained by integrating each accelerometer

measurement. ‘ e -
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t . N
XAVAIL =/(; (X + y)dt + XO (1v-3)
t .
Yavare = [, Gavarc)ét + Xo (1V-4)
where zAVAIL = available velocity measurement

KAVAIL = available position measurement

~

~

XO, 50 = available initial condition estimates

Since the integration yields only the incremental change in the

50 and 50

itself presents a probiem as only the estimates for these quantities

state value, the initial conditions, , must be added. This in
are available.

The dependence on previous estimates in the current measurements is
a totally undesirable situation that for the moment must be tolerated.
It in fact violates the Kalman filter assumption that the measurements
must be independent of one another. A further discussion of the problem
of these indirect measurements w%]] be given at the end of this chapter.

Because the accelerometers no Tonger give useful information, the
coast phase must make use of a completely different measurement scheme.
Instead o¥ state measurements, only indirect positional data can be
obtained using devices to measure angles between the tug and various
~ reference points. The basic geometry of the coast measurements is shown
in Figure IV-1, where BBT’ BET’ and BEB are mg?fured in stér tracker
coordinates [14].

Tﬂg desired vector in the corfiguration is BEB‘ To find it, however,

will require some knowledge of all three vectors.
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SUN

-~ Figure IV-1. CELESTIAL GEQOMETRY
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Even though all of the measurements are taken in the same coordinates,
they must be transformed to Earth Centered Launch Coordinates to be used
in the filter. This is accomplished by a series of coordinate rotations.

There are four basic rotations needed to transform the information
in successive stages between the five coordinate systems used. In
addition, all but one will be time-varying. The first coordinate system
is the one in which the measurements are actually taken, the star-
tracker coordinates [15, 16]. The second coordinate system is centered
at the platform upon which the measurement devices are mounted. As the
vehicle flies, the measurement devices must be able to move to remain
sighted on the proper object. Since the platform is in a fixed position,
this rotation will be time-varying. Next comes a fixed rotation from
the platform to a tug centered system. The three axes of this system
coincide with the three principal axes of the tug. This rotation accounts
for the fact that the axes of the platform system are not aligned with
those of the tug centered system. From there, the measurements must
be rotated through the Euler angles, ¥, 6, and ¢, to an earth centered
inertial sxstem; The final rotation puts the measurements into Earth
Centered Launch Coordinates (ECLC) [17, 18]. In this coordinate system
X points along the negative gravity vector at thek1éuhch size, Z points
downrange,kand Y comp]eteéhthe right-handed, Cartesian set.

The rotations can be lumped together into the following matrices:

X‘TRAC’KER = [a][B][R]

[AIX, | (v-5)
SYSTEM
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where a = measurement device to platform rotation
g = platform to tug centered rotation
R = tug centered to inertial earth rotation (contains the Euler
angles)
A = inertial earth to ECLC rotation

For the problem at present, the measurement system will consist of
rigidly mounted devices whose reference axes coincide with those of the
tug centered system. Thus, the first two rotations are no longer required,
and o and g become identity matrices.

The rotation to the inertial earth frame is really three separate
rotations involving the three coordinate axes. For purposes of this
study, it will be assumed that a 2-3-1 rotation sequence should be used.

The matrices needed to carry out the rotations are given below.

- -

coS 6 0 -sin 8
Ry, = 0 1 0 (1V-6)
Lsin 0 0 cos ¢ | '
[ cos v sin vy 0 ) , ; o
Ry = [-sin ¥ cos ¥ 0 2 (1v-7)
o 0 1 :
1 0 0
R, = |0 cos & sin ¢ - (1V-8)
0 -sin ¢ CoS ¢

4

where R, corresponds to rotation 2, R, to 3, and R, to rotation 1.

¢
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A 2-3-1 rotation requires that the matrices be multiplied in reverse
order, i.e., 1-3-2. Performing the indicated multiplication yields the

following matrix

cos ¥ sin vy
~-Cc0S ¢ Sin ¥ cos 8 + sin ¢ sin v COS ¢ COS ¥
sin ¥ cos 6 sin ¢ + cos ¢ sin 6 -sin ¢ cos V¥
-sin 8 cos ¥
CoS ¢ Sin ¥ sin 6 + sin ¢ cos 6 (1v-9)

-sin ¢ sin ¥ sin © + cos ¢ cos @

The final qgtation to Earth Centered Launch Coordinates is carried
out through the elevation angle, K and the azimuth angle, Az, as shown

in Figure IV-2. The two rotation matrices required are shown below

-cos ¢L sin ¢L 0
R¢L = l-sin o cos ¢, 0 % (1v-10)
0 0 1
. -
1 0 0]
RAZ = 1o sin A, -Ccos AZ . (Iv-11)
_O coSs AZ‘ sin AL

Multiplying the matrices in the order shown yields the proper matrix

denoted by A in (IV-5)
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Figure IV-2. DEFINITION OF oL AND AZ
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" cos 9 sin ¢ sin A, -sin ¢ cos AZ‘
A = |-sin oL cos ¢, sin Az -C0s ¢, cos AZ (Iv-12)
! 0 cos Az sin AZ )

Premultiplying (IV-12) by (IV-9) yields the total rotation matrix, 7!

;}



cgijw COS 8 COS 8

-sin ¢L sin ¥

-cos ¢ sin ¥ cos @
cos ¢L + sin ¢ sin ¢
cos ¢L - sin ¢L cos ¢

cos V¥

cos ¢ sin ¥ cos ©
sin ¢ + cos ¢L cos ¢
sin 8 + sin oL sin ¢

cos Y

S

cos ¥ cos 8 sin oL
sin Az sin ¥ tos ¢, sin AZ

-COS AZ sin 8 cos ¥

-C0S ¢ Sin ¥ cos O sin oL sin AZ

+ sin ¢, sin AZ sin ¢ sin 6 +
1S

€OS ¢ COS ¥ COS ¢ sin AZ

+ cos AZ cos ¢ sin ¥ sin @

+ cos Az sin ¢ cos ©

sin oL sin AZ sin ¥ c6S 6 sin ¢
+ cos ¢ sin o sin ¢L sin AZ

- $in ¢ €O03 Y cos oL sin AZ

- sin ¢ sin ¥ cos AZ

+ Ccos ¢ COS 6 cos Az

-C0S ¥ cos 6 sin oL
cos AZ - sin ¥ cos ¢,

cos AZ - sin AZ sin 8 cos V¥

- sin oL cos Ai Ccos ¢ sin ¥ cos o
- sin ¢, cos Az sin ¢ sin o

- COs ¢ cos Az COS ¢ COS V¥

+ cos ¢ sin ¥ sin o sin AZ

+ sin AZ sin ¢ cos 6

- sin ¥ cos 8 sin ¢ sin ¢, cos Az
- sin ¢L cos AZ cos ¢ sin @

+ sin ¢ cos ¥ cos ¢, cos Az

- sin Az sin ¢ sin ¥ sin o

+ C0S ¢ coS 6 sin Az

(Iv-13)

L8
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Having defined T], (IV-5) can be rewritten

1

Xrracker = 7 XecLc (1v-14)

SYSTEM

From Figure (IV-1), it can be seen that

= - IV-15

Rgt = Rer - Rep (1v-15)
Writing BBT in its major components yields

BBT = XBTI + YBTJ + ZBTK (1v-16)

where f, 3, k are the unit vectors of the star tracker system.
These unit vectors are related to the Earth Centered Launch

Coordinates by the transformation described above. In equation form

>

-l

(Iv-17)

PR Cad> i)
il
—

x>

A ~

where %, J, k are the unit vectors in ECLC.

By using the relationship in (IV-17), the elements of Rgy can

further be expanded as

Xpr = Y17 0Xpy - Xggd + to0¥pp - Yepl + ty3lZpp - Zggl  (1V-18)

Yoy = to10Xpr - Xggl * topl¥pp = Vgl + toalZpy - Zgg] (1v-19)

Zpr = t330Xpy = Xggl *+ tgolVer - Yepl + t33lZpy - Zgpl (1v-20)
- where the tij'S are elements of the transformation mafrix T]

XET’ YET’ ZET are the components of BET <

XEB’ YEB’ ZEB are the components of BEB
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The calculation of XET’ YET’ and ZET’ the earth to sun coordinates,
will be shown later after a discussion of the measurement hardware.

The three measurement deVices used during the coast are the horizon
sensor, the star tracker, and the sun seeker. Each device contributes
at least one non-redundant angle measurement to be used to compute a
position fix.

The horizon sensor measurement is shown in Figure I-2.

Defining 23 = ¢sc ¢ yields

~N
]

3 ‘R/re (1v-21)

n

where re radius of the earth

. |
) A 2
R "WEB FYeg * Zgg

Since L is known, by measuring ¢, R can be computéd. Thus the

horizon sensor is used mainly to obtain a radius fix.

The sun seeker and star tracker provide essentially the same angle
measurements. The only difference is the actual object sighted upon,
either the sﬁn or a star. The data is manipulated in the same way,
i.e., the same transformations are used. Only the sun seeker will be
shown here.

The sun seeker provides the additional two angles, elevation and
azimuth, necessary to reconstruct the position vector in the filter.
Togéther with the angle measurement from the horizon sensor, they make
up the measurement vector. The angles that are measured are shown in
Figure I-3, where o is the azimuth angle and g is the elevation angle.

Letting Z] = CO0S a |

(1v-22)
22 = C0S B
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yields
X
7. = BT ___ (1v-23)
1 2 21
&T * Ypr
2 2
Ko™ + ¥

2 2 2!
JXBT ¥yt gy

In summary, the measurement vector during the burn is
2k +1)=[xvz xv27 3 (1v-25)
and during the éoast it is
Z(k + 1) = [cos a« €OS B cSC ¢]T (Iv-26)

It should be rememberéd that the measurement vector is not composed
of the actua1‘hardware measurements but, rather, quantities derived from
them in a manher previously discussed. To review, the actual measure-
ments during the burn are accelerations while during the coast they
are the angles themselves and not the trigonometric functions of them.

Returning now to the previous discussion, the components of the

earth to sun vector, BET’ are generated by using Kepler's equation

n(t -T) =E -esinE (1v-27)
where n = mean daily motion of the earth

E = eccentric anomaly

e = eccentricity
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T

time of pericenter passage

t

running time variable
An examination of equations (IV-18)-(IV-20) will show that the

measurements are now in terms of the desired states, X Y

e> Yes’ 2Md Zgps
with only those states as unknowns. This is the desired configuration
for use in the filter.

An expression for the predicted measurement, which was mentioned
at the outset of this section, can now be obtained. This predicted
measurement is, as one would think, the value of ihe measurement at time

k + 1 based on the predicted state at time k + 1 given data through time

k. In equation form,

Z(k + 1/k) = H(k + 1)X(k + 1/k) + E[¥(k + 1)] (1v-28)

a

where Z(k + 1/k)
X(k + 1/k)

predicted measurement

predicted state at time k + 1 based on data through
time k

E[V(k + 1)] = expecte? value of the measurement noise (assumed
’ : to be 0

B. DEVELOPMENT OF H(k + 1)

In this section the measurement equation approach of the last
section is used to develop the measurement matrix, H, which is required
in the state estimation process. The detailed partial derivative

computations are fully explained so that a clear understanding of the

H

¥

approach utilized may be obtained.
F{k + 1) is the matrix that relates the measurements to the states,

i.e., it transforms the state vector into a set of measurements. It is
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of dimension m x n where m is the number of measurements and n is the
number of states.

The derivation of the H(k + 1) matrix can now be shown in light of
the recent insight into the measurement system's operation. During the
burn phase, the calculation of H(k + 1) is a simple matter. Since the
elements of the measurement vector are states, the predicted measurement
vector must also be the predicted states. Therefore, 2(k + 1/k) equals

X(k + 1/k) and from equation (IV-28), H(k + 1) must be the identity matrix

ol -

1 0 00 00O
01 000 O
001 00O
H(k + ]) = = 16 (IV'ZQ)
0 00100 : »
0 000 10O <7
0 000 0 1]

During the coast, however, the calculation ¢f H(k + 1) is not so
direct. The measurement vector in this casz consists ni the cosines or
cosecants of the angles sighted by the horizon sensor and sun seeker (star
tracker). Some means must be found to transfer the predicted states into
the set of predicted measurements.

The first Step is to recall the fact that given equations (IV-18)-
(IV-20) and using Kepler's equation to generate Xers YEpo and,ZET, the
measurements are now in terms of thé'states with only those states as
unknowns. One approximation for the predictgd measurements can be obtained

by expanding the expression forlz(k + 1/k) in a Taylor series yielding
~ -
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3Z(k) " .
Z(k+1/k) = Z(k) + =X {X(k+1/k)=-X(k/k))+H.0.T.
= = X(k+1/k) ’
where H.0.T. are the second and higher order terms hereafter neglected

as insignificant

zjk) = pkedicted measurement at time k
Thus. the predicted measurement will be of the form

‘ZNEW = ZOLD + AL (1v-31)

Relating (IV-28) to (IV-30), it can be seen that

A

oZ(k)

Hik + 1) = X (1v-32)

Performihg the indicated partial derivatives on (IV-21), (IV-23), and
(Iv-24) yields

(1v-30)

aZ, X Y aX 3 3/2
1 gt 2 : BT BT 2 2
X" o gr * Yar) ‘xmém X *%Tax)om f%r)
(1v-33)
52, aX - aX 3y 3/2
8Ly Mg o 2 7 Xgr BT 2 2
v - 5y Xgr *¥erl - XBT(%BT vt Vet oy ) (XBT + Ypr )
(1V-34)
52,  aX Y | 3y 3/2
TR 2 gy BT 2 2
37 -5z Mpr *Yer ! - XBT(}BT ~z ¥ Y1 3z ) (fBT *+ Ypr )
(1V-35)
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oL _ony oy
sk oY a2
3 *Vgr
‘ BT
9 [Xpr 7x_* Vet 5
3% , =
, 2 2 2 2 2
'&BT * Yot WBT *¥gr * g
3 3y ¥Zg;
Xpr ¥pr
| Xpr 5 * Yer Bx * Zet ) g +YBT) (1V-36)
| > 377
2 2
(Xgp™ + Ygr + Z)
aX
. pr BRgy
22, Ugr =y * Vpr v
Y| :
2 7 7 o 2 2
JXBT * Ypr J’TBT * ¥yt Ipy
aXBT | gy 3Zp7 5 %_1
1%y v * Vet Bv- +2st ) (g * V) (1v-37)
3/
2 2 2
(Xgr™ + Ygr + Zgr)
3X 3y
BT BT
8, (Xgr 57 * Y 57)
5
2 ? 2 2 2
JXBT * Vgt -WBT tYer * lgr
[ 3 oo L
Xpr g BT 2 2k
| Mgy =z * Yer 57 * Zpr 57 e * Var) (1v-38)
~ 372
2 ., 2 2 | |
(Xgr™ + Ypr * Zgy )
02, Wy My
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3
aX r
e 2 2 2.
\IXBT *¥pr * gy
ayY r
: e 2 2 2
\IXBT *Ygr * Iy
23 _ 1 ZB1
Y4 r
e 2 2 2
| 'JXBT *¥er * gy
iy 9y Al .

Putting (IV-33) over a common denominator

¥Xgy B¥gr
Y - (Xgr” + Ygr) - BT(XBT + Vg1 35
5%
2 2,3/2
(Xgr~ + Ypr')
aX aX , aX Yy
2 %gr 2 pr 2 ¥y Ay
e el  Yore ahe - Yy - Xpr'BT 5X
2 ., 2,92
(Xgr™ + Ypr')
X oY
2 gy g1
_Yer ax ~ *er'er 3K
) 5 372
(Xgr” + Ygr°)

From (IV-18) and (IV-19)

(Iv-39)

(1v-40)

(1v-41)

(1v-42)

(Iv-43)

(Iv-44)
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aX
BT _
-x = "t (1v-45)
3Y
BT _
= =ty (Iv-46)
Substituting (IV-45) and (IV-46) into (IV-44)
52+ Xow Yor tog - Yoil t
1 _ %gr Yer t21 - Yar Y (1v-47)
3% ” 5 3/2
(Xgr~ + Ygr )

Using the same manipulations (IV-34) and (IV-35) can be written

87, Yo l p1 Xoo Yo 18 :
3V Z > 372 ,
(Xgr™ + Ygr')
32, Yol g1 Xow Y pr
57 ) 5372
(Xgy™ + Ypr°)
From (IV-18) and (IV-19)
3X o
BT _ | |
=t | - (1v-50)
BT _ _ _
=z - hs | - (1V-51)
oYpt

Tt | (1v-52)
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3Y
BgT - -t (Iv-53)

Substituting (IV-50)-(IV-53) into (IV-48) and (IV-49)

| | ,
3y Yy X7 BT - Y12 Yar (1v-50)
3Y ” 5 372
(Xgr™ + Ygr')
32y ton Xoo Yoo - t.. Y. 2
57 » > 372
(Xgr™ + Ygr7)
Putting (IV-36) over a common denominator
aX -
BT 2
8 (Xgr =%+ Var > )(XBT f Yer * Zg)
5% T 532
2 2% 2 2
(Xgr~ * Ygr)  (Xgr® + Ygr° + Zr")
aX oY 9 v
2 2 gy gy 57
- W%gr" + Yar ) (Xgr 5%~ + Yar 5x * %1 3¢ ) (1V-56)
L2 2 % 2 2 232
(Kgp™ + Ypr)  (Xgp™ * Ygr™ + Zgg")
Expanding the numerator and cancelling terms
aX 3X aX aY
3 g1 2 gy 2 gy 2 Vg1
%17 ox * Xt Yer Tox *Xer Zer ox * Vet Xar ax
aY 3Y, - 3 3y
. 3% 2% 3 o2, ¥Mpr i
* Vg1 x t YBT,ZBT X~ %1 Sx ~ Xer YBT X (1v-57)
S X 5Y oz,
2., g1 2 gt 3 %' 2 BT
Xa1 Zgr 3x - YBT X - Y1 3% - Yar ¢

BT 23X BT oX
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Combining (IV-56) and (IV-57)

3X 3 32

3Xgr BT 2 2 BT

8,  UDhgr =y * ey x 3%r1 - Vet * Yt JZBT B (1v-58)

aX 2 2’ 2 2 2,3/2
(Xgr™ + Ygr ) (Xgy + Ygr + Zgr)

From (IV-20)
3Z
BT _
X7 (1v-59)

Combining (IV-45), (IV-46), (IV-58), and (IV-59) yields

; .
© -ty Xgr - BT)ZBT + (XBT Ypr )Zp7(t3;) (1v-60)
ax 372

(XBT + YBT ) (Xgp + Ypr *+ Zgy)

By analagous reasoning (IV-37) and (IV-38) can be written

2 Y4

3X o¥gr
aXpr 2., Oy
82, (Xgr 5y * Vpr 251 - Ugr” + Ygr' )Zgr —y- (1v-61)
(Kgr™ + Ygr ) (Xgp * Vpr + Zgr')
3X - 32
| g1 2 2., gy
oy  (Xgr =7 * Yoy = )Z ? - g * Ygr Vg o (1v-62)
3z 2 2% 2 2,3/2
(Xgr™ + Ygr') (XBT +Ypr * Zgr) |
From (IV-20)
32 | |
gy _
S 7t , (1v-63)
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_ﬁ_ = -t33 (IV-64)

Substituting (IV-50)-(IV-53), (Iv-63), (IV-64) into (IV-61) and
(1v-62)

2 2 ., 2
02y _ [-typkgr=top¥prlipr” - (Xgr + Vgr )tp)Zpy (1V-65)
aY 2 2% 2 2 2,3/2
(Xgr™ + Ygr')  (Xgy™ + Ypy© + Zgr')

3z [ty Xpe=toaYorlZ 2 _ (X 2 4y 2)(t )Z

2 _ [-t13%pr7 23 81 et BT * 'pr ){t33/p7 (1V-66)
8z 2 . 2% 2 2 2,3/2

(Xgr™ + Ygr ) gy + Ygp * Zgr)

A1l of the partial derivatives that are necessary to implement
H(k + 1) in the filter have now been derived.

Expanding equation (IV-32)

'az] 623 ]
5% X x o 0 0

32y 9L, 3l |
H(k + 1) = 5V Y 5y 0o 0 0 - (Iv-67)
52 ¥4 Y4 .
1 2 3 .
57 2 33 0 0 0

- -

An examination of the H(k + 1) matrix, or the partiaT derivatives,
will reveal a problem peculiar to the coast phase. All the partia}
derivatives with respect to the velocities are zero, indicating that
the measurements have yielded no ve]ocity»infdrmation‘ In other words,

no velocity measurements, either direct or indirect, have been taken.
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Thus, the accurécy of the ve]ocities‘re1y solely on the accuracy of the
partial derivatives from the dynamics.

The concept of direct and indirect measurements, which was mentioned
briefly in the preceedihg paragraphs, deserveé some consideration.
Actually the concept is self-explanatory; it is its effect on the state
estimator that is of interest here. A direct measurement is one in
which the measurements are directly related to the actual states. A
single transformation matrix would at most be required to transform the
data into a usable form for the filter. An indirect ﬁeasurement means
that no such direct state information is available. The value of the
state measurements must be inferred from a combination of the present
measurements, past measurements, and an initial estimate. An’examination
of equations (IV—3), (IV-4),vand (IV-16) shows that, because of the
jnitial conditions contained therein, all of the measurements are
indirect ones. |

The effect of indirect measurement on the normed error can be seen
without much difficulty. If at the start of a cycle, either burn or
coast, the initial conditions are in error, then the predicteduand actual
measurement will also be wrong by at least the amount of error in the
inifial conditions. Of course, any errors introduced by the measurement
system itself will only add tb the overall error. Since the initial
‘conditions for the (k + 1)5t measurements arenthe measurements at fime
k, each measurement will contain the initial error. Thus, under these
constraints, the best that a filtering scheme can do is to prevent the

growth of the error. It appears that it cannot'be completely eliminated.
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C. System Observability

‘Having designed the measurement system, there must be an assurance
that this system will be of use. This assurance comes from considering
the observability of the system, that is, whether or not the desired
states can be inferred by observing the output of the system. A
necessary end sufficient condition for the system to be observable is that

the n x mn matrix -

T

[H] T 2,7

CRHT: RHT . L EnTy (1V-68)

has rank n.

In equation (IV-68)

n = order of the system (6)
H = observation matrix defined in this section
F = state transition matrix defined in Chapter II

Performing the indicated multiplication fbr the H matrix used
during the burn will yield a 6 x 36 matrix. To see if its rank is the
necessary 6, it is postmu]tip]ied by its transpose and the determinant of ;
the resulting 6 x 6 matrix is found. For the system to be obéervab]e,
this determinant must be non-zero. The procedﬁre for the coast phase is
essentially the same with the exception thai application of (IV-68) wi]T' j
xiéld”a'B x 18 matrix. The results of this test showed that, for both
vphases, the determinant is non-zero and thus the‘systém is observéb]e;
Simply because the sysfeﬁ is obéervab]e at dne point in thezflight
does not mean that it will always be so. This is due to the tihe-varYing

nature of both the F and H matrices. Therefore, the obServabi1itx;
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condition must be checked at each state update. Thus far, no problem
with a non-observable system has been encountered at any stage of the

flight. -

D. Propagation Time Considerations

The effect of AT, the propagation time, on the measurement system
will be the final topic considered in this section. The value of AT
during the coast is not a very critical factor because of the slowly
varying nature of the measurements. The effect during the burn, however,
while arising due to a rather subtle reason, is much more marked.

The reason lies in the measurement devices themselves. The
accelerometers measure on-board accelerations only, those provided by the
engine. The acceleration due to gravity, which is a function only of
position, must be added. As will be recalled from the chapter dealing
with the vehicle dynamics, the accuracy of the value obtained from the
gravity model is a direct function of the propagation time. Thus the

proper choice of AT is necessary to achieve accurate measurement results.

£. QOther Measurement Teckniques

- The burn and coast measurement combinations are hqt'the only ones

- possible or even contemplated. Some of the other possibilities include
electron beam imagers [19], landmark tracking [20], tracking and data
re]ay satellite system (TDRSS} [21] among others. Each fequires accuracy,:
cost, and reliability trade-offs as well as dependingzonlthe type of
mission (low earth, geosynch, etc.). The acce]erometers—onlyrduring burn
~and horizon sensor-sun seeker during coast are reasonable combinations,

however.



97

V. FLIGHT SIMULATION ANALYSIS AND RESULTS

In this chapter actual simulation results and an analysis of them
are supplied in order to yield an indication of what type of overall
response-tracking characteristics cou]d bé expected to be encountered.
In most cases data is supplied in terms of Tumped position and velocity
results with one axis of either x and X, y and §, or z and z also included.
It should be kept in mind that even though ohe axis (x, y, or z) may
exhibit favorable response, the other axes may not and this is the purpose

of the lumped position and velocity tracking results.

A. Basic Mission Description

The primary mission for the Space Tug is given in Chapter I. This
mission profile was chosen as a base mission for the project. In the
studies which follow in this chapter the first burn and first coast
phases of the Space Tug's maneuver from low earth to geosynchronous orbit
are investigated. It was decided that these two phases of flight would
cause the most difficulty for the eétimation scheme and other burns and

coasts would be an extension of the first.

B. Filter Checkout

- The logical first stage in checking the entire simulation program was
a vérification of the operation of the filter itself. This checkout was
accomplished in three steps in order to verify that the simulator was

functioning properly.
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The first of these tests was a deterministic one in which actual
(perfect) state information was made available as measurement data. In
addition to the perfect measurements, the initial estimated states were
made equal to the actual ones.

Next, offsets were added to the initial states but the measurements
were kept perfect. This was to take into account the practical probiem
of initial state indeterminacy. Finally, noise was added along with
the initial offsets to simulate the combined effect of system noise and
measurement errors. The noise was‘computed during each cycle by using
é pseudo-random number generator with mean of zero and standard deviation
(o) a percentage of the actual states. By using the actual states as
measurements, the problem of initial error propagation discussed in
Chapter IV in association with indirect measqrements was avoided. This
is not the method to be used in the final ﬁrbgram, but suffices to check
the filter by assessing its sensitivity to noise. The variable standard
deviation allows some parametric data to be gathered regarding the
amount of noise tolerable in the system in order to meet design specifica-
tions.

‘Thé results of these tests are shown in Figure V-1 *hrough V-3. Each
figure contains plots to show the results of each test cn the normed
position and velocity errdrs. These error norms were ca1cu1ated by using

the equations below

Xa(t) = f\((x-i)z s (1-9)2 + (2-7)° (v-1)

Xe(t) = ‘[(X-i)z b (1112 + (3-1)2 (V-2)
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where Xe and Xe are the normed position and velocity errors respectively

X, Y, Z, X, Y, Z are the actual states

i, ?, i, i, 9, i are the estimated states

In addition, each run was performed with a propagation time (at) of

two seconds, and P, Q, and R matrices definz1 as follows:

02 0 0 0o o o
0o 10® o 0 o
et 8
2 L (v-3)
0 0 o 10° o0 o
0 0o o o 10 o
0 0 0 0 o W
P20 0 0 0 0 0]
0 2500 0 0 0 0
o-| 0 o oo o o (v-a)
0 0 0 250 0 0 |
0 0 0 0 250 0
| 0 0o 0o o o 2%0]
(0 0 o o o 0] |
0 0o 0o 0 0
r=| 0 0 10 0 0 0 (v-5)
0o 0 o0 i 0 0
0 0 0 0 10 0
o 0o o0 0 0 10|

The results for the deterministic run showed that both the normed
position and veTocity errors remained very nearly zero throughout the

first burn. No significant deviation was encountered.
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Adding an initial error to the estimated states resulted in Figure V-1.
These tests show that the filter converged regardless of the magnitude
of the offsets. The offset had been filtered out after one, or at
the most two, cycles.

The results of adding noise to the measurements and errors to the
initial state estimate are shown in Figures V-2 and V-3. The various
curves represent different values of the standard deviation of the noise
ranging from .01% of the actual states in (a) to .3% in (d). Once
again, the amount of offset was not a critical factor. From these
curves it appears that a noise of up to .1% can be tolerated and still

fulfill the design requirements.
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C. Accuracy of o(k+1,k) Propagation

Figure V-4 shows position and velocity error nerms during the first
burn phase. These error norms are based on the difference between the
actual and the estimated state vector and calculated by (V-1) and (V-2).
The actual state vector, X, is obtained by direct integration of the
state vector at the previous time instant while the estimated state
vector,.X. is obtained by inputing the present actual state information
into the filter to get an estimated update of the state vector. This
tells the accuracy of the one step propagation.

Since the actual information is provided as perfect data, i.e. no
initial offsets or noise, this comparison between the two sets of state
information allows an indication of how well the filter is operating.

This mode of operation is termed as the "passenger" mode since it carries
the filter only as a passenger for each one step propagation.

v As seen from the figure, both error norms decrease almpst logarithmically
dufing the first half of the =240 second burn period. During the final
half bf the burn phase both show a moderate increase. Howéver, during the
entire burn they both stay well within tolerable 1imits{

These results show that the dynamic model incorporated in the filter
js an acceptable representation of the actual system's dynamics. However,
since the filtered estimates do not actually drive the filter in this
mode of operation, these errors norms give no indication about overall

simulator package accuracy.
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D. Covariance Initialization

In theory, the diagonal elements of the covariance matrix P are
directly related to the uncertainty in the filter's output. The question
of covariance initialization arises from the non-linear nature of the
system. Kalman filter theory states that, for a linear system, the
elements of the covariance matrix will get smaller as the estimated
values approach the actual ones. However, the theory does not always ho1d
for non-linear systems. The problem here is that the elements of P
may get unjustifiably small meaning that they no longer refiect the
error in the state vector. This causes the filter to use the one-step
propagation at the expense of the measurements to arrive at the
estimated state. In other words, the filter believes it is closer to
the actual state than is actvally the case. The amount of correction
is therefore small and filter divergence can take place. The proper
initial values for P must be chosen so that they reflect the initial
uncertainty and yet be large enough to prevent divergence of the form
just described. |

Although -there is no straightforward analytical way to find these
initial vé]ues, a starting point can be found by Using the estimated
- uncertainty in the initial states. These uncertainties are apprdximate1y v
1000 meters in each of the X, Y. and Z directions and 1 meter/second
for the velocity components. Since these values are standard deviatians
and the e1ement$ of the covariance matrix are variances, each must be
sqdared. In an attempt to prevent divergence, the elements were jnitially

multiplied by a factor of ten to yield the initial simulation test data.
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Several runs were made with various initial values for the
covariance matrix. The.tests served a dual purpose; to find proper
initial covariance values, and to check the sensitivity of the system
to changes in those values. Runs were made using values along the main

diagonal ranging from 102 to 1014

with each position state and each
velocity‘state uncertainty equal although the two groups were not
necessarily equal to one another. |

The results showed trat the system is not particularly sensitive
to the covariance initialization. Although divergence did occur for
some of the small values, the system responsé was essentially the same

for initial values several orders of magnitude apart. As a result of

these tests, the initial covariance matrix was chosen to be

18 0 0 0o o0 o
0 108 0 0o o o
po |0 0 108 00 0 (v-6)
0o 0o o 10 o o
o 0o 0o o 10° o
L0 0o 0o 0 o 10°
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E. Parametric Data Using Constructed States

The tests run in this section were much akin to the ones run in the
section dealing with the initial filter checkout, i.e., thé filter was
tested to\see its response to various initial offsets and measurement
noises. The difference was that here, states that were used as the
measurement data during the burn were constructed from actual accelerometer
data as opposed to the previous use of actual state information. The
measurements were obtained by propagating the vehicle's acceleration to

deteriine velocity and position data. The defining equations are:

X = (X+y)at+ 5(0 (v-7)
- At 2
X = (X+vy) (35) +Xat+X | (v-8)
where X = vehicle's new velocity

X = vehicle's new position

X = vehicle's acceleration at time of measurement
At = propagation time
Xg = vehicle's initial velocity

Xo = vehicle's initial position

y = noise

A more detailed explanation of these equations isin order. There
are two acceleration effects present here; an acceleration provided by
the engines and one due to gravity. The on-board accelerometers only

measure the first of theSe. The second must be accounted for by using
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the gravity model previously described, with the next state estimate as

its input. The X térm includes both effects. Once again, the noise

term was added to take care of both system noise and measurement errors.
Th2 filter was checked through the first two burn and coast

phases, the first one of which is piotted here. To account for errors

in the coast measurement, a noise was added to the coast measurements.

Due to the angular nature of the coast measurements, the standard deviation

of the noise was expressed in radians. When used in this manner, the

simulation program is now in’ the form to be implemented on an acutal
flight. |

As previously stated, the main objective of these tests was to
determine the effect of noise on the filter. However, an important
sidelight was to verify the predicted effect‘of initial state errors
on the indirect measurement scheine used during the burn. Recall the
discussion at the end of Chapter IV of these indirect measurements. It
was stated there that since each new measurement depends on the previous
one (through the initial condition factor), all measurements will
include any initial error. Therefore, in general, the elimination of
the error does not appear possible. It is enough of a problem to
minimize it's gr‘owth.i |

A1 tests weré carried out with a propagafioh time of two seconds
during a burn ahd sixty seconds during a coast. Also the P, Q, and R
matriéésbwere the same as before. The plots shown are the errors in
‘R,;V,;X, and X for the first burn and coast phases. Standard deviations
were chusen on the basis of device specifications as given in [3, 4, 22,

23, 24].
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The plots for the first burn, shown in Figures V-5 and V-6 reveal two
interesting features. Contrary to the results of actual states from
Figure V-1, the initial offsets were the biggest factor in determining
the response, while the noise, at least for reasonable values, had little
effect. In fact for several cases, the plots for the same offsets and
different noise were so close together as to be indistinguishable. This
situation clearly demonstrates the effect of initial measurement error.
While the growth of the error is not at all rapid and indeed was reduced
slightly in some cases, the presence of that initial error can be felt
throughout this phase. |

The e;fimation scheme during the coast farea better. Here the
reduction of the error can be seen in Figures V-7 and V-8. Even
re]atiﬁely large noises did not deter the estimator from converging.
This situation is attributable to the direct measurements that are
available during the coast phase.

In summary, these tests showed that the amount of the initial
state error is a crucial factor during the burn but not the coast.

These results were predicted using the defining equations (V-7) and
(V-8). The slow growth of the error during a burn and its subsequent
reduction during a coast leads to the conclusion that, given good
initial estimates, the filter will perform as required on an actual

mission.
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F. Study of Unfiltered Noisy Accelerometer Data vs. Filtered Noisy Data

It was suspected that, due to the indirect measurements used during
a burn, the filter might prove ineffectual. Accordingly, a series of
tests were made to compare the filtered and unfiltered responses. This
was done by bypassing the filter and using the unfiltered state estimate
as the system input. The state estimate was obtained by integrating the
accelerometer measurements. A1l of the pertinent data used to carry out
these tests was the same as that used previously.

The results shown in Figure V-9 and V-10 bore out the prediction.
The curves for various noises were plotted, but they were found to be
very similar to one another. Therefore only tests using different off-
sets are shown.

The small differences between the two curves demonstrates dramatically
the poor nature of the (relative) burn measurements. In essence these
tests show that Tittle "cleaning up" of the state estimate is possible
during a burn due to the lack of true state measurements available.

This shows that the six vector filter of positions and velocities with
accelerometer data during the burn is of limited value. One possible
remedy for this would be to incorporate a nihe vector of positions,

velocities, and accelerations.
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G. Propagation Time Study

Filter accuracy depends on many parameters associated with the filter.
One of the basic parameters is the propagation time for the filter, At.
This is the time interval in which the filter updates or propagates ‘the
state vector. In this study various values are used in the filter to
determine a range of propagation times in which the filter can still
function properly, as well as to determine a best or optimal propagation
time so that errors in the state vector will meet the desired tracking
specifications. From previous knowledge and literature on Kalman
Filtering it was known that the propagation time for the filter should
probably be between .5 and 2 seconds [25]}. It was believed that the
smaller the propagation time the better the filtered states should
track the actual states and that for larger propagation times, the filter
would be less accurate. These ideas seem reasonable when viewed from
the standpoint of taking measurements. If measurements are taken at
smaller time intervals, the filtered states should be closer to the
actual states.

The simulation runs made for this study were for three different
propagation times, .5, 2 and 5 seconds, with .5 and 2 representing lower
and upper bounds for the propagation time. The 5 second rdn was used to
determine the rate at which the filter would diverge fbr an unreasonably
large propagation time. 1In all cases the initial offset in the state
vector was selected as,AZT = [1000 500 1000 2 1 2]. This offset was
used since it was speéified as a normal uncertainty ih'the state vector

prior to the first burn. The measuremeht*system‘used for all simulations
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was that of accelerometer data being used to construct measurement
states. The measurement noise was set at .01% of the vehicle accelera-
tion.

The results of these studies are presented graphically in Figure V-11
and V-12. Figure V-11 shows curves of the position error norm and
velocity error norm vs time for the first burn. These results are as
expected. In all cases the rate in which the normed error increaées is
reduced for a smaller propagation time. The most significant difference
in the three simulations appears in the normed velocity error curves.
The normed position curves show a smaller amount of difference. This is
due to the method of constructing the states in the measurement system.
The filter is not able to reduce these errors below the value of the
initial offset due to the lack of true measureﬁents. The filter is
forced to use the initial state vector as accurate. Therefore, if the
filter tracks closely to the initial value then it is assumed that if
a better initial value of the state vector were known the errors could
be reduced. The error in the X and X states is shown in Figure V-12
as an 111ustration of a typical single axis error response. Again,

results were as expected.
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H. Variation of Initial State Vector Offset

As stated previously, the initial state vector prior to a burn
will always contain an error. In GSP this initial error was modeled

as an additive offset to the actual state vector. That is
Xi(0) = X3(0) + &X cecat (v-9)

where i and a signify initial and actual, respectively. Therefore from

(V-1) a positive number in the AX vector means the initial state

—offset
is larger than the actual state. However, when the error between the
actual and estimated state is computed a negative quantity would be

found. The error in the state vector is computed by

- X: (V']O)

X - k=%
The purpose of this study was to observe the filter error response

to variations in the initial state offset vector. It was decided to

keep the initial normed position and ve]ocity errors constant and only

change the sign of certain values in the initial state offset vector.

The magnitudé in the initial offset vector were set at reasonable

maximums that were specified. In the previous studies the initial state

vector was greater than the actual state vector in each individual state.

By constructing the initial state vector in this manner the normed posi-

tion and velocity érrors were never reduced below the initial value.

However, in this study, where the initial state vector is greater in

some states and less in others than the actual state vector, it is not

clear whether the normed position and velocity errors will follow a
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similar trend. Since the measurement system employed in the filter does
not use exact state information it is expected that the error trend
should be similar.

In the simulations made for this study the measurement system was
that of the constructed measurement states and using Xﬁk+1/k) in the
gravity computation. The measurement noise was again set to .01% of the
vehicle's acceleration. The propagation time was set to .5 seconds. The
results of the simulations are shown in Figures V-13 and V-14.

From these results it can be seen that for some offset variations,
these particular errors follow the same trends as the results from
previous studies, However, for other offsets the normed position and
velocity errors are actually reduced below their initial value. This can
only be attributed to the particular offset value used and no general
statement can be made regarding the reduction or increase in the error.
Again, these point to the fact that the filter response, either good or

bad, depends highTy on the accuracy of the initial offset vector.
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I. Gravity Computation Studies

In the filtering process, a gravity model is used to obtain the
acceleration of the Space Tug due to gravity. The acceleration due to
gravity is then added to the sensed acceleration received from the
accelerometers to give the total vehicle acceleration during the
burn phase of flight. This is then used in the measurement system to
obtain constructed measurement states. The purpose of the study made
in this section centers around the computation of the gravity model.

The dravity model needs as one of its inputs a value of the state vector.
In previous simulations the value of the state vector used was the value
X(k/k). It was realized, however, that at the time the gravity model

was called for in the measurement system, the one step propagated state
vector X(k+1/k) was available. The one step propagated state vector is a
predicted value for the state vector at time tk+1 givern measurement in-
formation at time ty. By using X(k+1/k) instead of Xjk?k) in the gravity
model computation, it was believed that the acceleration due to gravity
could be improved. This impiied that improvement in the filtered state
vector at time t, ., Xjk+]/k+1), could be obtained.

The simulation runs made to verify the above assumptions used an
initial offset in the state vector of aX' = [1000 500 1000 2 1 2] and a
measurement noise of .01% of the vehicle acceleration. The results of
the simulation runs are shown in Figukes V-15 and V-16. The normed posi-
tion and velocity curves‘both show a reduction in error as expected.

The Targer amount of difference again appears in the norméd velocity

error curves for the reasons discussed in the previous section. Figure V-16
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shows the errors in the X and i states. There is a small improvement

in the X state error for the two cases; however the improvement in the
k state shows a reduction below the error of the initial X state. The
increase in the normed erkor shows that the other states are increasing

~at a rate greater than the rate by which the X state decreases.
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VI. FINDINGS, CONCLUSIONS, AND RE£OMMENDATIONS

In this chapter are outlined the overall results of the Space Tug

Navigation study. In addition are included recommendations based on an

extension of the work reported herein using as a basis the computer

simulation package developed under the contract.

Based on the study of the simulation results presented in Chapter V

and previous theoretical analysis the following findings are presented:

1.

Overall tracking accuracy is independent of the choice of the
initial covariance matrix, P(0/0), for a reasonable range of
values (See Chapter V-Section D).

Position and velocity error norms are highly dependent on initial
state indeterminacy. In general, the rate of growth of the error
is a function of the individual state component inderminacies.
(Xes Yao» Ze» Xes Vo, Ze) (Refer to Chapter V-Section H)

It appears as if the position and velocity error norms are re-
lated to the state estimation filter propagation time, at, by

|| Xe(t) || = kat + || Xa(0) |}

where, k is an unknown constant and Xg(0) is the initial state
indeterminacy.

The overall tracking accuracy is directly related to the accuracy
of the state vector estimate used in the gravity model during
the burn phase acceleration computation (See Chapter V-Section I).

It was found in the computation of the partial derivatives of
DCX, DCY, and DCZ that these partial derivatives were insensitive
to a Targe number of intermediate partial derivative computations.
From simulation studies of various mission profiles it was
observed that the

oK, 8K, oK oK :

1 2 3 .th

, and 5. where & is the i element of the state

9 9
3L 3L 4 3‘31' [

vector, could be set to zero with minimal degradation of overall

130
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tracking accuracy (See IGM Guidance Law in Chapter III). Be-
cause of the interrelationship of the aforementioned partial
derivatives with others, 84 partial derivative computations

were therefore eliminated, thus greatly reducing the computational
burden.

6. As shown in the results of Chapter V-Section F, the unfiltered
noisy accelerometer results are only slightly worse than the
filtered measurements during the burn. This was as expected
since only relative state vector measurements are available
at this time. It is felt that a ninth order filter formulation,
including vehicle accelerations as states themselves, would
dramatically improve the filtered results at the expense of a
larger computational burden.

7. It appears that the tracking limits specified can be met by
the filtering scheme developed. However, the tracking accuracy
is close to the upper limits specified and further work is
needed to improve them.

From the foregoing findings and the overall results from Chapter V,
the following general conclusions can be stated:

(1) The overall tracking accuracy can probably meet specifications.
During the burn, however, the initial state indeterminacy
principally determines the tracking error. The propagation
time also affects accuracy.

(2) The general simulator package GSP is a flexible, efficient
simulator that is capable of handling a variety of nonlinear
state estimation jobs. Due to its design flexibility, it
is also useful with aircraft and rocket navigation problems
in addition to that of the Space Tug.

Many ideas suggest themselves as possible areas of future work.
Although these ideas are quite varied and interrelated, they can be
Tumped under the following six major recommendations for future work:

1) Investigation of trade-offs between navigational accuracy and
computational requirements. The low-cost nature of the mission
dictates the need for a low-cost, simple on-board computer. By
reducing the volume of calculations, the computation time and
hence the computational burden can correspondingly be reduced.
To implement computational simplifications, the sensitivity of
the overall tracking accuracy to each on-board calculation must
be determined. Since the bulk of the computations are partial
derivatives used in the one-step propagation, a good starting
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point would be to try to further reduce these by elimination
as described in Chapter III. In addition, a simplification
may be possible in the gravity and drag models.

Study the use of different measurement systems. As explained
in Chapter IV, the indirect measurements used during the burn
make reduction of the initial error difficult. Thus, it would
be desirous to obtain direct state information from the
measurements. One possible suggestion is to use the Interfero-
meter Landmark Tracking (ILT) System during both the burn and
the coast phases.

Find a way to reduce the initial state error. This ties in
closely with (2) in that one possible remedy might be found
by using different measurement configurations. Another area
to be investigated is the frequency, type, and accuracy
requirements of ground based updates.

Augment the present six-state vector to include the accelerations.
By yielding better data on the accelerations, this nine-state
vector might improve the position and velocity estimates. Such
an approach would involve modeling the dynamics of the third
derivative of position (jerk), however.

Determine the relationship between the propagation time and
tracking accuracy, the purpose being to determine the longest
propagation time possible and still meet mission tracking
specifications.

Investigate the use of a non-linear filtering scheme to replace
the present linearized one. Although it would increase the
analytical complexity, it is expected that this new scheme would
reduce the computational burden and increase tracking accuracy.
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APPENDIX A
¢ MATRIX PARTIAL DERIVATIVE COMPUTATION

In the development of the state estimator, it was necessary to
obtain discrete linearized equations based on the system dynamics in
order to propagate the state vector.

The basic system dynamics considered for the 3-degree of freedom

flight are
r-"- —T -
X M~DCX + X
Y| = |Tocy+v (A-1)
M g
T
Z] 7 02 + 7y
where T = thrust  (fixed)
M = vehicle mass (time-varying)

Xg g g gravity terms

DCX, DCY, DCZ = direction cosines of engine gimbals

The state vector is defined as
XU =[XYZXV 2l P (A-2)
In terms of the state equations, (A-1) can be written as
X = f(X,t) (NON-LINEAR SYSTEM) ' (A-s)

Expanding this in a Taylor Series gives
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at?
_)_(_(k+'|)=_)§_(k)+XAt+X—-2—-+H0T (A-4)

where At is the discrete propagation time and H.0.T. represents the higher

order terms in the series expansion. Since X_= f(X, t) and

Z} (A-4) can be written as

l><' |E)h

of

X(kH1) = X(k) + FO4t)at + or F é‘-z:— + n(k) (A-5)

where n(k) is lumped noise due to series truncation.

After defining the terms

JACOBIAN MATRIX = A(X,t) = g;z (A-6)
| (k)
and
o(k + 1, k) = [A(X, t) & 2 + 1] (A-7)
equation (A-5) can be written as
X(k+1) = X(k) + o(k+1, k)f(X,t)at + n(k) (A-8)

As evidenced from (A-6) and (A-7) o(k+1, k) is found from taking
successive partial derivatives of the system dynamics with respect to
the elements of the state vector. It was assumed that Dex, DCY;'DCZ,
and the gravity terms are the only terms in (A—]) that are functions of
the states, therefore the partial derivatives of these first threei
terms are needed in terms of known quantities. This enables propagation

of DCX, DCY, and DCZ from one discrete time instance to the next. However,
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generation of these partial derivatives proved to be quite laborious

due to the number of terms involved in the I1.G.M. law.

The complete derivation ¢f these terms with respect to one element,

X, follows. This derivation is shown in successive steps in order to

show the precise procedure and all quantities are as defined in I.G.M.

—

DCX sin x' cos X;T
pey| = [kI7V |sin x
y

DCZ cos Xé cos x'

91 N2 %3

K=TopJBA, BA= 145 9y 3

931 932 933

cos ¢T 0 sin ¢T
[@T] = 0 1 0

-sin ¢T 0 «cos ¢T

cos ¢L sin ¢L sin AZ
A= |-sin 9L cos ¢, sin AZ
0 cos A
L Y4
cos 9N~ 0
B = | sin en sin i cos i
-sin en cos i sin i

For now:

-sin ¢L cos AZ

-Cos ¢, cos AZ

sin A
p4

sSin BN T
-CO0S GN sin i

cos eN cos i
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¢

n G2 b3
K7 = oy Gy Gy
S G2 Ca3
DCX = C]] sin X6 cos x} + C]2 sin x; + 013 cos xé cos x§
DCY = C21 sin Xé cos x} + C22 sin x§ + C23 cos Xé cos x}
DCZ = C31 sin Xé cos x} + C32 sin x; + C33 cos Xﬁ cos x&
011 AN C33 are functions of the states; however, through simulation

they were shown to have little effect in the following partial derivatives.

Hence, their derivative w.r.t. the states are considered zero.

STEP 1.
~ 3 [}
.__.__BD X = ' ' .d_XP_ - 3 ! 1 ! ...z(l
=X C]] (cos Xy COX Xp aX sin Xp sin Xy =X
+ C]2 (cos Xy aX) - C]3 (cos Xp sin X +
-
cos xy sin Xp SX)
STEP 2.
syl -aK, oK 3y
po Yy 2 op
5 - % tax St
ax. =3k oK ai ;
Yo 3,8 s Y
5% - 3% Tax St X

X, x,
Now solve for —Sg-and —5%-in known quantities.
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STEP 3.
) 3 ] (a. 3 )
BK-I ) (APDP chp) (aX (BpEp)) (BpEp) BX(Apo) aX(chp)
aX 2
AD -BC
( PP P P)
3‘(_2-=§_ K .I_\.P_ = A .B_K]__ + K .a_ A
X aX '
3 1 Bp Bp aX T oX Bp
- LIE - (ﬁ_ -2_(B )
B:3 ) (AyDy Bycy)SX‘ByEy) (ByEy)2 BX(AyDy) 5X( yCy)
)
(AyDy - ByCy)
X B X 373X \ B
Y p
5y .
__..R = B_. tan-] ..A__g.
aX oX A&
ax 3 af . .2 2 g
SXX'= =% jtan an/(AE + Az )
STEP 4.
3 B E] =2 ((MB-NP)(e - & + 5T + & T.2 - [MS-NQlsin x.)
aX""pp aX y T g gg * - p
. ) .~ L.
= - + T 4+ 4 - + -
[e - &ep + & g zeng MS sin Xp NQ sin xp] a-X(MBy NP)

<+

) 9 3 ¢ 3 4 12
[MBy-NP] 33—)( & - 5% b1+ awlETy) *+ % gxlEgTy )

3 .7 ] o
X (MS sin Xp) oY (NQ sin xp)



o (A8 =

9 ¢ -
B3 (chp) B
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Ay ox (By) + By 5x (A)

= (M, NB)(X{MB] X[NP]) +

(M8, - NP) ( x M) - 3% [NBy])

X[C]+C X[B]

p ? p3
= (MB-NP) 3cos )}p g—X(MS-NQ) + (MS-NQ) %)T (cos ;p)§
+ (MS-NQ) cos ;p i—g-f (M8,) - %Y (NP)‘

9
B, (g—x(MAy) - g—X(NBy)) - A (%(MB_y) - B—X(NP))

2
(8,)

=B ++ (E ) +E

y X Ty _an(B)

- 8, {35 () + gGirg) + 00 B Gt D

"2 (s sinx )f +E 32‘)’( 2% (Tg Vex L)}

= 9_
—Aan(D)+Dan(A)
= A ;Q e (cos xy)+cox)~( g—%

v
aL ex
Dy ;Vex X L oX z
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9 - =

]

) = ~ 3
By ’S ——-(cos Xy ) + cos Xy 57—(5);

¢, 1w+ (1, V, L)$

3_ ftan”! (Aé) - (A&)%X(Aé) (1) -_-(AC)
oX AL .2 . 2
4 (ag) + (az)
R RANR 2) W0 7 2 4 0’y
X ("a“"mr'm/(z\gz*ﬂcz) )) — n > :

(a€) + (az) + (an)

STEP 5.

-gY(MBy-NP) M 9—(3 ) + B, g—x(m - N %((P) - P -2’-#")

3d , 3 3 - B (ein o
(3 + Ru,L) v, (3rtcos %) + Ky Zxtsin )

g ex 3
*(sin ) Bp(K)) - NV 212+ T2 By )1 4
XW9) + 9 50D - Ky 2plsin x ) + sin Xy 3x(Ky))

3 \ = 9 o
ax (8) = 5x [y X4 kyp Y + kg Z]

H

2 .
[kyy * X 5 ()T + ¥ 35 (Kpp) + 2 235 (k)

9

ax(PT)[1+eT cos eT] + PT[eT ax(co< eT) + cos 6y ax(eT,J
2
)

)

—(&7)

aX =T
(1 + ey cos or



39X *°g g gs3X'g g 3X '°g
5 _ 3(sin x.) - 5§
2x (MS sin xp)-M s_——LaX +sin x5y *

T Yy T v D feia
Ss1nxp§57(cosx)+:K3a—x(s..xy)+

- - - )
g—X(NQ sin xp) =N ;Q %g(sin xp) + sin Xp %y(Q)k

.- 3 4. e T3
+ (Q sin xp) {K4 ﬁ(sm Xy) + sin Xy aX(K,,')}

L)i ;97(005 Xy ) + Ky aX(Sm x )

3’ - ad 4 3 D feim - N 7]
W(NBy) = N ;aX + (TgVexL)i + By 3K4 5—)((5"] Xy) + sin Xy BX(K4)i
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%w&m%=@§ﬂ9+5%m0-@gﬂm+o%m0

M _ 8 y 3 (sin v in v ) o

3% ax(C08 Xy) + Ky Sylsin x ) + (sin x) 5g (Kg)
L 2 (sin x.) + sin x. 2= (K,)

aX ~ "4 3X Xy Xy 3X ‘"4

g—x (€.0$ xp) = %(- cos{ tan”! (i—i)}

. -1(é§) (a2)3x(ak) - (ak) 3x(at)
-sin § tan A& 5 2
(ag) + (az)

9 ]
57-(n) 5% [Kop X # kpp ¥ kys Z]

i 5 2 5
= Ky * Xogy (kpy) + ¥ 55 (kyy) + 7 55 (Ky3)

9 . _-_3— ;a—.
SY(T] Tg)"nax (Tg)+Tg 5K (n)

3ty
35 (1) = 3x [koy R+ Koy ¥ + kg Z]

= Z)+YX('(/Z\)+28X(/
> (HT2)~=}{Q—§7(TQZ)+TQ x ()
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0

) + % ax(kgr) + Ky (V)
0

9

+ Y ax(kif) * ka3 5xilg) + Zg ax(ﬁg\)}

3 Ty e T .~ )
ox(S sin Xy) S aX sin x, + sin x, 5y (S)
5 . oT, o
X " Ve, T T, % N
3V
- b, " ex 8
(TgvexL) Tg Vox 57 * 5% Ve, b o (T J
gy(cos ;(y) = gx cos { tan” an i
(At + Az )
= _sin | tan”! An 3
.2 .2 3
(ag + ag )
‘ w2 2.2 4 .
] (ag + oz ) 5¢ (an)
-2 2 2 |
R Vi) BE + AL
(At + 2z )

T (28" + 2z %)

AE + AT
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oT oT . »T T
a_ = -9 T ~_9__9_,_9
@ = VgTg a5+ Vg {(T'Tg) X "X X
aT
T ()4
g \t-T_/J X
g
oT
3 - 1 g
ax (L) = (T-T ) 3X
g
aV
ex
) S
aT aT 3
3S _ T\ 9__4g _ 9
3 Vex { (T-Tg)ax Y } - VexL aX Veng
YT VAR S L
3 2 g X aX
ok 3;;-
3 = 00T 3AT g
5% (82) = 3 g Tox - AT %
; . . .y -
X (an) = X (an ) - g 3% (aT) - aT EY (ng)

o

AE

JAE

5=+ AT

aX

AT
oX

3 .2 2 B
SYLAE +ac ] =

.2 .
(A + Az ]

1
2



146

STEP 6.

5 i T ~
57(s1n Xy) = €OS ¥ 1 -

Y 1+ ——Léﬁl—_jr_

(a€ +az)
2 2 % ) 1
: >y 3 (an ., $2 .22
(a8 +ac) g () N fan(at” + a2")
o2 .2 .2 .2
AR+ AL AE + Az

aT
3 (12y = _9g
oKX (Tg ) 2Tg oX
3 -
a—x-('r)-()

3 _ . 3d’T 8¢T
Sx(kyp) = -apq sinler) —x + agq cos(ep) —x

3 ) . il i)
axtkig) = -ayp sin (s7) =g + agp cosler) =

3 , ai )
= -qp3 sin(er) —x + 933 cosler) =y

[o¥

><
—
by

—l

w
~—

\

3 _
ax (Pp) =0
0
d I
) T
| gy (cos o) = —x + =
a = [}
ox lep) = 0
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. 37 ot
3%(E) = K(-qy; sin(er) —x + aq cos(¢T) —r ) *

. . aa) o1
Yz sinlor) =y + a3, cosleg) —x ) +

. 31 i
2(-ay3 sinlor) —5x + ap3 cosler) 5 )

5E aGT ' aX
__.g.. =3 J ' 1 ___g_
5% - %2 yax *(€0S 4y * sin gp ag) 3 ¢

ay
i °’q
(cos o1 Gqp + sin 41 q55) —x + (cos ¢ qy3 +

32 . 39 347

. g - . T
SN oy Gg3) —5g + X(-aqy sin op o5+ a3y cos ¢ —x )
a¢T 297
Yg( Ayp SN ¢7 —y + 35 COS ¢ —¢ ) +

. _ 361 397
Z4(-ay3 Sin ¢ —x + a3 cos(or) —x )

- . (a8) 2 (af) - (a2) & (a2)
2 . - -] AE oX aX
“(sin x ) = cos | tan (—)] — -
o " [ (ag) + (Ac)d

3 _
ox (kpp) =0
) _
3% (kpp) =0
3 _
x (kp3) =0

ox (ngr) = 0
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S
3% (Xg) =
(V) = See ADDENDUM to Space Tug Report
3X

9 Contract NAS8-29852 pages 68-72
2
o (@)

aT 9

B (At y =3 gy L3 A g
ox (88 = 5x (&) - 55 () - &5 =% - Ty ¢

ex
5z 3T
8 (a¥y =2 ¢ 3 9.7 _9
ax (82 ) = 35 (&7) - 3¢ (@) Tg 3% = &g 73X
A = L1 -3
X (5g) =7 J(=sin 4p qqq + cos o7 a3y) 3+
(=sin 47 a5 + q35 cos op) - +
YA . 9¢
- i _q - _T
(=413 STn ép + G353 cos o) —y + X (-aqq cos ¢ =5
. % - al . by
" G3q ST 47 —5x) + Vg(-aqy €OS 6p —y - agp STn op —5)
. 301 . 301
+ Zy(-ay3 cos ¢y —x - a4 sin 6 —y)
N .
osn” 2 _an Mg oo - Ty
5K~ 5K T X 3% g " g oK

aX aY 8z
3 (s} = -9 -9 ;
X (ng) = 91 5% * 922 5% * %3 5x



STEP 7.

149

347 gt V, .\ ooy
—x = ox Ty ¥ FKE T ) gplosiny) 5x +
v v
cosy (pav _yRY VT 0T
2 (R X - Vax) tre (sinvr =) ¢
ML > Gl
R
¥ 5T 5T 3FK6
L WVcosy T 94 rpg 9 —"}
’z{ 3 + RT cos YT} { =X + FK6 st Tg aX
f_G_T = 2u_ B_R_T_ ‘
3X 3X
Ry
—x = Vr €05 vy 5y *osin vy 5y
o o 2 2 2
I ok ok K o %
g—§= ‘/Z{VeXL(ZA& Be v ) - (aF 4o+ )
sV | oV
5L ex 1 oL ex
’ (Vex S—X. i _3—)-(——)} (V L)Z - I/Z(VEX aX +L aX
ex
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Q
gy e

Q
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: 97 . 4y
= X(-ayy cos oy —x - 937 sin ¢7 —5x)

3oy I

+ ¥(-a, cos ¢y 5y - 93 Sin ¢7 —y)

a¢E

A N |
+ 2(-ay3 €05 41 5y - G433 SN o7 5y

X

T_*r% "M

aX

2+ZF2

RV 2,2

e e . .B.R.
i {1 MK VY o+ 72 }—%%va - (XK + YY + Z2)(V 23)
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N

X2 + v2 + 72
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o = 2 asineT 2 . 9coSfy
EII.: - ersine; (eT+eT coseT) Y - (eT siney ——37——9
oX ]+eTc°SGT 1+ ey cos e.r)2
30
BVT " 3 ~-sin 6T —a-x'
-SY-=(§¥) [1 + e (es + 2 cos 6 )]1/2
T T
. 96
aRT ) PT eT sin eT =X
aX 2

(1 + er cos eT)

T aT
= @)y 33,% + (c2) =3

aX aX
where
_ 2
Ccl = 822 ra® + BZ] ha + B20
_ 2
2 = B]Z ra” + B]] ra + B]0
and 810, 811, 812’ BZO’ BZ]’ and 822 are constants determined
elsewhere and Aa is the difference bztween semi-major axes
of the initial Parking Orbit and the Final orbit.
STEP 9.
‘ 38
) . _ T
5y Sin 87 = cos (eT)'7ﬂ(
5 267

3% €0s 6y = -sin (eT) =%
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b0y  96p  3opy

Y Sy S S 1/2(Tg + FKo Tg) )
v . 3y _cos(y) - VaR Vr . oYy
Rsinn) o - =70 TR ST T X
R T
. €os vy BVT VT cos vy aRT .
RT X ~ 2 3X
Vcos vy __g_ aFkKeé

L R =— COS ny 3 + FK6 + Tg Y

A1l partial derivative terms appearing in the above expression have
aT

been previously determined. It was noted that the term —5%-15 common in

38
the derivative term expressions. Thus, if !
5T 3T 3K

function of —5%-and —5§-can be expressed in closed form, then all of the

can be expressed as a

partial derivatives could be evaluated. After proper substitutions,

a6

—5%-can be shown to be,

oT
20, El + A5 —3

- aX
X 1+ A2 + A3 + A4
where,
. . . 5 VX
F Q(3,1) - ZF Q(1,1) RVX - (XX + YY + Z7) —&
E1 = > 5 - W2 ‘ 5
XF + ZF | » (RV)

e )
. . N2 )

1 - <XX + YY + 72
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W2

W4

W5
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W7

W8

W9
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e + e
W5 T

T Ccos GT

153

eT sin GT

T+ ZeT cos eT + eT

2

|6

P+ e+ sin ©
w7’ TT T

2
(1 + ey Cos eT)

V cos v £

VT €os yr

R

V .
‘/Z[Tg + FK6(Tg)] R Sin v

Ry

(1 + eT2 + 2e; cos eT)

!

W8 + w9[2(C1FK6)Tg + C2FK6]
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(%) (W1)(1 + FK6)
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aT

As a final task, —5§-must be expressed in closed form.

At this point, it would be advantageous to discuss Tg as it appears

in the 1.G.M. law. The equation for Tg given in I.G.M. is,

= T+ aT,
T9 g

where it appears that this is merely an update of Tg.

But, acutally,

Tg has been updated prior to this step and AT is actually a correction

factor for the error in the update.
The discrete equations are

actual theor. computed
Tg(k) = Tg(k) + AT(k)

theor. theor.  computed
Tg(k +1) = Tg(k) + AT(k) + st(k)

and taking the first partial derivative,
0

actual th:z?. computed
aTg(k) ) aT Ak) , 38T(K)
X /6X ax

Solving for the g—%{-—in terms of Tg

2T _ ( - Tg)_s_e__ (__G_) Ty
X VeX ax Vex aX

From Step 7,

(A-9)
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ok 2 2 2
oK ok ok
%:%{VEXL(ZAE 3§§ + 200 3;‘—;(‘—)-(1\5 +an 47 )

oV av
aL ex 1 ey aL ex
'(Yex Xt L E) )} (v L)2 & (Yex ax T L 5x )
ex

Substituting back into this equation using the partial derivatives

obtained in terms of Tg, and solving for 3; one obta1ns,

-T -T
aAT {(_T_E_)AG -__}___9_+ E2 ]
ax 2 VeX Vex aX 2 Vex

where,

A6 = A5(S1 - S2 - S3 - S4 - S5 - S6 + S7 + S8 + S9) - M
1+ A2 + A3 + A4
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S]=M3{T I T 2}
1+ ZeT cos eT + eT
3 er sin 6
52 = M4 (g-)z 1 T 1:
T 2 2
[T+ e; + 2ep cos eT}
P e. sin 8 i ;
$3 = M5 2“3 TT S
RT [1 + er cos eT] , :
Sq4 = M6[q31 oS ¢1 = G1q sin ¢T]
S5 =

M7[q32 cos ¢T - q]z‘sin ¢T]

S6 = M8[Q,, COS ¢ = G5 Sin ¢+]
33 T 13 T
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M3

M4

M5
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1}

N3[q]] cos ¢r + 93 sin ¢T]
N4[q]2 cos ¢; + a3, sin ¢T]
N5[q13 co; o7 * 933 sin ¢T]
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T
Tg =
)(Z+2 Zg)
E](SI‘- S2 -~ S3 -S4 - S5 -S6+ S7 + S8 + S9)

2AL
ex

N5 =

}Mz

1+ A2 + A3 + A4

and E1, A2, A3, A4, and A5 are as defined previously.

E2 =

From (A-9) the final step in the derivation is
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at g

5%~ X

aT -7 T -T

‘5)%{‘ - (2 v‘g) A *Vg‘} = (2 V '9) E2
ex ex ex

oy _ E2

e ()
T =T B T -1
g g

Similar expressions can be derived for the partials with respect
to the five remaining elements in the state vector. Due to the extreme
size of the listing it is omitted from this report, however, it is

available upon request as an Addendum.



APPENDIX B
DATA INPUT/OUTPUT

In this Appendix, the form of data input needed for compute}
cards is shown and an example output given and discussed as to
individual term meanings so there can be no confusion as to what the
output yields. It should be noted that in all cases, double precision
notation is required, although not all signifigant digits need be or

can always be input or output.

A. Input From Data Cards

For different data, different formats are used. A listing of the
groups of variables will be given, along with the format code called

for.

1. Earth Orbit Data

ECC, ECCAML, ANM, TREF, AMAJOR
Format is 5013.8 - up to 8 decimals per number, 13 spaces total
(including sign and exponent), D format, up to 5 numbers on a card.

An examplie card field is shown below.

coL 1 14 27
.016727260D00 8.30127160D-3 1.99083972D-7

0.00000000D00 1.49467000D11
COL 40 53
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2. IGM Initialization Integers

ISW, NCYL, NFKé
Format is 16I5 - up to 16 different five-digit integers (only 3
are used here) which are right-justified. An example card field is

shown below

COL 5 10 15
2 2 0

3. Tug Characteristic Data

THRUST, SISP, WTSTAG, TF, TIME

Format is 6D13.8 - up to 8 decimals per number, 13 spaces total,

D format, up to 6 numbers on a card. An example is shown below

coL 1 14 27
1.50000000D004 4.44000000D002 5.85000000004
1.00000000D07 4.19755900D04

COL 40 53

4. Exact Tug State Vector

X, DX
Format is 6D13.8 - same as is subsection 3. An example is shown

below
coL. 1 14 27
-8.7143370D04 -2.4140460D05 -6.6738760D06

7.73020900D03 -1.7556700D01 ~1.0550210D02
COL. 40 53 66
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5. State Offset Vector

XOFFST
Format is 6D13.8 - same as in subsection 3. An example card is

shown below

coL. 1 14 27 40 53 66
1000.0D0 500.0D0 1000.0D0 2.0DO 1.0D0 2.0DO

6. Burn-Coast Initialization Times

DTC, DPRTC, DTB, DPRTB
Format is 6D13.8 - same as in subsection 3. An example card is

shown below

coL. 1 14 27
6.00000000D01T6 6.00000000D01 .500000000D00

.500000000D00
CoL. 40

7. Launch Coordinates and IGM Control Times

AZ, PHIL, TPHIT, TCHIT
Format is 6D13.8 - same as in subsection 3. An example card is

shown below

CoL. 1 ~ 14 27
8.33911243D01 2.86080000D01 9.9999990D06
1.50000000001 | |

coL. 40
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8. Simulator Mode Selection Integer

ICHECK

Format is IT- integer value is 1, 2, or 3 in column 1.

9. End-of-Burn Orbital Parameters

RT, VT, THT, P02, E2, ARGPER, DINCL, DNODE, TGB, RANT, WDROP
Format is 6D13.8 - same as in subsection 3. There are two cards

required for this data.

CcoL. 1 14 27
6.69584200D006 8.35041600D03 1.25450100D00
7.85809400D06 1.7547030D-01 1.80689300D02

COL. 40 53 66

coL. 1 14 27
2.82827000D01 9.94007300D01 2.42300500002
1.71028100D02 0.00000000D00

COL. 40 53

10. End-of-Coast Time

TCOAST
Format is D13.8 - one number with 13 total digits or less, only

8 .0f which may be decimals. An example card is shown below

CoL. 1
4.90717848D04



163

B. GSP Output

This section discusses and displays representation data output so
as to clarify the purpose of the data presented.

On the next page is shown the first output sheet containing an
explanation of the mode selection, i.e. deterministic, full filter, or
passenger mode, along with the IGM data input from cards as discussed
in the previous section of this Appendix. This is for two purposes:

(1) to insure that the data has been read properly, and (2) it provides
a concise Tisting of the simulation run values to aid in proper analysis

of the flight data at a later time.

On the pages following the previous sheet are representative output
data from GSP, as commanded by subroutines NPRINT and OQUTPUT. The first
block set of data represents initial conditions data existing before
the simulation begins. Subheadings "Begin Burn", "Begin Coast", “End
Burn", "End Coast" appear as necessary to clearly dileneate the flight
phase the printed data is compatable with. Note that TIME, listed at
the beginning of each block of data, represents the reference time
atkwhich the data is available. This time is referenced to the initial
Earth Taunch of the Space Shuttle - Space Tug combination. For instance,
TIME = 41980.0 means 41,980 seconds (or about 11 1/2 hours) have elapsed
from launch initiation. A defining list of symbols for the terms in
these data blocks is given in Table B-1.

The sections of output data not in blocks, i.e. "FILTERED STATES",

represents output data from the state estimator navigation system.
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BEGIN BLRY

TIME C.42T8ClJ30C 85
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Definitions follow:

Name

Filtered States

State Error

Position Error Norm

Velocity Error Norm

Exact Measurements
Available Measurements

Estimated Measurements

Measurement Residual

Covariance Matrix
State Transition Matrix
DELCHK

Gravity Terms

XDDG
YDDG
ZDDG

Not Controllable - Controllable
Not Observable - Observable

DET

H matrix

2 2
2 2 2
"/e4 + e5 +

168

Definition

State vector information actually
available to guidance law (is in
error),

e=x(k) - X(k/K)
actual

actual measurements without noise
actual measurements plus noise

results which come from filter one
step propagation,

Z(k+1/k) = H(k+1)X(k+1/k)

(available-estimated) measurement
indicates how well filter is working.

State covariance matrix
o(k+1,k) entries
Integration step size

partial derivatives of gravity terms;
going across page,

5% ax IX . ax
9 T ... Tg g
ax T a3y >y 7 92

Headings from CONOBS referring to
observability/controllability

determinant of a square matrix used
in. CONOBS analysis

Elements of H matrix; 6x6 during burn;
3x6 during coast
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Table B-1. LIST OF SYMBOLS IN OUTPUT DATA BLOCK

Symbol Definition

X-13 Exact X coordinate of the Tug in
Apollo 13 ECLC. (meter)

Y-13 Exact Y coordinate of the Tug in
Apollo 13 ECLC. (meter)

Z-13 Exact Z coordinate of the Tug in
Apollo 13 ECLC. (meter)

DX-13 Exact k coordinate of the Tug in
Apollo 13 ECLC. (m/s)

DY-13 Exact Q coordinate of the Tug in
Apollo 13 ECLC. (m/s)

DZ-13 Exact i coordinate of the Tug in
Apollo 13 ECLC. (m/s)

R Instantaneous radius of the Tug
from earth (meter)

) Instantaneous velocity of the Tug
(m/s)

PATH Flight path angle v in IGM (in
degrees)

INCL Present inclination angle of orbit
(in degrees)

NODE Present flight orbit node (in degrees)

RAN Range angle (degrees)

GX Instantaneous gravity in the X codrdi-

nate (m/s2)

GY Instantaneous gravity in the Y coordi-
nate (m/s¢)

FMXM Acceleration due to engine thruster in
the X coordinate (m/s2)

FMYM Acceleration due to engine thruster in
the Y coordinate (m/s¢)

-Gz Instantaneous gravity in the Z coordinate
; “(m/s2)



Symbol
FMZM
DDX
DDZ

WT
WTLBS

FLOW
F
FLBS

PHIT
ISP
F/M

TGO
CHIP
CHIDP

CHIY
CHIDY

CHIPC
CHIYC
p

DDY

N
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Acceleration due to engipe thruster
in the Z coordinate (m/s?)

Instantaneous acceleration 05 the
Tug in the X coordinate (m/s¢)

Instantaneous acceleration of the
Tug in the Z coordinate. (m/s2)

Vehicle mass (kilograms)

Weight of vehicle (pounds referenced
to sea level)

Mass flow rate (kg/sec)
Vehicle Thrust (in Newtons)

Vehicle Thrust (in pounds referenced
to sea level)

¢T - Terminal Range angle
Specific impulse (in seconds)

Instantaneous Tug acceleration

~ due to thrusting (m/s?2)

Time-to-go (seconds)

Pitch burn angle (degrees)

>
i

Pitch burn angle rate (degrees/
P seconds)

> e
t

Yaw burn angle (degrees)

>
|

Yaw burn angle rate (degrees/
¥ seconds) v

- One stage computation of Xp (degrees)

One stage computation of Xy (degrees)

Semi-latus rectum of instantaneous
orbit (meters)

Instantaneous accelerat}on of the Tug
in the Y coordinate m/s '
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Symbol Definition

E Instantaneous eccentricity of the
present orbit (dimensionless)

ARG Argument of the perigee (degrees)

TRU True anomaly (degrees)

A Orbital semi-major axis (meters)

PSEC Orbital Period (seconds)

RP Perigee of instantaneous orbit
(meters)(Tow point)

RA Apogee of instantaneous orbit (high
point)(meters)

VP Velocity at perigee (meter/sec)

AP Orbit perigee (nautical miles)
1 n.m. = 6080.27 ft.

AA , Orbit apogee (nautical miles)

VA Velocity at apogee (meter/sec)



APPENDIX C
SPACE TUG NAVIGATION
SPECIFICATIONS

The state vector errors allowable in the initial state vector prior

to a burn, measured in a local vertical coordinate system are:

X - position 1.0 Km
Y - position 0.1 Km
Z - position 1.0 Km
X - velecity 2.0 m/sec
Y - velocity 0.5 m/sec
Z - velocity 2.0 m/sec

The errors in the platform attitude angles should initially be

less than:
ex 3.0 min
Vs
0 3.0
Y
ez 3.0

The navigation system pbsition and velocity errors during powered
flight should be maintained less than:
(excluding initialization errors)
Pbsition (a1l axes) - 2 Km

Velocity (all axes) 5 in/sec

Guidénce placement accuracy is bound by the following limitations: ~

172 !
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Position Velocity
Geosynchronous Orbit 50 Km 10 m/s
Low Earth Orbit 10 Km 10 m/s

The operation of the navigation system should not place any

constraints on the orientation of the vehicle.



APPENDIX D
SYMBOLS AND DEFINITIONS OF COMPUTER VARIABLES IN THE GSP LISTING

On the following pages are a listing of the computer variable names
used in GSP and the corresponding variable names implied in the IGM
guidance law. It is included to help in the understanding and use of

the simulator.
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SYMBOL

DLDX
DLDY
DLDZ

DLDXD |

DLDYD
DLDZD

* DJDX

DJDY
DJDZ
DJDXD
4
DJIDYD

DJDZD

DPDX
DPDY
~ DPDZ
~ DPDXD
DPDYD
DPDZD

DEFINITION

al./3X
aL/aY
aL/eZ
sL/ X
aL/ oY
LY
3d/sX
3d/ayY
3d/aL
3d/ X
ad/aY
ENVEY
aP/aX
aP/sY
oP/sZ
3P/ X
aP/aY
aP/al

SYMBOL

DQDXD
DQDYD
DQDZD
DUDX
DuDY
bupz
DUDXD
DUDYD
DUDZD
DAYDX
DAYDY
DAYDZ
DAYDXD
DAYDYD
DAYDZD
DBYDX
DBYDY
DBYDZ

DEFINITION

2Q/5X
2Q/5Y
30/01
U/ aX
al/aY
al/sZ
aU/ aX
aU/aY
RV
aAY/aX
dAy /Y
aAY/aZ
aAY/ak
BAY/BY
aAY/aZ
BBY/BX
3By /aY

BBY/BZ

TAN



SYMBOL

DSDX
DSDY
DSDZ
DSDXD
DSDYD
DSDZD
DQDX
| DQDY%
DQDZ
ETADX
ETADY
ETADZ
ETADXD
ETADYD
ETADZD
DXIDX
- DXIDY,
DXIDZ
DXIDXD

DEFINITION

2S/3X
3S/8Y
3S/aZ
35/3X
3S/3Y
8S/81
3Q/3X
3Q/aY
3Q/3Z
an/sX
an/aY
an/al
sn/ oK
an/aY
an/al
dE/ 38X
3£/
3e/01

8/ 9X

SYMBOL

DBYDXD
DBYDYD
DBYDZD
DETAX
DETAY
DETAZ
DETAXD
DETAYD
DETAZD
ZTADXD
ZTADYD
ZTADZD
XDDGX
XDDGY

~ XDDGZ

XDDGXD
XDDGYD
XDDGZD
YDDGX

DEFINITION

aBY/aX
aBY/aY
BBY/BZ
an/aX
an/aY
an/ sl
an/ak
an/aY
an/ o7
32/ 3X
at /oY
22/51
aXg/oX
aRG/aV
aXG/aZ
aXG/aX
aXG/aV
axg/ai

aYG/ax

9/1



SYMBOL
T

DXIDYD

DXIDZD
: <

XIDDX
XIDDY
X1DDZ
XIDDXD
X19DYD
X1DDZD
ZTAX
ZTAY
ITAZ
ZTAXD
ZTAYD
ZTAZD
ZTADX»
ZTADY
ZTADZ
X1DGX

DEFINITION

5€/0Y
3£ /87
aE/ X
9t/ oY
oE/Z
3E /o X
28/ 5Y
2t /51

ar/sX

ar/aY
oc/al

ac/9X 5

ac/aQ
a;/ai

oz /aX

az/aY

az/sl

3t /X
£g/a

SYMBOL

YDDGY
YDDGZ
YDDGXD
YDDGYD
YDDGZD
ZDDGX
ZDDGY
7DDGZ
ZDDGXD
ZDDGYD
ZDDGZD
ETDGX
ETDGY
ETDGZ
ETDGXD
ETDGYD
ETDGZD
DRDXD

DEFINITION

aVG/aY
aVG/aZ
aVG/ak
396/39
aVG/ai
aZg/oX
aiG/aY
2o/l
aiG/ak
aiG/a?
aie/ai
aﬁg/ax
aﬁg/aY
aﬁg/a%
aﬁg/a¥
Bﬁg/BY
aﬁg/az

aR/aX

LLL



SYMBOL

XIDGY
XIDGZ .

XIDGXD

XIDGYD
XIDGZD
ZTDGX
ZTDGY

7TDGZ

ZTDGXD
ZTDGYD
ZTDGZD
ETDTX
ETDTY
ETDTZ
ETDTXD
ETDTYD
ETDTZD

DEFINITION
a%g/aY
agg/a?
agg/aY
o /57
sig/ax
agg/aY
aEg/aZ

a;g/ax

JRa
ag/a

agg/ai
any/aX
any/aY
any/oZ
aﬁT/aX
aﬁT/39

‘aﬁT/ai

SYMBOL

DRDYD
DRDZD
XLRVX-
XLRVY

XLRVZ

XLRVXD

XLRVYD

XLRVZD

DGAMX
DGAMY
DGAMZ
DGAMXD
DGAMYD
DGAMZD
DXFDX
DXFDY
DXFDZ

DEFINITION

3R/8Y
5R/5Z

8L1



SYMBOL

DVDX
DVDY
DvDZ
DVDXD

DVDYD
DVDZD
DROX
DRDY
DRDZ

DFETX
DFETY
DFETZ
DFETXD
DFETYD
DFETZD

DEFINITION

aV/asX
av/ey
aV/sl
aVY o X

aV/aY

3V/52

_3R/3X

aR/2Y
3R/ 52

aggy/oX
g/ Y
dopp/oL
3¢ET/ak
a¢ET/39

a¢ET/si

SYMBOL

DXFDXD
DXFDYD
DXFDZD
DZLXX

DZL XY

DZLXZ

DZLXXD

DZLXYD

DZDXZD

DRTXD
DRTYD
DRTZD

DGMTX
DGMTY
DGMTZ

DEFINITION

axF/ak
aXF/aY
BXF/BZ
a(é%)/ax

s( )/aY
a( )/aZ
3(750/3i
F
- aY
(xF
7 .
B(EEQ/BZ
Rf

aRT/ak
aRT/aY
aRT/aZ
BYT/BX
ayT/aY

BYT/BZ

6Ll



SYMBOL

DETX
DETY
DETZ
DETXD
DETYD
DETZD
DFK6X
DFK6Y
DFK6Z
DFK6XD
DFK6YD"
DFK6ZD
DFTX
DFTY
DFTZ
DFTXD
DFTYD
DFTZD

DEFINITION

2E1/3X
o3ET/aY
BE;’?Z
2E/oX
aET/aY
BET/BZ
3FK6/5X
aFK6/3Y
3FK6/5Z
aFK6/ X
3FK6/3Y
3FK6/0Z

a¢T/aX

8¢T/8Y

3./
3¢T/ak
20./3Y
207/51

SYMBOL

DGMTXD
DGMTYD
DGMTZD
DVTX
DVTY
DVTZ
DVTXD
DITYD
DVTZD
DGTX
DGTY
DGTZ
DGTXD
DGTYD
DGTZD
XIDTX
XIDTY
XIDTZ

DEFINITION

ayT/ak
BYT/BY
ayT/ai
aVT/aX
BVT/aY
aV /82
avT/ax
aVy/aY
aVT/aZ
3Gy/3X
aGT/aY
8G,/8Z
3G /aX
aGT/39
BGT/az
3E1/aX
aEy/3Y

aéT/aZ

08l



&t

SYMBOL

DRTX
DRTY
DRTZ
ZTDTX
ZTDTY
ZTDTZ
ZTDTXD
ZTDTYD
ZTDTZD
XIGTX
XIGTY
XIGTZ
XIGTXD
XIGTYD
XI1GTZD
XIDSX
XIDSY
X1DSZ

DEFINITION Li

aRT/aX
aR-/3Y
BRT/BZ
a&T/aX
air/aY
3ir/0Z
aéT/ax
a&T/a?
a&T/ai
aéGT/ax
BE g/ BY
aEGT/aZ
aéGTlak
aEGT/a?
BEGT/ai
ANE*/ 3 X
AAE*/3Y

JAE*/DZ

SYMBCL

AIDTXD
XIDTYD
XIDTZD
ZTDSXD
ZTDSYD
ZTDSZD
DGDX
DGDY
DGDZ
DGDXD
DGDYD
DGbZD
DDTDX
DDTDY
DDTDZ
DDTDXD
DDTDYD
DDTDZD

DEFINITION

aéT/ak
aET/sY
aéf/ai
BAL*/0Y
3AE*/3Y
BAL*/07
3G/aX
3G/aY
3G/3Z
2G/oX
36/2Y
26/0Z
dAT/3X
dAT/3Y
3AT/sZ
aAT/ai
aAT/a§
aAT/ai

L8l



SYMBOL

XIDSXD
XIDSYD
XIDSZD
ETDSX
ETDSY
ETDSZ
ETDSXD
ETDSYD
ETDSZD
Z7DSX
-~ ZTDSY
2TDS2
LZTDX
LZTDY
LZTDZ
LZTDXD
LZTDYD
LZTDZD

DEFINITION

BAE*/oX
30E*/ oY
snE*/ oL
dAn*/ X
aan*/ 8y
3An*/ 57
aan*/ o
BAR*/ BV
BaR+/ 81
BaL*/ X
3Az*/aY
dAZ*/ 8L
BA&/BX

dAT f3Y

30T /8

AT/ 3K

BAZ /3y

INYETA

SYMBOL

LXIDX
LXIDY
LXIDZ
LXIDXD
LXIDYD
LXIDZD
LETDX
LETDY
LETDZ
LETDXD
LE¥DYD
LETDZD
DYDXD

DDYDYD

POYNZD
DEYDX
DEYDY
DEYDZ

DEFINITION

oE/ aX
9E/ aY
9t/ 5L
3t/ oX
aé/39
aé/ai
aan/ aX
aan/ aY
aan/ o7
aAﬁ/ai
san/ oY
aAﬁ/aik
aDY/BJ'(
3DY/3Y
3D, /37
3 /X
3EY/3Y
aEY/BZ

é8l



SYMBOL

KIPTX
KIPTY
KIPTZ
KIPTXD
KIPTYD
KIPTZD
KIYTX
KIYTY
KIVTZ
KIYTXD
KIYTYD
KIYTZD
DCYDX
| DCYDY
DCYDZ
DCYDXD
DCYDYD
DCYDZD

o

DEFINITION

3%p/ X
3%p/BY
3%p/ 2
aip/ak
dp/2Y
axp/ai
3%/ 8K

a&yﬁé¥

axy/az

SYMBOL

DEYDXD
DEYDYD
DEYDZD
DK3DX
DK3DY
DK3DZ
DK3DXD
DK3DYD
DK3DZD
DK4DX
DK4DY
DK4DZ
DK4DXD
DK4DYD
DK4DZD
DMDX
OMDY
DMz

k4

DEFINITION

aEY/ai
BEY/BY
oEy/olZ
9K/
aKg/aY
aKy/8Z
aKs/aX
aK3/a§
aKy/o
aK4/ax
aKg/0Y
3K4/a%
aKy/aX
aK,/aY
3K4/az
3M/3X

aM/aY

aM/sZ

€8l



SYMBOL

DDYDX
DDYDY
DDYDZ
DNDX
DNDY
DNDZ
DNDXD
DNDYD
DNDZD

DAPDX

DAPDY
DAPDZ

~ DAPDXD
DAPTYD
DAPDZD

DBPDX
DBPDY
DBPDZ

DEFINITION

aDY/aX
BDY/BY
aDy/aZ
aN/3X
aN/aY
oN/3Z
aN/3X
aN/aY
aN/5Z
LLYARS
aAp/aY
BAP/aZ
aAp/aX
aAP/BY
BAPIBZ
3B/ 3X
3Bp/aY
aBP/aZ

SYMBOL

DMDXD
DMDYD
DMDZD
DDPDXD
DDPDYD
DDPDZD
DEPDX
DEPDY
DEPDZ
DEPDXD
DEPDYD
DEPDZD
DK1DX
DK1DY
DK1DZ
DK1DXD
DK1DYD
DK1DZD

DEFINITION

aM/ X

oM/ Y

aM/oZ

aDP/ai
aDP/aY
aDP/aZ
aEp/ax
BEp/aY
8Ep/aZ
3Ep/aX
aEP/aQ
aEP/ai
3K, /aX
3K,/8Y
8K, /3L
3K, /aX
3K, /8Y
ISVAYS

¥81



SYMBOL

DBPDXD
DBPDYD
DBPDZD
DCPDX
DCPDY
DCPDZ
DCPDXD
DCPDYD
DCPDZD
DDPDX
DDPDY
DDPDZ
KIYPX
KIYPY
KIYPZ
KIYPXD
KIYPYD

KIYPZD

DEFINITION

3B, /2X
B/ 3Y
2B, /02
aCP/aX
aCP/aY
3Cp/ 31
3Cp/ X

aCp/aY

3Cp/ o1
aDp/ 2X
aDp/ oY
3Dp/ 2

]
X Y/aY

ax'Y/az
ax'Y/ak
Bx'Y/B?

Bx'Y/Bi

SYMBOL

DK2DX
DK2DY
DK2DZ
DK2DXD
DK2DYD
DK2DZD
KIPPX
KIPPY
KIPPZ
KIPPXD
KIPPYD
KIPPZD
DYFDXD
DYFDYD
DYFDZD
DTHTX
DTHTY
DTHTZ

DEFINITION

aK,/3X
aKZ/aY
aKz/BZ
BKZ/BX
aKZ/aY
3K,/ 32
ax'p/ax
Bx'Piaf
ax'P/aZ
ax'p/aﬁ
' p/oY
ax'p/ai
aYF/ai
aYF/a§
aYF/aZ
a8/ aX
a04/3Y
aeT/aZ

S8l



SYMBOL

ETGTX
ETGTY
ETGTZ
ETGTXD
ETGTYD
ETGTZD
- TGDX
TGDY
TGDZ
TGDXD
TGDYD
TGDZD
DZFDX
DZFDY
DZFDZ

DZFDXD

DZEDYD
' DZFDZD

DEFINITION

th/aX
a%T/w
angp/ oL
&hT/&
siigr/ oY
aﬁGT/Bi
aTg/aX
ﬁg/w
ﬁg/a?
eTg/a%
aTg/aY
aTg/aZ

VBZF/3X

aZF/aY
3L/ dL
aZF/ai
aZF/a§
3L/l

SYMBOL

DTHTXD
DTHTYD
DTHTZD
TAU

TG

J
L(FL)

Qc(Q)

u(uu)

AY

BY
ETA(XI(21))

ETAD(XID(2))

XI1(XI(1))
XID(XID(1))
ZTA(XI(3))

DEFINITION

aeT/a¥
aeT/aT
aeT/aL

T
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SYMBOL

- DYFDX
~ DYFDY

DYFDZ
ZDDG(GX(3))
ETDDG(XIDD(2))
XIDDG(XIDD(]))
ZTDDG(XIDD(3))

ETDT(XIDT(2))

v

R
XDLRV
GAM
ZFLXF
FET
ET(E2)
FK6
FT

RT

DEFINITION

aYF/aX
aYF/aY
BYF/SZ
Zg
ng

(X-X/RV)
Y »
(Zp/%;)

SYMBOL

ZTAD(XID(3))
XDDG(6X(1))
YDDG(G6X(2))
LXID(DXID(1))
LETD(DXID(2))
LZTD(DXID(3))
KIPT(CHITP)
VEX

KIYT(CHITY)
cY

DY

EY
K4(FK4)
M(AM)
N(AN)

AP

BP

cp
K3(FK3)

DEFINITION

¢ e
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SYMBOL

GAMT (THT)
T

GT |

~ XIDT(XIDT(1))
ZTDT(XIDT(3))
XIDDGT(X1DDT(1))
LXIDS(DXIDS(1))
LETDS(DXIDS(2))
LZTDS(DXIDS(3))
G(GG)

DLT(DTN)

MU(U) (GM)
PT(P02)
XIT(XIT(1))
DK11X

DK1Y

DK11Z

DK11XD

DEFINITION

Y1
VT

SYMBOL

DP

EP

K1(FK1)
K2(FK2)
KIPP(CHIPP)
KIYP(CHIPY)
ETDDGT (XiDDT(2))
XFOXE(1))
YF(XF(2))
ZF(XF(3))
THET

DK22X

DK22Y

DK22Z

DK22XD
DK22YD
DK221D

DK23X

DEFINITION
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SYMBOL

DK21XD

DK21YD -

- DK212D
DK33XD
DK33YD
DK33ZD

CKINV
ERAD
© DCPHX
DCPHY
DCPHZ
DCPHXD
DCPHYD
DCPHZD
~ DAL2X
DAL2Y
DAL2Z

~ DEFINITION

2K,y /X
3K21/3Y
2Ky /02
9Kyq/0X
3K33/39
WKy 01

K1 =¢
EARTH'S RAbIUS
3(CSC ¢)/8X
3(CSC ¢)/a3Y
9(CSC ¢)/92
3(CSC ¢)/2X
a(csc ¢)/a?
3(CSC $)/3Z
a(cos az)/BX :
3(COS «p)/aY
3(COS ap)/a3Z

SYMBOL

DK33X
DK33Y
DK33Z
DEQDX
DEQDY
DEQDZ

DEQDXD
DEQDYD
DEQDZD
EQS
CINT
DC11X
DC1TY
DC11Z

DC11XD

DCN1YD

- DC11ZD

DEFINITION

3Kgq/2X
3Ky,/Y
3K34/92
3EQ/aX
oEQ/aY
9EQ/32Z

2EQ/aX

2EQ/ Y

2EQ/0Z

(£Q)2

DUMMY VARIABLE = (K™')(EQ)
TRV S
aCyy/2Y

aCyq/o2

/2"

3y, /Y

TS,

681



SYMBOL

DAL2XD
DAL2YD
DAL2ZD
DBT2X
DBT2Y
DBT2Z
DBT2XD
DBT2YD
DBT2ZD
XSUN
YSUN
ZSUN
EQ
DC21Y
DC21Z
DC21XD
DC21YD
DC212d

DEFINITION

a(Cos az)/ai
2(C0S ap)/aY
3(C0S ap)/oZ
3(COS gp)/aX
2(C0S 82)/8Y
3(C0S B2)/52

3(C0S 85)/3X

3(COS 2,)/3Y
2(C0S 85)/3Z

SUN

COORDINATES -
IN ECLC

acz]/aY
aCZI/a?
aCleax
aQleaY
BCZ]/aZ

SYMBOL

DC12X
pci2y
DC12Z
DC12XD
DC12YD
DC12ZD
DC13X
DC13Y
DC13Z
DC13XD
DC13YD
DC13ZD
DC21X
DC32YD
DC32ZD
DC33X
DC33Y
DC33Z

DEFINITION

aclz/ax
3C, 5/ 3Y
3012/32
aC]Z/aX
aclz/av
BC]Z/BZ
3Cy /X
aclslaY
3Cy5/3
3C13/3X
aC]3/aY
aC]3/3L
3C,,/3X
3C3,/3Y
3032/32
3C43/ 0¥
3C,4/3Y
3C33/32

061



SYMBOL

DC22X
DC22Y
DC222
DC22XD
DC22YD
DC222D
DC23X
DC23Y
DC23Z
DC23XD
DC23YD
DC23ZD
DC31X
DC3TY
DC312
DC31XD
DC31YD

DC31ZD

DEFINITION

3C22/ax
BCZZ/BY
3C22/BZ
3C22/3X
3C.,p/2Y
3C, o/ 42
3C,5/0X
3C,3/0Y
3C,3/01
C,y3/ 2K
3/ Y
3C,3/02
3Cqq/X
3y /3Y
ac3]/az
ac3]/ax
3Cqy/0Y
34,/

SYMBOL

DC33XD
DC33YD

DC33ZD

DDCXX
DDCXY
DDCXZ
DDCXXD
DDCXYD
DDCXZD
DDCYX
DDCYY
DDCYZ
DDCYXD
DDCYYD
DDCYZD
DDCZX
DDCZY

DDCZZ

DEFINITION

3033/a¥

3DCX/3Y
aDCX/3Z
3DCX/5Y
aDCX/3Y
3DCX/3Z
3DCY/5X
aDCY/3Y
3DCY/02
aDCY/aX
3DCY/aY
30CY/57
aDCZ/3X
3DCZ/3Y
aDCZ/>Z
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SYMBOL

DC32X
DC32Y
DC32Z
DC32XD
ESTM
XBT
YBT
ZBT
DNMI1

- DNM2

YEA
YEB
YEC
YED
YEE
YEF
AL
PHIL

DEFINITION

aC32/aX
3Cq /0¥
ac32/az
aC32/3X
(1)

LUMPED PARAMETER
LUMPED PARAMETER
LUMPED PARAMETER
LUMPED PARAMETER
LUMPED PARAMETER
LUMPED PARAMETER
LUMPED PARAMETER
LUMPED PARAMETER
Az

oL

SYMBOL

DDCZXD
DDCZYD
DDCZZD

POLO
PIL1

P1LO
XHOLO
XHILO
XHIL1
QK

HK1
RK1
KK1
ZLHXH
PHITLO
FT(PHIT)
X

DEFINITION

3DCZ/ oK
aDCZ/ai
aDCZ/ 7

P(k/k)

P(k+1/k+1)

P(k+1/k)

X(k/k)

X(k+1/k)

X(k+1/k+1)

Q(MATRIX)
H(MEASUREMENT MATRIX)
R(MATRIX)

K(KALMAN GAIN MATRIX)

-~

Z

r

a6l



~ SYMBOL

PHIX
PHIY
PHIZ
KUM
DEM
CSCPHI
CALPH2
CBET2
K1
ZK2
WT
THRUST

DEFINITIONS

LUMPED PARAMETER
LUMPED PARAMETER
CSC(s)

C0S(ap)

oS (g,)

NOISY OBSERVATIONS
PERFECT OBSERVATIONS

SYMBOL

XD(DX(1))
YD(DX(2))
ZD(DX(3))
K(FK)
CHIPC
CHIYC
ENGACC
% XDDG(PARTL)
* YDDG(PARTL)
* ZDDG(PARTL)

DEFINITIONS

X

Y

z ...
K(MATRIX)

Xp

Xy

ENGINE ACCELERATION
XGRV(1) (GRAV)
XGRV(2) (GRAV)

XGRV(3) (GRAV)
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This Addendum is to supplement the report on the Space Tug under
NASA contract #NAS8-29852, TheApurpose is not to present a complete
derivation of the Generalized Simulation Package, (GSP), but to give
insight to the approach in which the one-step propogation method was
utilized in the IGM package to estimate the desired burn angles for the
guidance routine.

A complete listing of all partial derivatives and Jamped paramcters
used in the partial derivative routines of the GSP program are given,
These equations are listed in their order of computation and should
serve as a reference for translation of the program variable names to
the notation of the IGM package.

Thiz 1isting goes along with the GSP program listing, available on
request from the Department of Electrical Engineering, Auburn University.
Together they give an overall picture of the analytical approach taken
in the Tug navigation study. In addition, a brief discussion and derivation
showing'a step-by-step process of the partial derivative computation for
one of the terms needed in the burn angle estimations is given in the

Appendix of the Space Tug report.

T R TIEIR S a )



»

aTg _ ATl

<= Z Vox =G

S Z ‘\ - i L 1 ol \]
/ I‘|a__ ’% ) A’:) +L’r¢ ﬂ 3

1
it
~

l( ."

x

i

x
(I

}

S
o~ |
+.

1
\
a

DNUm 2

> Te _ [’7"—“7:)_ \i:" Cl-€72+ [‘_Q(Di\Uf‘(\l).}

AT, 3T
& X X

s



L)

o

E "Wm ’ cucn

Sk, 97%:s
g~ 9=
T .. 373

I T ax

2T _ T3
7 Iy

4T _ 2373

& 3=

b | ELFAS 3
X I+ AZ+AZ +AY

s¢r . [ ALTASD “%—3‘ 7
S Lfﬁzm3+A+_/

b

>& | LrAZeAT A4

G/

T, () (L+FRLOLZ) +{Lt) O-r:i

o L1+(2) To ( 1+FK(9)(L3):! |

it

Ty 4%2) (L+FRE)(D1)+ (L1 e;"_;(.

ay ”El*(;z) Ty (1+FKe) U-"QJ

To (4) (1+FRE)(02) +{L1) S5

h‘_}
oy
i

P2 T [ 14(%) Ty (1+FKE) (L3)]






]
w.i\ ‘-Vl

e

e
s

b4

W

el
[4%) Ve

HX

N Pl

i

i W

0

1y

.

5_ sl
~i

o7
A

U

wHeK

8 B

iy

i

-
<

%

e

..-.v rﬂ/.
P )

- Vox Tg

e
2

3
zZ

3
A

- 'Vex L

e
-

e r—ye.







,_”z
~3} 0
g7

Pa] \,c

72177

F2 8 L_wé
H_n_\u sl
2 7
El
g
[ v.V/ .m. ?
\c~\e .\«“‘\v
-
<
N
2 DN 3,“.;
P R 1




o
Mg o

‘5“;;": L’%‘” CU\. AT + < Y 1 \' ;{\ 17 J+ g- - f T ’p,‘

#)  replem

N g \% B@r
éj). +%|L0<¢1 & \/‘\ k ”'n¢T

‘__ (’:SIO;; COS ¢T TS“" ¢T %.3,:_"" Lx (.‘ Zu >in ¢T

[4 " a'
© ..-.é-L-*(_a,“! Los (p- ‘,)y )""/( ‘7"’2 Sn ’/27 _e.‘}-“r

é)(/n- ( ‘ S By

+ gz COS O, oY R IS s Sy

T %3 COS ¢ %i‘/l)"}

L Giz COS dy + G5z ST rﬁrj +
{ .. P h c; by
EX "%y et b+ 3 “él T3 Cos by d & )

; Y X & 4=
-y (‘%q‘%m<m-ﬁ;§‘f%azCKN5?%

-

v

"4

. | Qe 37 >J
1‘”2"*: (”%l;‘; S (/’«r S = +C,_§53 cos ¢T /

dZ& .



3 S 3 P S
—:S_;—': &L“%H i ¢T < % %5! Lo% - bT

————

S X

. 2% " ;D pr |
wy g S by 5 Ge 054 53 J

. 244, 3(/)7
T = E_'%n: =n Pr X ‘l’%a: cos ¢T c)x j

, YD, 3 ¢+ T
- oy |- S B ==*
3-);"- XL’_,N SELy 2 3y +%se Cos . éy_‘

o 24 Dbz
<+ Y -’;5/,;_ S Py 3 fqgg,z Co3 ’b ";"\73'_}

2“' — %" &ty ;}('/..'..‘
TET AL-gesndr TT 4G sty FE
I - 3 47
+yL‘%.Q3:n¢T%+3QCO:‘>(/}_ 33 J
= o ¢+
+ it‘%,a :Jlﬂfz\.,. S)';é—(zz""gas Ccos ¢_ N
) i

,\\3)‘ = LT"':’/ A !:T-fa 2 {,o 'bT 7 <+
x [ cosdy 55 -2 209, 3%

e 3 .~‘.‘
+ oy [,%_ cas br T~ B3z TNdr SX |




o
! _—V"T—'-w

P oD+
3 Oy 3 ¢~r‘
+7 L %pz 03 ¢7 ..3._;1— - Y Zn ¢T c)y J

& 2 L
-
b - ¢ @
+x Logy cos gy ST T Bingr T2
s br > 4
f"Yj "O" /'05(/- “"‘}:"‘ &652' '51h¢.. -—-él.]

L, S #-
sy Do coo tt 5 - g sty 55 ]

B . 34
2 -%scos oy .?é_é: ~gss o by |

I~ 3 Br
X L" Yy Cos Gh Sy Fay S0 thr
7
B | Y ' 3
oo Cpcos b 3 gor s 3]

5_:1 ({;’ C’GJ¢T éf"%j;‘biﬂ% JJ-]

N0



&5 . 3_¢- ‘-rb-]
S7 XE"B" Cosdr TT “gu SN & FE

+ }’.‘-) - %AE ¢os ¢T ‘é_é's— "?g‘ St Py éé
. 0 40 o
3 ) a 0 ° _.g_(p ) . o> )
i}x = X 3% g‘m) t Y 3X ze/) vt & Jx 23
O r O * o
\‘/‘, 5 o ] ‘:) ,\
%‘T} = ;( ﬁﬁl'\ + v %%Z) + = ";_T//kzs)
740 o o
@' - :': o N R
R I YRR MW
4
. 0
< 2 -
Lé.,l = Kzz = Y2z

PR
g P 3 (=
+ %-z_ 'SEQ )“‘” /o 3x/‘izz) + -’.é exlsz's)

RERENAY

{ > Qg . .rl.- -
=(z) [% 3% (k) + 2= 5 {vg) + Za= éxcsgﬂ f

ey ; 3 __‘\L. 2N
AT f)[}zi’%("ﬁ)“"‘(’za m;(( )+% 2y )]




‘*

R

¥

3> - LKL( Y] '\ﬂ)fﬁ’z) 52(73)* j’ia &E aﬁ)__{

7O Q
. n — a
] 2. d
m—gz ('/2) L’d' Q(n) "" “z} c}/) “"Xﬁ vX z.)

4+ :gﬂzz \)'C) + /"j —é"_. ) + %\~3 a Zg)

2 0
3‘%)]

k-
¥

RY

fikewts e s

&
~N i

b? 2

‘11,3
"
¢

¥ 7 ) 22
.Z.R( 3 Z- L( kg" ._,”\ (bT T 34' cos (/)"") S-

ot (."C[;/tz = By + %:‘2 -0% ¢T>3&(3’q)
- (- > 11 ~ 2 (2)
-+ %,3 >in ¢r+%53 cos ¢T) 2 (23

. ¢ . 5
vy (g cos s 5T -9 sin g 55)
v B{ﬁT
+ s (g c0v 8 JT - gue om e 3
: Ja E ‘\"(’?T ‘ < 4 e%‘rj
+ Zg(“l«:.«a Cos B I T F3 S0 by *K



- . 3 .
T;l‘;( 7':) = (“/é.} {:_ ('an Sin ¢'T + 'XQ.! cos ,AT—) _)Y(Xa)

+ ( K‘? sin (pr +() * 52 cos ¢T d\/( \/3)

. ‘3 R ;»
+ (‘Cg&g 2in Py + sy COS ¢.,,);‘\; (23)

X (;ynco.w/ '—?‘:“%. sind, Ty

2 %y = S By
+ “/‘3 (‘-(3/!& cos ¢T é()' ’(3_32 Sin 1,17. S—YL)
1n , 'y Bﬁr :
+ 23 (’t&a <05 %’T _571' %33 5m¢.,. —5\7—)]

32::5( (/;-) { ‘ lg 5."(-‘ (pT t C"é/.z' COS %‘TJ) :\?f'. (',)z‘;))

+ (—c&,,z_sm s + Yaz CO - ) 32:‘?;( ‘/<‘>
+ Xg ( Gy COS P -\;é-' -4z S\ s %ﬁ;.:)
*’93( %'ZC°>¢5-“37’?"‘ Sin by Té')
+Zq( §1s €05 Pr - - gen S0 dr fﬂ

4‘ (b—

331{ ij‘3>: {.‘/Z>L;<u3 (’(‘Q“ cos ¢ TT % %,,,Sm (ljr's‘;[l)

‘o ¢)
+ ‘/%‘. '4.- COS ¢)T 0), %_5‘- v]\" ¢~ }R

+f:‘ (' %3 los ¢T ;X ?33 sindy 3;(1’)]-



2l ey B3 Nz (5
3z L M7) = ay(”b')‘ 32 M2) = O
sv_ oV _ Y _

FX &‘/* c& o

AV . X

% © v

V_ ¥

.9 V

2V 2

32 vV

AR



6'1 - £
PE ~
R 3R 2R o
Sy T 3y T ek
3 { XK RV-X - (xReyeyra-z) EFV
33?.( RV) Ve
2 » ° aR
2 XoX | ReoVe YV~ (XX +\/-\/+E~-Z}V 55
:’7( Gﬂv); REV*
S (xeky, BeV-E-(xXeyeyr2.z)V 4R
5 (5)-
" B . Y
o[ AX ReVaX = (X-X ty-y+Z<2) R
r)x(Rv)' Tty
N v 2R dY
) f xoX ReVo ¥ - (XX +y-Y+2-2) RyT
i ( (e -
v ARy R=V*
3y s : o ,..}_V
sk Revem - fuXdy-y+=-2)RYZ
< 3 = ; |
32 (RV ) o
37 Xex ]
P E"{[ v |




lay
W

[\ 9]

a

o‘
o

[ I
Fl\?j
N

| W |

N ’
a)\\-"
sx © o Gn
s XNe
3«\/' - %'Z'
2XF

2= e

DY 3=
5 e
C;Zr = %zz
= g







Ty S+ (C2FKe)SE

35X
—- 3Ty
Véi:/ = (2)(C1FKb) Tq —é—'-—- (cz2FKb6 55
SFRL - (2) (C1FK6)Tq 3B+ (C2FKRL) 52
S & , = k
LAaLS | T 3T
ST JTS
e _ (z) (C1FReITy 3+ (C2FKE) 53
‘5)1 . \',v
2Lt o ST ST
";;b (2)(C1F¥b)Ty T2- +((.ZF(~¢,) S
GIQT__ O, 2y S Or —‘—-_LEB?(—
> (t++ er cos et )~
P e S Dé-r
QR - f‘.'@?T FRRE C?,.,‘ y
> (1+ 27 €03 67 3=
'.-\}Q-.- M G S, N Oy é:)%::
53 - =
(|+ Q- Cos 67)
e SB
ARt . Pr &5 5080+ FF
3X ; -




2 Ry
P
’ (H- &s COS (—31-)1
. 51
DBz . P Q7 30 87 TE
3 2
(14 @4 COD 63)
Ye . > O3
2T ’\JF\PL\“/) s X
s X
Y ; s OT
af ¢t i . e
—5—;7? = QE~£’\PLF7) 3y
5 . ée"
Lix = (sMmPLFY) S=
Y 39T
2. (smrLFY) TR
o 3 967
av)"f v wn————
—5—{-:;;—.—:. QSI“\PLF)’) S
e _ AOT
%-'éf'-z LSM?L.\*‘/) 3=
[} 3{5 N
AV (. /%= S TR [+e +7 cos &
"ST\L”\ P‘x‘)(‘ nwyr = ) I8y (23r+leo T)]

éy \ i
e (JE ) sin oy )[( m@vﬁ

Ve "_(. )(Sm e— )L-kc,.(eT +2 Cos @r)]

) S Oy ....J-)[H—e- (L +7cos 8 )]



‘/__l)(sm or 55 )[H-e,( 2005 e,)]

28 2 =S s Rt
v - (&/() (RT g
RASE, ; -3\ &Ft
32'7 = (2/“') \R*a) ¥
&Gt -3 AR~

‘- ) 5%

%‘;\( {:'I)—'- Sin K‘T % )\l 4+ Vo 0050"1— %—f—
(5= sy, “;;,/T + ¥z cos & 3?’7'
%QE‘T) s ¥y ‘3’%-&- V+ cos ¥y BAZ':
%( ET\): s X\T >v° + V’T cos Yy 1\
'%7 ’T = Sm?ﬁwﬂﬁ Cos X -‘%‘if—'



T cy

& 2 V¢ e DY
-éi-i(}'«')- cos JT ‘éz‘ vT S JT "‘z

; 3 35
T;(‘ ( 5 —-)‘ Cos X‘T 3 & VT 5'” z’\T _5_}__’
(£ Y ppe s Yooy o 1 AT
7 \ ') £oS Oy ey Vr TRy

: aX‘
-g_g ( (37) = CO0S 8\-0 """ - v- sin Y\'T —_—

N5 s c,kéﬂd/ﬁﬂ
5(5)- XL‘,H.U-ry}./{.,./)_]*L[/ﬁ)] |
h(8)= 2 [l 3t Aea[d)]
B(9: 30 e
m+xr%((+w%(u]+2i/43

H3 m%ﬂwwﬂ EP;/;)]

i

= :



‘g‘;kpgq‘r: 3~7l

3G

(%) 3%
y T aGT b 3y N
’.SLE(L%G)‘(JE)L";?'-F k., M*‘ R 57+ R ox

3*}1 G// B 6'2

—‘-r)-—( :'c'::q)-: (i“)[r"" %\u —5-:/—+ %11 Y 3yt )é"” a}f

P B0 k) +E ()]
[ i é'ié Eiﬁ-l-?usi-“ia

(2,)- U 35 B R B
“y 3 ‘ .“ -Q— Do -
¢ %y 35CR)TY, 72 (Ra) 12, 32 (ks) ]
241 + ‘)2& @ “i“)* Ve Ax(k,,_)-fz& (‘?ﬂw

&8 ™ b
H(5)=HL 5%

f LJG;- “,1 \/(%:’) + \/, ‘_,/(%az)*éc, (%ia)]

57{ %
;n \ ) (‘«’Z’ S'éél“’““q‘éﬁt u)‘\"/és )"’2&%‘—(%@)]



’

—5-5'? &;) = By tX 5%{(2’3;)‘:/3%\'(232.)7 %;%\‘(&33)
)

4,
-5
T

M

s

W

N

<+

> v

&rl
~<+’

o~

>

W

~—

-+
N a
4
%
P~
T

W

N

S

-+

Mo
(3
A
~
37?0
N

« s 3 S| R \
35( %)= RastX 5{‘2(%3:)‘*‘/ 3%(%2)* zﬁfz(%%)

23



SC{{/I ))33‘."{(/&7)'?&'(3/'3 & I x
. axy_ 2 (SN D [ _ 3£ > QT
"7(A ?:’&)“'.;')}(/'7/»‘ Qy(‘j)'f} -.3;;‘- de :.;il
Y Sy = 2 > S 2 - b:_;t? ; 3 Tg
:E(Aﬁ)w«zx’f)-éé<7)—3'g"§" = d;)_;;
s G _— er’n")‘vé\r}% ~r °’(.3_-é—:—:x
rw (yz)(vmi. ) L L L2ac% e\,\ +<AY JX
A B ‘
+ ZA :,'X ":\X ) Ve x L_]” E{A‘é” (AV“)
7o 0
PRI YL Y '/ 3
o ] ven Bt P TS AL et
Cp L NEC T sk abEX i
%‘%“—"\}2)(\@;;_ %,i,(l’/-\?‘f* Y r20m ﬁyﬂ
; 28 T
+240 5" a/) ][@A) (A’?)
70
(IR 27 s L c\«v By, r 3’.
+(p77) _!..V:x":\—y— " ';yklj"(%)!n *V‘ 5y
3G L NS T, 2k 30EE ui?:"‘
= :(/2)(2,\1.)4..}_(465 SE 287 Ga
£ -
Reas ch] [a)3 (M’%(Aé Y]



¢ - 2 x e
\ v - w* 3& o f [ c}.ﬂﬂ
) 1 [ (’*’A * S v 200" 3%

3o (4
v2ai 2 LT T %*)"MM*)Z

c(a 79 I 35 o1 94T '<f,m—;?‘”'é%

E

s G Zer gw b EX o 94770
5= (% )L‘-A" 3 +247 z;/




a X e 53 AT 3%
AN - 5 (0 1)~ g N - AT S5
SN 20 (40 A, B AT Sz
$# - (et b aTsr
SA

)
I 2 AT \
ST 34 5) Fe 3ET AT A

if;:-- = (0%%)- %%‘L_A_‘_.g_
_«a‘é\;&;_; a) )j' [f-‘ > é'fxi

26




X

T ot .
- "’\ ’ ;].»"- ) aA} < &}AZ—:’
;ﬁ/i;j' . .2

7 = e ey =i
% t - .
a VL) le5)+(az) |
- Faund = _’) _
s 4 ;" f-sli";{& 7 T
C Uéi‘ ::)1-(5* J 5 %) 4

H
>
"y 4
&
~:§ b 7
- m————

. 21 % . . .
+(84)7 9;3;1 °(é)[ﬂv£(4§)2
.~




j(A %) *(AF)]

(47~

43 )AYI

o
o
=

@D a)”




EEIR A T S T
3¢y . ~ X ~ 335
2oL S wgx, 2

3 b I ¥y ﬁ/ 67 + {065 x-y é)\/

Q .- e <\;Y _é__:‘i
8o FE, Ty ens X 3%
35( 4 A 7
—’}CY___C, A — 35

e o 2Ry = .
7 C S Ly ;3; +C0od "7 Dy

J
3Cy ) 3 X o
:}é;_g leﬂK)/ -—ré’—f-CO'b [y S

3Dy . A v . 3 &
ax - T QEmx, P rces Ky Sx
'27 - ' Y 37 + Cos 7»»/ 3y
3D ~ 3Q
—-—!-:.-Q N L 4

. \7‘- AQ
%%:“Q ‘6!“17 } 776’0374/ 3;
N R A IQ
%‘[2'{": "G St ‘/\,7 33 +d°5 /‘\/ G‘y
2Dy ~ ’5?“ fcas“;.i—:
S 2 Qbmly,s /I 3z




o/ Y Iy 3y i Iy
¢ — AT ~ A%y R
+nd 3*3—7?-- 5COSXY 'T;'{'&lﬂ X/ ;;

é ¢

s X SR
+ Mg Ty %T,‘f‘ Scos Xy %_;z, sn X, ﬁ’;{—
if/: j;’L_T : %—%‘*‘-ﬁ z"( + Us) Iﬂz ij...:‘ifa
+ J(e, Tc!) ;;;. 5(’66“)(7 %J'%j Sinz/ i;
%%Z:: ﬁ“‘ *‘"[_ %+T% %“%-ﬁ('/&) T;- :-)-S;l—;‘
+ Mg g é,“": S cos Xy 93':;[' Sin “Z/ 3;

oY
o




i

]

- B Y
tAyDy‘BVCrJ“Bf/ ’:'/[A/ %T/*“D/ Y

Ve ~ 717

- \.-\! (] 5[3'! ™
B/ D X ’CY 2R JJ
T4, -5,c.] 46 2%, 5, e ]
ArDy =BGyl (P LBrsy Byl
r 1 _ i, 3D dAy
ArDy - J,Vm!‘Brt/LAV ‘é"./j*'D/ 3y
D YR U & SV B
by 35 -C if/l:lj
i‘-\ D ‘irzlt [E f:’__:_%_f,* = QE‘. ‘i
APy - B, Gy LRy ST Yy ““‘Laz-:_,{

Ay

87 )x C}’ é>~ ]




‘.AyD)/ B/C/_' ErE)/j’/‘\y ay -‘}'D/ ;

-, S 3By {1
©y 33 - Cy 3y }J
2Ky T 2 o -z:f = B SEy
33 < !_AyDy“O:/Cy L [“7 S‘é + By 3% ]
3 Ay
LDy -8y - BrEy[A/ ERi

K. '“_» Sl axs L A ‘{ , 2By, o 7
= tb‘\/,' LA}‘ Sx TR \x/ KaAI 3X U:/)

B X3 Ay T
LA)’%‘;—-;-:KQ‘Z\;J h’g,Ay é\/ (By)

IR Y A, B,
3, ) [Ay 35240y 82|k A, 2(B,)

- 32



ax Y K
M L. s Ay ~ 3 Fy .~ 3K
IM d Xy * AK3
*e—g:*’SM}'}{/ ‘.\;LKBQ SX/ a.: “}D\\'\/‘/ &S 7

AM — P > ‘3“2 ~3 \\' C\)KB
Yl -“:u't“\" -'gf-g-}(sf‘ﬁﬁl/—g&%fﬁﬂ'\ L/

N3 T-sin Iy ==F+311 1, ST
3y ‘N )Cy ‘gﬁ%i—r( CQ$/~/ ‘5? + S by Dy
»---w [ . 3 é;{z i, ' Myl 8"7}} %l
32 T ™MKy 33 —+—g3 ibs/c), 33 +3S17 x/ 33

up
\l:‘ ;’K‘

= R Cow ,7’/ "g’;:‘ T 3Sin )f-/ IX

aN “ @ Yy v DKy
az*f'\.C’OSX/ TETM Xy T =
g&: g €os 2 %, S 3 3 s
\*)VA ‘m'} S" /“7 (‘)i T a2 t K/ éx
AN <5 D% : 2K9
N 8 K‘-! CO-} ‘%'y ";\‘TL"—SIH Z}; ey
v )

OFT Ry Ay T sy, :_éi

53



3y







ebe s sy, [ma-neu]

O/W

~ TG,
*COS“KP}_M"S’E"“Q 5 - NEY

.%_%a,‘ X [M*Q‘N U | %’if
+ 203 i’?[m%g;',—+Q¥;7~N—e$~-U 9—;’—]
= - noonu) 5%
°5i.;°[”'\a +q 3% NWT‘U'%'?:J'}
‘;EP*-% LMm-N U] &Le ?”
veos ¥, M3+ Q3T -NYF - U 3]
e -k [mea-N U]
7“"'\%%‘*"@%% N%%-U-f-g;]

D
gé:'vlﬂ'XFLM cQ-N- UJ
c,\ 53" -U &N‘J

gt

+CoS XPfM""“'*’Q

3¢



i~ j
T <
v 2
. - B
ol Q. 8 'y < 28an qt !
LI SR PN - |7
- ~ ~
- Ay -~ ol N
~ «.J W “~ v..MJ
‘ldd TGJ Nu V.//—
..ﬁx . < .
SN I
A e 7 ' wil
S ST EaNG b ~ |
i N P Tl -
R w IR a
~ -m. V.Vh reda
+ < > o1 iy
= 2 ¥~ 3 —~
N 4 . ] £ -
T.. \ £33 o
i =
N LAY \.,W.r\w
LR VAN Y =
~ .T ¥y
" _ & N
=~ 4 o n.:ﬂv > I_\ G- (v Y
o PO P i \u_ -
2 .- —M ™~
[ ‘o ) }
- ¥ Bl o
o - [} Y
™ \qaz bl Ted 7 ~o o 3y N
~ e ) = “i..u.q P
" ' i + u ¥ "
! ¥
O R ) il T % @
~y <5170 W"..M »\\Ae 3% ~ Y lb

i H D 1

¢es Y,

}

/

—(m3-09)

A NE
JG c“,é
37

A

=

{4
N

o



A
B 5 # - \ - - 14
cCp C'_, ) it = -'3-‘{._, - % ~ T 3
———— 33 — T -+ {. "“") O : ,3 —;—y— + Yo —
EB N =X 3 X R 8 X - X
— 3T P 1Y - &g “ ) J Lrie-NQJ
g 5, T - ( E-h 0tNs —_— S~ —
vy e éx.. L "p J{‘F 3w AL A:I“ 3 R
- F_:A" :“ o ‘é 5_', -—rn y i :_,:‘, 5:&
—— - m———— RN O P o fe o~
Y y BRY 23 9 T 2 RV j::'-:;-- <« '3 ,S 7

S8l T

rEp 253 ,,t_‘ i B /z_‘L 9 %
: = 5T Y2 Lo ey S - « -
3 2 I S E Sz T O3EE dz
Tu % ':;‘:P e f TN sEMSHY.
+ e v',:'- Py '(\MN NQ) s LF K Sl xp) gé‘ —

3%



(:K‘ (i, = = "\’B - 15 1
o ([0 B err 32 (000 80
_ i, ybp e L 3Ce
ErEp LAy 53 10 52~ Bp 52
2B 10 T L ]"a
-.QP §¥J} LAFDP"E)-C?
S, g‘[ﬁ MNEs YR, I ]
> LB Tx By 3% .]LAPDF B Cp
oo T 3D o dAp 36
CpEplAe 3% T D3R - Bp 3%
- - - -2
- Cp 5] [ApDe-Bpp
AR !

o= a uDp ahe m 3G
Bo Ep LAF Y + Dy Sy p ‘S‘?/'F
2Be 1T c ]”z
~Cp 55 15 [ApDp -BpC
r‘:—ﬂ 3[:_0 X8 o ]___
=y LBp TE+E; SEE]V“FDP Be Cp
. oDe o dAe g 3Cp
e Ep [Ae 52 TP 5= TBp 53
| - <=2
. aBp7l
- Cp T2 H._APDP‘%PCPJ

-39



E.K;.,’ o b vk 1 o s }-Esf 1
Te=iln He-ap 2] 8 - [niap 515 L8]

2Kz _{ [ A 3% 28p71T e
¥ {00 e o, 3% T Lane 5215 Lo
e 3Ty e g 2aTn [y as2Bellrg 77
3% - UL I TR ST AT LR AR T § LBe

3)7 - Py Y
Ve ([ ahs 36 T T, T
L Y T




N .

h 71 S > &

3 T ¥y T 2z

YN _ S MeT . dMgx
3 - \ ¥ - >

3 X Ay 2

C‘ﬁ [R€}} o A tp-

2wn (‘/i:A) TR

3ok e o & @







}- J i z ' .wz h-.w.s >
a3l i\ G \ L e
= & . K -
P+l bl \Au\\o st “W JW 0 ln—n\.lnf\/ = ~.\O 2 b
~ oD b e e
~ ‘ N
N i
_lc = ayﬂu A./-w [ W
w 13} L Y il >
- > ot pR -7
. Vr' Pl /\\
g ~— ~ _~ /
~— "
| '
" ot 1 § 4 -
w WIRT bl o “Aen i B Rl
o .f oA I oy L fo X4 P
S PN o |7 e ol 0 )72
~t; - J







E F:l? - ’}‘?“‘" c)?.,.z_ o D' i
PPr ervT, G52 +CINTy, S T C N5, Ry~ 2
: v 3 ?\,,
\s}i:!l ) - - QPzz D (SE3
‘TC’IAIT;B L‘:;"‘i“*f' C‘LN,Z.‘B 3= 'fCIIU— S =
P I

X PR
%E}Q" CINT, %—%"" + CINTS, ‘}5?';"4» CI‘A)T,” 332%/*3-
r CINT S .%:?%}L*Cf'vrzg g‘;{%&i—(ff/\)gz -‘}-;7%?"
%‘ CINT, % CTNT,, é}; 4+ CINT,, S‘g‘g—’*
\3’ 3¥az + CIN{.;S %’%ﬁé

'f" CTMN 23 3 2

45



A wi bE 2
(Ln !'hu. ;g 1‘?’53 3x Rz ax
- f.»fx)[ F")! t'-)J“-

QR 33 Q ¥z 5, 2 kas
3y ° (EQ) [212_ / + P?33 SV B 2 7

- CINT, “"‘ FeEql ™™

Ty

. i
Shn ﬁ., s ksy d¥ze % s?ai«-.]
R ('ZQ) i a3 U Ras 5 5% 23 o2& |

- Sz p  dRe Y%z
%SLL (’.(9) L}"’Z¢ 3 X ?—y:\ﬂ _3}——- - —27_3 _——:‘]
- czwr, 352 BaTE

D 32 £ Q&as _ d¥a:
- ‘? ( E(‘?) - ){:27 )‘ : z33 J tg.’s -
- cowr, $REATS

u %3"-;

1

Gor
T
[}
~~
i
U 2
{ Vl
{
N
N
[
,m

- CZuT, 553 LEGI ) ]
Loz 3L ST Y L3
<o\ 2, (E -t { R NN 3 Su il 2~ = ’;k.\: .L’
2 - ,) o r EEY T Asz SN (EANI BN 2 :.‘-)\T ki

32 - -t ‘Z- ?x.”’ .\?\, 3
.c-s%'.».: (E) [ X3 ’idr;z. -2 - B 55 Y ks g z.j
VED - e
~conr, 9 e0]
2Qz =~ 7 s Rz i S % QR R IR ~]
z s - ( ~yl,) L_ K2 -’-S—g" T e 3‘}3‘" 20;, 3‘?3‘)\53:?&—"?_
PO s EN - -Z
- CIHT . _...%2 A ;3(‘)’]
.3 -
YA oA TR 3 N mm B ‘_\-ﬁ_z}_‘._i‘ ), 3% 2z D é?{:z_,
W;: (\“:’—{v}}) L N ;--J-t—o—ca x R S-TE 2 X %‘4. :‘ST'—' 555 é)\;
(3 and - 3 ':’C\ - -,_'.2"
- QIR S [Ea]
}-(, o~ 5 oo - \E", V92 .- 3’ -
-:-—-::.‘.2-.— 2 o < !\. 2 3 AR '_R o X% - % .{{—‘
L-"\‘/ { "Q) Ll%;;‘; (Qy T K3z e 7‘ 12 Q“"""‘.y ~3 é? ..}
z

” e.; 3 2 23 2
- CIN T, i—? [ea]™"

NUER



ot t\?‘.-:. . :);2‘.‘5. e e 2 EQR <
SO b, 3x -Ee ¥2f- w55 [ed]
\C, ] J?&.’z’ - BEQ -*
_e__s- (E(—)) Lo"{‘g 0(;2__ }521_ 8y __]‘CVMT'S ,)\/ [EQJ
3Ci3 ; I, 3 ¥z . YEQ . T%
% ( EQ )) 72 3= zz éﬁ]ﬁfiwi 9= LEQJ
eCz YRz 5 227 -~ 2EQ "<
R (Eo) [«23 J % ku ;,f 'CI“'% Jd K [EQJ
&7__ 'l“x < miL. A%qu O éEg’ - -&
\;I‘ (E@) ’_1%‘5 9y ‘gzz dy ’Q“N}/'j c); [.- QJ
3Ci Ty ¥ k.3 YEQ T AT %
2z (Eq) D*l—:: JF Nz 32 ]'CZN'S o2 L’Qj
SCu _ - y X dResT . QEQ L 7
s (BQY ' |2, 58 - ke, 5 eovm, 53 [E0]

aC > X DEO -~ -2
Y= (E¢) fi’ °§~.‘—‘ -%., ‘3?“""‘]— T, FE [E6]

nRi3 3 x

3Ciz -1 2 R
S ‘(EQ) ’_gu DX "3'2133 < X I SN 23




2z _ wls R QB 3255 3 GS}‘(_;J
5y - (EQ) LR 377 +Rss 5y ~kRis oy ks 3
- S
- CINT,, %./_Q/Cg_/

ey dEQ AT
- BNz, T £y ]
L1z R 3 ¥ias i Skuo By é%,_’,m
"""""""""a s (!_",(_}3) ig" % + Raa o™ Vi3 A% ’.-5‘ -\ET
- ..:U—' . ‘5 E') = s
Cetlae S IEQT
. Ay
:‘}C \-—J 'Y"' ) \ . N Q%BK :—;‘-:
22 (o) [ R, %‘j‘&vmzf%%-“'- 3 35~ R 35
JEGT a7 &
-CINT 55 LE® |
D 9 S 32 N -
< ':v.c‘, = “}_.....‘.-.\({;‘:’ IS 3 ku Y, —'i".f:-ﬂ Y A ’&’»
5o ¢ (59) [«%“ a2 TRIZIZ T I T Ry 3z ._sj
s AEDR eaT e
3z o ks ou 9% . SEQ <
Iy S (EQ) [Fay X - ka3 3x _l‘CIIU:,_é S X [F‘o]
Qles vty R n 3RET g 3 EY a1 L
sy (EG) ’__f‘-z-: Sy Tr2s iy J - CINT.3 3y [E9]
40 i Q%Io % N A QED . -4
52 (bQ) {'Y‘f‘ 32 T K3 ég_] JJ-N!Z‘S - & E':Qj
8Czs iy ki g 2T e 9EQ .7t
v (E9) LR, eX TF TR J' CTNT.s 3 B9
S.r_.':.‘;?.. E t [% QS(?QQ _ Q‘?"u 7' CTNT: O\Efi? [’E(’p"-l.
3 Y * ('Q) 2 éf R‘IB ¥ — 4 ,Z:ﬁ J -—j

s Cia_ s _%__?3_'_'*;_ 1Y) égn —~ OEQ . -Z
i;-—-;——- (EQ) [%7-! RYP -}{23 ‘—-:z‘_ 'Cﬂ)/23-‘)‘:";[EQJ



sy — U

8 Csi v Pioop ] L -2
“—-""az = (L‘f?\ PR SR e _E"':[['C'_,Nrs, :—;{' K_EIJ
:l‘f"a - A - - 9 . -- -
ety t \;,__E > <. ) d’k:“ R S {; - -
«\?)( - \t?) }—‘?‘75 «),\' _-_’22.1‘. -\JX,_ ﬁCl""‘J Ji *J)' LtQJ

PR i \?’:-‘ ~ c)?:' X -
— . o D g2z © &) e % f-

sCis ol dRa y she g ke 3 Ak
y = (EQ) [ Rie oj T oy Jy ?‘H \y " Rz, é)/
- LINT., =R LEe]TT
2) k)
22 T, A4 dfp ) hazm_p SR
Z LR o 33 F gz T Riz 3 _{

STAT -):

: 3V
Z‘U:?) L%ﬂ .§y
- CINT= . %LQLEQ]”




- - 2
203 a S %y 2% .- SEQT
S - (E Q)%Bza = - ke o= | N3 3z LEG]
3Caz Gy 2%y p 3R] . MEQ o E
3% - (E@) ’[Jﬁn X 3k I CINT,, “T% 1EQ)
3Cas 7 Qb YR QEQ . %
SRR CHNE -l Sy B A 1),

. o ; A i . '.?._}.:Z-
M = r’,, ! dos 47 Co% ‘/_F o S /,-.bm V¢ ax -
< f , i~ co oy
1 ! " ¥ - . -~ -
i "’c"d,:m/(ic‘o‘/yj“rc'l [cos TSR J
2 Ul
j—-t-—"L n ’ - C ~"';§'-. : D1 7 é—f-ll'+ {l(\‘j 7’ oyl K‘
T L Wy f~l i3] MR /‘r' »‘3 e X el v/ P

3
: N, N
S B-l')\ “ 8 Xe o s 9 Xy
TTTT—— A I S =, : PG is
:_H, Cod X x-l.j AN f ay QR KF 3111 KV ay _/
) v - 7 ) ‘
sa, LRSI A I
AR’ l““/ﬁ C'wa]“ *'l[(""‘*g Ey2 TR
- f o5 -y n CB Y + 03 fy 2 hp + SRR
(,.31‘C~~" x,'p \JIQ Z.cj —Lé-‘/—-" /-.r Tt ("-' é/ ay

o CO&"/;‘ (’031 j



i vy SO
—Q,‘;\,LOO':';/.;; EIRL Xy ’5%1’"005’[{3 Sm/‘(,:-g;gf‘
+ 1 cos Aﬁ aod %, 1

4 ]

. s ’ az . r - a,x’sjﬂl
C‘J_C’Of)z.( COs )!.P ‘:;"EE - DG .(‘»_- 2N Ly —,3-?,;

P
o’ '}'(‘21 o s'/
Al {0 oy \’} [Of ‘ ‘3{“-]“;-"‘1-' INTD (B 4
+ i ‘_Vm I.FCDSAS_fC,L c 4;!\.1 % % Y4
- ‘X"‘-ﬁ Fa BZ' :{
4 ¢ 2 < D —_——
- Q3 [903xp sinyy TF TCS Ay M0 Xp T
oC.s wn"::;,*ﬁ oS Y. ]
+ r‘);’ - /-r’ \3
;o )_.’
. . & S5
72‘:— <, L(_\)\// ’05,((3 S‘;‘" - \H"z!o 5”7 —?A‘
% A é(‘h.
}Cx-[,g APRON ’1_(" ()Qs.). ’T“‘-i‘r—""-nﬂ/;
+‘3Y U'QXPL()QXjJ* N.j‘_ ~ Ry g,y,_. Yy
t" ¢ ’ J/Ll ,;“)..;.(_If)
- Cyy LCOS"ZF'&tﬂZs },7 4 Cob y;' ‘51(!/43 \3,‘/’ -
C |L . // ";
383 | ros g O3 x
7 3

oo ike o J
I CX . o, 003 ;(/ OD,{ 5% \lﬂ[ S 3—§—A‘

C
"u 3yl 2% singl
o S Lan‘ YF(Oﬁ/lJJ-{»C),Z[CQJTgJ g - ’Lr 4

, 37
! 3%y P
“Cie,[.C_OSZ(;:H(‘!/(\j—SE"'TCOS/\;%!ﬂ,(‘. 52



< LA
a ol y ‘ Y & L 4
“ta el cosuyeosny S - vy sy T 5]
- Fl ’ 1
se, , , ‘_ﬂ If ' :\,(d—{
+ ‘(‘5‘;\"' ‘G'ftZ"x QOSX.,‘. T oz i~ "3 FE
30, , - P37
t 5= son Ly Qs [0 Y p CiNYy T T

' R S%'p ac‘25 r ‘{
Cosx%smx'ﬁ ’;prjf % C’OSAP Cos 7(3

A m Tl ' 322'1]
I LCY ’ __,j > -
gy = C'z;[C‘GSJ’(LjCOS }f;_\ ] CZ'LJ”’/J‘ ‘n[‘J 3y -

éC’_.».. ~ < !
i -;);Y 5‘{\/5} - {z3 [COQXP om /“j Yy +
’ N ‘}/"‘ 1 SCZE.N, -,<’ ‘/‘ ’
cosy, sinyp 37 I+ 5% [osx cosx
) H ;‘) ‘»' H g4 éX,“‘T

dXe ] 3Cea| ]
Cod%y Siny 3‘{_{*’ = f"’ﬁf"”%\j
ol = - A
i~ » ' éZ,c o, eyt e 'f-./.‘..‘.."..}
L‘C’.{.— = CZ,LCDS;{“S C’JSV f:"& } CZ‘}—S”? Af‘g‘nxj é)K'
A x

."/1‘ i’ R)K' c(.’i.‘.

+ S5 Sin g, b oKy | LCuZCOs 43 _7;+ BN D‘fiﬂj

— . Az ‘i 'ﬁ’.:
= CL’SL‘:OSZ{J Sn ){{,3::)“2-&‘7 Osl{‘ﬁ 3\“ /‘.. x‘}
4 iz [cnsxpco\/\:}u’

-y



[ QC‘- )
2 Coi s 3 “]4 "é':—z'flﬂ21
S o 7
/
' bomd .
X'} ' c:)Cz..t o053
- 3 3N }4- = | CO5 > COSK-
¢3[CQSKP x-ln,(ﬂ aj*rCOoXtd ZP ey F N
B :ZIE . — ¥ 32{4 _i
e} - < o g‘? “
oy 1 l0s SQ..K ){P U}’ ;:1{\1@ H”jj 'é""""y _
2C o dx. 3C.z . .
+ %’;",rsmii,('ot xr}fC’zzLCst/ "—'j + 3 & I Xy
t —~ \ ™~ 7
A ' é}f.,{ i S X,QCZS ! Cox J
-Cz5iCus x5 Sin Xy —;—-+co:>x,_5m,=:f. _{'r 0= LCOSXP 73
P Y ek 4
r , Y 3x ]
- C*’l’“’“‘j fag 7F dx DH’U((J5 X < A
~, . - \‘l CP_.~
oliaf: . 'I i oAq} z ¢
-+ 5 i Coz 1 + S
LT l.}lﬂ/f, LJJ,’,’_/ J'T JZL 4 3K _ s
"Saalfoeyp tinxy FE Cesay Sinip é‘x’ ‘-‘/«r ’
i D e P94 E
= C:,,LCO j(r’“xa R Sini {a Jff/j ay
u’«] 3oz oo,
& Ca N ? - - pe 2N AR
e z(oczooyj}“ff'sa{.ms’j dy 4TS Y
M &‘, * =
) i £ . Y o B2 4 QAFJ



s (T ! 2’ ’ 9“"\‘%
W: C [{0 )’.x ~0‘57-f; dg--] C3l[5‘!'1{7 S’rxa a&]

- - I4 -
;‘0.:_. - | o [ /’ ay:‘!'l

C)Cil- .. ..k’ i ‘I ()71 !
G & !(!/%“Css cod ‘fa :;H’-./(% Y +QOS/~I*3

3> 1 S Czz [ ' '
oiglﬂ‘/.‘-; %?"f_!‘% - = I_C‘OS X p cos 7c5 —[
LiE o, 0 axe | Mig}
3% - \.54} hS/{n ‘}S/r) S X 5"&") Dlr\y“s SR -

N C a1 37.1&1]
. a}!~wu Cosr‘] Caahﬁ‘ﬁj X

< ; d ] [ 08 xS ’ \)____1’)‘: Co /(I
N ol Y — . . Y y.
4 x bw\,(,‘:’ Caz IC ""'f’ ‘“/j ox t &8s Y

sAp 1 «las ;~/. w ol ey ]
s)li) KF e){ ‘—}r’ ")x L’xﬂ\.wx‘)(n‘)%x‘.j
2DCE r , Y P S axg]
S50 F Caleosxy cosx, Ty o Sike sy 33
Al v .
“-:_'7'{_ %f'XPCOb/j{“"CbL[CG Yy ""'*3“1

0
ra



o

™

Jos

TR

2 "

-

= Ca;{(‘()s 1. Cos v —”——/-,-f’..g‘ v' s éxlﬁJ
| 4 S/P Q2 'ﬂ/.P SInK\.J;."EV

-

5
a s J

- ~ * }-
5= sin v y cos g LI
T3 | 5 [fcos):-._,,,’f@.-;z. L'-'05/"~§j :;E_/

10, f
+ M2 + S 2
':;;_;"" =0 Xj' ng[CstF Dnﬂf‘j Ny




= -GM

/ Z
TZ"“(@:’”)(AJBESL) (AEG)

- +
T3= -3(6m)(v6RAV) (AEG)
T4= -3(GM)HGRAY) (AEG)®

TS = 5(Ggm)(ATSBE sL)(\AEG)L

42 (arm) (0GRAY) (AE G

=
—~—
{1

7(6m) (HGRAY) (AEG)"

-}
o]
LY

TO= 4 (Gm)(HGRAY) (AEG)™

Tio= -2 (ATBESL) (Gm) (AEG)™
T11 = -2 (Gm) (HGRAV) LAEG)’
T = ,(—':%) (aIn) (DGRAT) ’\Aféﬁ

T13= -( %) (6m) (DGRAY) (ARG)”



Vei= (.87463975) ¢os(1.83244607)
\/(},2= - 4TTHBR3%
VG372 (. 876639275) »inl1.3324607)

°<,=ALF'H‘£‘— (VG 1)) +(V6a)(y) +(VE&3)(2)

EFLXF= (57 )

3 * s
XXt Ya¥T 22

XDLRY = Ry

( 2.)’&u+ L";i}(:)gtx’{é?ﬁ) 25'
Hi= -

(Vex) (1)

HzZz=0

S » K} Y ¢
1)< g.(As/+((AYL)+~q( )]

(Vex} (L)

[(A )Y(A)LT(A?)J [VQ)\}
2(Vex ) (L)* (- T4) 2(7-T9)

[ ) ecos P& - (4 ”*)s.n X‘.‘-_] Vi

I12=
{Vex) (L)
3= /A )s_”n&".-f(ll"(')coa(‘-

Wer) (L)
BEa Ti= (4 ) (54 T)(%a cos q. - g, sin )
Je= Jik)()’ L/5'2'5')<‘$':‘>ZC°3‘PT %= sin 4)1')

57



IF= (4

:}.4; (t\ '_}x/‘,\(k? Ao TI\) (%” 00 ..(_PT j—(é.m din CP?“)

(o‘t’gb"

b)(fﬁ‘ é::“z.il‘%) (%5'—3 Cos CPT - %,ssin (PT>

Is= (A 7*)( 7+ b’%) (‘gn cos ¢r+ %5z Sn cPT)

43 (21 B2E) (5005 ¥ o Sin i)

. . Ky 9,
e (e fl"k:} Fa T t\é”?’) Yoz v (& TT) kam
4 = i
o N 1S
WWaed ()

Ce= O

‘Y 3 1 e . S AN
(6 kgt (68 ks 11657 R

2

191

(Ve ) { L)

R ‘ R+

L

- z

* (XK +y 7 v2Z)

- —o
3

Vo VXS

-
=

—'}lxl“ﬁ‘i<+ < i ‘

L2= -

|
!
) " s - - '
. [ xx+vvy/+ 22 }© -y z ‘
‘J‘L - & v ) (RY) [

. I
e
X Lol £

.*~

F( x';«y”-;-a’)

5%

¢ as b Vr Cod 42 7] f 1 rFi + 2L AFKRG) T+ 2 FROT,

-



L3= o
- Mo (dffﬂ:nnj—ﬁe',' COSGT}

4

Vel n f7) (845, CoS @- ):l

-

\7%)
Fr (rr e+ 220 Cosr)™ |

4

£ fgx ‘-((:05 31,) 2. 5in & ]

-+~

r S
4y
L
o
X
-

L7 = L4-LE
Num= | ) F) L1+ Fre] e [ir ke
- Ll:-?g [H‘I—H-%?:f

hat ]

[T irn) - Lor=m)nea]

: o[VQx (11’* TLi‘!”FK(o] LB)‘;




oy <

ALEG = =090 (T3] ( “;""')
CRAK = A (ALF 3D

CEXY = ALFS

CRXZ = Z(AP 2)

Cr. /% = CrXX

CrYY = ALP3

CkYZ = LAXZ
CKZEX = (VGT)(TKXX)

C REY = Y (ALFP 3)
CRZEZF= (CRXZ

- : iy B
Dicxx = L2 3" (T )=, -9x (T8), || 7

BEXY = | ~OXYer, (T7 + T3 )

L
™
~
>z
i
":‘
X
P
~Z

gy
e
N
!
{
i";
t
\\
~
9
et}
i
~J
-
~
[
5
[
3|
L

€0



M4 = : S

+
2 — ~
-- Vax [° (7-T3) - Ty
AD = i R 3% ' 5
14 A T [ 3% R, 3% + R 9;5);
Ver b X ¥ X

H - X Y
4 AL T:‘ /_}L’ & X, Your 2o + ‘\Q,s} 3 ""5)
f__ v. L \ 3 % 3 X 3 |

X
g
{
-
S
>
X
e
3
mn
[
o
4
A
TN
N
NS
LAY
:i<
e
=
4%
i

iz e % =T
"= f a5 g
| Ven L
T2 iR e

oy




% - RIE o . N ey s hi 7
]I\A_l 3! "'f: !,3? 2. d)‘h-‘?&u. ‘“‘YG ')?il‘» ‘)Z'v-e_
{. "z/i‘,\i’- o & *
U g ¥ 9 Ive D =
O L /B.. e L8 s SR
L Veyx L ‘\ 2 @ = °2
hnd .

Go



ch Sl T
MS = ' ;'-k -3 4 7
V(.'x L ' - h-
\ 5 ¢ ,‘*.—-"
Rl | PN
Vex L - L

n
3
"
€\
™
S
Ly
0
>
<
-‘
¢
O
4y
)
7
~{

&)
it
i
=
p—
oD
4%
h\
[
fw)
(7
n
{
SN
N
(g

-~
L"t
0O

]
=
2o
N

.ts:"\”)

[e)
ry
e
n

~{

!
s

t

S7= Na[%’; CDS(PT + %3:“

s\
W



| S

QQ = = v A .
ARV NUL%,‘,: C(;é(/lr 7'%53 Sin <PT

Wi | Vesr Vo cos t]

w7= V. (W6)

pq o [Nedefeee] w 7

' | Xetr2eT _f )’ - (Avﬁ/:_*s.i)j’ﬂ
. !‘»RV/ L\X'ﬁu\ +Z ) —V-IP:Z:i ) _EVJ4'> \/‘}
,L (Rv)y* _J L R



l

AE = \/\/6M(~/:—'m‘3yZ €= 510 07 \}
) £ ( , e . '/:/_—

= 4
AG = ‘ AE(51-52-53-54-95-56+87+58+59|_m.
- LF A2+ A3+ Ad- !
A7= a4l lhermid] - mio
AR
P {'X G onm - = i i ~ ~
LL = t FE3% T FF g - We
. . r A)Q‘- VA f ~ i
!‘h XF'.+- ZF .l E - ( // - l—-‘]

‘.,.. ol : Y 5 Z"-v ( |
. }‘FVE 9(“\?'/\/4.-2&} YEE‘:_.‘ - ’(——-—-——W4> i’:‘

(RV)*
B -~ - o < = C < o Y
g2 = |81(31-52-53-54-355- ‘wm:\?f:.a,.srf)J_
L I+ A+ A3 +A4




RVX - fm-ryv-}g,:)-\f;J
LBV

— —
H

_ l(w#) X
R

N

L (x’( ")‘ T:'r:’-“'_lk

E? = %El(sz'-sz-eaw;«;-sa-5@-57».»saf59)],1-4-
L 1+AZ + A3 +A4

i

- (Mvvv-r ;‘:é

I v _"; -
“// - {xxsyy+zz ) -5
g1 = 0 7.7
Ky {

o
o

i

[}

YE A

=% Sift 4)7 +Qa; Cas 4)_‘__‘

m
33
111
oL
)
4
<
~{
+
Q
w
"\
O
[&7
N
¥

~Z
M
)
i
1}
o0
o
(¥4
=
4=
-}
-+
o
131
(333
)
Q
w
-f&/

66



LonTROLIZ) = (vix
e - o i
CONTED i (3) = (’?’é‘;)
ConTrRoL4) =

S -
(X ]
Pan e
¢
- 13
s
»,
s
p—

) — - G ,
ConTRoct®Y = () LUT) 72E
2\ e .

CINT (51D =4, kaz ~Rzz Ry
CINT(S,Z) = ki %3, - ko ¥:~2
CINT(3,3) = Ru Xoom Riz Rz

cT



+ X(Vf:l)(-r‘})

) , P
v ZXFE)(VGL) s, + R (FB) (VGD) ) ]
F LT (13) - T xS T e -
LI < Vo X L'Tq‘/o\‘

’/7XL[\-5)°HZ
TN ATLY =TT, + (T8~ + x (T7)VGL)
- = 2-'-{
+3X@8)(vel) = 1 +

DK XX a(VCl)}_ULO)WC

——

a3 (vel)x"- 5{T10) X ¥{vsl)
-5 (Tio) XZLVG3) =

LTI VG 1) +

;;5‘ S T(TLLIX - FATiz) x (Vai) ~ T XY (TEZ2)(VGZ)
- T(T12)(va3) x2 + 3T 13) (Val) =] + Ckxx]
§5 = () lsven] H{F)L

R X1 + (T9Xvs2) +
2(75) ¥ oty (VG 2) + HLTGY X

—

u:,s {vge)

4+ (_r:-*}
L-7x7(T3+ =, T4+ TH v« TL) + (TDX(VE2)
4+ X (Ta)(Vg2) = ] +DKXY TQ"QJ-)[ (?’)ETIOXVQﬂ
H(F]BTD Y- 5v(r10) = #(T12) v62)] ?(E'?)[ Tr1
- TT12) e, ¥ + 3 |

3(T13) (qu)m.zj + (-CKrXY) }

[

WG i I T



2¥e -

é-y

T

'(%)L 3"5‘71)_[ )[ S5XZ(T2)+T9)X(v&3)
TS5 x () (v63) + 4 (Te) X (, )(vc,s)J

-
d i X 2 o
(f)a'_. T3+ e, T4 + = T5 ret, Th)

T7) % (va3) *i-é(f'é’)))((::’(,z)(l/(;f,)_j + DKXZ

VA i: {‘3*-3)‘ T:0) (V43) .,( R7)L(TIZ)(V6:_)) S5(re)=

- 5 2 (110) ,\j + (ﬁ)b(v&.?))(a.‘)(r:s} ST 2

cq



2= {(F)axv)ED) *‘(-)f_ EXY(TZ) +(v41) Y(T4)

+ 2(78) YVe) s 4 4(T6) (ralX=,") ‘/J

+ :\7’—-[ 1 3+, T4 1’--:’:,17'5 ¢, Tbi
Y TN VG BYTB)IValle,” | + PRYX

rvaz)| (@) (T10)00e 1) +(F) [-5{T9)
FT0)(Vv6L) X+ (o) (va3) x 2 +(TJO)X>’(V41)]

+ (T (vas)] + (?)["7 [Gi)x+(T12) x(vs1)
XY (v 2)(ri2) + (TIZ)v63) XZ_) + d(Ti3)(¥y)-

- ¢y |

2 () (7E) +(r2 -3y +(,;?)[r5-
5y (TZ) + (T, +(T5) % +(TL)e 4 YVaD)T%)
cve2 [ 2 v(rs) + 4y ae)= ] | (7)1
Fou T4 4 TO45 70 ) + T Do, + (8 ) + V(T7)(62)
+ 2 Y(78)(Va2) («.L)_j?+ DKYY +(vsz) }—("'OXVGFZ)(?Q%*’)
+ G T2y -5y y - 5(T0) ‘/(a |+ k)

[dvs) st Arid)«, v -2(ru)y ] - ekyy ]

10




:” = (F(-320)(11) + é)[wvas)(rq) -5 yz(T2)
) 3 (_L\
+ 2V (TE)We3) <, + 4y (Te) (V63)=, | + (&)
o [-7 1Z2(T3+o0,TH++x,"T5 T, T(c,) + Y(T7)(vG3)
+ 2T (V43) ] + DKy 2 + (V6 (E) (T10)(ve

+(.é?_)[arzz>ava3)—5<7?)%~52’—(7’”)“'] + @)

 [3Wvas) < (riz) -1 ) 2 -7(T12) o+, 2] ~ckyz ]

4 "4’5 2 96 S \)4 .
> v = N U = “ EY = O
< X = g Z

S X = 5\ 'i’s/‘j (—5}'\.5:}(7‘.{),{_ ﬁ,??)[‘i*x&’(rz) 1-2(1/6,)(7.:,
2 3? 'L‘}
+ ZEATIIVG )=, + 420T6) (Vg 1) =, | + (77 )
- L'7 LT3 »e(,l“*ra\ 551‘0( 16)1‘3(/7)(V‘/[)
+ 32 (TBI v §1) =, J + DK ZX + va3]_( &) (T10)(¥61)

-

+ 1 E;’f L 5[ q)XT(TlU)(V@;[)}( +(T1I0)(¥63)xZ +

s

THO) XY {vq2 )1 +@ IZ.)(VQDJ (FU)L 7(5! WX T2y x
(V&) + xy(V62)(T12) + \Va3)xz (r12) | + 3134 ) )=, *

- exex(v3) ]



O.-
h\!

(F)[szyan] «(@F 2e0ve2)- 5 vz (r2)
+ 2 W62)T5)et, + 42(7@)(%2)05,3:] + (c:?:’) E7Y£(T3.
+ 7 4 T 5 s Teai") b 2TV +3 2 (TR (Va2

tokzy + ve3| (2)(To)(ve) H(R) [-san)y
) s | T o (=) ey

-5(10) V=, +{T12)(vaz) | T(R«/[stns) (ve2)et,

STATH) Y - 7T e Y ] - (K2 ‘/_i

}sc = (gTL) +(7E )i ok (“)T(iz)l +(R’)[ !3

-

fou,

-5 Z(12) +(T8)t, +(TB)> (et L Z(va AT
ATV 2 da
+2 z'(i(‘:)‘\/(ié)r_x“ + 4 2 (T5)(V43) 0.’,"_] 4 (@:)[72775
1 THe 37D o :L +T(9Q<,4) ~Q7) o, ) ~; Z(T7) (v
.2 / z] (V3 [("'z lely- (V& =
+3 Z(TRY(V63) o, |+ D22 +(V§3) ,R») o) (V63
A - B - - ¢
(g) [(?:z)(.va‘s) - 5(T9) 2 -5 (710}~ ]1.(;)

Lz wves)e (3) - (T 2 = T(Tiz)e, 2] -cK 22

a £ Q= N Y

— P D -2 . YEG

<3 - LY N -
= f c.\z.‘"

7 2



	0001A02.jpg
	0001A03.tif
	0001A04.tif
	0001A05.tif
	0001A06.tif
	0001A07.tif
	0001A08.tif
	0001A09.tif
	0001A10.tif
	0001A11.tif
	0001A12.tif
	0001A13.tif
	0001A14.tif
	0001B01.tif
	0001B02.tif
	0001B03.tif
	0001B04.tif
	0001B05.tif
	0001B06.tif
	0001B07.tif
	0001B08.tif
	0001B09.tif
	0001B10.tif
	0001B11.tif
	0001B12.tif
	0001B13.tif
	0001B14.tif
	0001C01.tif
	0001C02.tif
	0001C03.tif
	0001C04.tif
	0001C05.tif
	0001C06.tif
	0001C07.tif
	0001C08.tif
	0001C09.tif
	0001C10.tif
	0001C11.tif
	0001C12.tif
	0001C13.tif
	0001C14.tif
	0001D01.tif
	0001D02.tif
	0001D03.tif
	0001D04.tif
	0001D05.tif
	0001D06.tif
	0001D07.tif
	0001D08.tif
	0001D09.tif
	0001D10.tif
	0001D11.tif
	0001D12.tif
	0001D13.tif
	0001D14.tif
	0001E01.tif
	0001E02.tif
	0001E03.tif
	0001E04.tif
	0001E05.tif
	0001E06.tif
	0001E07.tif
	0001E08.tif
	0001E09.tif
	0001E10.tif
	0001E11.tif
	0001E12.tif
	0001E13.tif
	0001E14.tif
	0001F01.tif
	0001F02.tif
	0001F03.tif
	0001F04.tif
	0001F05.tif
	0001F06.tif
	0001F07.tif
	0001F08.tif
	0001F09.tif
	0001F10.tif
	0001F11.tif
	0001F12.tif
	0001F13.tif
	0001F14.tif
	0001G01.tif
	0001G02.tif
	0001G03.tif
	0001G04.tif
	0001G05.tif
	0001G06.tif
	0001G07.tif
	0001G08.tif
	0001G09.tif
	0001G10.tif
	0001G11.tif
	0001G12.tif
	0001G13.tif
	0001G14.tif
	0002A02.tif
	0002A03.tif
	0002A04.tif
	0002A05.tif
	0002A06.tif
	0002A07.tif
	0002A08.tif
	0002A09.tif
	0002A10.tif
	0002A11.tif
	0002A12.tif
	0002A13.tif
	0002A14.tif
	0002B01.tif
	0002B02.tif
	0002B03.tif
	0002B04.tif
	0002B05.tif
	0002B06.tif
	0002B07.tif
	0002B08.tif
	0002B09.tif
	0002B10.tif
	0002B11.tif
	0002B12.tif
	0002B13.tif
	0002B14.tif
	0002C01.tif
	0002C02.tif
	0002C03.tif
	0002C04.tif
	0002C05.tif
	0002C06.tif
	0002C07.tif
	0002C08.tif
	0002C09.tif
	0002C10.tif
	0002C11.tif
	0002C12.tif
	0002C13.tif
	0002C14.tif
	0002D01.tif
	0002D02.tif
	0002D03.tif
	0002D04.tif
	0002D05.tif
	0002D06.tif
	0002D07.tif
	0002D08.tif
	0002D09.tif
	0002D10.tif
	0002D11.tif
	0002D12.tif
	0002D13.tif
	0002D14.tif
	0002E01.tif
	0002E02.tif
	0002E03.tif
	0002E04.tif
	0002E05.tif
	0002E06.tif
	0002E07.tif
	0002E08.tif
	0002E09.tif
	0002E10.tif
	0002E11.tif
	0002E12.tif
	0002E13.tif
	0002E14.tif
	0002F01.tif
	0002F02.tif
	0002F03.tif
	0002F04.tif
	0002F05.tif
	0002F06.tif
	0002F07.tif
	0002F08.tif
	0002F09.jpg
	0002F09.tif
	0002F10.jpg
	0002F10.tif
	0002F11.jpg
	0002F11.tif
	0002F12.jpg
	0002F12.tif
	0002F13.tif
	0002F14.tif
	0002G01.tif
	0002G02.tif
	0002G03.tif
	0002G04.tif
	0002G05.tif
	0002G06.tif
	0002G07.tif
	0002G08.tif
	0002G09.tif
	0002G10.tif
	0002G11.tif
	0002G12.tif
	0002G13.tif
	0002G14.tif
	0003A02.tif
	0003A03.tif
	0003A04.tif
	0003A05.tif
	0003A06.tif
	0003A07.tif
	0003A08.tif
	0003A09.tif
	0003A10.tif
	0003A11.tif
	0003A12.tif
	0003A13.tif
	0003A14.tif
	0003B01.tif
	0003B02.tif
	0003B03.tif
	0003B04.tif
	0003B05.tif
	0003B06.tif
	0003B07.tif
	0003B08.tif
	0003B09.tif
	0003B10.tif
	0003B11.tif
	0003B12.tif
	0003B13.tif
	0003B14.tif
	0003C01.tif
	0003C02.tif
	0003C03.tif
	0003C04.tif
	0003C05.tif
	0003C06.tif
	0003C07.tif
	0003C08.tif
	0003C09.tif
	0003C10.tif
	0003C11.tif
	0003C12.tif
	0003C13.tif
	0003C14.tif
	0003D01.tif
	0003D02.tif
	0003D03.tif
	0003D04.tif
	0003D05.tif
	0003D06.tif
	0003D07.tif
	0003D08.tif
	0003D09.tif
	0003D10.tif
	0003D11.tif
	0003D12.tif
	0003D13.tif
	0003D14.tif
	0003E01.tif
	0003E02.tif
	0003E03.tif
	0003E04.tif
	0003E05.tif
	0003E06.tif
	0003E07.tif
	0003E08.tif
	0003E09.tif
	0003E10.tif
	0003E11.tif
	0003E12.tif
	0003E13.tif
	0003E14.tif
	0003F01.tif
	0003F02.tif
	0003F03.tif
	0003F04.tif
	0003F05.tif
	0003F06.tif
	0003F07.tif
	0003F08.tif
	0003F09.tif
	0003F10.tif
	0003F11.tif
	0003F12.tif
	0003F13.tif
	0003F14.tif
	0003G01.tif



