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**Abstract:**
A system using a hot-wire transducer as an analog of a liquid droplet of propellant was employed to investigate the ingredients of the acoustic instability of liquid-propellant rocket engines. It was assumed that the combustion process was vaporization-limited and that the combustion chamber was acoustically similar to a closed-closed right-circular cylinder.

Before studying the hot-wire closed-loop system (the analog system), a microphone closed-loop system, which used the response of a microphone as the source of a linear feedback exciting signal, was investigated to establish the characteristics of self-sustenance of acoustic fields. Self-sustained acoustic fields were found to occur only at resonant frequencies of the chamber. The factors that determined the character of the self-sustenance were found to be the phase between the existing and feedback acoustic fields. The form of the initial exciting acoustic field did not influence the form or the level of the resultant self-sustained acoustic field.

In the hot-wire closed-loop system, the response of hot-wire anemometer was used as the source of the feedback exciting signal. The self-sustained acoustic fields which developed in the system were always found to be harmonically distorted and to have as their fundamental frequency a resonant frequency for which there also existed a second resonant frequency which was approximately twice the fundamental frequency. The factors that determined self-sustenance were found to be the phase between the existing and feedback acoustic fields at each of the harmonic components and the feedback-loop gain. The form of the initial exciting acoustic field did not influence the form of the resultant self-sustained acoustic field; however, it did influence the gain required and, consequently, the level of the resultant self-sustained acoustic field.

For a hot-wire transducer, both theoretical analysis and experimental observation showed that the response of the heat-transfer process to an acoustic field was nonlinear. When the acoustic field consisted of a single resonant frequency, the response was dominated by a frequency twice that of the acoustic field. However, when the acoustic field was harmonically distorted, the response contained a fundamental frequency component as well as higher harmonic components. This nonlinear character was found to be the cause of the wave distortion and the basic means for self-sustenance of the acoustic field. The results of this study were interpreted in terms of combustion instability.
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AMPLIFICATION OF REYNOLDS NUMBER DEPENDENT PROCESSES BY WAVE DISTORTION

INTRODUCTION

It is difficult to study the high frequency combustion instability which sometimes occurs during the operation of developmental liquid-propellant rocket engines. Because of this, it was proposed that an analog device—the output of a constant-temperature hot-wire anemometer (CTHWA)—be used for such a study. Both the energy release of the vaporization-limited combustion process in a liquid-propellant rocket engine and the CTHWA output are modeled as being Reynolds number dependent.

The energy release rate (burning rate) in vaporization-limited combustion is equal to the vaporization rate of the liquid-propellant droplets. The equation for vaporization rate, as given by Priem and Heidmann [1], is

\[ \omega = C_1 + C_2 \text{Re}^{0.5} \]  

where

\[ C_1 = \frac{2\pi D_M D_C}{R_u T} \frac{d}{P} \ln \frac{P}{P_p} \]  

and

\[ C_2 = \frac{0.6 \text{Sc}^{0.33} \pi D_M D_C}{R_u T} \frac{d}{P} \ln \frac{P}{P_p} \]
\[ \text{Re} = \frac{\rho D |\vec{V} - \vec{V}_d|}{\mu} \] (4)

The Reynolds number is based upon the propellant droplet diameter and relative velocity between the droplet and the surrounding gases. Coefficients \( C_1 \) and \( C_2 \) depend upon the properties of the gases and the droplet.

The heat transfer rate from a hot wire, based upon a correlation equation developed by Collis and Williams [2], has been shown by Fang [3] to be

\[ \dot{Q} = C_3 + C_4 \text{Re}_f^m \] (5)

where

\[ C_3 = \pi L k_f [T_f / T]^{0.17} [T_w - T]A \] (6)

\[ C_4 = \pi L k_f [T_f / T]^{0.17} [T_w - T]B \] (7)

and the Reynolds number, evaluated at the film temperature, is

\[ \text{Re}_f = \frac{\rho_f D_w |\vec{V}|}{\mu_f} \] (8)

The Reynolds number is based upon the hot-wire diameter and the velocity of the surrounding gas relative to the hot wire. Coefficients \( C_3 \) and \( C_4 \) depend upon the properties of the gas and the hot wire.

In addition, it has been shown by Fang [3] that the heat transfer rate \( \dot{Q} \) is proportional to the square of the voltage output \( B \) from the
anemometer, or

\[ E^2 = C_S Q = C \left[ C_3 + C_4 \cdot \text{Re}^{m_f} \right] \]  \hspace{1cm} (9)

where

\[ C_S = \left[ R_w + R_{\text{cbll}} + R_p + R_s \right]^2/R_w \]  \hspace{1cm} (10)

In a simplified form, Figure 1 compares the closed-loop analog process to the closed-loop combustion process. In a liquid-propellant rocket engine, an unsteady flow field surrounding a fuel droplet produces unsteady vaporization and burning of the fuel droplet, which produces an unsteady flow field. This combines with the previous unsteady flow field and, thereby, closes the loop. For the CTHWA, an unsteady flow field surrounding the hot wire produces unsteady heat transfer from the wire, which produces an unsteady output voltage from the anemometer, which produces an unsteady acoustic driver output. This produces an unsteady flow field around the hot wire, which then combines with the previous unsteady flow field and, thereby, closes the loop.

One of the most important aspects of the closed-loop behavior is how the initial and feedback oscillations combine to form new gas oscillations. The importance of comparing the initial and feedback oscillations in a system was suggested by Rayleigh [4]. In his work, originally published in 1878, he postulated that if an oscillatory heat source had a component of its rate in phase with an acoustic oscillation, the acoustic oscillation would be amplified. This is known as Rayleigh's criterion.

An estimate of the normal closed-loop behavior of the two systems has been made by means of an open-loop analysis. The open-loop analysis
Figure 1. Combustion and Anemometer Closed-Loop Models

\[ E^2 = (E^2) + (\omega^2) \]

\[ \omega = \omega + \omega' \]
consists of comparing the output of the process (burning rate in the case of vaporization limited combustion, voltage in the case of the CTHWA) to the input (acoustic pressure). The quantity obtained from this comparison is the open-loop response factor; it is an indication of whether the acoustic gains of the system are sufficient to overcome the acoustic losses and cause instability.


The same general results were obtained in all three investigations. If the system is perturbed by a sinusoidal disturbance, the response is low and the system is predicted to be stable; adding distortion to the sinusoidal disturbance, in the form of a sinusoid at double the original frequency, can cause higher response factors, high enough that instability is predicted. The amplitude and phase of the distortion sinusoid, relative to the original (fundamental) sinusoid, dominate the factors which control the increase in the response.

The results obtained in all three studies were in agreement with observations made during actual unstable rocket combustion. The vibrations which occur during unstable combustion can be characterized as a sinusoid at a fundamental frequency distorted by a sinusoid at twice the fundamental frequency. Other higher harmonic components exist, but are small compared to the fundamental and second harmonic components. All the studies indicate that a distortion component is necessary in order to have unstable combustion; however, the studies do
not clearly indicate why the distortion component is needed. In an effort to obtain further insight into the causes and control of combustion instability, and why a distortion component is necessary, the open-loop studies with the analog process have been extended to include an investigation of the actual closed-loop interaction between the heat-transfer process and the gas-dynamic variables of the system. Earlier experimental work [7] had indicated that the acoustic characteristics of the test chamber itself had a strong influence on the type of instability which would develop; therefore, this aspect was studied in detail.

To carry out the research, a closed-closed cylindrical test chamber was used. Acoustic drivers were mounted on the chamber to generate the necessary acoustic vibrations in the chamber. The sensor (hot-wire transducer) of the CTHWA was mounted in the chamber; and, in addition, microphones were located at various places in the chamber walls to monitor the acoustic pressure. A number of pieces of electronic equipment were used to time delay or phase shift the output signal from the CTHWA, amplify it and feed it back to the acoustic drivers to permit velocity-dependent closed-loop operation of the system. A microphone was also used as the sensor to form a pressure-dependent closed-loop system for comparison purposes.

Various types of closed-loop operation were examined to determine how the system would react—would a disturbance die out, increase in intensity, transition to some other form, remain stable for long periods of time or follow some other pattern of behavior? When the vibrations in a system could sustain themselves during closed-loop operation, the significant parameters were investigated to determine
the mechanisms enabling this self-sustenance. Concomitant to these investigations, analytical and experimental Fourier series analyses were made of the output of the CTHWA when the hot wire was exposed to various sound fields.

The investigations and results reported here are a condensation of a dissertation by Fang [3].

THEORETICAL INVESTIGATIONS

Gas in a chamber will react most strongly to vibrations at the chamber's resonant frequencies; therefore, a knowledge of the characteristics of the solution of the inviscid wave equation for the gas in the cylindrical enclosure used in these studies was necessary for an understanding of both theoretical and experimental analyses. The assumptions, boundary conditions, equations and details of the solution are given by Fang [3]. The solution yields the frequencies of the natural modes of acoustic vibration of a gas in a closed-closed cylindrical chamber and the equations for the acoustic pressure, temperature, density and velocity when the gas is excited at these frequencies.

The resonant frequencies of vibration of a gas in a closed-closed cylindrical chamber are determined by the eigen values of the solution and are

$$ f_{mnz} = \frac{\omega_{mnz}}{2\pi} = \frac{C_0}{2} \left[ \left( \frac{\alpha_{mn}}{R} \right)^2 + \left( \frac{n_z}{L} \right)^2 \right]^{0.5} $$

(11)

where m, n and n_z are tangential, radial and longitudinal mode numbers,
respectively. (Hereafter, gas vibration at the frequency $f_{mnnZ}$ will be referred to as $<mnn Z>$ vibration, or just $<mnn Z>$.)

The equations for the pressure, temperature, density and velocity components during $<mnn Z>$ vibration are:

\[
\begin{align*}
P'_{mnnZ} &= \hat{P}_{mnnZ} \frac{J_m(\alpha_{mn} \pi r/R)}{J_m(\alpha_{mn} \pi)} \cos(n_z \pi z/L) \cos(m\theta) \sin(\omega_{mnnZ} t - \phi_{mnnZ}) \\
T'_{mnnZ} &= \frac{\hat{T}_{mnnZ}}{C'_\infty \rho'_{\infty}} \frac{J_m(\alpha_{mn} \pi r/R)}{J_m(\alpha_{mn} \pi)} \cos(n_z \pi z/L) \cos(m\theta) \sin(\omega_{mnnZ} t - \phi_{mnnZ}) \\
\rho'_{mnnZ} &= \frac{\hat{\rho}_{mnnZ}}{C'_\infty \rho'_{\infty}} \frac{J_m(\alpha_{mn} \pi r/R)}{J_m(\alpha_{mn} \pi)} \cos(n_z \pi z/L) \cos(m\theta) \sin(\omega_{mnnZ} t - \phi_{mnnZ}) \\
V'_{r_{mnnZ}} &= \frac{\hat{V}_{r_{mnnZ}}}{\rho'_{\infty} \omega_{mnnZ}} \frac{J_m(\alpha_{mn} \pi r/R)}{J_m(\alpha_{mn} \pi)} \cos(n_z \pi z/L) \cos(m\theta) \cos(\omega_{mnnZ} t - \phi_{mnnZ}) \\
V'_{\phi_{mnnZ}} &= -\frac{\hat{V}_{\phi_{mnnZ}}}{\rho'_{\infty} \omega_{mnnZ}} \frac{J_m(\alpha_{mn} \pi r/R)}{J_m(\alpha_{mn} \pi)} \cos(n_z \pi z/L) \sin(m\theta) \cos(\omega_{mnnZ} t - \phi_{mnnZ}) \\
V'_{z_{mnnZ}} &= -\frac{\hat{V}_{z_{mnnZ}}}{\rho'_{\infty} \omega_{mnnZ}} \frac{J_m(\alpha_{mn} \pi r/R)}{J_m(\alpha_{mn} \pi)} \sin(n_z \pi z/L) \cos(m\theta) \cos(\omega_{mnnZ} t - \phi_{mnnZ})
\end{align*}
\]
In a rocket combustion chamber during unstable operation, tangential modes of acoustic vibration appear to be dominant. A tangential type vibration can occur in two forms—standing or spinning. Figure 2 illustrates the differences in the characteristic acoustic pressure and velocity distributions for <100> standing and spinning vibrations. The top line illustrates the pressure distribution along the horizontal diameter at various times during a cycle; it is the same for standing and spinning forms. The remainder of the illustration shows the acoustic pressure and velocity distributions over the entire cross-section at various times; note that these are not the same for standing and spinning forms. On the pressure illustrations, the dashed lines indicate the pressure is below ambient and the solid lines indicate the pressure is above ambient. The spinning form of tangential vibration normally occurs during unstable combustion; however, mathematically, the spinning vibration is the sum of two standing vibrations which are out of phase by a quarter of a period in time and which have their pressure antinodal points located 90 degrees apart in space.

As discussed earlier, the acoustic vibrations which occur during unstable combustion can be characterized by a sinusoid at a fundamental frequency, distorted by a sinusoid at twice the fundamental frequency. To simulate these characteristics, the chamber used was designed so that \( f_{202} = 2f_{100} \). If a <100> and a <202> vibration occur simultaneously in a chamber, the acoustic pressure variations at a particular location in the chamber will be the sum of two sinusoids—selecting a particular location fixes the values of \( r, \theta \) and \( z \), and selecting the modes of vibration determines the values of \( m, n \) and \( n_z \), the only variable remaining in the equation for the acoustic pressure is time.
Figure 2. Comparison of Standing and Spinning <100> (First Tangential) Modes of Vibration
Therefore, for the summation of \(<100>\) and \(<202>\) vibrations,

\[
P' = P'_{100} + P'_{202}
\]

\[
= \tilde{P}'_{100} \cos(\omega_{100}t) + \tilde{P}'_{202} \cos(2\omega_{100}t + \frac{\pi}{2} - \phi)
\]

\[
= \tilde{P}'_{100} [\cos(\omega_{100}t) + p_{21} \cos(2\omega_{100}t + \frac{\pi}{2} - \phi)]
\]

(18)

where \(p_{21}\), the amplitude ratio of the acoustic pressure components at that location, is

\[
p_{21} = \frac{\tilde{P}'_{202}}{\tilde{P}'_{100}}
\]

(19)

and the angle \(\phi\) is the relative phase between the two components.

To determine the output of the CTHWA's response to specific acoustic oscillations, the hot wire must first be calibrated to determine the constants \(A\) and \(B\) and the exponent \(m\) used in equations (5), (6) and (7). Details of this procedure are given by Fang and Purdy [8]. The exponent \(m\) was found to be 0.444. Once the wire is calibrated, the equations for the acoustic oscillations can be substituted into the CTHWA equation, equation (9), to obtain the corresponding anemometer output.

Equation (9) is nonlinear. The term \(|\tilde{V}|\), which is part of the Reynolds number, rectifies the velocity; this strongly effects the frequency components of the output of the CTHWA. Also, \(|\tilde{V}|\) only consists of velocity components normal to the hot wire since the hot wire is not sensitive to a velocity component parallel to its axis.

In a liquid-propellant rocket engine, the burning rate is
composed of a time-mean and a fluctuating component, \( \dot{W} = \bar{W} + \dot{W}' \). It is the energy release associated with \( \dot{W}' \) which produces gas oscillations. In the analog system, \( E^2 \) is proportional to the energy release rate from the hot wire to the gas of the system. \( E^2 \) can also be considered to be the sum of a time-mean and a fluctuating component, \( E^2 = (E^2) + (E^2)' \). It is the energy release associated with \( (E^2)' \) which produces gas oscillations. Fang [3] has shown that, in the range of voltages of interest, \( (E^2)' \) is adequately represented by \( E' \). Since the output of the anemometer is \( E' \), \( E' \) rather than \( (E^2)' \) was used in the research.

It is important to know the characteristics of \( E' \) when acoustic oscillations—similar to those which occur during unstable combustion—are imposed on the hot-wire. The characteristics of importance are the resulting frequency components, the relative magnitudes of these components and how the relative magnitude of the components are effected by changing the ratio \( P_{21} \) and the phase angle \( \phi \). To obtain this information, a fourier series analysis was done on the fluctuating component of the CTHWA output \( E' \) when perturbed by a variety of sinusoidal and distorted sinusoidal inputs. The fourier coefficients which result from the analysis of \( E' \) will be presented later. The results will then be compared to the characteristics of the chamber and the interaction of the two discussed.

APPARATUS AND EXPERIMENTAL INVESTIGATIONS

Introduction

Experimentally, two types of closed-loop situations were investigated—one used a microphone in the feedback system, the other used the CTHWA in the feedback system. The microphone system is a
relatively simple linear feedback system. The output of the microphone, when excited by a pressure perturbation, is an electrical signal having virtually the same frequency components and waveform as the perturbing signal. The CTHWA system is a nonlinear feedback system. If the hot-wire transducer is exposed to an unsteady velocity field composed of one frequency component, the CTHWA's output signal is predominantly composed of a component at twice that frequency, with lesser components at the original frequency and at the higher harmonic frequencies. The anemometer output signal $E'$ is not linearly related to the unsteady velocity components being sensed.

The main purpose of the research was to investigate the CTHWA closed-loop performance. The linear microphone system was investigated to determine the characteristics of the chamber and the electronic equipment, and to establish the conditions necessary for self-sustenance of a closed-loop system.

**Apparatus**

The test chamber used in all the experiments was an aluminum cylinder with 0.0254-meter-thick walls and plexiglass end plates. The inside of the chamber was 0.2049 m in diameter and 0.3130 m long. On one end-plate there was provision for mounting several acoustic drivers; however, only one driver was used. In the same end plate, there were three holes in which microphones could be placed so that they were flush with the inside surface. In addition to the end-plate microphones, there was also a microphone located in the cylinder wall 0.0173 m from the end of the chamber. Also, the probe holder of the CTHWA could be inserted through an additional access hole in the cylinder wall.
so that the hot wire itself could be located in the same transverse plane as the microphone—0.0173 m from the end plate containing the acoustic driver. The hot wire was directly under the microphone. The radial location of the hot wire was adjustable.

The acoustic driver was mounted on the end plate with the "top" of its opening tangent to the inside surface of the cylinder. The end plate could be rotated to obtain any angular position of the driver relative to the microphone and hot wire. For the microphone closed-loop experiments, the driver was at the same angular position as the microphone mounted in the cylinder wall. For the CTHWA closed-loop experiments, the driver was located at 225 degrees with respect to this microphone. Figures 3 and 4 are photographs of the test chamber and the electronic equipment, respectively.

Figure 5 is a schematic of the closed-loop microphone system. Before carrying out the closed-loop investigations, the resonant frequencies of the chamber were determined and the phase characteristics of each piece of equipment were measured. Of special importance in this work is the relative phases of all frequency components of all signals involved. Phase relationships strongly effect whether signals add constructively or destructively. Because of this, the amount of phase change, as a function of frequency, through each component of the system, was measured. Phase changes can be considered to be the sum of two components—time delay and phase shift. Except for the time-delay tape recorder, the two components were not separately measured. Only the net phase change was established; i.e., if a signal was time delayed by two and a half cycles, the measured phase change would be
Figure 3. Photograph of the Test Chamber

Figure 4. Overview of the Electronic Equipment
Figure 5. Schematic Diagram of the Microphone Closed-Loop Experimental System
As can be seen in Figure 5, two phase-change devices were used in the experiments—a phase shifter and a time-delay tape recorder. The phase shifter changed the phase of each frequency component of a signal passing through it by an amount determined by the dial setting, plus an additional amount which depended upon the frequency of the component. Because of this, when a multifrequency signal passed through the phase shifter, its waveform was altered—the amplitude of each frequency component remained the same, but the phase relationships between components changed.

A similar process occurred through the time-delay tape recorder—there was a fixed amount of phase shift through the recorder (not a function of frequency), plus an additional phase shift which depended on frequency (fixed time-delay period), plus the amount of phase shift associated with the time-delay dial setting (variable time-delay period).

MICROPHONE EXPERIMENTS

The closed-loop microphone feedback system in Figure 5 can initially be excited by an energized signal from a function generator or a white-noise generator—open-loop excitation—or system electronic noise—closed-loop excitation. The energized signal excites the acoustic driver, which generates an acoustic field in the chamber. The microphone senses the acoustic pressure fluctuations of the acoustic field and converts its diaphragm vibrations into an electrical signal by means of a microphone preamplifier and amplifier. The amplified microphone signal can then either be phase shifted or time delayed, energized and, when the switch is moved to the closed-loop position, sent to the
acoustic driver where it becomes the source of acoustic energy in the chamber.

The object was to study the evolution of the acoustic field after the loop was closed; i.e., to determine: if the acoustic pressure disturbance would decrease in level, increase in level, oscillate in level, die out or reach some steady-state level; if the frequency components of the acoustic pressure would remain the same or change to some other frequency components; and the minimum energization and the phase change necessary to have steady-state operation after the loop is closed.

The procedures used were as follows:

- The chamber was acoustically excited using the open-loop mode of operation with the function generator or white-noise generator acting as the signal source.

- The system was allowed to run open-loop long enough for steady-state conditions to be established. Meanwhile, the amount of phase change and energization in the feedback loop were adjusted to the desired values.

- The loop was then closed and the results observed. If the acoustic field in the chamber died out, the system was switched back to the open-loop condition and the energization provided by the feedback-loop amplifier was increased. The loop was then closed again and the results observed. This procedure was continued until the minimum power to obtain sustained closed-loop operation was determined. Likewise, if there was too much energization in the closed-loop so that the acoustic pressure kept increasing in level, or was
self-sustained at a level higher than the minimum level, the energization was reduced until the minimum level required to maintain steady-state closed-loop operation was established. The power to the driver was then the minimum power required for self-sustenance of the sound field at a given amount of phase change. A record was kept of the properties of the initiating signal, the amount of phase change, the power to the driver and the resulting frequency(ies) of the sound field(s) during closed-loop steady-state minimum power operation.

- The amount of phase change was altered and the foregoing procedures were repeated until the desired range of phase change was covered.

A variation of the above procedure was to fix the loop gain and vary the phase change to determine the frequency(ies) and sound pressure level of the resultant acoustic field(s), as a function of phase change.

HOT-WIRE EXPERIMENTS

The closed-loop CTHWA feedback system is shown in Figure 6. It is similar to the microphone closed-loop system; however, the acoustic driver is now 225 degrees from the top of the chamber, 225 degrees from the hot wire and 180 degrees from a microphone located in the endplate. (The location of the acoustic driver relative to the hot wire was so chosen to avoid locating the hot wire at a velocity node.) Also, this system had a preamplifier just before the power amplifier to obtain finer control of the loop gain.
Figure 6. Schematic Diagram of the CTHWA Closed-Loop Experimental System
ANALYTICAL RESULTS

A fourier analysis of the CTHWA output signal, resulting from the exposure of the hot wire to several different acoustic fields, was performed. Figure 7 shows $P'$, $E'$ and the magnitude of the fourier coefficients of $E'$ for a $<100>$ sound field. The odd harmonic coefficients are smaller than the even ones and the second harmonic component (the component whose frequency is twice $f_{100}$) is dominant.

Adding a $<202>$ sound field to the $<100>$ sound field changes the relative magnitudes of the frequency components. Figure 8 shows $P'$, $E'$ and the magnitude of the fourier coefficients of $E'$ for a $<100>$ plus $<202>$ sound field when $P_{21} = 0.5$ and the phase angle $\phi = 90$ degrees. Note that adding the $<202>$ sound field significantly increased the magnitude of the component at the fundamental frequency.

Figure 9 examines more closely the effect of $P_{21}$ on the first two harmonic components of $E'$. Adding even a weak $<202>$ sound field to the $<100>$ sound field increases the magnitude of the fundamental frequency component significantly.

EXPERIMENTAL RESULTS

Calibrations

The phase change through the phase shifter $\psi_{PS}$, in degrees, was found to be composed of two components—$\psi_{ZS}$, the zero-phase-shift dial setting which was a function of the signal frequency, and $\psi_{DIAL}$, the dial setting—such that

$$\psi_{PS} = \psi_{ZS} - \psi_{DIAL}$$ (20)
Figure 7. Analytically Predicted Acoustic Pressure $P'$, CTHWA Output Signal $E'$, and Fourier Analysis of $E'$ for a <100> Sound Field with $L_p = 144.8$ dB.
Figure 8. Analytically Predicted Acoustic Pressure $P'$, CTHWA Output Signal $E'$ and Fourier Analysis of $E'$ for $<100> + <202>$ Sound Field with $P_{21} = 0.5$, $\phi = 90^\circ$ and $L_p = 144.8$ dB
Figure 9. Variation of the First Two Harmonic Components of the Analytically Predicted CTHWA Output Signal $E_1$ with $P_{21}$ for $\phi = 90^\circ$ and $L_p = 144.8$ dB
Table 1 lists values of $\psi_{zs}$ for selected resonant-mode frequencies. These data, plus others, were used to determine the following empirical equation for $\psi_{zs}$:

$$\psi_{zs} = 63.79 \ln(f/40)$$ (21)

where $f$ is the signal frequency in hertz and $\psi_{zs}$ is in degrees. This phase shift is equivalent to a time delay, in seconds, of

$$\psi_{ps} = \psi_{ps}/360 \cdot f$$ (22)

**Table 1. Values of $\psi_{zs}$ and $\psi_{P/D}$ at Selected Frequencies**

<table>
<thead>
<tr>
<th>$f$ (Hz)</th>
<th>Mode $&lt;mn_{z}&gt;$</th>
<th>$\psi_{zs}$ (degrees)</th>
<th>$\psi_{P/D}$ (degrees)</th>
<th>Fig. 4</th>
<th>Fig. 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>992.5</td>
<td>100</td>
<td>201.6</td>
<td>279.2</td>
<td>105</td>
<td></td>
</tr>
<tr>
<td>1107.0</td>
<td>002</td>
<td>207.5</td>
<td>289.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1493.5</td>
<td>102</td>
<td>223.7</td>
<td>34.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1740.5</td>
<td>201</td>
<td>232.6</td>
<td>91.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1985.0</td>
<td>202</td>
<td></td>
<td></td>
<td></td>
<td>105</td>
</tr>
<tr>
<td>2326.5</td>
<td>301</td>
<td>254.3</td>
<td>109.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The time delay, in seconds, through the time-delay tape recorder, as a function of frequency $f$, in hertz, and dial setting $R$, is

$$\tau_{C7} = 0.02200 - 0.5417/f + (R - 215)/148,000$$ (23)

This is equivalent to a phase change, in degrees, of
\[ \psi_{C7} = 7.920 f - 195 + (R - 215)f/411.1 \]  

(24)

The phase change through the power amplifier \( \psi_{PA} \) in the closed-loop circuit was zero.

An equation for the phase change between the input to the acoustic driver and the output of the microphone amplifier \( \psi_{PD} \) was not obtained, but it was a function of frequency. The phase changes for the microphone and the CTHWA closed-loop systems, are also given in Table 1. The values of \( \psi_{PD} \) were different because the location of the microphone with respect to the driver was different for the two closed-loop systems.

The phase change through the CTHWA, \( \psi_{EP} \), was measured with respect to the microphone amplifier output; however, there was considerable scatter in these data so the values were considered to be approximations only. The approximate value of \( \psi_{EP} \) for 992.5 Hz was minus 90 degrees and at 2261.0 Hz it was plus 90 degrees. The phase change \( \psi_{VA} \) through the voltage amplifier in the CTHWA closed-loop was zero for all frequencies.

The resonant frequencies of the chamber were determined. Figure 10 is a spectrum analysis of the microphone amplifier output in response to the chamber being excited by white noise. The resonant frequencies are identified, along with their mode numbers. Note that \( f_{202} = 2f_{100} \). In checking the resonant frequencies of the chamber, data were taken on the power input to the driver necessary to generate a resonant acoustic field of a particular sound-pressure level \( (L_p = 150.0 \text{ dB}) \). The data are presented in Table 2 in the order of increasing power required.
Figure 10. Spectrum Analysis of the Microphone Output in Response to the Chamber Being Excited by White Noise
Table 2. Power Required to Generate Resonant Acoustic Fields for which \( L_p = 150.0 \) dB

<table>
<thead>
<tr>
<th>( f ) (Hz)</th>
<th>Mode ( &lt;mnn_z&gt; )</th>
<th>Power (watts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>996</td>
<td>100</td>
<td>0.34</td>
</tr>
<tr>
<td>1108</td>
<td>002</td>
<td>0.36</td>
</tr>
<tr>
<td>2329</td>
<td>301</td>
<td>0.46</td>
</tr>
<tr>
<td>1138</td>
<td>101</td>
<td>0.47</td>
</tr>
<tr>
<td>1742</td>
<td>201</td>
<td>0.72</td>
</tr>
<tr>
<td>1496</td>
<td>102</td>
<td>0.74</td>
</tr>
<tr>
<td>1941</td>
<td>103</td>
<td>0.89</td>
</tr>
<tr>
<td>1654</td>
<td>200</td>
<td>0.99</td>
</tr>
<tr>
<td>2267</td>
<td>300</td>
<td>1.07</td>
</tr>
<tr>
<td>2512</td>
<td>302</td>
<td>1.48</td>
</tr>
<tr>
<td>2341</td>
<td>203</td>
<td>1.84</td>
</tr>
<tr>
<td>2427</td>
<td>104</td>
<td>1.93</td>
</tr>
<tr>
<td>1992</td>
<td>202</td>
<td>2.04</td>
</tr>
</tbody>
</table>

Microphone Closed-Loop System

In the microphone feedback closed-loop experiments, it was found that the resultant acoustic field during closed-loop operation did not depend in any way on the initiating acoustic field. Figure 11(a) is a multiple-exposure photographic record of the oscilloscope display of the output of the microphone amplifier as the system is changed from the open-loop to the closed-loop mode of operation. The initiating acoustic field was a \( <100> \) sound field having a frequency of 992.5 Hz; the phase shifter—set at \( \phi_{DIAL} = 0^\circ \)—was used as the phase change
Figure 11. Behavior of the Acoustic Pressure During Transition from Open-Loop to Microphone Closed-Loop Operation—Open-Loop Acoustic Field = \(<100>\); \(\Psi_{\text{DIAL}} = 0^\circ\); \(T = 26^\circ\text{C}\); Resulting Closed-Loop Acoustic Field = \(<301>\)
device. When the loop was closed, the \(<100>\) sound field died out and a
\(<301>\) sound field \(f_{301} = 2326.5\) Hz) developed. Another view of the
same phenomena is shown in figure 11(b) where the time history of the
acoustic pressure is shown before and after the time when the loop was
closed. At the left is the initial open-loop signal at \(f_{100} = 992.5\) Hz.
When the loop was closed, the \(<100>\) sound field died out and the \(<301>\)
sound field developed.

Changing the initiating acoustic field, while leaving everything
else the same, yielded the same results. Figures 12(a) and 12(b) are
oscilloscope photographs obtained when the initiating field came from
low-level electronic noise in the feedback loop, rather than the \(<100>\)
sound field. Although the initial situation is different than that in
Figures 11(a) and 11(b), the resultant acoustic field is the same.

Eventually both of the above cases reached a steady-state level.
Figure 13 has a longer sweep time and shows the entire development of
the acoustic field from that produced by electronic noise to the steady-
state \(<301>\) sound field.

A single resonant-frequency acoustic field did not always result
during closed-loop operation; sometimes acoustic pressure fields with
two or more frequency components developed. Figure 14(a) is the
microphone output (upper trace) and signal to the driver (lower trace)
during steady-state closed-loop operation, with the phase shifter dial
set at 140 degrees. Figure 14(b)—a spectrum analysis of the microphone
amplifier output—shows the acoustic field to be primarily the summation
of \(<100>\) and \(<002>\) resonant sound fields.

Figure 15 shows the results obtained from the microphone closed-
loop system, using the phase shifter as the phase-change device, for
Figure 12. Behavior of the Acoustic Pressure During Transition from Open-Loop to Microphone Closed-Loop Operation—Initial Acoustic Field from Electronic Noise; $\Psi_{DIAL} = 0^\circ$; $T = 26^\circ C$; Resulting Closed-Loop Acoustic Field = $<301>$
Figure 13. Behavior of the Acoustic Pressure During Transition from Open-Loop to Microphone Steady-State Closed-Loop Operation—Initial Acoustic Field from Electronic Noise; $\psi_{\text{DIAL}} = 0^\circ$; $T = 26^\circ\text{C}$; Resulting Closed-Loop Acoustic Field = $<301>$
Figure 14. Resultant Sound Field of Microphone Closed-Loop Operation—$T = 26^\circ$C and $\psi_{DIAL} = 140^\circ$
Figure 15. Closed-Loop Acoustic Field(s) and Power Required for $L_p = 150.0 \text{ dB}$ for Various Phase-Shifter Dial Settings
various phase shifter dial settings. For each dial setting, the resulting acoustic field(s) was(were) determined and the driver power required to maintain a sound pressure level of 150.0 dB was established. When the gain in the loop was increased for a given phase-shifter dial setting, a steady-state situation could still be attained, but the resulting sound pressure level would increase. Results similar in character to the above were also obtained using the time-delay tape recorder as the phase change device.

So far, all the phase shifts and time delays have been recorded as dial settings. These can be converted to actual phase shifts through the entire closed-loop using the calibration information given earlier. Referring to figure 5, the total time delay through the microphone closed-loop was

$$\psi_{TOTAL} = \left[ \psi_p/D + (\psi_{PS} \text{ or } \psi_{c7}) + \psi_{PA} \right] - 360 \pi$$  \hspace{1cm} (25)

(The purpose of the last term was to reduce $\psi_{TOTAL}$ to a value between 0 and 360 degrees). Using equation (25), $\psi_{TOTAL}$ was calculated for the resulting acoustic fields in the cases previously presented.

In Figure 11 the initiating sound field was a $<100>$ one at a frequency of 992.5 Hz, and the total phase change through the loop $\psi_{TOTAL}$ was 121 degrees. When the microphone signal was fed back to the driver it was out of phase with the existing acoustic oscillation; hence, the $<100>$ sound field died out. The resulting steady-state sound field was the $<301>$ one at a frequency of 2326.5 Hz, and its total phase change through the loop was four degrees—the acoustic oscillation generated by the driver was almost in phase with the existing acoustic oscillation in the chamber. When the loop was closed,
the system transitioned from the $<100>$ sound field to a $<301>$ sound field. For the $<301>$ sound field the existing and feedback acoustic oscillations were approximately in phase, thereby adding as constructively as possible.

In Figure 12 the same phenomena occurred; the system selected, from the acoustic field produced by the electronic noise in the system, that frequency for which the existing and feedback acoustic oscillations were approximately in phase. The value of $\psi_{TOTAL}$ for the $<301>$ sound field was again four degrees.

At some phase-shifter settings there were no frequencies for which $\psi_{TOTAL}$ was about zero. There the system selected the frequency or frequencies for which the $\psi_{TOTAL}$'s deviated somewhat from zero.

The driver power required to produce a sound field of a given frequency also affected the resultant acoustic field. In figure 14, a $<100>$ sound field with a $\psi_{TOTAL}$ of 341 degrees in the feedback loop and a $<002>$ sound field with a 357-degree phase change in the feedback loop both developed. Although the $<002>$ sound field has a phase change closer to zero, the $<100>$ sound field was dominant because it was easier to drive. (Table 2 lists acoustic fields in ascending order of relative power required to drive each.)

If figure 15 each optimum phase shifter setting occurred at a value for which $\psi_{TOTAL}$ was approximately zero degrees. This is clearly illustrated by figure 16 which recasts the data of figure 15 in terms of $\psi_{TOTAL}$ instead of $\psi_{DIAL}$.

In summary, the microphone closed-loop experiments showed that self-sustenance could always be attained if the energization in the loop was great enough. The amount of energization needed was related
Figure 16. Closed-Loop Acoustic Fields and Power Required for $L_p = 150.0$ dB in Terms of $\psi_{TOTAL}$.
to the deviation of $\psi_{\text{TOTAL}}$ from zero degrees and the relative amount of energization needed to drive the acoustic field of interest. More than one frequency could result if conditions were suitable for both. The resulting frequencies were always resonant frequencies. They did not depend upon the initial open-loop frequency, but upon $\psi_{\text{TOTAL}}$, the total phase change through the loop for the frequencies of interest. The closer the total phase change for a particular frequency was to a complete cycle, the easier it was to sustain that frequency. In short, Rayleigh's criterion [4] was the dominant factor controlling the response of the microphone (linearly pressure sensitive) system during closed-loop operation.

**CTHWA Closed-Loop**

Figure 17 illustrates a typical transition from open-loop to self-sustained closed-loop operation using the CTHWA output as the feedback signal. The figure is a long time-base oscilloscope display of the sound pressure and CTHWA output voltage, starting just prior to closing the loop and ending with the steady-state, closed-loop operation. The open-loop acoustic field was $<100>$ at 991.5 Hz; the steady-state closed-loop acoustic field was primarily $<100>$ at 991.5 Hz plus $<202>$ at 1983.0 Hz. Figure 18 is an oscilloscope record of the same phenomena, but having a shorter time base so that the wave forms could be seen. In the upper part of the figure, the open-loop sound pressure and the closed-loop steady-state pressure were superimposed; likewise, in the bottom part the open-loop and closed-loop CTHWA outputs were superimposed.

Changing the open-loop initiating signal did not change the frequencies which developed when the loop was closed. At the same
Figure 17. Transition from Open-Loop to Self-Sustained Steady-State Closed-Loop Operation—$T = 26^\circ C$; $R = 260$; Initial Acoustic Field = $<100>$; Resulting Closed-Loop Acoustic Field = $<100> + <202>$

Figure 18. Open-Loop and Self-Sustained Steady-State Closed-Loop Microphone and CTHWA Outputs—$T = 26^\circ C$; $R = 260$; Initial Acoustic Field = $<100>$; Resulting Closed-Loop Acoustic Field = $<100> + <202>$
time delay setting of $R = 260.0$, a white noise signal and the electronic noise in the system were each used as the initiating signal. Both resulted in the $<100>$ plus $<202>$ sound field; however, more gain was required in the loop to initiate self-sustenance for these two cases.

(The stability of this system appears to be dependent upon the nature of the perturbation sound field; this phenomenon will be quantitatively investigated in a future study.)

Figure 19 is a map of the minimum feedback-loop gain required to initiate self-sustenance for various amounts of time delay through the tape recorder. An initiating $<100>$ sound field at a frequency of 991.5 Hz and a sound-pressure level of 153.8 dB was used. Whenever the gain was equal to or greater than that shown in the figure for a particular setting, closed-loop operation would be self-sustaining; whenever the gain was less than that shown in the figure for a particular setting, closed-loop operation would not be self-sustaining. It was possible to initiate self-sustenance at any time-delay setting, provided there was sufficient gain in the loop.

In figure 19, three different self-sustained acoustic fields are depicted: one steady in waveform and level having frequency components at $f_{100}$, $f_{202}$ ($f_{202} = 2f_{100}$) and their higher harmonics; one unsteady in waveform and level having frequency components at $f_{100}$, $f_{202}$ and their higher harmonics; and one transitional in waveform and level having frequency components at $f_{100}$, $f_{202}$ and their higher harmonics and $f_{101}$, $f_{300}$ ($f_{300} \approx 2f_{101}$) and their higher harmonics. Figures 20, 21 and 22 illustrate the characteristics of each of the above types of self-sustained acoustic field. The reasons for the different types of closed-loop acoustic field were determined from
Figure 19. Map of Minimum Relative Loop Gain Necessary for Self-Sustained CTHWA Closed-Loop Operation—T = 25°C; Initial Acoustic Field = <100> with L_p = 153.8 dB.
Figure 20. Steady Self-Sustained CTHWA Closed-Loop Phenomenon—$T = 26^\circ C; R = 270$
Figure 21. Unsteady Self-Sustained CTHWA Closed-Loop Phenomenon—$T = 26^\circ C; R = 200$
Figure 22. Transitional Self-Sustained CTHWA Closed-Loop Phenomenon—$T = 26^\circ C; \, R = 170$
calculations of the total phase shift through the loop $\psi_{\text{TOTAL}}$ and the
analytical results previously presented concerning the frequency
components of the CTHWA in response to certain combined acoustic fields.
From the closed-loop electrical path shown in figure 6, the total
phase shift through the CTHWA closed-loop can be shown to be

$$\psi_{\text{TOTAL}} = \psi_{P/D} + \psi_{E/P} + \psi_{C7} + \psi_{VA} + \psi_{PA} - 360^\circ n$$  \hspace{1cm} (26)

(Again, the purpose of the last term is to reduce $\psi_{\text{TOTAL}}$ to a value
between 0 and 360 degrees.)

At $R = 120$, $\psi_{\text{TOTAL}}$ for the $<100>$ and $<202>$ frequency components
of the feedback signal was very close to being a complete cycle and, in
agreement with this, a relatively small amount of amplification was
needed for self-sustenance and the waveform was very steady. Likewise,
at $R = 270$, $\psi_{\text{TOTAL}}$ for the $<100>$ and $<202>$ frequency components was
very close to being a complete cycle and the amplification needed for
self-sustenance was low and the waveform steady.

Changing the time delay setting to $R = 140$ causes $\psi_{\text{TOTAL}}$ for
the $<100>$ and $<202>$ frequency components to change to 38 and 77 degrees
respectively. The waveform remained steady since the deviation from
the optimum setting was still small; however, more amplification was
needed than at the optimum locations of $R = 120$ and 270.

Increasing $R$ to 170 changed $\psi_{\text{TOTAL}}$ for the $<100>$ and $<202>$
frequency components to 110 and 219 degrees respectively. Following
the previous logic, this should have caused the required gain for self-
sustenance to be high; however, at this setting the $<101>$ and $<300>$
frequency components had $\psi_{\text{TOTAL}}$'s close to zero so that the required
gain for self-sustenance decreased. (The frequency of the <300> acoustic field is close to, but is not exactly, twice that of the <101> acoustic field.)

At a time delay setting of \( R = 210 \), \( \psi_{\text{TOTAL}} \) for the <100> and <202> frequency components was 184 and 9 degrees, respectively. The <202> was in phase, but the <100> was out of phase; hence, a large amount of gain was required for self-sustenance. When an existing and a feedback acoustic field are out of phase, the feedback acoustic field must be stronger than the existing field if self-sustenance is to be attained. The acoustic fields will constantly interfere with each other; therefore, the level of the self-sustained field will be unsteady, as is indicated in figure 21.

At a time delay setting of \( R = 220 \)—a relative minimum region—\( \psi_{\text{TOTAL}} \) for the <100> frequency component was 231 degrees and that for the <202> frequency component was 103 degrees. These both deviated significantly from 180 degrees; therefore, more gain was required than at the optimum locations, but less gain was required than was needed when \( \psi_{\text{TOTAL}} \) was 184 degrees for the <100> frequency component.

When the time delay setting was increased to \( R = 240 \), \( \psi_{\text{TOTAL}} \) for the <202> frequency component was close to 180 degrees; hence, the amount of gain needed for self-sustenance increased.

When the time delay setting reached \( R = 270 \), one cycle for the <100> frequency component and two cycles for the <202> frequency component had been traversed and the pattern repeated itself.

In the CTHWA closed-loop experiments, the <100> plus <202> acoustic fields always developed. This was a natural result of the nonlinearity of the system and the dimensions of the chamber. When
the system was excited at a resonant frequency, the output from the CTHWA was predominantly composed of a second harmonic component plus higher even harmonics. Since the doubled frequency component was at a resonant frequency, when it was fed back to the chamber, the chamber responded strongly to it. At this stage the acoustic oscillation at the doubled frequency combined with the acoustic oscillation at the fundamental frequency. Such a combination resulted in a CTHWA output having strong components at both the fundamental and the doubled frequencies. (This was brought out by the fourier analysis presented earlier—figures 7, 8 and 9.) From then on both frequencies appeared in the feedback signal. If the doubled frequency had not been a resonant frequency (or close to a resonant frequency, as in the case of $f_{101}$ and $f_{300}$), the system could not sustain itself. Driving a non-resonant frequency would require too much power for it to be self-sustaining. (The microphone closed-loop studies confirmed that the system responds to resonant frequencies, even if the feedback signal is not exactly in phase with the previous signal.)

In the microphone closed-loop experiments, the $<202>$ acoustic field did not appear, except as a lesser component of the signal which was dominated by a resonant acoustic field which required less power to drive. In the CTHWA experiments the $<202>$ acoustic field played a dominant role due to the fact that $f_{202} = 2f_{100}$.

The above statements concerning the necessity of having two resonant frequencies such that one was twice the other, in order to have self-sustenance, was verified by altering the length of the chamber so that the condition did not exist. With the altered chamber there was no value of time delay for which it was possible to obtain
self-sustained closed-loop operation with even very large amounts of gain in the loop.

In summary, closed-loop self-sustained operation using the CTHWA was found to be dependent upon the existence of two resonant frequencies, one of which was twice (or close to twice) the frequency of the other. The frequencies which developed were dependent upon the amount of time delay in the loop and the resonant frequencies of the chamber. (The resonant frequencies were a function of the length and the diameter of the chamber.) The resultant frequencies were always harmonics of each other. The closer the total time delay through the loop was to being a complete cycle for each frequency component, the lower was the gain required for self-sustenance. When the required resonant frequencies existed, closed-loop operation could be sustained for any amount of time delay, provided there was sufficient amplification; however, the operating characteristics changed considerably with changes in time delay. For some conditions the resulting closed-loop operation was very steady; for other conditions it was very unsteady. Rayleigh's criterion [4] was the dominant factor controlling the response of the system during closed-loop operation.

CONCLUSIONS

A distorted acoustic field is a natural result of a nonlinear feedback system. The nonlinear response to, or feedback from, a sinusoidal disturbance of frequency $f$ is a signal with a strong frequency component at $2f$. When the signal at $2f$ is fed back and added to the disturbance at $f$, the resultant disturbance has strong frequency components at $f$ and $2f$, provided the chamber can respond strongly to a
signal at 2f. To maintain or amplify the acoustic field in a closed-loop situation, such as was studied here, the feedback signal should match as closely as possible the frequencies and phases of the existing acoustic field so that when added, they can reinforce each other.

Adding a signal at 2f to a signal at f results in a signal containing strong components at both f and 2f. A nonlinear system naturally generates both the doubled and the fundamental frequencies. If both frequencies are resonant (or close to resonant) frequencies, the system can sustain or amplify the disturbance, provided sufficient gain exists.

Since it is natural to generate second-harmonically distorted acoustic vibrations with a nonlinear system, it is probable that the coupling between the burning process in a liquid-propellant rocket engine and the gas dynamic variables of the system is velocity sensitive rather than pressure sensitive. (Pressure coupling is linear and does not naturally develop a distorted disturbance from a sinusoidal perturbation unless the acoustic field is very "strong." )

To aid in the suppression of acoustic instability in a rocket engine, the length (or diameter) of the chamber should be adjusted so that none of the lower resonant-mode frequencies differ by a factor of two.

Analyzing the situation, a pressure disturbance caused by the unsteady burning of a fuel droplet at one location (a pressure antinodal location) causes the maximum velocity perturbation (velocity antinode) at another location in the chamber. Thus a droplet's environment is in part produced by the unsteady burning of a fuel droplet some distance away. Breaking up the communication between these two locations, such as is done with a baffle, should suppress
the interaction and thereby either prevent an instability from developing or alter its type.
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