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A new approach is proposed for the design of approximate, fixed-order, discrete time realizations of stochastic processes from the output covariance \( \Sigma(i,j) \) over a finite time interval. No restrictive assumptions are imposed on the process; it can be nonstationary and lead to a high dimension realization. Classes of fixed-order models are defined, having the joint covariance matrix of the combined vector of the outputs in the interval of definition greater or equal than the process covariance (the difference matrix is nonnegative definite). The design is achieved by minimizing, in one of those classes, a measure of the approximation between the model and the process evaluated by the trace of the difference of the respective covariance matrices. The models belonging to these classes have the notable property that, under the same measurement system and estimator structure, the output estimation error covariance matrix computed on the model is an upper bound of the corresponding covariance on the real process.

An application of the approach is illustrated by the modeling of random meteorological wind profiles from the statistical analysis of historical data.
A new approach is proposed for the design of approximate, fixed-order, discrete time realizations of stochastic processes from the output covariance \( R(i,j) \) over a finite time interval. No restrictive assumptions are imposed on the process; it can be nonstationary and lead to a high dimension realization. Classes of fixed-order models are defined, having the joint covariance matrix of the combined vector of the outputs in the interval of definition greater or equal than the process covariance (the difference matrix is nonnegative definite). The design is achieved by minimizing, in one of those classes, a measure of the approximation between the model and the process evaluated by the trace of the difference of the respective covariance matrices. The models belonging to these classes have the notable property that, under the same measurement system and estimator structure, the output estimation error covariance matrix computed on the model is an upper bound of the corresponding covariance on the real process.

An application of the approach is illustrated by the modeling of random meteorological wind profiles from the statistical analysis of historical data.

I. INTRODUCTION

Given an \( m \)-vector-valued discrete-time process \( y(*) \) over a finite interval \([1,N]\), with a positive definite covariance \( R(i,j) \), we consider the problem of computing a markovian representation, with output \( yM(i) \), which statistically approximates \( y(i) \) in the interval \( 1 \leq i \leq N \) of the form

\[
\begin{align*}
  x(i + 1) &= A(i) \cdot x(i) + B(i) \cdot w(i) \\
  yM(i) &= C(i) \cdot x(i) + D(i) \cdot w(i)
\end{align*}
\]

(1.1)

where the dimensions of \( x(i) \), \( w(i) \), \( A(i) \), \( B(i) \), \( C(i) \), \( D(i) \)\(^1\) are \( n \times 1 \), \( p \times 1 \), \( n \times m \), \( n \times p \), \( m \times m \), \( m \times p \), respectively, and \( w(i) \) is a \( p \)-vector-valued independent

\(^1\)The matrices \( D(i) \) can also be assumed to equal zero.
noise. The dimension \( p \) of \( w(\cdot) \) and the order \( n \) of the model are chosen by the designer, noting that the order of the model may be lower than the exact minimal realization of the process. Neither stationarity nor the hypothesis on the order of the minimal realization of the process is postulated.

The model is used to design and evaluate linear recursive estimators of the process output in the interval \( 1 \leq i \leq N \) - that is, the process output will be observed through a linear measurement system with independent additive noise. The measurement system and, in turn, the filter characteristics are not actually specified. However, for the same arbitrary measurement system and estimator, the output estimation error covariance matrix\(^2\) computed on the model from measurements in the interval \( 1, \ldots, i \) \((1 \leq i \leq N)\) is required to be greater than or equal to the equivalent estimation covariance on the real process, that is, the difference matrix is nonnegative. The models with this property are indicated here as "statistically guaranteed models" of the process.

General solutions of the exact or partial realization (specifically minimal realization) problems exist for stationary processes with a lumped representation (refs. 1-5). In contrast, dealing with nonstationary processes, the literature commonly assumes that an analytic expression of the output covariance is available in a separable form (refs. 6-9). This form also implies a lumped realization.

Therefore, if only the numerical values of the covariance are given, the computation of a separable form, when it exists, is preliminarily required. This approach, though theoretically viable, does not work out the practical difficulties encountered when the resulting realization is of high dimension or of changing structure in time. Dealing with an experimental output covariance which does not satisfy precise analytical assumptions, it may be necessary to adopt a lower-order approximation in several practical applications. However it seems that no\(^3\) general results are available to the approximate realization of an arbitrary process with a constrained-order model.

The approximation technique proposed here is to minimize in a class of "guaranteed models" of fixed order \( n \) a measure of the approximation between model and process evaluated by the trace of the difference between the respective covariance matrices (a partial minimization scheme is proposed in the paper). It will be shown that guaranteed models are characterized by having an output covariance matrix greater than or equal to the process covariance.\(^4\) This property offers, among other advantages, the option to use the relatively simple performance measure that we have proposed. It is evident that computational limitations exist if \( N \) is large and no restrictive assumptions are taken for the process. It is shown, however, that the general approach can be

---

\(^2\)The joint covariance matrix of the combined vector of filtering and prediction output errors from \( i \) to \( N \).

\(^3\)For an example of approximation of stationary processes by ARMA models, see reference 10.

\(^4\)A similar property in a less general approximation approach was already mentioned in reference 11.
applied with simplifications to stationary processes with finite dimension realization even if $N$ is large.

The probabilistic model of vertical profile of atmospheric wind velocity from statistics of historical records of wind measurements is a case of non-stationary, high-order realization\(^5\) process and it is presented here as an example of the method. The model has been used in reference 12 to estimate the onboard wind shear estimation from an airplane in descent flight.

II. GUARANTEED COVARIANCE ESTIMATION

Consider the estimation at instant $i$ ($1 \leq i \leq N$), with a linear estimator, of the present and future portion of the process $y(j)$ ($j = i, \ldots, N$) from the present and past measurements operated on the process output through a linear measurement system with additive independent noise. Referring to past portions of the process output, define the combined vector

$$ y(i) = [y'(i), y'(i-1), \ldots, y'(1)]' $$

(2.1)

and the joint covariance matrix

$$ P(i) = \begin{bmatrix} \mathcal{K}(i,i), \ldots, \mathcal{K}(i,1) \\ \vdots \\ \mathcal{K}(1,i), \ldots, \mathcal{K}(1,1) \end{bmatrix} \quad 1 \leq i \leq N $$

(2.2)

with a similar notation defined for the model $y_M(i)$ and $P_M(i)$. The present and future portion of the process is indicated as

$$ C_2 y(N) $$

(2.3)

where $C_2$ is a matrix $(N - i + 1)m \times Nm$ of the form

$$ C_2 = [I(N - i + 1)m; 0] $$

(2.4)

and its estimate, by a linear estimator $\mathcal{K}$, is

$$ C_2 y(N) = \mathcal{K} \cdot Z $$

(2.5)

The vector $Z$ of dimension $m \cdot i$ is the present and past noisy measurement of $y(N)$

$$ Z = C_1 y(N) + V $$

(2.6)

\(^5\)The high dimensionality of the realization is with respect to the total number of samples $N$ of the process. This makes impractical a recursive estimation.

\(^6\)The prime $'$ indicates the transpose.
The matrix $E_1[I_{im} \times Nm]$ of full rank $i - m$ is of the form

$$E_1 = [0; \Pi]$$

(2.7)

where $\Pi$ of dimension $im \times im$ accounts for a possible dynamical structure of the measurement system. The vector $V$ is a $(i - m)$-dimensional zero mean independent measurement noise of covariance $R$. The output estimation error covariance of the vectors (2.3), indicated by $P(N,i)$, resulting from the estimator $\mathcal{K}$ of Eq. (2.5) and the measurement system of Eqs. (2.6-2.7) is

$$P(N,i) = V \cdot (F_1) \cdot P(N) \cdot (F_1 - \mathcal{K} \cdot E_1) + \mathcal{K} \cdot R \cdot \mathcal{K}$$

(2.8)

With the above notations, the following theorem is proven.

**Theorem 1:** Given two processes of the form of (2.1) having covariance matrices (2.2) of values $P_1(N)$ and $P_2(N)$, respectively, and for the same arbitrary measurement system and estimator, as given in Eqs. (2.5) and (2.6), a necessary and sufficient condition for the respective estimation covariance matrices (2.8) to satisfy

$$P_1(N,i) - P_2(N,i) \geq 0 \quad 1 \leq i \leq N$$

is

$$P_1(N) - P_2(N) \geq 0$$

(2.9)

(2.10)

**Proof:** Sufficient condition is immediate consequence of the quadratic form (2.11)

$$P_1(N,i) - P_2(N,i) = \Delta(N,i) = (E_2 - \mathcal{K} \cdot E_1) \cdot \Delta(N) \cdot (E_2 - \mathcal{K} \cdot E_1)'$$

(2.11)

where

$$\Delta(N) = P_1(N) - P_2(N)$$

To prove the necessity part, expression (2.11) is rewritten as

$$\Delta(N,i) = (I_1 - \mathcal{K}) \cdot \begin{bmatrix} E_2 \\ -E_1 \end{bmatrix} \cdot \Delta(N) \cdot \begin{bmatrix} E_2; E_1^T \\ -E_1 \end{bmatrix} \cdot \begin{bmatrix} I_1 - \mathcal{K} \end{bmatrix}$$

(2.12)

Then it is observed that the rows of $\begin{bmatrix} E_2 \\ -E_1 \end{bmatrix}$ span the full $(N \cdot m)$-dimension space of $\Delta(N)$ and it is recalled that the rows of the matrix $\mathcal{K}$ are arbitrary.

As a result of theorem 2 it follows that any model realization (1.1) having output covariance matrix $P_M(N)$ greater than or equal to the process covariance $P(N)$ generates, for the same arbitrary linear estimator and linear measurement system with additive independent noise, an upper bound of the process estimation error covariance ($P_M(N,i) = P(N,i) \geq 0$) in the interval $1 \leq i \leq N$. 

4
When the measurement characteristics become available, the Kalman filter computed for the best\(^7\) model in a class with the previous properties is a reasonable choice for the process output estimation. Such a filter guarantees the minimum (with reference to the chosen model) upper bound of the covariance of the estimation error, and it also prevents the divergence of the estimates. It is well known that this phenomenon may occur when, because of model approximations, the calculated estimation covariance becomes unrealistically small with respect to the real one on the process (ref. 14).

The whole optimum filter, with reference to the entire model class, also could be sought. However this problem requires the computation of the limit of a sequence of models \(M_i\) in the class having covariance

\[ P(N) \leq P_{M_1}(N) \leq \ldots \leq P_{M_0}(N) \]

and this has not been considered here.

III. GUARANTEED MODEL REALIZATION

The computation of exact or partial realizations on the form of (1.1) from the output covariance \(\mathcal{K}(i,j)\) is essentially equivalent to the algebraic problem to find a decomposition for the covariance matrix

\[ P(N) = T(N) \cdot A(N) \cdot T'(N)\]

where \(P(N)\) has been defined in (2.2),

\[ A(N) = \begin{bmatrix} \hat{S}(N-1) \\ \vdots \\ \hat{S}(0) \end{bmatrix} \]

is a symmetrical block diagonal matrix with \(\hat{S}(i) > 0\) of dimension \(m \times m\) and \(T(N)\) is a nonsingular causal transformation. If \(T(N)\) is also casually invertible then it is called the innovation representation of \(y(\cdot)\) and the independent process with covariance \(A\) the innovation process (ref. 15). Recently, Akaike (refs. 16 and 17) gives of the realization problem an interpretation in terms of canonical regression analysis. His basic idea is adopted here and two regression schemes, the second being the extension of the first, are introduced to generate fixed-order realizations whose output covariance is greater than or equal to the process covariance \(P(N)\) (2.2). The starting point of the procedure is the observation that if \(y_M(i)\) is the output at instant \(i\) of a finite dimension model, then it can be expressed by

\(^7\)The best model measured by the trace \((P_M(N) - P(N))\).
\(^8\)Strictly inequality because of our assumption that \(P(N)\) positive definite.
\[
\begin{align*}
\hat{y}_M(i) = K(i - 1) \cdot & \\
& + u_{\text{res}}(i - 1) \\
y_M(i) = & \\
y_M(i - r)
\end{align*}
\] (3.3)

where \( K(i - 1) \) is of dimension \( m \times r \cdot m \) and \( r \) is a finite integer. The residual vector \( u_{\text{res}}(i - 1) \), uncorrelated with the outputs prior to \( i - r \), may be in general correlated with \( (y_M(i - 1), \ldots, y_M(i - r))^T \). With respect to the notation proposed in the previous section (2.2) indicate with \( P(i) \) and \( P_M(i) \) the portions of covariance matrices of process and model in the interval \( i, i - 1, \ldots, 1 \) and with \( \Delta(i) \) the difference matrix

\[
P_M(i) - P(i) = \Delta(i)
\] (3.4)

Introduce for the process covariance the partition

\[
P(i) = \begin{bmatrix}
P_{11}(i - 1) & P_{12}(i - 1) \\
P_{12}'(i - 1) & P(i - 1)
\end{bmatrix}
\] (3.5)

where \( P_{11}(i - 1) = \mathcal{R}(i, i) \) and \( P_{12}(i - 1) = (\mathcal{R}(i, i - 1), \ldots, \mathcal{R}(i, 1)) \) are of dimension \( m \times m \) and \( m \times (i - 1) \cdot m \). Choose the model order \( n = m \cdot r^9 \) and impose that the first \( s \) samples \( (y_M(i - 1), \ldots, y_M(i - s)) \) correlate with the residual. From expression (3.3) and related arguments, the model output covariance \( P_M(i) \) can be decomposed in

\[
P_M(i) = \begin{bmatrix}
I_m & K(i - 1) \\
0 & I_m(i - 1)
\end{bmatrix} \cdot \begin{bmatrix}
S(i - 1) & R(i - 1) \\
R'(i - 1) & P_M(i - 1)
\end{bmatrix} \begin{bmatrix}
I_m & K(i - 1) \\
0 & I_m(i - 1)
\end{bmatrix}'
\] (3.6)

where \( K(i - 1) \) and \( R(i - 1) \) are both matrices of dimension \( m \times (i - 1) \cdot m \) and are constrained, for all \( i: m(i - 1) \geq n \) to the form

\[
K(i - 1) = [K(i - 1); 0] \\
R(i - 1) = [R(i - 1); 0].
\] (3.7)

The matrix \( \mathcal{K}(i - 1)[m \times n] \) has already been defined in Eq. (3.3), the matrix \( \mathcal{R}(i - 1)[m \times m] \), \( m \leq n \) accounts for the nonzero correlation terms of the residual vector \( u_{\text{res}}(i - 1) \) in (3.3) with \( (y_M(i - 1), \ldots, y_M(i - r))^T \) and \( S(i - 1)[m \times m] \) is the covariance of the residual \( u_{\text{res}}(i - 1) \).

---

9 Constraining the model order to be a multiple of the number of outputs is imposed for notation simplicity, but it is not strictly necessary.
The model covariance $P_M(N)$ is therefore completely defined by a sequence
of decompositions (3.6) or, in alternate form, with the introduction of a new
sequence of covariance matrices $\tilde{V}(i)[m \times m]$, by

$$
\tilde{V}(i) = \begin{bmatrix}
I_m + K(i-1) \cdot R'(i-1) \cdot S^{-1}(i-1) K(i-1) \\
\tilde{R}'(i-1) \cdot S^{-1}(i-1) \cdot I_m(i-1)
\end{bmatrix} \cdot \begin{bmatrix}
\tilde{S}(i-1) & 0 \\
0 & \tilde{V}(i-1)
\end{bmatrix}
$$

and

$$
\tilde{V}(i-1) = \tilde{P}_M(i-1) - \tilde{R}' \cdot \tilde{S}^{-1} \cdot \tilde{R}(i-1)
$$

where the matrices $\tilde{P}_M(i-1), \tilde{R}(i-1), \tilde{S}(i-1)$ are derived from (3.6) with
the following algorithm

$$
\begin{bmatrix}
\tilde{S}(i-1) & \tilde{R}(i-1) \\
\tilde{R}'(i-1) & \tilde{P}_M(i-1)
\end{bmatrix} = \begin{bmatrix}
I_m & K(i-1) \\
0 & I_m(i-1)
\end{bmatrix} \cdot \begin{bmatrix}
\tilde{P}_M(i-1) \cdot \tilde{R}' \cdot \tilde{S}^{-1} \cdot \tilde{R}(i-1) \\
0 & I_m(i-1)
\end{bmatrix}
$$

starting from

$$
\tilde{P}_M(N) = \tilde{V}(N) = P_M(N), \text{ and } [\tilde{R}' \cdot \tilde{S}^{-1} \cdot \tilde{R}] (N) = 0.
$$

Note also that the matrices $\tilde{R}(i)$ and $\tilde{P}_M(i)$ have structure

$$
\tilde{R}(i) = \begin{bmatrix}
\tilde{R}(i) [m \times ms] \\
0
\end{bmatrix}
$$

$$
\begin{bmatrix}
\tilde{P}_M(i) & Q(i) [m \cdot (s-1) \times m \cdot (s-1)] \\
0 & 0
\end{bmatrix}
$$

for certain matrices $\tilde{R}(i)$ and $Q(i)$.

With the above assumptions the following theorem is proven.

**Theorem 2:** The model representation with output covariance

$$P_M(N) = T(N) \cdot \Lambda(N) \cdot T'(N)$$

where $\Lambda(N)$ has been defined in (3.2) with $\tilde{S}(i)$ given from (3.9) and the
transformation $T(N)[N \cdot m \times N \cdot m]$ given by
\[
T(N) = \begin{bmatrix} t(N-1) \\ \vdots \\ t(1) \end{bmatrix} \begin{bmatrix} I_m & 0 \\ 0 & I_m(N-1) \end{bmatrix} \cdots I_m(N-1) \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

with \( t(i) \) of the form
\[
t(i) = \begin{bmatrix} I_m + K(i) \cdot R^i(i) \cdot S^{-1}(i) \cdot K(i) \\ \bar{R}(i) \cdot S^{-1}(i) \\ I_m \cdot i \end{bmatrix}
\]
guarantees an upper bound of the process output covariance matrix:
\[
P_M(N) - P(N) \geq 0
\]

if the matrices \( S(i) \) defined in (3.6) are chosen as
\[
S(0) = \Delta_S(0) + P(1)
\]
\[
S(i) = \Delta_S(i) + P_{11}(i) + [R(i) + K(i) \cdot P_m(i) - P_{12}(i)] \cdot \Delta^{-1}(i)
\]
\[
\cdot [R(i) + K(i) \cdot P_m(i) - P_{12}(i)]' - K(i) \cdot R'(i)
\]
\[- R(i) \cdot K'(i) - K(i) \cdot P_m(i) \cdot K'(i) \cdot i, \quad i = 1, \ldots, N-1
\]
for arbitrary symmetrical matrices \( \Delta_S(i)[m \times m] \) satisfying
\[
\Delta_S(i) > 0, \quad i = 0, \ldots, N-2, \quad \Delta_S(N-1) \geq 0.
\]

Proof: Observe first that the representation (3.11) is nothing but the recursive inclusions of expressions (3.8) and therefore equivalent and deducible from (3.6). Then decompose \( P_M(N) \) and \( P(N) \) according to (3.5) and (3.6) (i = N). The result yields
\[
\begin{bmatrix} S + K \cdot R' + R' \cdot K' + K \cdot P_M \cdot K' \end{bmatrix} \begin{bmatrix} P_{11}(N-1) \\ P_{12}(N-1) \end{bmatrix} = \begin{bmatrix} P_{11}(N-1) \\ P_{12}(N-1) \end{bmatrix} \cdot \Delta(N) \geq 0
\]

Inequality (3.13) is satisfied if
\[
P_M(N - 1) - P(N - 1) = \Delta(N - 1) > 0
\]
and
\[
S + K \cdot R' + R' \cdot K' + K \cdot P_M \cdot K' - P_{11} - [R + K \cdot P_m] \cdot \Delta^{-1} \cdot [R + K \cdot P_m] \cdot P_{12} \bigg|_{N-1} = \Delta_S(N-1) \geq 0
\]

Proceeding backward, inequality (3.14) is successively partitioned with use of (3.6) and replaced by conditions of the form of (3.15) (the \( \geq \) is replaced by \( > \)). This proves the theorem.
It remains to show that (3.11) is also a causal representation of \( y_M(i) \) for \( 1 \leq i \leq N \) and it can be reduced to a model representation of the form (1.1). This is easily accomplished, defining an \( m \)-valued-vector process \((x'(i + s), x'(i + s - 1), \ldots, x'(1))'\) with covariance matrix

\[
T(i + s) \cdot A(i + s) \cdot T'(i + s) = \begin{bmatrix} t(i + s - 1) & \ldots & A(i + s) & \ldots & [t(i + s - 1)]' = \tilde{V}(i + s). \\
\end{bmatrix}
\]

Then, from recursion (3.9) and (3.10), it is observed that the lowest \( i \cdot m \) portion of \( x(\cdot) \) is statistically equivalent to the corresponding \( y_M(\cdot) \) process from 1 to \( i \).\(^{10}\) A proper restriction of \( x(\cdot) \) with a formal shift of the index \( i \) of \( s \) steps on time is therefore the required realization. Note also that the remaining components \( x(j), j = i + 1, \ldots, i + s \) are the predictors of the future \( y_M(\cdot) \) from observations until \( i \) according to the theory developed by Akaike (ref. 17).

The model realization is finally defined by the following matrices. These are deducible from Eqs. (3.8) and (3.9).

\[
A(i) = \begin{bmatrix} K(i + a) \\
\vdots \\
1 \\
\end{bmatrix}
\]

\[(3.16)\]

\[
B(i)[n \times m] = \begin{bmatrix} I_m + K \cdot \tilde{R} \cdot \tilde{S}^{-1} \\
\vdots \\
U_p(\tilde{R} \cdot \tilde{S}^{-1}) \\
\end{bmatrix}
\]

\[(3.17)\]

\[
C(i) = (0_1, \ldots, 0_a, I_m', 0)
\]

\[(3.18)\]

\[
D(i) = \text{Low}(\tilde{R} \cdot \tilde{S}^{-1})\begin{bmatrix} 1 \\
\end{bmatrix}
\]

\[(3.19)\]

\[
\text{cov}(w(i)) = \tilde{S}(i + a)
\]

\[(3.20)\]

\[
\text{cov}(x_1) = \begin{bmatrix} P_M - \tilde{R} \cdot \tilde{S}^{-1} \cdot \tilde{R} & 0 \\
0 & 0 \\
\end{bmatrix}
\]

\[(3.21)\]

\(^{10}\)If \( s = r \), a noise vector has to be added to \( x(\cdot) \). This originates strictly a nonproper model realization (see eq. (3.19)).

\(^{11}\)In the case that \( s \cdot m < n - m \) zero matrices complete \( K(i) \) for the first values of \( i \).
where \( U_p(\cdot) \) and \( Low(\cdot) \) are respectively operators which isolate the first \( n - m \) and following \( m \) rows of the matrix \( (\cdot) \). The dimension \( p \) of the input process \( w(i) \) results here in \( p = m \). The index \( a \) appearing in (3.16)-(3.21) is \( a = r - 1 \) if \( s \cdot m = n \), and \( a = s \) if \( s \cdot m \leq n - m \); in this case, the matrices \( D(i) \) are void.

Because of the generality of the assumptions, structures of the form of (3.6) can represent with a finite value of \( r \) and \( s \) arbitrary linear lumped systems. However, they do not encompass the whole class of the finite realizations, and in fact, for a given model covariance the result may not be the minimal realization. For stationary processes, analysis of this point has been at the basis of the Ho's algorithm (ref. 1). For nonstationary processes, the problem received a theoretical interpretation from canonical regression analysis (ref. 17). Justified from the results of canonical regression analysis, an extension of our previous result is given next.

The approach requires in this case to fix the model order \( n \) (dimension of the space spanned by the projection of future outputs on the past outputs) and the number \( r \) \( (m \cdot r > n) \) of output samples having independent projection. Then at each instant \( i \) with a nonsingular transformation an \( n \)-dimensional basis, spanning the projection space, is isolated from the whole \( m \cdot r \) vector of outputs \((y_N(i - 1), \ldots, y_N(i - r))'\). Indicate this transformation with

\[
L(i) = \begin{bmatrix} L_1(i) & L_2(i) & 0 \\ 0 & I_{m(i - r)} \end{bmatrix}
\]

\[
L_1(\cdot)[m \cdot r \times (m \cdot r - n)], \quad L_2(\cdot)[m \cdot r \times n].
\]

The model covariance assumes the following structure

\[
P_M(i) = L(i) \cdot H(i) \cdot L'(i)
\]

with

\[
H(i) = \begin{bmatrix} H_{11}(i) & 0 \\
0 & H_{12}(i) \end{bmatrix}
\]

\[
H_{11}(\cdot)[m \cdot r \times m \cdot r], \quad H_{12}(\cdot)[n \times (i - r) \cdot m]
\]

The form (structure) of \( H(\cdot) \) is explained from the fact that at every instant \( i \) only \( n \) independent components of the whole \( m \cdot r \) output samples space correlate with the past.

Combining the transformation (3.23) with the previous decomposition (3.6) results in
The recursivity of (3.25) imposes the following constraint (3.26) (this is derived by substituting (3.22) and (3.24) in (3.25) and developing the products)

\[
\begin{bmatrix}
(K + \bar{K} \cdot H_{11}) \
S(i-1) \cdot R(i-1) \\
0 \cdot L(i-1)
\end{bmatrix} \cdot \begin{bmatrix}
L_2(i) \\
R'(i-1) \cdot H(i-1) \\
0 \cdot L(i-1)
\end{bmatrix} = L_2(i) \cdot H_{12}(i)
\]

(3.26)

with matrices of dimensions

\[\bar{K}(\cdot)[m \times m \times r], \quad \bar{R}(\cdot)[m \times m \times r]\]

\[L_{11}(\cdot)[(m \times r - m) \times (m \times r - n)], \quad L_{12}(\cdot)[(m \times r - m) \times n],\]

\[L_{21}(\cdot)[m \times (m \times r - n)], \quad L_{22}(\cdot)[m \times n],\]

\[\bar{K}_1(\cdot)[m \times (m \times r - n)], \quad \bar{K}_2(\cdot)[m \times n].\]

The condition (3.26) is equivalent (up to a nonessential arbitrary transformation)

\[
L_2(i) = \begin{bmatrix}
\bar{K}_2(i - 1) \\
L_{12}(i - 1)
\end{bmatrix}
\]

(3.27)
\[ h_{12}(i - 1)[n \times m] \]

and

\[ H_{12}(i) = [h_{12}(i - 1) | H_{12}(i - ?)]. \]  

(3.29)

With the formal substitutions of

\[ K \cdot P_M \cdot K' \mid_i \]  \text{ with } \[ K \cdot H \cdot K' \mid_i \]

and

\[ R + K \cdot P_M \mid_i \]  \text{ with } \[ (\bar{R} + \bar{K} \cdot H_{11}) \cdot \begin{bmatrix} L_{11}^t & L_{12}^t & \cdots & L_{m+1,1}^t \\ L_{12}^t & L_{22}^t & \cdots & L_{m+1,2}^t \\ \vdots & \vdots & \ddots & \vdots \\ L_{m+1,1}^t & L_{m+1,2}^t & \cdots & L_{m+1,m}^t \end{bmatrix}_i \]  \text{ (3.30)}

Theorem 2 is extended to realizations of the form of (3.25). From the appendix, where a recursion similar to (3.8) is derived for the general case, it appears that the matrices \( t(i) \) in (3.11) are now

\[ t(i) = \begin{bmatrix} I_m \cdot K \cdot \bar{R}^t \cdot \bar{S}^{-1} & K \cdot L^t \\ \bar{R}^t \cdot \bar{S}^{-1} & I_{m+i} \end{bmatrix}_i \]  \text{ (3.31)}

From the appendix, also, the model matrices can be computed and they result in

\[ A(i) = I_n \]  \text{ (3.32)}

\[ B(i)[n \times (m(r + i) - n)] = \left[ (-V_{12}^t \cdot V_{11}^{-1} \cdot I_n \cdot (L_1^t \cdot L_2^t)^{-1}) \right]_{i+r} \]

\[ \begin{bmatrix} I_m \cdot K \cdot R^t \cdot S^{-1} & (L_{11}^t \cdot L_{12}^t) \cdot \bar{R}^t \cdot \bar{S}^{-1} \\ \bar{R}^t \cdot \bar{S}^{-1} & V_{12}^t \cdot V_{11}^{-1} \end{bmatrix}_{i+r} \]  \text{ (3.33)}

\[ C(i) = I_{22}(i + r - 1) \]  \text{ (3.34)}

\[ D(i)[m \times m(r + 1) - n] = (L_{21}^t \cdot L_{22}^t) \cdot \begin{bmatrix} I_m(r + 1) - n \\ \bar{R}^t \cdot \bar{S}^{-1} \\ \bar{V}_{12}^t \cdot \bar{V}_{11}^{-1} \end{bmatrix}_{i+r} \]  \text{ (3.35)}
\[
\text{cov}(w(i)) = \begin{bmatrix}
\bar{S}(i + r - 1) & 0 \\
0 & \bar{V}_{11}(i + r - 1)
\end{bmatrix}
\] (3.36)

\[
\text{cov}(x(1)) = \begin{bmatrix}
\bar{V}_{22} & -\bar{V}_{12} & \bar{V}_{11} & \bar{V}_{12}
\end{bmatrix}_{r}
\] (3.37)

IV. PROCESS APPROXIMATION

Defined by the order \( n \), the number \( m \cdot s \) of the columns of the matrices \( \bar{R}(\cdot) \) or the number of independent output samples \( r \), classes of "guaranteed models" are spanned by the choice of matrices \( \bar{K}(\cdot) \) and \( \bar{R}(\cdot) \), and \( \Delta_S(\cdot) \geq 0 \). The proof of theorem 2 offers a constructive sequential algorithm to generate model realizations. Models in these classes are general enough to encompass finite realizations or, in the second case, minimal realizations to every linear casual lumped process. Since we are interested here in the problem of the approximate realization, a measure of the approximation between models in the class and the process is defined by

\[
J = \text{trace}(P_M(N) - F(N))
\] (4.1)

The function \( J \) is, only for models in the class, an upper bound of the linear operator's norm from the Euclidean space \((N \cdot m)\) into itself, and is zero when \( P_M(N) = P(N) \)

\[
J \geq \|P_M(N) - P(N)\| = \lambda_{\max}(P_M(N) - P(N))
\] (4.2)

where \( \lambda_{\max}(\cdot) \) is the maximum eigenvalue of the argument matrix. With the use of the partitions (3.5), (3.6) and of the relation (3.14), the function \( J \) is given in the form

\[
J = \sum_{i=1}^{N-1} \text{trace}\left\{[\Delta_S(i) + [(R+K\cdot P_{M-P12})\cdot \Delta^{-1}(R+K\cdot P_{M-P12})'] \cdot A_{-1} + \Delta_S(0)]ight\}
\] (4.3)

where \( P_M(i) \) is generated from the recursion relationship given by (3.6) and \( \Delta^{-1}(i) \) from the following:

\[
\Delta^{-1}(i) = \begin{bmatrix}
\Delta_S^{-1} & -\Delta_S^{-1}(R+K\cdot P_{M-P12})\cdot \Delta^{-1}
\\
-\Delta_S^{-1}(R+K\cdot P_{M-P12})\cdot \Delta^{-1} & \Delta^{-1} + \Delta^{-1}(R+K\cdot P_{M-P12})\cdot \Delta_S^{-1}(R+K\cdot P_{M-P12})\cdot \Delta^{-1}
\end{bmatrix}_{i-1}
\] (4.4)

The model design is achieved by minimizing the approximation measure

\[
J^* = \min J
\]
with respect to
\[ \bar{R}(i), \ i = 1, N - 1; \quad \bar{K}(i), \ i = 1, N - 1; \quad \Delta_S(i), \ i = 0, N - 1 \]
with constraints
\[ \Delta_S(i) > 0, \quad i = 0, N - 2, \quad \Delta_S(N - 1) > 0. \]

A complete minimization of \( J \) is impractical, unless the value of \( N \) is small. A partial optimization scheme is proposed, which takes advantage of the special sequential structure of the performance index. For an initial guess of matrices, \( \Delta_S(i) \) a sequential, term-by-term, optimization with respect to \( \bar{K}(i) \) and \( \bar{R}(i) \) is performed from \( i = 1 \) to \( i = N - 1 \). Since the design matrices appear as a quadratic form on each term of the performance index, an analytic solution is available with use of the matrix gradient relations (ref. 18).\(^{12}\) Then the procedure is iterated minimizing with numerical search on \( \Delta_S(i) \).

Obviously, if no constraining assumptions are taken on the process, storage requirement and computational time limit the maximum size of the interval \( 1, \ldots, N \). We note however that the proposed step-by-step optimization requires the inversion of matrices of fixed dimension \( (n \times n) \). The problem of the growing dimensionality is found on the few multiplications and sums of matrices required at each step to propagate \( P_M(i) \) and \( \Delta^{-1}(i) \).

The possibility of extending previous results to an infinite time interval is investigated in the next section for a stationary process with finite dimension realization.

V. APPROXIMATION WITH STATIONARY MODEL

Introduce the partitions defined in (3.5) and (3.6) to the lowest \((m + n)
\( (n = m \cdot r) \) portions of process and model covariance matrices. Constrain the design model to be stationary. This implies that

\[ [S + K \cdot R' + R \cdot K' + K \cdot P_M \cdot K']_r = UL(P_M(r)) \]  
(5.1)

\[ [R + K \cdot P_M]_r = [UR(P_M(r))_r M] \]  
(5.2)

where \( UL(\cdot) \), \( UR(\cdot) \) are operators which respectively define the partitions of the upper left \( m \times m \) and remaining \( m \times (r - 1) \) upper right portions of the arguments and where \( M \) is an \( m \times m \) design matrix. Extend the procedure to \( i > m + n \). The conditions given in (3.12) become

\[ P_M(r) - P(r) = \Delta(r) > 0 \]  
(5.3)

\(^{12}\)Note that in the case of models of the form (3.32-3.38) we adopted \( \bar{R}(\cdot) \), and \( \bar{K}(\cdot) \) must also satisfy the conditions (3.28).
\[ \text{UL}(P_M) - P_1(r) - [(\text{UR}(P_M(r))|M) - P_{12}(r)] \cdot \Delta^{-1}(r) \]
\[ \cdot [(\text{UR}(P_M(r))|M) - P_{12}(r)]' = \Delta_S(r) > 0 \]
\[ (5.4) \]
\[ \text{UL}(P_M) - P_{11}(i) - [R + K \cdot P_M(i) - P_{12}(i)] \cdot \Delta^{-1} \]
\[ \cdot [R + K \cdot P_M(i) - P_{12}(i)]' = \Delta_S(i) > 0 \]
\[ (5.5) \]

Note that the index \( i \) has been dropped from the matrices independent on \( i \).
It is evident from Eqs. (5.1-5.5) that design parameters are \( \Delta(r), M, \) and \( K \) or \( R \). However, the approximation measure is a function of the matrix \( \Delta(r) \) alone, as the design matrices affect only the values of \( \Delta_S(\cdot) \).

\[ J = \text{trace}\left((n - r) \cdot \text{UL}(\Delta(r)) + \Delta(r)\right) \]
\[ (5.6) \]

The performance index is a function of \( \Delta(r) \) alone. The other design matrices effect only the values of \( \Delta_S(\cdot) \). Therefore, the design is achieved by seeking for the minimum trace matrix \( \Delta(r) \), such that it is not, an empty set of values of \( M \) and \( K \) or \( R \) which satisfy the sequence of constraints
\[ \Delta_S(i) > 0, \quad r \leq i \leq N - 2, \quad \Delta_S(N - 1) \geq 0. \]

Assume now to deal with stationary process having finite and stable realization. Expression (5.5) can be written as \( \text{UL}(\Delta) - V(i) = \Delta_S(i) \) where \( V(i) \) is given by
\[ V(i) = \text{UR}(\Delta(i + 1)) \cdot \Delta^{-1}(i) \cdot \text{UR}(\Delta(i + 1))' \]

The matrix \( \Delta(i) \) if stable ensures the existence of "guaranteed model" and is also a portion of the covariance of a stationary process with finite and stable realization. In these conditions Faurre (ref. 2) shows that sequence of matrices of the form \( V(i) \) are asymptotically convergent for increasing \( i \).

\[ \lim_{i \to \infty} V(i) = V(\infty) \]

Therefore, a sequence of approximations that are guaranteed on a finite interval \( i, \ldots, N \) for increasing \( N \), converges asymptotically to a guaranteed approximation in the infinite interval.

VI. EXAMPLE

To illustrate this approach, a stochastic model of the horizontal mean wind velocity, where altitude is taken as an independent parameter, is generated from the statistical analysis of historical data. The model is designed for wind shear prediction from onboard measurements of an aircraft on descent flight (ref. 12).
The wind process is defined as a two-component random vector (southerly and westerly) at intervals of 1 km of altitude from the ground to 10 km. Wind profiles are measured from twice to four times a day by launching meteorological balloons (rawinsonde) from the major airports. Statistical analysis of historical data for the areas of interest is available in the form of monthly or seasonal mean vectors and covariance matrices (ref. 13). A second-order regression scheme of the form of (3.6) with \( \bar{R}(i) = 0 \) has been chosen to approximate a posteriori covariance of the wind components from 1 to 10 km conditioned to the ground measurements. Actually, the a posteriori covariance of the wind aloft conditioned to the ground measurement has been considered. The procedure proposed in section IV has been pursued constraining for simplicity the sequence \( \Delta s(i) \) to the form

\[
\Delta s(i) = b(i) \cdot I_n
\]

and optimizing with numerical search the vector

\[
b = (b(0), \ldots, b(N - 1))'
\]

The process covariance matrix and the resulting model matrices are given in Table 1. The normalized performance index resulted, after minimization, in

\[
\frac{\text{trace}(P_M(10) - P(10))/\text{trace}(P(10))}{\text{trace}(P(10))} = 0.09
\]

VII. CONCLUSIONS

A new approach has been proposed in this paper for the design of approximate realizations of stochastic processes from output covariance matrices in a finite interval. This approach does not require any restrictive assumption on the process. It appears also especially convenient in the case of raw experimental covariance.

The novelty of the approach is to define, with simple sequential algorithm elements in classes of fixed-order dynamic models whose output covariance matrix bounds the process covariance in the interval of interest (the difference matrix is not negative definite). The design is achieved by minimizing in a chosen class a measure of the approximation between the model and the process. The specific choice of the classes, which are general enough to encompass finite realizations and minimal realizations of every linear process that admits finite dimension realization, offers two advantages: (1) the possibility to define a relatively simple performance measure (actually the trace of the difference between model and process covariance matrices has been chosen); and (2) models belonging to these classes have the property that with the same output filtering or prediction structure, the estimation error covariance computed on the model is an upper bound of the true estimation covariance on the process. Apart from its intrinsic interest, when the model with such a guaranteed statistic is required for the simulation of the process, this property prevents on estimation the phenomenon of divergence often encountered when approximate models are used for the filter design (ref. 14).
The approach, which for arbitrary process is confined on a finite-time interval, can furnish asymptotically convergent approximations for stationary finite-order realization processes on an infinite interval.

Application is given to the modeling of mean wind randomness as a function of altitude from statistical analysis of historical wind profiles.
APPENDIX

As in the previous case of Eq. (3.8), we define a sequence of covariance matrices \( \tilde{V}(i) \), that for convenience is given here in the following transformed form: \( \tilde{V}(i) = U(i) \cdot \tilde{V}(i) \cdot U'(i) \), with

\[
\tilde{V}(i) = \begin{bmatrix}
  V_{11} & 0 & 0 \\
  0 & V_{22} - V_{12} \cdot V_{11}^{-1} \cdot V_{12}' & 0 \\
  0 & 0 & H_{12}
\end{bmatrix}
\]

\( U(i) = \begin{bmatrix}
  I \quad 0 \\
  0 \quad V_{12} \cdot V_{11}^{-1} \\
  0 \quad V_{11}^{-1}
\end{bmatrix} \)

\( \tilde{V}_{11}(\cdot) = [(n - r - n) \times (n - r - n)] \), \( \tilde{V}_{12}(\cdot) = [(n - r - n) \times n] \), \( \tilde{V}_{22}[n \times n] \).

A recursion equivalent and deducible from (3.25) is

\[
L(i) \cdot U(i) \cdot \tilde{V}(i) \cdot U'(i) \cdot L'(i) = \begin{bmatrix}
  I_m + K \cdot \tilde{R} \cdot \tilde{S}^{-1} \cdot K \cdot L^{-1} \\
  L \cdot \tilde{R} \cdot \tilde{S}^{-1} \cdot L \\
  \tilde{I}_{m(i-1)}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
  \tilde{S} \\
  0 \\
  L \cdot \tilde{R} \cdot \tilde{S}^{-1}
\end{bmatrix}
\begin{bmatrix}
  0 \\
  \tilde{I}_{m(i-1)}
\end{bmatrix}
\begin{bmatrix}
  I_m + K \cdot \tilde{R} \cdot \tilde{S}^{-1} \cdot K \cdot L^{-1} \\
  L \cdot \tilde{R} \cdot \tilde{S}^{-1} \cdot L \\
  \tilde{I}_{m(i-1)}
\end{bmatrix}
\]

\[
\begin{bmatrix}
  \tilde{S} \\
  L \cdot \tilde{R} \cdot \tilde{S}^{-1}
\end{bmatrix}
\begin{bmatrix}
  0 \\
  \tilde{I}_{m(i-1)}
\end{bmatrix}
\begin{bmatrix}
  I_m + K \cdot \tilde{R} \cdot \tilde{S}^{-1} \cdot K \cdot L^{-1} \\
  L \cdot \tilde{R} \cdot \tilde{S}^{-1} \cdot L \\
  \tilde{I}_{m(i-1)}
\end{bmatrix}
\]

and

\[
[U \cdot \tilde{V} \cdot U']_{i-1} = \tilde{R}(i - 1) - [\tilde{R}' \cdot \tilde{S}^{-1} \cdot \tilde{R}]_{i-1}
\]

where the matrices \( \tilde{R}(\cdot), \tilde{R}'(\cdot), \tilde{S}(\cdot) \) are derived from (3.25) with the following algorithm

\[
\begin{bmatrix}
  \tilde{S} \\
  L \cdot \tilde{R}'
\end{bmatrix}
\begin{bmatrix}
  I_m + K \cdot L^{-1} \\
  0 \\
  \tilde{I}_{m(i-1)}
\end{bmatrix}
= \begin{bmatrix}
  I_m + K \cdot L^{-1} \\
  0 \\
  \tilde{I}_{m(i-1)}
\end{bmatrix}
\begin{bmatrix}
  L \cdot (\tilde{R} \cdot \tilde{S}^{-1} \cdot \tilde{R}) \cdot L' \\
  0 \\
  \tilde{I}_{m(i-1)}
\end{bmatrix}
\]

\[
\begin{bmatrix}
  I_m + K \cdot L^{-1} \\
  0 \\
  \tilde{I}_{m(i-1)}
\end{bmatrix}
\begin{bmatrix}
  L \cdot \tilde{R} \cdot \tilde{S}^{-1} \cdot L \\
  0 \\
  \tilde{I}_{m(i-1)}
\end{bmatrix}
\begin{bmatrix}
  I_m + K \cdot L^{-1} \\
  0 \\
  \tilde{I}_{m(i-1)}
\end{bmatrix}
\]
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starting from

\[ L(N) \cdot \bar{H}(N) \cdot L'(N) = P_M(N) \quad \text{and} \quad [\bar{R}' \cdot \bar{S}^{-1} \cdot \bar{R}] (N) = 0. \]
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TABLE I.—WIND COVARIANCE—MODEL MATRICES

A Posteriori Covariance Matrix of the Two Wind Components (Westerly and Southerly) from 10 to 1 km of Altitude, Conditioned to the Ground Measurements

CAPE KENNEDY, FLORIDA

PERIOD OF DATA
Jan. 1, 1956 to Nov. 17, 1956
Nov. 18, 1956 to Dec. 31, 1963

<table>
<thead>
<tr>
<th>km</th>
<th>1</th>
<th>0.237E 02</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>0.232E 02</td>
</tr>
<tr>
<td>2</td>
<td>0.105E 02</td>
<td>0.300E 01</td>
</tr>
<tr>
<td>3</td>
<td>0.028E 01</td>
<td>0.200E 02</td>
</tr>
<tr>
<td>4</td>
<td>0.217E 06</td>
<td>0.400E 01</td>
</tr>
<tr>
<td>5</td>
<td>0.220E 01</td>
<td>0.300E 01</td>
</tr>
<tr>
<td>6</td>
<td>0.200E 02</td>
<td>0.431E 01</td>
</tr>
<tr>
<td>7</td>
<td>0.217E 06</td>
<td>0.400E 01</td>
</tr>
<tr>
<td>8</td>
<td>0.200E 02</td>
<td>0.431E 01</td>
</tr>
<tr>
<td>9</td>
<td>0.217E 06</td>
<td>0.400E 01</td>
</tr>
<tr>
<td>10</td>
<td>0.200E 02</td>
<td>0.431E 01</td>
</tr>
</tbody>
</table>

Model Matrices from 10 to 1 km of Altitude

\[ B(i) = 1 \]

\[ C(i) = 1 \]

\[ D(i) = 0 \]

\[ i \]

\[ \text{cov} (w(i)) \]

\[ \text{cov} (x_{(i0)}) \]
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