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FOREWORD 

The investigation described in this report 
was performed by TASC during the period from March 3, 
1975 to November 15, 1975 under Contract No. NAS1-13807 
for the National Aeronautics and Space Administration. 
The Navigation and Guidance Research Branch of the Flight 
Instrumentation Division sponsored this work as a con- 
tribution to the VTOL Approach and Landing Technology 
(VALT) Program. Dr. David R. Downing served as Technical 
Monitor for this contract. 

The study was directed by Dr. Robert F. 
Stengel of TASC. Engineering investigation was 
conducted by Mr. John R. Broussard and Mr. Paul W .  
Berry, who were assisted in computer program develop- 
ment by Mr. James Y. Nalbandian. Dr. Michael Athans, 
Professor of Electrical Engineering at the Massa- 
chusetts Institute of Technology (MIT), served as 
principal technical consultant. Dr. Nils R. Sandell, Jr., 
Assistant Professor of Electrical Engineering at MIT, 
also provided consulting assistance. 
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ABSTRACT 

Design procedures for VTOL automatic 
control systems have been developed and are 
presented in this report. Using linear-optimal 
estimation and control techniques as a start- 
ing point, digital-adaptive control laws have 
been d:signed for the VALT Research Aircraft, a 
tandem-rotor helicopter which is equipped for 
fully automatic flight in terminal area opera- 
tions. These control laws are designed to 
interface with velocity-command and attitude- 
command gVlidance logic, which could be used in 
short-haul VTOL operations of the 1980's. Devel- 
opments reported here include new algorithms for 
designing non-zero-set-point digital regulators 
(command response control systems), design pro- 
cedures for i-ate-limited systems, and algorithms 
for dynamic control trim setting. 
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1. 

1.1 BACKGROUND 

INTRODUCTION 

Vertical Take-Off and Landing (VTOL) aircraft are 

able to operate from small landing areas and in the vicinity 

of natural and man-made obstacles which would prevent the 

operations of conventional aircraft. This capability can be 

used only if navigational information is adequate to 

identify safe and efficient- flight paths, if guidance strat- 

egies can keep the vehicle on its intended path, and if 

control laws stabilize the vehicle and provide satisfactory 

response to guidance commands throughout the flight envel- 

ope. To perform these functions in all weather and with 

aircraft whose unaugmented flying qualities may be marginal 

(d-ue to turbulence, low airspeed, steep flight paths, and/or 

configuration design), some degree of automatic control is 

required. Fully integrated navigation, guidance, and con- 

trol can ease the air crew's workload, allowing more time 

to conduct the executive functions of mission management 

which are crucial to efficiency, safety, and on-time perfor- 

mance. 

Digital systems employing adaptive concepts can be 

of great value in achieving the improvements in VTOL flight 

controls that are necessary for future operations. Digital 

logic facilitates many features which are desirable in 

advanced control systems -- e.g., branching, mode switch in^, 
gain changing, multi-loop closures, integration, multipli- 

cation, and division -- and digital control laws are readily 
interfaced with navigation and guidance logic. Flexibility 
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for design, testing, and service modification is matched by 

a comparable analog system, which is fixed once its comyanents 

and circuit connections are defined. The control system's 

ability to adapt to dynamic variations is particularly impor- 

tant for VTOL aircraft. which may underg? configurational 

changes as well as large flight-condition variation during 

hover/cruise transit ions. 

The purpose of this investigation is to develop 

digital control design procedures for VTOL aircraft and to 

demonstrate the utility of these methods by application to a 

specific vehicle, the CH-47B Research Aircraft of the NASA 

VTOL Approach and Landing Technology (VALT) Program. 

Significant features of the VTOL digital control 

design process, which are addressed in this report using 

modern estimation and control methods, include: 

Unified design of multi-input/multi- 
output command-response systems 

Design of discrete-time controllers 
to continuous-time specifications 

Selection of digital sampling in~erval 

Design for rate-ana displacement- 
limited actuators 

Explicit adaptation to flight con- 
dition and vehicle configuration 

Feed-forward of dynamic trim settings 
for quickened response 

Links between classical response cri- 
teria and modern design techniques 

Direct evaluation of control system 
response on time-varyin? flight paths 

The following sections of this chapter review the 

prn.jec; structure, summarize its results, and outline the 

organization of this report. 
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1.2 PROJECT STRUCTURE 

The VTOL Approach and Landing Technology (VALT) Pro- 

gram of the National Aeronautics and Space Administration is 

developing a technology base for the navigation, guidance, 

control, display, and flight management requirements of VTOL 

short-haul transportation systems in the 1980's time period. 

This program requires the development of a navigation, guidance, 

and control (NGC) system that permits automatic flight along 

complex four-dimensional (space and time) mission profiles 

from takeoff to landing under all weather conditions. 

Flight tests will be conducted at tne NASA Wallops Flight 

Center using a CH-47B Research Aircraft, as shown in Fig. 

1.2-1. This helicopter will contain standard air data sen- 

sors and gyroscopic instrumt~nts for control system measure- 

ments. Control logic will be executed in a digital flight 

computer, and control commands will be transmitted to the 

helicopter's mechanical control linkages by hydraulic 

actuators. 

The VALT Research Aircraft, a tandem-rotor 

medium transport helicopte?, provides a good baseline for 

NCC demonstration and evaluation. Its size is repre- 

sentative of future passenger-carrying VTOL aircraft. 

and its climb and descent performance is adequate for ter- 

minal-area operational studies. Prior use of this aircraft 

in the United States Army's Tactical Aircraft Guidance 

System (TAGS) program provides flight test results for 

comparison and flight-rated equipment for application to 

this NASA research. 

The present investigation contributes to VALT 

I'rograrn objectives and has been organized to provide both 

theoretical and practical results to aid the design of 
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fully auton~atic VTOL navigation, guidance, and control sys- 

tems. In the course of this work, new techniques \ave been 

developed for the design of analog and digital set-point 

regulators, and a powerful method for explicit adaptation 

of control gains to predictable variations in system dynamics 

has been demonstrated. The latter is an extension of con- 

ventional gain scheduling techniques which does not require 

(but is aided by) prior knowledge of the parameter sensitivity 

of the system to be controlled. The design procedure is par- 

ticularly valuable for identifying the control law structure 

required for good system response (including beneficial 

crossfeeds and feed-forward loops) at an early stage of the 

design process. By using optimal control theory, system 

stability margins are assured from the outset, and attention 

can be centered on cormand response and disturbance rejection. 

Sampling intervals of the digital system can be chosen on the 

basis of system performance, z?d the "proportional-integral" 

nature of the discrete-time control laws allows implementation 

of control logic with negligible compatation rransport lag. 

Consideration of rate and displacement limits of control 

actuators in the design process leads to low control gains, 

which in turn reduce control sensitivity to aircraft Qaram- 

eter variations and system nonlinearities. 

The major elements of this project were defined 

at the outset as: 

a Selection of Control Technique 

a Selection of Guidance Laws 

Control Algorithm Development 

Evaluation of Control Algorithms 

a Development of Design Procedure 

These elements are summarized briefly. Selection of Con- 

trol Technique required a review of digital-adaptive con- 

trol methods to identify a method which would provide a high 
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probability for successful design and which could be used 

for both velocity-command and attitude-command control laws. 

Selection of Guidance Laws focussed on guidance algorithms 

which would be compatible with the control laws to be 

developed in this study, particularly those which could be 

used on a flight path representing c~nventional terminal- 

area operations as well as an experimental spiral descent. 

Control Algorithm Development consisted of the formulation of 

design equations, the preparation of necessary computational 

tools, and the generation of control system gains which are 

specific tc the VALT Research Aircraft. Evaluation of Con- 

trol Algorithms included the comparison of closed-loop system - 
performance at design working points and along time-varying 

reference flight paths. The latter was accomplished for 

the new control laws alone and for integrated guidance and 

control (using previously defined guidance logic). The 

steps in control system design are described in - Development 
of Design Procedure, wbich is reported here and in the doc- 

umentation of computer design tools (Ref. 1). 

1.3 SUMMARY OF RESULTS 

A comprehensive procedure for designing digital- 

adaptive control laws for VTOL (and other) aircraft has 

been developed and is presented in this report. Velocity- 

command and attitude-command control laws have been 

designed for the VALT Research Aircraft, a CH-47B helicopter 

equipped for flight testing new navigation, guidance, and 

control concepts. These digital control laws are derived 

nsing optimal estimation and control methods; the resulting 

control laws correspond to classical control laws in their 
use of proportional-integral compensation, command pre-fil- 

tering, feed-forward, and linear feedback/crossfeed loops. 
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Air data and gyroscopic measurements are processed by a 

constant-gain Kalman filter for noise rejection and blending, 

and the result is seen to be equivalent to a bank of comple- 

mentary and low-pass filters. While the linear-optimal may 

appear, at first glance, to be more complex than "classical" 

control laws, they are designed with considerably less 

effort and reliance on the designer's intuition. They can 

operate at lower sampling rates, and they achieve equivalent 

or superior performance in command response and disturbance 

rejection. 

An open-loop-explicit technique is used for con- 

trol law adaptation to variations in flight condition. * 
Initially, steady-state control gains are computed at a 

number of design points throughout the flight envelope. 

Once suitable quadratic-synthesis weighting matrices are 

found for a single flight condition, satisfactory gains can 

be found for all flight conditions with little change in 

the weightings. The gains are correlated with flight 

variables to establish functional relationships for gain 

scheduling. Gain schedules then are formed by regression 

analysis, resulting in a control law with essentially 

invariant dynamics at all flight conditions. Gains which 

can be considered constant or zero are identified at this 

point. 

The linear-optimal design algorithms provide feed- 

back paths from all state variables to all control vari- 

ables (uncoupled state-control pairs have zero gains, and 

inconsequential gains can be eliminated from the final 

design.) As a consequence, the basic velocity-commend 

*"Open-loop" refers to the adaptive mechanism for changing 
gain values -- the primary control loops use feedback and 
are, thereforc, "closed-loop." 



THE ANALYTIC SCIENCES CORPORATION - 

and attitude-command control laws have th6. same number of 

gains before scheduling. In addition, the control laws have 

four control trim settings, each consisting of a static and 

a dynamic component. 

The fact that linear-opt imal control system design 

begins by feeding all states to all controls is useful, 

because it allows the designer to evaluate the relative 

importance of all possible control signal paths. The classi- 

cal approach begins by defining a simple c.-trol structure; 

if testing proves that the structure is not ,3od enough, a 

new control path may be considered, but the correct choice 

is not always obvious. The result is that classical designs 

tend toward simplicity but may require a great deal of intu- 

ition and testing. The linear-optimal approach begins with 

the most complex structure, in order to achieve optimal per- 

formance. The challenge to the practical designer is to 

eliminate those elements which contribute little to system 

response. The subtleties and counter-intuitive elements are 

presented to the designer from the beginning, rather than in 

later stages of development. From the designer's point of 

view, the diffc -ence between linear-optimal and classical 

control system design is identical to the difference between 

"top-down" and "bottom-up" planning. The former identifies 

the goals and overall structure first, while the latter gives 

preliminary attention to the details of implementation. 

1.4 ORGANIZATION OF THE RE?ORT 

Each of the next four chapters is directed at a 

specific phase of control system technique, hpplication or 

evaluation. Chapter 2 presents the foundations of helicopter 

control system design, separation of guidance and control 
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functions, alternatives for adaptive control, and particulars 

of the VALT Research Aircraft. Theoretical concepts for 

linear-optimal control system desigu are developed in Chapter 

3. Chapter 4 deals with control adaptation, the determination - 
of Lrlm settings, the correlation of system gains with flight 

condition, and state estimation. The application of these 

techniques to velocity-commacd and attitude-c~~nand control 

laws for the VALT Research Aircraft is +:e~ted in Chapter 5 .  

Chapter 6 discusses the evaluatiofi of these control laws on 

various mission profiles using a linear-time-varying simulation. 

Conclusions arc presented in Chapter 7 .  Computational details 

are given in the Appendices, including descriptions of the 

major design tools and a mathematical model of the VALT 

Research Aircraft. 
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FUNDAW3NTAL ISSUES IN THE DESIGN OF VTOL CONTROL SYSTEMS 

2.1 OVERVIEW 

This chapter is directed to the antecedents of 

advanced digital control system development for VTOL air- 

craft in the VALT Program -- the de-ign techniques which 
have been applied to date, particulars regarding the VALT 

Research Aircraft, a methodology for partitioning guidance 

and control functions within the NGC system, and the 

alternatives for adaptive control system structures. The 

purpose cf this chapter is to establish a framework within 

which the developments of later chapters can be interpreted. 

Section 2.2 reviews the structure of a stability augmentation 

system for a tandem-rotor helicopter, the structure of the 

TAGS control system, and experimental developments in heli- 

copter control. Section 2.3 summarizes characteristics of 

the VALT Research Aircraft. Section 2.4 treats the selection 

of guidance logic, the separation of guidance and control 

functions, and adaptive control structures. 

2.2 PRIOR DEVELOPMENTS IN ThE DESIGN OF 
HELICOPTER CONTROLLERS 

The open-loop (or unaugmented) dynamic characteristics 

of VTOL aircraft are adverse in comparison with conventional 

aircraft. This is a consequence of the dynamic coupling, low 

natural damping and contrcl power, and/or flow interference 

effects which occur at low forward speea and hover. Config- 

urational modifications which improve low-speed flying 
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qualities frequently contribute to adverse characteristics at 

high speed. The need for stability augmentation of some 

sort became apparent in the early phases of design of most 
of these VTOL aircraft. Mechanical design has achieved 

limited successes in improving helicopter stability (including 

the "63" blade-flapping hinge, the Bell "stabilizer bar," 

and the Hiller "control rotor"), but acceptable flying qual- 

ities over the entire flight envelope on most helicopters 

require some form of electronic motion sensicg and feedback 

to powered control actuators (Ref. 2) .  Hence, high-performance 

VTOL aircraft suitable for future short-haul transportation 

systems require (at a miminum) feedback control, even for 

manual operation. 

Reference 3 contains numerous papers related to heli- 

copter guidance and control technology; these are primarily 

devoted to sensor, actuator, and analog computer hardware. 

Guidance and control algorithm development is discussed in 

Rcfs. 4to7. Such algorithms typically are of the "PID-type" 

(proportional-integral-differential compensation), and 

classical analytical techniques are used, with allowance made 

for control gain scheduling. More recent developments, 

including the XV-14B variable-stability VTOL Program (Ref. 8). 

the early phases of the VALT Program (Ref. 9 ) ,  and the U.S. 

Army Tactical Aircraft Guidance System (TAGS) Program (Ref. 10). 

generally have relied on classical analysis and have included 

model-following concepts. (Modern control theory was used in 

the init'al phases of the variable-stability XV-14B program 

(Ref. 1l)j. Additional information on recent guidance and 

control implementations can be found in Ref. 12. 

Modern control theory has been applied successfully 

in several VTOL control studies, all of which are based 

upon continuous-time implementations (Refs. 13 to 15). An 
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analysis of control laws for the X-22A-ducted-fan VTOL air- 

craft (Ref. 13) used three modern approaches (root-square 

locus, model-in-the-performance index, and a pilot command 

technique), and a command-augmentation system for the SH-3D 

helicopter is designed in Ref. 14. The effects of rotor 

dynamics are considered in Ref. 15, observer theory is used in 

Ref. 16, and a helicopter with suspended load is stabilized 

in Ref. 17. 

In the remainder of this section, two flight-tested 

automatic control systems for the CH-47B tandem-rotor heli- 

copter are discussed. The first is the operational stability 

augmentation and trim system used on the production aircraft. 

The second is the experimental Tactical Aircraft Guidance 

System (TAGS) developed by the U.S. Army. General character- 

istics of the CH-47B aircraft are discussed in Section 2.3. 

2.2.1 Control Systems for the Production CH-47 Aircraft 

The CH-47's basic flight control systems are 

representative of the stability augmentation and trim 

capabilities deemed necessary or sufficiently useful to be 

included in the basic equipment for an operational VTOL air- 

craft. The systems are not intended for direct interface 

with automatic navigation and control systems, nor do they 

provide dynamic "shaping" (or pre-filtering) of pilot 

commands; however, they augment helicopter stability to pro- 

vide acceptable flying qualities, and they trim rotor settings 

to reduce vibration, to improve nominal performance, and to 

achieve desirable stick-force gradients for the pilot (Ref. 18). 

Each of the tandem-rotor helicopter's two rotors 

has three degrees of control freedom, for a total of six 

possible control effects of varying utility and authority. 



THE ANALYTIC SCIENCES CORPORATION 

A collective increase in the incidence of each blade of a 

single rotor modulates its thrust magnitude. Longitudinal 

cyclic variation of rotor blade incidence tilts the net 

thrust vector forward or backward, while lateral cyclic varia- 

lion rotates the thrust vector to the left or right. 

Gang commands cause bothrotors to change incidence in similar 

fashion, and differential commands provide rotor motions of 

opposite sense. Thus, gang collective control (6C) primarily 

effects vertical acceleration, and differential collective 

control ( d B )  produces a significant pitching moment. Gang 

lateral cyclic control ( b S )  provides a rolling moment, and 

differential lateral cyclic contl-01 ( d R )  produces a yawing 

moment. 

The CH-47B is equipped with two separate pitch 

trim systems and three aual-redundant stability augmentation 

systems (Ref. 18). These systems are: longitudinal cyclic 

trim; differential collective pitch trim; and longitudinal, 

lateral, and directional stability augmentation. There are 

no automatic roll or yaw trim systems. In addition, rotor 
RPM in this turbine-powered aircraft is maintained by a 

separate system. All systems use analog electronics and 

have been designed using classical methods. 

The longitudinal cyclic trim system commands the 

rotor planes to minimize vibration, stress, drag and fuse- 

lage attitude variation as a function of indicated airspeed 

(IAS). The cyclic commands to the rotors are not identical; 

hence, the net motion is both "gang" and "differential." 

This system has limited authority, low rates, and no direct 

inputs from the pilot or angular motion sensors. The system 

commands rotor swash plates directly through dedicated a c t u -  

ators (See Fig. 2.3-2). 
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The differential collective pitch trim system also 

is scheduled against IAS, improving handling qualities by 

providing stabilizing stick-force gradients at the pilot's 

station. The system input is to the lower-boost pitch 

actuator (See Section 2.3) through an actuator which is in 

series with the mechanical linkage fron the cockpit. 

The longitudinal stability augmentation system 

(SAS) operates on the lower-boost actuator pitch command 

(6B) with pitch-rate feedback. System gain is ccnstant, and 

compensation includes low-pass, lead-lag, and "washout" 

(high-pass) filters. 

The lateral SAS operates on the roll conanand (6s) 

and uses roll-rate feedback. As its primary function is 

to increase roll damping, system gain is constant, and the 

only compensation is a noise-rejecting low-pass filter. 

The directional SAS is the most complex of the 

primary automatic control systems, feeding yaw-rate, roll- 

rate, and sideslip-angle inputs to the yaw command (dB). 

Yaw-rate compensation has constant gain, a low-pass filter, 

and "washout." Roll rate and sideslip angle both have low- 

pass compensation, and the latter has a velocity-dependent 

gain. 

These systems are seen to be quite similar to the 

corresponding systems in conventional aircraft. There is no 

coupling of longitudinal information into lateral-directional 

systems (or vice versa), and only the trim settings and a 

single gain are scheduled. The independent variable for 

scheduling is indicated airspeed in all cases. The sideslip 

feedback, which is derived from differential pressure ports 

mounted on the nose, is the only unusual SAS feature by 
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conventional aircraft standards. The sideslip measurement is 

used to provide directional static stability, which is 

usually adverse on tandem-rotor helicopters (Section 2.3). 

2.2.2 Control Systems for the TAGS Program 

The Tactical Aircraft Guidance System (TAGS) pro- 

vided three-axis velocity command and yaw-rate command in 

response to manual control inputs, and it incorporated com- 

prehensive sensor information and computer processing in 

the control of a CH-47B helicopter (Ref. 19). The system, 

designed using classical control techniques, received 

extensive flight testing, during which time significant 

configuration changes were made in the control logic 

(Ref. 20). Objectives of the program were to demonstrate 

precise flight control under all weather conditions, as 

well as to reduce pilot workload. 

Important new features for automatic helicopter 

control were demonstrated in the TAGS Pr0gra.n. including 

the use of a digital computer for flight control, velocity- 

command control, automatic trim in all axes, automatic 

mode switching, gust rejection, improved control coordination, 

and redundant system operation. Major elements of the 

TAGS avionics were the digital computer, inertial reference 

unit, rate gyros, accelerometers, airspeed indicator, bar- 

ometric and radar altimeters, utility data sensors, and 

control actuators. Although sideslip angle was measured 

initially, it was eliminated due to difficulties associated 

with redundancy management. 

The TAGS coctrol structure consisted of four 

command-control systems plus rotor torque management. The 

command channels, operating at a sampling interval of 55 msec, 
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provided direct pilot control of longitudinal velocity, verti- 

cal velocity, lateral velocity, and yaw rate (for turn coor- 

dination). The basic elements of each command-control axis 

were : 

a Inner Stability Loop 

Outer Stability Loop 

Command Input Loop 

Crossfeed Terms 

Trim 

In order to provide reversion to the safety pilot with 

minimum transients (should a TAGS failure occur or be sim- 

ulated), the production SAS remained operational. SAS sig- 

nals were fed to the TAGS computer and subtracted from 

TAGS commands; hence, the helicopter appeared to be under 

TAGS control alone but could be switched to conventional con- 

trol with the SAS actuators appropriately displaced. The 

production pitch trim was disconnected, but its logic was 

implemented within the TAGS computer. 

The longitudinal velocity-command system illustrates 

the level of control structure detail which was found useful 

in the TAGS Program. The system is designed with the 

hierarchy listed above, and it provides a differential pitch 

collective command output (Ref. 20). 

The inner control loop stabilizes the short-period 

mode by feeding back body-axis pitch rate and the pitch Euler 

angle. The former passss through a low-pass filter and a 

pure-time delay, and its control gain is dependent on 

calibrated airspeed (CAS), i-e., IAS with corrections for 

instrument error. The pitch attitude is biased for trim by 

a CAS-dependent term and a term which accounts for proper 

fuselage attitude during ground contact. 
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The outer control loop provides speed stability 

with velocity feedback. Its use of proportional-integral 

compensation leads to zero steady-state tracking error for 

step changes in commanded velocity. The velocity feedback 

signal has three components. Near hover, ground-relative 

velocity is obtained from the inertial reference unit. In 

cruise, a complementary filter blends calibrated airspeed 

with pitch attitude to form an air-relative velocity 

reference which attentuates pitch upsets due to gusts. The 

velocity reference is phased between ground- and air- 

relative signals during transition. 

The command input loop is a third-order filter 

which shapes the velocity command and which generates 

equivalent pitch acceleration, rate, and attitude commands. 

The latter signals are formed between the integration 

states of the filter and are differenced with feedback 

signals in the inner loop. The equivalent angular commands 

improve system step response and are viewed as cancelling 

helicopter stability derivatives and adjusting trim setting. 

These terms serve the same purpose as the secondary commands 

and dynamic trim compensation developed in the present 

investigation (Section 2 .4 ) .  

There are four crossfeed terms in the longitudinal 

command system. The body pitch-rate signal which occurs 

in steady turns is cancelled by a nonlinear yaw-rate/ 

roll-angle crossfeed. Further lateral turn coordination 

is provided by a yaw-rate signal to pitch attitude, while 

transient turn compensation is derived from yaw-acceleration 

input to 6 B .  Helicopter aerodynamics cause a nose-down 

pitching moment in right turns and a nose-up pitching moment 

in left turns. This effect is cancelled by a yaw-rate input 

to 6B. 
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The tSB command is scaled and limited before being 

transmitted to the actuator. Rate and displacement limits 

are imposed on the signal, and gain factors account for 

weight and altitude variations. 

In summary, the longitudinal velocity-command sys- 

tem has a single command input and a single command output 

(Ref. 20). In addition, it uses eight sel ate measurements 

of flight variables. There are four integrators, 16 nonlinear 

elements, 20 gains, two pure lags, and a washout filter in the 

primary digital control logic. Additional elements are 

required for synchronization with the redundant control 

strings, for SAS cancellation, and for ground contact logic. 

The vertical, lateral, and directional command channels have 

corresponding sophistication in structure. 

2.3 CHARACTERISTICS OF THE VALT RESEARCH AIRCRAFT 

Before discussing the VALT Research Aircraft, some 

general comments on the control characteristics of tandem- 

rotor helicopters are appropriate. The strong pitching 

moment afforded by separate rotors allows large variation 

of center-of-gravity (a useful feature for transport air- 

craft), and two rotors provide a large load capacity. The 

thrust intnrference of the two rotors can degrade stability 

and flying qualities of the unaugmented airframe (Refs. 2 

and 21). In forward flight, the short period and Dutch roll 
modes may be statically unstable (resulting in real, rather 

than complex, roots), and roll damping is low. Speed stabil- 

ity can be necative during cruise and too positive at hover. 

As a consequence of synchronized counter-rotating rotors, 

net angular momentum is low, and the gyroscopic coupling of 

longitudinal and lateral-directional motions is small. 
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Aerodynamic coupling can result from rotor disc loading dis- 

tributions and from asymmetric downwash on the fuselage. 

It generally proves desirable to provide automatic stability 

augmentation for the tandem-rotor helicopter, and the use of 

dual-redundant systems on the CH-47B (Section 2.2.1) indicates 

that substantial flying qualities improvements are obtained 

from an operating SAS. 

2.3.1 Vehicle Characteristics 

The CH-47B helicopter, shown in Fig. 2.3-1, is 

a medium transporc \hicle which carries an 8,850-113 pay- 

load (approximately 39 passengers) at a normal operating 

weight of 33,000 lb. Maximum airspeed ("never-exceed 

velocity") is 160 kt, while lateral and aft velocities are 

limited to 35 and -30 kt, respectively; normal cruise speed 

is 140 kt. Maximum sea-level climb rate is 2,000 ft/min. and 

service ceiling is 14,000 ft. 

Elements of the Control System 

This section surrmarizes the mechanical elements, 

the actuators, the computer, and the sensors to be used 

for flight control in this investigation. 

A schematic of the mechanical elements of the VALT 

Research Aircraft, adopted from Ref. 18, is shown in 

Fig. 2.3-2. Pilot commands enter the mechanical system 

through the lower-boost hydraulic actuators, which are 

physically located near the cockpit. VALT computer commands 

drive the same actuators used in the TAGS, and the TAGS 

actuator outputs drive the lower-boost actuators. Oper- 

ational SAS inputs are in series with the lower-boost out- 

put:;. The combined signals are mixed (Fig. 2.3-2) before 
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F i g u r e  2.3-1 B a s i c  F e a t u r e s  o f  t h e  VAL? 
R e s e a r c h  A i r c r a f t  

commanding t h e  u p p e r - b o o s t  a c t u a t o r s  t h a t  d r i v e  t h e  two 

rotor  swash  p l a t e s .  (The  s w a s h  p l a t e s  c o n t r o l  rotor  b l a d e  

i n c i d e n c e ) .  

T h e  TAGS a c t u a t o r s  are  t h e  l i m i t i n g  dynamic  ele- 

m e n t s  be tween  t h e  VALT c o m p u t e r  a n d  t h e  rotors. Each  a c t u -  

a t o r  h a s  a t i m e  c o n s t a n t  o f  0.0125 s e e ,  a rate l i m i t  e f  

+ 3  i n / s e c ,  a n d  a d i s p l a c e m e n t  l i m i t  o f  '2 i n .  R o t o r  dynamic  

r e s p o n s e  c a n  be mode led  as t h a t  o f  a s e c o n d - o r d e r  s y s t e m  

w i t h  a n a t u r a l  f r e q u e n c y  of 23 rad/sec a n d  a damping  r a t i o  

of 0.6. 
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Figure 2.3-2 Elements of the CH-47B Control System 
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C o n t r o l  s e n s o r s  i n c l u d e  a i r s p e e d  i n d i c a t o r ,  b a r o -  

metric altimeter, v e r t i c a l  g y r o ,  ra te  g y r o s ,  a n d  l i n e a r  

accelerometers. 

2 .4  SELECTION OF GUIDANCE LAWS AND CONTROL TECHNIQUE 

B e f o r e  a coctrol s y s t e m  is d e s i g n e d ,  its o b j e c t i v e s  

and c a n d i d a t e  methods  for  a c c o m p l i s h i n g  t h e s e  o b j e c t i v e s  

must be d e f i n e d .  The f i r s t  area o f  c o n c e r n  is how t o  

d i s t i n g u i s h  between f u n c t i o n s  which relate to  "guidance"  

and t h o s e  which are p r o p e r l y  t e rmed  " c o n t r o l " .  Because  

t h e  g u i d a n c e  and c o n t r o l  l o g i c  must i n t e r a c t ,  a n d  b e c a u s e  

t h e  g u i d a n c e  f u n c t i o n  p r e c e d e s  t h e  c o n t r o l  f u n c t i o n  i n  

p l a n n i n g  and  e x e c u t i o n ,  S e c t i o n  2 . 4 . 1  examines  g u i d a n c e  

law s t r u c t u r e s  which are a p p r o p r i a t e  for VTOL a i r c r a f t ,  a  

d e f i n i t i o n  o f  t h e  g u i d a n c e / c o n t r o l  i n t e r f a c e ,  and  t h e  corres- 

ponding c o n t r o l  s t r u c t u r e s .  S e c t i o n  2 . 4 . 2  r e v i e w s  c o n t r o l  

d e s i g n  t e c h n i q u e s  which  c o u l d  be a p p l i e d  t o  t h e  VTOL a i r -  

c r a f t .  

2 . 4 . 1  Guidance a n d  C o n t r o l  S t r u c t u r e s  

Guidance  and  c o n t r o l  s y s t e m s  are r e g u l a t i n g  mech- 

an i sms  which are r e q u i r e d  t o  keep  t h e  v e h i c l e  on i ts  i n t e n d e d  

* ' l i g h t  p a t h .  The d i f f e r e n c e  between t h e  two rests i n  t h e i r  

i n p u t s  and  o u t p u t s .  Guidance  is a s s o c i a t e d  w i t h  t h e  t r a n s -  

l a t i o n a l  m o t i o n s  o f  t h e  v e h i c l e  i n  a n  e a r t h - r e l a t i v e  f r a m e ;  

p o s i t  i o n  i n p u t s  xnd v e l o c r t y -  ( o r  a c c e l e r a t i o n - )  command 

o u t p u t s  are e x p r e s s e d  a c c o r d i n g l y .  Guidance  laws can  bc 

f o r m u l a t e d  w i t h  rudimentary d e s c r i p t i o n s  of v e h i c l e  dynamic 

c h a r a c t e r i s t i c s ,  a s ,  f o r  example i n  Ref. 2 2 .  T h e  t i m e  scalp 

of r e l a t e d  m o t i o n s  is s l o w ,  and t h z  magni tude  o f  m o t i o n s  i s  

0ftc.n l a r p ? ,  i n  t h e  s e n s e  t h a t  n o n l i n e a r i t i e s  I n  t h e  ~ q u : t t i o n s  
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of motion must be considered. Control is more closely allied 

with angular motions of the vehicle, expressed in body-axis 

or velocity-axis coordinates. Rotational stability and 

mechanisms for producing forces and moments are of particular 

concern. The time scale of associated motions is fas.. and 

the magnitude of motions is often small, in the sense that 

linear equations of motion can be employed. 

The objective in distinguishing between guidance 

and control should be to make a partitioning of design 

fanctions possible, as illustrated by Fig. 2.4-1. Part (a) 

o f  the figure identifies some components of the guidance 

slid .ontrol problem, as well as inter-relationships between 

system variables. The guidance law - accepts mission 
objectives and defines desired values of tke total state 

vector, x or some subset of its components (which include 
-0 ' 

position, velocity, angle, and angle rate). A closed-Inon 

guidance law must "know" the v e h i c l c l ' s  posit ion and mzy r t l q u  i re 

its velocity. The control law accepts guidance cornmanas 

and forms a set of total actuator commands, uT. A closed- 

loop control law requires angular meas~lrements and ma;. use 

translational acceleration and velocity. Given the desired 

state, x there are corresponding noninal control settings, -0 ' 
11 which would cause the vehicle to follow the desired .-0 ' 

path in the absence of disturbances and dynamic uncertain- 

tics; L ~ ~ I S ,  u provides an open-loop control which can 
-0 

augment the closed-ioop control. In most rases, t h r  rr~~irinnc-c. 

:knd control feedback paths are concentric , i . e . . t h e y  t x \ .  1 - 
3cnce tho inner-to-outer-loop structure shown b y  Fig. 2 : 1 - l r : i ) .  

d i  th t h i s  structure it is possible to conduct the rn:~,jor 

portion of guidance and control design separate1 y , 1 1 s i  nK t.hr1 

structurcs of Fig. 2.4-l(b) and (c). 
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Alternatives for guidance law outputs include 

velocity commands, acceleration commands, and vehicle atti- 

tude commands. 

The velocity-cmAd law is formulated with a third- 

order dynamic model in which translational position is a 

pure integral of translat~oaal velocity and dynamic coupling 

with other vehicle states is assumed negligible. The guidance/ 

control partition is obvious in this case: the 12 rigid-body 

vehicle states are separated into three guidance-law states 

(three components of translational position) and nine control- 

law states (three components each of translational velocity, 

vehicle attitude, and angular rate). Because the guidance 

state is independent of vehicle dynaics, the velocity-comaand 

guidance law could tend to violate vehicle dynamic constraints, 

so limitations of the vehicle must be taken into account in 

the guidance formulation. The velocity-command law must be 

augmented by yaw command to maintain proper vehicle direction 

during cruise. 

An acceleration-command law would increase the 

guidance-law state dimension to six (translational position 

and velocity), and it would introduce the vehicle's point mass 

dynamics into the guidance model; therefore, some vehicle 

dynamic constraints can be considered directly. Under some 

conditions, the corresponding control law could be simpler; 

however, translational velocity affects angular motion and 

could be required in the control design model as well. In 
such instance, guidarce/control partitioning is made more 

complex. 

Mzny VTOL vehicles (the helicopter included) obiain 

hqrizontal accelerations by tilting the vehicle; therefore, 

an attitude-command law is equivalent to an acceleration- 
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command law in the horizontal plane. The attituce-command 

law must be augmented by conasanding either vertical accelera- 

tion or velocity. 

The remainder of this section is devoted to a 

methodology for separating linear and nonlinear elements 

of guidance and control logic; this leads to the structures 

selected for study in this contract. 

Linear and Nonlinear Models - The nonlinear equa- 
tions which govern vehicle motion can be written as the 

vector first-order differential equation 

+(t) = rr+(t), t ,  zT(t)1 - (2.4-1) 

The total state, control, and disturbance vectors can be 

divided into nominal and perturbation components as follows: 

%(t) = J&(t) + ~ ( t )  - (2.4-2) 

UT(t) = %(t) + ;(t) - (2.4-3) . (t) = ~ ( t )  + ~ ( t )  -T (2.4-4) 

A first-order Taylor series expansion of Eq. (2.4-1) 

leads to a nonlinear equation for the nominal flight path, 

&(t) = ! ,  ~ ( t ) ]  (2.4-5) 

and a linear equation for perturbations about the nominal 

path 

where the time-varying linear system matrices are 

REPRODUCIBm OF TI!!; 
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A guidance and control design procedure based upon 

Eqs. (2.1-5) and (2.1-6) is readily formed and is most e a s i l y  

described by considering a single flight: 

0 Define the mission objective ( e - g . ,  
fly from ~ ( 0 )  to - x(tf))- 

e Define the nominal path (x3(t), 
Oltstf) which satisfies tKe objective 
and observes constraints (e-g., air 
traffic control and operating procedures). 

Compute the corresponding nominal con- 
trol (uo ( t ) ,  Ost<tf) which satisfies 
Eq.  (2 .4 -5) .  

Design closed-loop guidance and control 
algorithms which keep the vehicle on the 
nominal path (in the presence of un- 
modeled disturbances, dynamic uncertain- 
ties, and measurement errors) by generating 
the appropriate u(t) as the flight pro- 
gresses. ~escribe vehicle dynamics by 
the linear model (Eq. (2.4-6) in the 
guidance and control design. 



THE ANALYTIC SCIENCES CmPORATIOM 

The control command is then the sum of 
open-loop and closed-lcop components, 
i-e., - uT(t) = %(t) + "t). 

This procedure identifies the elements of unified 

guidance and control algorithm design concisely, but it is 

not to be taken literally. Repeating the process for every 

possible flight profile is undesirable and unnecessary: how- 

ever. the most useful elements of the procedure can be 

retained by recognizing three important points. The first 

is that the nominal control, %(t), serves the purpose of a 

dynamic control trim setting in the guidance and control sys- 

tem. It need not attempt to provide exact open-loop control -- 
in Tact, the closed-loop system should adjust to follow the 

path even if %(t) is iccorrect, as variations in trim 

settings due to weight, center-of-gravity location. aircraft- 

to-aircraft variations, etc., can be expected. Practical 

methods cf computing ~ ( t )  are discussed in Section 4.3. 

The second point is that the time-varying matrices,F(t), 

G (  t ), and L(t ), used in Eq. (2 .4 -6)  are slowly varying, and 

they are explicit functions of flight condition rather than 

t ime ; t herefore. the values necessary for guidrtnc-e and ~.ont 1-01 

dcsign can be generated without reference to a fised flight 

path. The third point is that guidance/control partitioning 

is desirable and further simplifies the design procedure. 

With these observations, techniques for separately defining 

guidance and control logic are discussed below. 

Velocity-Command A- Guidance -- Structure - Figure 2.1-2 

i llustrntes a guidance law structure which incorporates 

both 1 inear and nonlinear elements. It consists of nonlinear 

logic for transforming mission objectives into desir~d prc- 

scwt position, nominal veloci.;y. and nominal control, as 

wcbll ;is a 1 inearpe3-turbation - -- suidance law. (In this 
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Figure 2.4-2 Elements of a Velocity-Command 
Guidance Law 

rcspect,the structure is similar to that proposed in Refs. 

22 to 24.) Position and velocity are expressed in cylin- 

drical coordinates. Altitude (Z), distance-to-go (D), and 

azimuth angle (n) are referenced to the destination, or 
to an intermediate waypoint. Vertical velocity (VZ). 

horizontal velocity magnitude (VH), and horizontal direction 

( f , )  are referenced to North and the local vertical. It is 

convenient to use the measured distance-to-go, DT,as an 

independent variable for guidance. This red:~ces the problem 

dimension by one, and it references desired position and velocity 

to the destination: rio(DT), Zo(DT). VzO (DT), C0(DT), and 

VH~(I),.,,). For 4-D navigation, in which time-to-go also is 

important, the time variable can be added explicitly (by 

specifying t (DT)) or implicitly (by revising VH~(D~) to 
go 

reflect the time constraint). The generation of desired and 

nominal values may require nonlinear operations; however, the 

nonlinear operations may be essentially static, as the 

guidance law is separated from complex vehicle dynamics. 

A s  shown in Fig. 2 . 4 - 2 ,  measurements of ZT and qT 

allow the guidance error, c Z  and E to be formed, either n ' 
with state estimation (as shown) or without. These errors 

arc? processed by the perturbation guidance law. which can be  

designed by the same procedure used to design control 
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laws in this report. The outputs of the perturbation guid- 

ance law (VZ, VH, 5 )  are stmrmed with the nominal values 
to form the total velocity commands (VzT, V H ~ ,  ST)- These 

comands and the static trim settings are the basic outputs 

of the guidance law and are converted to corresponding con- 

trol actuator coomancis in the control law which follows. 
I 

It will be seen in Section 4.3 that the static 

trim settings are dependent on velocity; hence, they can 

be based on either VZo, VQ, and C0 or on V*, V H ~ ,  and ST- 
The former approach would be independent of the perturbation 

gdidance law and, therefore, less sensitive to position 

measurement errors. The latter approach could provide a 

small performance advantage, in that the trim settings are 

based on the total desired velocity vector. 

Before the earth-referenced guidance commands can 

be used by the body-referenced control law, additional 

computations are required; these are performed in the -- control 

preurocessor shown in Fig. 2.4-2. The control preprocessor 

per forms several functions including : 

Transformation of commanded velocity 
vector (primary command) to body-axes 

Generation of secondary command vari- 
ables 

Correction for steady winds 

Computation of dynamic trim compecsation 

Transformation of the velocity command to body 

axes is necessary because the control law is most naturally 

derived in the body-axis frame; i.e.. V H ~  VzT. and < are T 
converted to the body-axis commands uT, vT, wT. The trans- 

formation requires knowledge of the vehicle's earth- 

referenced Euler roll, pitch, and yaw angles, @ ,  0, and $.  
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Assuming the conventional paw-pitch-roll seqyence for 

defining these angles, the Euler angle transfo~tion matrix, 
B HE, can be written as t h e  product of three rotational matrices: 

0 [I O ] [ ~ ; - ~ ~ ~ ] C ~ ~ S ~ ~ : ]  

H = 0 cos$ sin+ -sin$ cos* 0 

0 -sin$ cos+ side -0 cose 

(The transformation can be simplified as appropriate, e-g., 

by using small-angle assumptions or eliminating the # rotation 

when using a two-axis vertical gyro.) Assuming that the 

earth-relative velocity vector is expressed in cylindrical 

coordinates, it must be transformed to cartesian coordinates 

before applying Eq. (2-4-10). 

If vehicle velocity is more easily measured in an 

earth-referenced frame than a body-axis frame, this trans- 

formation should be applied to the velocity error in the 

control law rather than in the preprocessor. The present 

development assumes that velocity is measured in body-axes. 

Secondary commands are required for much the same 

reason that they were included in the TAGS (Section 2 .2 .2 ) .  

Control feedback will tend to produce sluggish transient 

response if the variations in angular rates which accompany 

a commanded velocity maneuver are neglected. In addition. 

yaw angle, qT, can be commanded to orient the vehicle 

ccnterline along the direction of travel during cruise. In 

the no-wind case, $T = CT. Near hover, $T should be commanded 

se!.arately to meet touchdown constraints and to avoid large 

heading changes for small velocity changes. Secondary angular- 

rate commands can be computed as 
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. 
where iT = I), BT = y.  and 

and the discrete-time equivalents of ?T and iT are generated 
by back-differencing. The matrix, $, is 

1 sin$tan0 cos$tan0 

cose -sin$ 

o sin+sece cos+sece I 
Note that Eq. (2.4-11) compensates the angular rates for steady 

turns, quickens turn entry, and coordinates rate changes during 

steep ascent or descent. 

Correction for a steady, horizontal wind also can 

be provided. With wind speed (Vw) and direction ( p ) ,  the 

Pollowing yaw-angle command provides zero sideslip angle: 

The yaw angle correction term also could be obtained from a 

wind estimate, which could be an integral part of the per- 

turbation guidance law as in Ref. 25, or sideslip angle can 

be nulled directly in the control law. The principal advan- 

tage in correcting the yaw guidance command for cross winds 

is that this approach is less sensitive to gusts than feed- 

bilck nu1 ling alone. 
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Section 4.3 shows that %(t) is not sufficient 

to produce force and moment equilibrium; the angles $O and 

"0  must be defined as well. Figure 2.4-2 illustrates the 

six static trim settings and the dynamic trim compensation 

of these variables in the control preprocessor. The latter 

accounts for the rate and acceleration effects on the proper 

choice of ~ ( t ) ,  $O(t). and eO(t),which corresponds to open- 
loop control of maneuvers. 

Velocity-Command Control Structure - Figure 2.4-3 

outlines the control structure, which will be examined in 

detail in later chapters. The essential information in 

this figure is that control trim settings coming from the 

control preprocessor are summed with the linear control 

law output to form the total control command, - u(t), and 

that estimation may be required to minimize the effects 

of measurement error. The linear control law generates 

corrections to the open-loop command which null steady-state 

following error through the "Type 1" design described in the 

next chapter. The control law also provides stability 

augment at ion. 

Attitude-Command Guidance and Control Structure - - 
The design philosophy applied to the velocity-command sys- 

tem also is appropriate to an attitude-command system. 

The principal differences lie in the guidance state 

dimension and in the details of preprocessor function. Trim 

settings are defined as before, except that explicit con- 

trol of @ and P eliminat?~ them as trim variables. 

The attitude-command system considered here uses 

4 and A to provide horizontal acceleration, nulls sideslip 

angle through $ command, and commands vertical velocity 

direct 1 y (as in the velocity-command system). Again using 
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Figure 2.4-3 Primary Elements of the 
Control Law 

DT as the independent variable, the guidance input states 

include position, nO(DT) and Zo(DT), and horizontal velocity, 

f.O(DT) and VH~(D~). Whereas the latter two quantities con- 

tribute to velocity-command output, they are internal to the 

ultitude-command law. The attitude law computes output 

values of ItT, BT. JIT and VzT by summing the nominal values 

with the outputs of the perturbation guidance law. 

The control preprocessor performs the following 

I'unct ions : 

Transformation of velocity and angular 
rates to body axes 

Correction for steady winds 

Computation of dynamic trim 
compensat ion 

The control preprocessor transmits the and 9 commands 

without change. The velocity vector, consisting of two 

nominal components and one command cc .yont:nt, is transformed 

to body coordinates by 
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Body-axis angular rates are 

where the Euler angle rates are determined by back-differenc- 

ing. Steady-wind correction and dynamic trim are computed as be- 

fore, and the basic components of the control law are unchanged 

(although gains and the locations of integrators are altered). 

Manual-Control Entry Points - From the standpoint 
of control law design, it is best to think of manual inputs 

as an alternate set of guidance commands. There should be 

no change to the control laws unless the manual intervention 

also implies a mode change for such reason as failed sen- 

sors. Thus, the pilot commands are interpreted as total velo- 

city or total attitude commands to the control preprocessor, as 

appropriate. Corresponding control trim settings are computed 

directly from the commands i n  the first case and from airspeed 

measurements in the second. 

Summary - This section has presented guidance 
and control structures which are appropriate for VTOL 

automatic system design, in preparation for the detailed 

developments of the following chapters. The next section 

presents the candidate design techniques which were considered 

for control law development. 

2.4.2 Control Design Techniques 

This section Frovides a summary of adaptive control 

techniques that are potentially applicable for digital VTOL 
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flight control systems. The functional diagram in Fig. 2.4-4 

is used as a general representatfan for a flight control sys- 
tem. A particular design may consist of only a few of the 

lunctions indicated; however, the complete diagram is useful 

for categorizing control law design techniques. 

The solid, dashed, and broken lines in Fig. 2.4-4 

define three control loops, whose functions are as follows: 

a The main control 1- provides the air- 
frame feedback control signals needed 
to achieve desired response to pilot 
inputs. For nominal airframe dynamics, 
the command prefilter , forward compen- 
sation, and feedback compensation 
blocks can be designed using either 
conventional or optimal control tech- 
niaues. The additional functions of 
input shaping and actuator prefiltering 
can be used to provide desirable command 
response. The response transformation 
selects an appropriate combination of 
the airframe states as the response. 

The explicit-adaptive control loop identifies 
the airframe dynamic parameters as flight 
conditions change, making use of airframe 
sensor and/or air data. The resulting 
parameter estimates are utilized to adjust 
gains in the main control loop according 
to an explicit-adaptation algorithm. This 
gain adjustment is designed to maintain 
desired response characteristics. 

The implicit-adaptive control loop detects 
airframe parameter changes by ~r~alyzing 
the difference between actual airframe 
response and desired resoonse. The resDonsc 
error is processed by an' imylici t-adaptit ion 
algorithm, which adjusts the main control 
loop gains to reduce a performance measure. 

If the main control loop can be designed with fixed 

gains so that satisfactory performance is achieved over all 
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flight conditions without gain adjustment, the system is said 

to be insensitive rather than adaptive. The definitions of 

cbxplicit- and implicit-adaptive control techniques are taken 

from Ref. 26 and are useful for distinguishing between those 

systems which identify airframe parameters and those which do 

not. Usually an adaptive control system is thought of as 

either explicitly - or implicitly identifying the unKnown 

parameters; however, it is conceivable that both types of 

adaptation can be prese3t in the same system design. In 

addition, an explicit loop ma, adjust design parameters in 

an implicit control loop -- e-g., in the reference model. 

Alternatives for control system design are dis- 

cussed in the remainder of this section. After intro- 

ducing some basic concepts for fixed-gain systems, several 

approaches to adaptive control are discussed, including 

explicit-adaptive control, parameter identification for 

explicit-adaptive control, implicit-adaptive control, and 

leartring (or self-organizing) control systems. 

Fixed-Gain Control Laws - In a fixed-gain control 
law, or ly the main control loop in Fig. 2.4-4 is operative. 

The desjgn principle is to choose compensation such that thc 

system rpsponse is reasonably insensitive to airframe param- 

eter variations. Techniques for fixed-gain control law 

design, including both classical and modern control methods, 

also form the basis for adaptive control design. 

When using classical control techniques, linear sys- 

t e m  dynamics are transformed from the time domain of 

ordinary differential (or difference) equations to the fre- 

quency-domain eqbivalent (Ref. 27). Normally, it is assumed 

that the coe .icients of these equations are constant during 
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some time span of interest. The Laplace transform then con- 

verts the time-domain vector differential equation 

to the I requencg -domain equation 

where - x(t j i.s the vector of motion variables (including 

rigid-body motions, aeroelastic variables, etc.), and y(t) 
is the vector of control variables; the Laplace transforms 

of these vectors are - x(s) and - u(s), respectively. The 

corresponding system coefficients are contained in the 

matrices F and G which, being constant, are identical in 

+he t i m ~  and frequency domains. Differentiation with 

respect to time, represented by ('), is transformed to the 

operator sI, where s is the Laplace operator and I is the 
identity matrix. Pre-multiplying Eq. (2.4-18) by the inverse 

of (sI-F) provides the transfer matrix form 

from which any scalar transfer function of interest (for 

esample. the effect of the ith control on the jtil motion 
variable) can be obtained as 

Here, D(s) is the characteristic equation of ( s 1 - F ) ,  i-e., 

its determinant, and N?(s) is the appropriate transfer f a n c -  

tion numerator (Ref. 28). Equation (2.4-18) is the 

preferred form for classical contincous-time ("analog") con- 

trol system design. 

The equivalent di.screte-t ime equations, required for 

cslassical digital control system design, can be derived 
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f r m  the foregoing equations. A s  described -,I later sec- 

tions, thz system state can be described at sampling 

instants (k) by the difference equation 

and scalar transfer functions can be written as 

where z is a discrete-time Laplace operator. 

The classical approach to control system design is 

to achieve insensitivity to parameter variations through the 

use of output feedback, together with high-gain forward 

loop compensation, in the manner originally advocated by 

Bode, Nyquist, and Evans. Conventional synthesis pro- 

cedures, which are analogous to the familiar s-piane techniques 

Tor continuous systems, exist for linear digital systems. 

These include the use of z-p?.ane root loci and Bode-diaeram 

synthesis in the w-plane, which are useful for positioning 

closed-loop poles and achieving desired stability margins. 

In addition, design criteria that are associated with the 

sampled nature of the system can be imposed. These include 

ripple-free* response and finite settling time for specific 

tcs! inputs -- step, ramp, etc. In order to achieve a re- 

sponse that is insensitive to the input type, it is generally 

necessary to design for a damped-exponential response toler- 

ating some ripple. Conventional digital design techniques - 

are well documented (Refs. 29 to 3 3 j .  

+ R i m l c b  -- - refers to the output response error at tfmes between 
samples. 
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Modern control theory, which is based on time-domain, 

state-space models for system dynamics, offers a number of 

systematic procedures for designing sampled-data feedback con- 

trol systems (Refs. 34 and 35) and receives major emphasis in 

this report. State-space methods are particularly advantageous 

for control of systems with multiple inputs and nlultiple out- 

puts. 

In a digital flight control system, the airframe res- 

ponse at discrete instants of time, tl, t2. .... is of princi- 
lml  interest in the design of stability augmentation. There- 

1-orc, E q .  (2.4-21) is an appropriate format for representing 

the airframe dynamics. If the sampling interval is of uniform 

width, At, and the airframe dynamics are constant, 4 and r 
also are constant (independent of k). The values of these 

matrices are determined from the continuous airframe dynamics 

by well-known techniques for forming difference equation solu- 

tions from differential equations (Ref. 34) .  

The objective in lineal-quadratic control design 

("quadratic synthesis") is to ietermine the control law which 

minimizes a quadratic performance index of the form 

where the sampling index is now represented as a subscript. 

In Eq. (2 .4-23) ,  N denotes a specified terminal time, tK. and 
thc- quantities S N' Qk , and Rk are positive-definite weighting 

matrices. For steady tracking, terminal error is neglected in 

tht .  performance index, and Q and R are constant, leaving 
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In the following chapters, methods for choosing the discrete- 

time cost function to minimize continuous-time criteria 

(thereby minimizing "ripple") are presentci. 

~f the control coarnmds, gii, are ch~sen to minimize 
J. it is found that good system response in terms of classical 

performance measures (overshoot, rise time, etc.) generally can 

be achieved. The weighting on the state in Eq. (2.4-24) tends 

to reduce transient effects; the weighting on the control 

tends to prevent the use of excessive control levels. 

The control law for the linear-optimal regulator 

takes the form 

where Y is determined from the steady-state solution of a 

matrix Riccati difference equation (Chapter 3). 

It is tacitly assumed in the above discussion 

that measurements of the airframe state vector, xk, are 
available for mechanizing the feedback control law. Such 

measurements can be obtained from air data and body-mounted 

gyros and accelerometers; however, they may be corrupted by 

additive measurement noise. If the measurements are modeled 

as linear functions of the state corrupted by additive gauss- 

ian noise, an optimal estimate of the state can oe obtained 

by mechanizing a Kalman filter, as described in Ref. 36. 

Alternatively, if some measurements are obtained with negli- 

gible error, it may be more convenient to mechanize an obser- 

ver (Ref. 37). which does not require any assumptions about 

the noise statistics. Although the regulator control law is 

dcvcloped without any specific consideration of the effect of 

airframe parameter variations, the optimal control law is 

found to have low sensitivity to such variations ( R e f s .  38 

and 3 '3 ) .  
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Another approach to the design of eptirrial control 

laws is the use of model-following techniques. These are 

particularly attractive when a desired dyrdl~ic response is 

specified for the flight control system in terms of the 

known model, 

That is, it is desired to force the airframe response, y 
k ' 

to follow a model output 

This objective is stated in precise terms by defining an 

appropriate error function, e substituting the latter for -k ' 
Ck in the performance index given in Eq. (2.4-24),and min- 
imizing the index with respect to the sequence of controls, 

!k - I f  we define 

the resulting control problem is referred to as explicit 

model-following control* (Ref. 40) and results in a control 

l a w  of the form 

ahcBrc K to K. arcb obtained as steady-st a t e  c b o l u t  ions to 1 .3 
a matrix Riccati equation. Alternatively, if we define the 

c\rror function to be 

*'l'hc. tc.rms explicit and implicit model following are not t o  
I > ( .  conl'uscd with the explicit and implicit adapt ivc con- 
t rol loops in Fig. 2 . 4 - 4 .  The former are alternate namc3s 
f o r  t hc. model-in-the-system and i lodel- in-the-performancv- 
~ndcs concepts, respectively, described by Tyler (Refs. 26 --- 
;tnd 42) for continuous systems. 
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the control problem is referred to as implicit model- 

following, which yields the control law (Ref. 41) 

U = -Kqzk + K u  -k -k (2.4-31 ) 

The implicit technique in Eq. (2.4-31) has the same 

structure as the regulator control law in Eq. (2.4-25), whereas 

the explicit method is more complex,in that it requires com- - 
putation of the model state, zk. 

One disadvantage of the methods described above is 

that the steady-state response of the resulting flight control 

system depends upon knowledge of the airframe parameters, 

through the gains of Eqs. (2.4-25), (2.4-29) and (2.4-31). 

This sensitivity will tend to be high if the feedback gains 

are low. Optimal control laws tend to be low-pain compensa- 

tion techniques (compared with classical methods); hence,the 

steady-state response sensitivity to parameter variations may 

be significnnt. as shown in Section 3.5.1. 

Steady-state response can be improved by introducing 

integral compensation. This compensation is introduced by 

augmenting the airframe state vector with a new set of state * 
variables, y , defined by the equation 

where the pilot input command, x is assumed to be constant. * -2' 
When yk is included in the state vector discrete-time model 

for t h e  airframe dynamics, then 

lim x(t) = - 
t-tw 

% 
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for the optimal control laws described above, regardless of 

the airframe parameter variations. That is, the control law 

hasthe property of being a Type "1" Servo. This concept is 

pursuedin later sections of this report. 

Another method that can be used to select feedback 

gains in a digital flight controller is the so-called ple- 

zssignment technique. In this approach,it is assumed that - 
an accurate estimate of the state vector is available and 

that the equations of motions (Eq. (2.4-17)) are controllable 

in the sense that a sequence, gk, can be chosen to achieve 
any desired final value of & in a finite number of steps. 
On this basis, it is possible to select a set of feedback 

gains so that the closed-loop poles of the stability aug- 

mentation system have desired values. 

Explicit-Adaptive Control Techniques - Perhaps the 
simplest explicit-adaptive control technique is gain 

scheduling, in which control gains are stored as functions 

of the observed flight condition. The gains are computed by 

applying one of the control design procedures described earlier, 

assuming fixed values of the airframe parameters. This is 

done for a number of flight conditions, and curve-fitting is 

used to define the relationship between gains and flight 

variables. This is referred to as an open-loop adaptive 

technique (Ref. 26) because it depends upon prior knowledge 

of airframe dynamics as a function of flight condition. Once 

the gain schedule is chosen, no automatic means is available 

for correcting the control law on-line in response to new 

estimates of airframe parameters. 

Another form of explicit adaptive control can be 

dcbrived by noting that many fixed-gain methods yield the 

control-law gain matrix as a function of the known air- 
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frame parameters, 5 ,  written symbolically as K(a). - This 

relationship may be quite complicated in the case of optimal 

control laws,where K is the solution of a matrix Riccati 
equation, or it may be relatively simple in the case of the 

pole-assignment technique, where the functional form of K ( g )  
often can be derived analytically. In either case, if - a 
is unknown, it can be estimated on-line by processing measure- 

m-nt data obtained from the flight control sensors (rate gyro, 

accelerometer, etc.,), and the control gain can be deter- 

mined by calculating K(&), where ( ^  ) denotes an estimated 

quantity. This differs from the open-loop technique described 

above in that the control gains are updated by the c~rrent 

parameter estimates rather than by the indirectly related 

flight condition variables. This form of the explicit- 

adaptive control loop is mechanized in Fig. 2.4-4 by com- 

bining the calculation of K(&), e i.e., the explicit adap- 

tation algorithm, with one of the parameter identification 

techniques discussed below. 

Parameter Identification Methods - One direct method 
of estimating the airframe parameters in flight is to assume 

that the parameter values are known as functions of altitude 

and Mach number from flight test or wind tunnel data. These 

functions can be stored either in tabular form or as fitted 

functions, such that it is a simple matter to compute the 

parameter on-line from flight data. This is analogous to 

gain scheduling, in that it requires detailed information 

about the relationship between aircraft parameters and 

flight condition; however, it has the advantage of provid- 

ing effectively instantaneous identification, and little or 

no filtering of the air data measurement errors is required. 

In addition, the identification does not require command or 

gust inputs to excite the airframe, as do the techniques 

described below. 
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The concept of estimating airframe parameters by 

processing flight test data has received considerable 

attention (Ref. 43). Recursive parameter estimation, 

performed by processing the same type of data in real time 

within the flight control system, is one method of identi- 

fying the airframe dynamics on-line for the purpose of 

adaptive control. A number of these techniques are re- 

viewed in Ref. 26, including Lion's method, recursive 

least squares, and the method of instrumental variables. 

A digital mechanization of Lion's method is discussed in 

Ref. 44. 

The problem also can be formulated as a recursive 

nonlinear state estimation problem, where the unknom param- 

eters are viewed as state variables. Nonlinear filtering 

algorithms, such as the extended Kalman filter (Ref. 45)  or 

recursive maximum likelihood estimator (Ref. 46), can be 

applied to estimate the system state vector, which includes 

the airframe parameters. 

Implicit-Adaptive Control Techniques - Parameter- 
adaptive control systems with implicit plant identification 

operate on indirect measures of flight conditions, such as 

airframe output-error signals. These measures provide 

indications of variations in airframe dynamics and can be 

used for adjusting feedback gains. Typically, output error 

signals are obtained by comparing the control system output 

with that of a reference model, as illustrated in the broken 

line portion of Fig. 2.4-4. Techniques include gradient 

gain adjustment, Liapunov design methods, and dither-adaptive 

techniques (Ref. 26). 
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An important factor influencing the suitability of 

these methods for aircraft flight control is the question 

of whether or not the significant aircraft transfer functions 

have dominant right-half-plane zeros that vary with changes 

in flight condition. For example, the transfer function 
between tail-surface inputs and the normal acceleration 

output of a conventional aircraft has right-half-plane zeros. 

In this situation, none of the implicit-adaptive control 

methods are well suited for providing desired autopilot per- 

formance over a wide range of rapidly varying flight condi- 

tions. This is true because these methods either employ high- 

gain compensation in the adaptive loop or in the main control 

&op to achieve desired performance, or because they attempt 

to cancel any right-half-plane zero in the airframe transfer 

function with a corresponding pole. The latter approach 

definitely produces an unstable system, and the former yields 

a design that tends to become unstable when parameter varia- 

tions cause changes in the right-half-plane zeros. By com- 

parison, those adaptive control techniques which employ 

explicit parameter identification are capable of providing 

desired control system response characteristics at all flight 

conditions, assuming accurate parameter estimates can be 

obtained. 

When the transfer function of interest has only left- 

half-plane zeros, as in the case of pitch rate control, 

implicit-adaptive control has demonstrated good performance. 

The Liapunov design method is particularly attractive, since 

it can be chosen to guarantee asymptotically stable response 

error for fixed (but unknown) airframe parameters; an 

application of tk' -~proach to aircraft flight control is 

described in Refs and 48. 
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Dither-adaptive systems operate on the principle of 

maintaining constant flight control system bandwidth over 

all flight conditions by adjusting the control loop gain 

as flight conditions change. This is accomplished by in- 

ducing a high-frequency, low-amplitude oscillation in the 

airframe response through the use of a nonlinear controller, 

through high-gain compensation, or by introducing n test 

signal, and adjusting the loop gain to maintain constant 

oscillation amplitude -- i.e., to maintain constant high- 
frequency gain. 

The dither-adaptive concept is important, both his- 

torically and in terms of current applications. Xt was 

among the first types of implicit adaptive systems to be 

developed, and it has found the widest usage in flight tests 

and in operational aircraft and missiles (Refs. 49, 50, 51, 52, 

and 53) .  T s advantages are that the adaptive mechanism 

is usually quite simple, involving no m ~ r e  than one or two 

controller gains, and it usually relies on straightforward 

synthesis techniques; however, there is little experience 

available for applying these techniques to situations where 

several adaptive parameters are necessary to compensate for 

changes in plant dynamic ~k~racteristics. Furthermore, there 

is some evidence that this type of control can contribute 

to unst~lle behavior when unexpected flight conditions are 

encountered (Ref. 54 ) .  

Learning Systems - The foregoing concepts can be 
employed in the design of a control system which trains 

itself to use appropriate gains as a mission progresses. 

To illustrate the concept of a learning system, consider an 

application where a set of aircraft parameters, a ,  is 
identified using a functional fit to air data measurements, 

m.  The set of numerical ccefficients b associated with the - - 
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f i t  are b a s e d  upon wind t u n n e l  d a t a  a n d  p r i o r  f l i g h t  t e s t  

d a t a .  I n  f l i g h t ,  t h e  p a r a m e t e r  v e c t o r  is computed i n  t h e  

form 

where - b is s t o r e d  i n  t h e  computer .  A s  men t ioned  ea r i i e r ,  

t h i s  p r o v i d e s  rap id  i d e n t i f i c a t i o n  o f  - a ,  s i n c e  littlc 

or no  d a t a  p r o c e s s i n g  ( f i l t e r i n g )  o f  t h e  measurements ,  n, - - 
is r e q u i r e d ,  and it d o e s  n o t  r e q u i r e  e x c i t a t i o n  o f  t h e  a i r -  

f rame.  I t  h a s  t h e  d i s a d v a n t a g e  t h a t  any  errors made i n  

c a l c u l a t i n g  t h e  v a l u e s  of - b ,  d u e  t o  p r i o r  d a t a  i m p e r f e c t i o n s ,  

w i l l  n e v e r  be c o r r e c t e d .  C o n s e q u e n t l y ,  o n e  c o u l d  d e v e l o p  

a n  a l g o r i t h m  ( s a y ,  a n  e x t e n d e d  Kalman o r  maximum l i k e l i -  

hood f l l t e r )  t o  i n d e p e n d e n t l y  i d e n t i f y  - a from t h e  f l i g h t  
A 

c o n t r o l  s e n s o r  o u t p u t s ,  - z, and t o  u s e  t h e  r e s u l t i n g  i n d e -  
A 

penden t  set o f  p a r a m e t e r  e s t i m a t e s ,  a r , t o  o h t a i n  improved 

v a l u e s  o f  - b. 

The u t i l i t y  o f  t h e  l e a r n i n g  c o n c e p t  is t h a t  i t  p e r -  

m i t s  r a p i d  c a l c t i l a t i o n  o f  5, which is needed f o r  a d a p t i v e  

c o n t r o l ,  u s i n g  t h e  f u n c t i o n a l  a p p r o x i m a t i o n , f .  - The compu- 

t a t i o n  r e q u i r e d  t o  o b t a i n  - b and  iir migh t  be much more t i m e  

consuming ,bu t  t h i s  c o u l d  be done  at  a s l o w  s a m p l i n g  ra te .  

The c o n c e p t  is c h a r a c t e r i z e d  by t h e  f b c t  t h a t  - f  r e t a i n s  

t h e  r e s u l t s  o f  p r e v i o u s  c o r r e c t i o n s ,  p r o v i d e d  b - is o p t i m i z e d  

u s i n g  a l l  p a s t  d a t a ,  as w e l l  as t h e  m o s t  r e c e n t  v a l u e  o f  qr. 
U l t i m a t e l y , w h e n  - f  h a s  been  s u f f i c i e n t l y  " t r a i n e d " ,  t h e  

l e a r n i n g  f u n c t i o n s  c o u l d  be removed,  l e a v i n g  o n l y  t h e  d i r e c t  

c a l c u l a t i o n  of  - i. 

S e l e c t e d  Des ign  Techn ique  - A comprehens ive  g a i n  

s c h e d u l j n g  p roced i l re  was chosen  f o r  f u r t h e r  s t u d y  on t h e  -- - -- . - - - - 
b a s i s  of s i m p l i c i t y ,  c o n t r o l  p r e c i s i o n  f o r  a dynamic svs tem 

of known s t r u c t u r e ,  c o m p a t i b i l i t y  w i t h  t h e  d e s i g n  t e c h n i q u e s  
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of modern control theory, and high probability of achieving 

a successful, practical design. As defined earlier, this is 

a realization of apen-loop explicit adaption. The resulting 

control laws ?assess the following attributes: 

System gains adapt to flight condition 
without forcicg by gust disturbances. 
control inputs, or dithering. 

On-board computations for gain adap- 
tation are minimal. 

a Adaptation time for changing flight 
conditions is fixed and rapid 

Structure of the Linear-Quadratic- 
Gaussian (LQG) control problem is main- 
tained. 

Design procedures are readily applied 
to VTOL configurations other than the 
tandem-rotor helicopter used as a 
design base in this report and can be 
extended to include the effects of 
aeroelasticity, rotor dynamics, 
ground effects, powered liftlvehicle 
interactions, etc. 

Details of this control design procedure are c m -  

tained in following sections. 

2.5 CHAPTER SUMMARY 

This chapter has presented foundation material in 

the development of control systems for VTOL aircralt, 

including a review of past developments, characteristics 

of the VTOL aircraft that is investigated here, an over- 

all structure for designing a guidance and control s:;stcrn, 

and a survey of adaptive control design techniques. 



TEE LINEAR-OPTIMAL CONTROLLER 

3.1 OVERVIEW 

In the previous chapter, the oonltnear dynamic 

equt ion 

was separated iuto a nonlinear nominal equation and an equation 

9 f  the! form 

This chapter presents methods for determining control 

laws which stabilize and command dynamic systems described 

by Eq. (3.1-2). The primary method of development is 

quadratic synthesis, which seeks to minimize an infinite- 

time quadratic cost f ~ctional. Quadratic synthesis pro- 

vides a contrql struzture which is consistent with classical 

principles of good control system design. An infinite-time 

cost functional is used because it results in a constant- 

gain control ia% which is easily implemented. In addition, 

the optimal feedback solution has desirable insensitivity 

to system parameter perturbations, and the resulting closed 

loop system is asymptotically stable (Ref. 5 7 ) .  

Section 3.2 discusses three continuous-time 

linear-optimal regulators which can be designed using 

infinite-time quadratic cost functisns. (A regulator is 

defined as a controller which return:, the linear system 

of Eq. (3.1-2) to zero equilibrium from an initial offset.) 

Two of the regulators derived in Secticn 3.2 have 



the additional feature that the controller will return the 

system to zero equilibrium in the presence of a constant 

disturbance, while the third design requires that no con- 

tinuiag disturbance be present. 

Section 3.3 presents three continuous-time linear- 

optimal servos. (A servo is a controller which tracks 
arbitrary (vector) reference inputs.) The dynamic coa- 

troller of Section 3.3.1 provides zero tracking error 

under certain conditions and is derived for comparison 

with "Typz 1" servos. The servos of Sections 3.3.2 and 

3.3.4 are proportional-integral (PI) and proportional- 

double i.ntegra1 (PII) controllers. They have the addi- 

tional praperty that control rates are weighted, and they 

provide camand response features which are important in 

f3iuht control system design. 

Eec3ions 3.4 and 3.5 present similar results for 

discrete-? i m e  col~trol systems, which are of practical 
significatce for digital flight control systems. Section 3 . 4  

dzvelops t h e  sampled-data regulator, a discrete-time con- 

troller for a con\inuous-time system. The controller accepts 

sampled inforraatioa about the system and uses this to con- 
struct piecewise-constant control inputs to the system. This 

way, raay of ti~e ideas developed in the continuous-time 

case carr:.-over to the discrete-time case. Section 3.5 pre- 

sents saarplud-data equivalents to the PI ard PI1  controllers 

of Section 3.3. The resulting discrete-time servo con- 

trailers serve as cardidates for tne controllers in the 

digital-adaptive c~at>ol law. Section 3.6 summarizes the 

chapter. 
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3.2 CONTINUOUS-TIME REGULATOR 

The regulator designs are presented in this section. 

The first is the well-known basic linear-optimai regulator. 

which is discussed in many texts (e.g., Hefs. 55, 56, and 

5 8 ) .  The second regulator, the control-rate weighted regu- 

lator, uses the theory of the basic regulator to design a 

controller which simultaneously regulates the state while 

keeping the control rates at low values. The third design 

(Ref. 5 5 ) .  a control-rate-weighted proportional-plus-integral 

regulator, extends the second design to account for tiv case 

in which a constant disturbance affects the system. The ac- 

comnodation of the disturbance is achieved by integral action. 

The fourth design (Ref. 58). a proportional-plus-integral 

regulator, uses the theory of the basic regulator to 

accomnodate a constant disturbance but does not require that 

the control rate be weighted, as in the third design. 

3.2.1 Basic Linear-Optimal Regulator 

Given the linear-time-invariant system 

where x(t) . - is an (n x 1)-dimensional state vector and - u(t) 

is an (m x 1)-dimensional control vector. the object of con- 

trol is to find the time function,u(t), that stabilizes the 

system without undue movement of the controls and states. 

This requirement can be achieved by determining - u(t) such 

that the quadratic cost functional 

., = fmlr/t)qx(t) + a(t)~u(t)idt - ( 3 . 2 - 2 )  

0 
is minimized. The matrices Q and R are, respectively, the 

state-weighting matrix and the control-weighting matrix. - 
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The solution to this problem is a linear feedback control 

law given by 

where K is a constant (m x n) feedback gain matrix. The 

gain matrix is expressed by 

P is a constant, symmetric positive-definite (n x n) matrix 

which is the solution to the algebraic matrix Riccati equation 

This solution exists and is unique provided that 

the matrices [F,G] form a controllable pair and [F,Q~] 

form an observable pair* ( ~ e f  . 7 7 ) .  Under these mild assump- 

tions. eigenvalues of the closed-loop systa given by 

all lie in the left-half complex plane. 

The optimal regulator structure is analogous to 

conventional stability augmentation systems, as shown in 

Fig. 3.2-1. The feedback gain, K, is adjusted by choosing 
Q and R matrices to obtain desirable initial condition 

response subject to allowable control usage. In general. 

all states are fedback to all controls, although many 

feedback paths may have negligible effect. Full state feed- 

back provides compensation without actually increasing the 

order of the system, as indicated by Eq. (3.2-6). 

T 
*Q$ is defir~ed so that Q = ( ~ 4 )  (Q*), 
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Figure 3.2-1 The Basic Linear-Optimal Regulator 

3.2.2 Control-Rate-Weighted Reaulator 

Suppose another requirement in the design of a 

controller is that the control rate not be unduly large. 

This new requirement can be reflected in the cost functional . 
by adding a control-rate term, y( t) : 

where S is an positive-definite, symmetric, (m x m) m a t ~ i x .  

To solve this problem, let 

and define the system matrices as 
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The problem can be reformulated as follows: 

i (t) = Flzl(t) + Gl!l(t) 
-1 

The system has the same form as in the p=evious section. and 

the solution is analogous to Eq. (3.2-3): 

The gains are computed from Eqs. (3.2-4) and (3-2-51, with 

the system matrices redefined as above. The closed-loop 

form of the system is 

T h e  b l o c k  diagram of the control-rate-weighted regulator is 

shown i n  F i g .  3.2-2. 
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Figure 3.2-2 A Control-Rate-Weighted Regulator 

Figure 3.2-2 shows that including control-rate 

weighting in the cost functional introduces a low-pass fil- 

ter between the states which are fedback and the actual con- -. 

trol inputs to the system. In the figure, the integrators 

associated with the controller are shown with the initial 

condition, u(0). For aircraft applications, the value of 

u(0) is unimportant, and the integrators usually have zero - 
initial condition. Mathematically, however, - u(0) is signifi- 

cant, as different values of - u(0) will result in different 

values of the cost functional (Eq. (3.2-15)). (Ref. 79) 

There is an "optimum" value of - u(0) which gives the lowest 

value of the cost function. This point is noted because 

the control-rate-weighted servos of later sections will put 

the unconstrained nature of - u(0) to good use. The primary 

use? of the regulator is to counteract external disturbances 

(such as the wind) whose timing cannot be predicted. In 

addit ion to wind gusts, constant disturbances can affect 

the system. The previous two regulators are not able t o  
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counteract constant disturbances because they do not have 

integral compensation. The next two control laws have inte- 

gral compensation and will return a system to a zero set 

point or zero equilibrium from any initial offset and with 

certain types of constant disturbances. The final form will 

be the familiar porportional-plus-integral ("Type 1") regu- 

lator. 

3.2.3 Control-Rate-Weighted Proportional- 
Integral Regulator 

The purpose of this section is to extend the 

regulator developed in Section 3.2.2 so that certain types 

of constant disturbances are accommodated by the control 

law. In order to show the effect of the disturbance on 

the system, the constant disturbance is included in the sys- 

tem equation. 

Consider th,? system 

where - w is a constant disturbance vector of dimension 
(p x 1). and D is a constant (n x p )  matrix. Assume that * 
there exists a constant (F x 1) vector, - u , such that 

Then Eq. (3.2-18) can be rewritten as 

* 
What is required is a control, ~(t), which counteracts u - 

and provides regulatory action for the system. One way of 

specifying this control would be to build an estimator which 
* estirn$ites the value of u (Ref. 25). Another way, which 
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follows, results in a proportional-integral (PI) system 

(Ref. 55). 

Let 

u (t) = ~ ( t )  + U* -2 - - 
and assume that the control derivative is weighted as in the 

previous section. By taking the derivative of Eq. (3.2-21), it 

follows that 

ii (t) = i(t) -2 (3.2-22) 

Using Eqs. (3.2-8) and Eq. (3.2-13). 

and defining the system by Eqs. (3.2-9) to (3.2-12). the prob- 

lem i.s reduced to standard-form (Eqs. (3.2-14) and (3.2-15)). 

The control solution obtained from Eqs. (3 .2 -4 )  and (3.2-5) 

is 

The rate command is converted to a displacement command as 

follows: Equation (3.2-20) can be used to obtain an alter- 

nate expression for u2(t), given by 

T h c  matrix (GT~)-'GT is called the pseudo-inverse of G, which 

esists if G is of full rank m (Ref. 36). Substituting 

Eq. (3.2-26) into Eq. (3.2-25) results in 
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N o t a t i o n a l  s i m p l i f i c a t i o n  c a n  b e  p r o v i d e d  i n  Eq. (3.2-27) by 

d e f i n i n g  t h e  (m x n )  g a i n  matrices 

a n d  i n t e g r a t i n g  b o t h  sides o f  t h e  e q u a t i o n ,  t h i s  r e s u l t s  i n  

t h e  f o l l o w i n g  form f o r  t h e  o p t i m a l  c o n t r o l  s o l u t i o n :  

Note t h a t  Eq .  (3.2-30) c o n t a i n s  m scalar i n t e g r a t o r s ,  s i n c e  

K2x(') is a v e c t o r  o f  o r d e r  m. F i g u r e  3.2-3) shows t h e  

o p t i m a l  c o n t r o l  l a w  i n  b l o c k  d i a g r a m  form a n d  d i s p l a y s  t h e  

d e s i r e d  p r o p o r t i o n a l - p l u s - i n t e g r a l  s t r u c t u r e .  I n  Eq.  (3 .2 -30) .  

t h e  i n i t i a l  c o n d i t i o n  o n  t h e  s t a t e , x ( O ) ,  - is a n  unknown and  

c a n n o t  b e  changed .  The v a l u e  o f  - u ( 0 )  i n  Eq.  (3.2-30) is a 

p a r a m e t e r  which c a n  be set  a t  any  d e s i r e d  v a l u e .  The d i s -  

c u s s i o n  o f  - u ( 0 )  i n  t h e  l a s t  s e c t i o n  is a p p l i c a b l e  h e r e ,  and  

no  i n i t i a l  c o n d i t i o n  is p l a c e d  o n  t h e  i n t e g r a l  i n  Eq. ( 3 . 2 - 3 0 ) ;  

h c n c e , u ( O )  - = -Kq_x(O) is a r e a s o n a b l e  c h o i c e .  

In  t h e  p r e v i o u s  s e c t i o n ,  t h e  i n t e g r a l  a c t i o n  o f  

t h e  c o n t r o l  l aw w a s  o b t a i n e d  by w e i g h t i n g  - 6 i n  t h e  c o s t  f u n c -  

t i o n .  T h i s  s e c t i o n  p r e s e n t s  an  a l t e r n a t e  PI r e g u l a t o r  where  

t h e  i n t e g r a l  a c t i o n  is a c h i e v e d  w i t h o u t  be ink  w e i g h t e d .  a s  -- 
d e r i v e d  i n  R e f .  60. The i n t e g r a l  a c t i o n  is a t t a i n e d  by  

i n t r o d u c i n g  i n t e g r a t o r s  d i r e c t l y  i f i t o  t h e  s y s t e m .  Let  y(t) 
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Figure 3.2-3 A Control-Rate-Weighted 
Proportional-Integral 
Regulator 

be a (p x 1) output vector that is the integral of linear 

combinations of the states,x(t), - i.e., 

In Eq. (3.2-30), T is a constant (p x n) transformation 

matrix mapping a subset of the vector,x(t),into - the vector 

space of iI(t). Equation (3.2-30) can be combined with the 

system Eq. (3.2-1) to produce the composite system 
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The following cost function is defined for the composite sys- 

tem: 

A control,u(t),which - minimizes Eq. (3.2-32) can be found pro- 

vided the matrices form a completely controll- 

able pair. Reference 62 shows that the above pair is com- 

pletely controllable provided that 

rank [: :] = n P 

Equation (3.2-33) implies that there must be at least as many 

controls as there are integrators, i . e . ,  p m. If they are 

equal in number (m = p), then the ability to invert the matrix 

in Eq. (3.2-33) specifies whether or not the system is con- 

trollable. 

Using Eq. (3.2-4) and (3.2-5) the control which 

minimizes the cost function (Eq. (3.2-32)) is given by 

which can be written as 

T h e  block diagram for this regulator is shown in .ig. 3.2-4. 
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Figure 3.2-4 A Proportional-Integral Regulator 

With a constant disturbance pzesent, the closed-loop system 

ap9ears as 

Since the constant disturbance does not affect the asymptotic 

stability of the system, Eq. (3.2-36) reduces to the 

following, as t+m: 
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* * 
Tn Eq. (3.2-X7), - x and xI are the steady-state vals~s of the 
aircraft states and integrator states, respectively. From 

Eq. (3.2-37), it follows that 

The steady-state error of linear combinations of the state is 

zero in the presence of a constant disturbance. The two PI 
regulators presented here and in the previous section have 

different asymptotic properties. The control law in Section 

3.2.3 forces 

lim - x(t) = 0 
t+Q) 

provided the disturbance,Dw,is - in the range space of the con- 

trol matrix G (Ref. 55). Only a subspace .f dimension m (at 

most) of the states can be returned to ,era given any general 

disturbance. The control law in this section forces 

lim Txct) - = 0 
t-+m 

whether or not Dw - is in the range space of G. In other 

words, the control law of Section 3.2 3 cannot do better 'han 

the control law derived in this section, while the colltr 1 

law in this section can accommodnte disturbances that are ;n 

the null s.ace of the G matrix. 

For the VALT Research aircraft considered in this 
report, either control law could be used as a regulator, 

although neither can entirely eliminate generalized distur- 

bance effects. Wind disturbances can cause three forces 

and three moments, thus affecting six state rate componen:s 

There are four independent ccntrol variables; therefore, 

these disturbances exceed the range space of the G matrix. 

This problem is discussed further in Section 4.3. 
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3 - 3 OONT'INUOUS-TIME SERVO 

Sec t ion  3.2 d e a l t  w i t h  t h e  r e g u l a t o r  problem, which 

involved r e t u r n i n g  a l inear- t ime- invar iant  system to  equi-  

l ib r ium from same i n i t i a l  o f f s e t .  A t ten t ion  is now tu rned  

to  t h e  s e r v o  problem, where c e r t a i n  system o u t p u t s  a r e  re- 

q u i r e d  to  a t t a i n  i n p u t  (or "cmmand") va lues .  For des ign  pur- 

poses,  t h e  command inputs are c m s t a n t  v a l u e s ,  and t h e  prob- 

l e m  can be r e s t a t e d  as t h e  acconmodation of a non-zero regu- 

l a t i o n  set p o i n t .  

Consider the system presen ted  i n  S e c t i o n  3.2.1: 

In t h i s  s e c t i o n ,  t h e  purpose of  t h e  c o n t r o l , u ( t ) , w i l l  - be tc 

s t a b i l i z e  Eq. (3.3-1) whi le  at t h e  same time f o r c i n g  a c e r t a i n  

output  of t h e  s t a t e s  given by 

to  a t t a i n  a n  a r b i t r a r y  cons tan t  r e fe rence ,  5 such t h a t  
3' 

l i m  ~ ( t )  = Q 
i;+m 

The next secTions present four  c o n t r o l  laws which 

a c h i e v e  t h i s  requirement.  They are t h e  

Cont .:)l-Bate-Weigh ied Dpnamic 
C o n t r o l l e r  

Control-Rate-Weizhted Propor t iona l -  
I n t e g r a l  ( P I )  Servo 

Proport in;  - 1 - ' l c t e q r ~ l  Servo 

P: ,p~r t ionai -Double  I n t e g r a l  
(PIX) Servo 
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The first control law can provide the reference output, G.  
under special circumstances, while the last three are "Type 1" 

systems with broader capabilities. 

The servo is an important control law for VTOL air- 

craft, since the reference vector, &. can be the output of 
a guidance law which is stecring the aircraft (Fig. 2.4-2). 

The last two control laws, tae PI and PI1 controllers, are 

continuous-time servos, whose discrete-tine versions cerve 

a s  the primary candidates for the VALT Research Aircrzlt con- 

trol laws developed in this report. 

3.3.1 Control-Rate-Weighted Dynamic Servo 

The theory of the control-rate-weighted regulator 

in Section 3.2.2 is used in this section to determise a con- 

trol law which has the ability to force ~ ( t )  i-o the reference. 

h. This control law w a s  developed by Athans :n Ref. 59. 

* * 
Let - x and - u be the steady-statc values of the 

states and controls, given the value of h. The variables, 
* * 

x and u, must satisfy the following equations: - - 

Equation (3.3-4) is a consequence cf the fact that in steady- . 
state, ~ ( t )  = 9. Equation (3.3-5) follotvs from the steady- 

state assumption and from Eq. (3.3-2). Define the following 

variables: 
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tising Eqs. (3.3-6) and (3.3-7). the system equation takes 

the following form: 

In order to find the control Law, ~(t), in Eq. (3.3-8) using 

quadratic synthesis, a cost functional must be specified. 

The cost functional includes weighting on &(t), as in Sec- 

tion 3.2.2: 

In Eq. (3.3-9). Q is positive semi-definite. [P,Q'] is a 

completely observable paiq and the a trices R and S are 

positive definite. Define the same variables as in Eqs. 

(3.2-8) and (3.2-13): 

u (t) = G(t) = i(t) -1 - - (3.3-10) 

The problem has been reduced to the same two equations 

given by Eq. (3.2-14) and Eq. (3.2-15). The solution is as 

before and is given by 

. 
;(t.) = a(t) = I - K ~  - K ~ I  i ( t )  - - 

[ l i t ) ]  

or.  integrating to obtain the control displacement, 
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In closed-loop form, the system can be described as 

Equation (3.3-14) can be simplified if it is assumed that the 

numbe- of outputs in ~ ( t )  equal the number of controls and 

that the matrix F G is invertible. With thr - assumptions. 

[T 01 

the conditions given by Eq. (3.3-4) and Eq. (3.3-5) can be 

combined to form 

* * 
and - x and - u can be determined by 

Define t h e  matrix. L ,  as 
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The closed-loop system then can be stated as 

The block diagram of the control-rate-weighted dynamic 

controller is shown in Fig. 3.3-1. The figure shows that 

Figure 3.3-1 A Control-Rate-Weighted 
Dynamic Servo 

although there is an integration in the control law, there is 

control variable feedback around the integrator, and its pri- 

mary purpose is to provide low-pass filtering so that - ;(t) 

is moderated. Note that the invertibility of the composit~~ 

mztrix enters the problem in Eq. (3.3-16). A discussion of 

the implications of this is presented in Section 3 . 3 . 3 .  

In Eq. (3.3-20). if the system matrices F and G 
have actual vallies which are different from the ones used in 

the design, the steady-state value of - y(t) will not neces- 

snrilp approach yd. This is becaust the system in F ~ K .  ( 3 . 3 - 1 )  

is not "Type 1". A Type 1 system contains one pure intc- 

Krntion in series with the coritrol actuator (Ref. 78). 

S:ind6?ll. using the Type 1 definition, produced the control 

law which is shown next. 
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3.3.2 Control-Rate-Weighted Proportional- 
Integral (PI) Servo 

The following derivation of a proportional-integral 

(PI) servc is based on weighting - ii in the cost-functional and 

is take.? irm Ref. 61. The discrete-t ime version of this 

servo is a candidate for implementation on VTOL aircraft. 

The derivation proceeds as in Section 3.3.1, from 

Eq. (3.3-4) to Eq. (3.3-12). An additional assumption is 

used, i.e.. that the following matrix is invertible: 

This assumption implies that the number of reference out- 

puts equals the number of controls, where T is defined in 

:IS in Eq. (3.3-5). Since the control law is dt -mined 

by quadratic sbuthesis, the basic requirements that 

[F.G,T] is mini~.:al (completely controllable and observ- 
t 

able), [ l - , Q 2 1  is a completely observable pair, R and S 

are positive definite, and Q is positive semi-definite. 

R. S. and Q i;: e the same definition as in Eq. (3.3-9). 

The derivation is modified beginning at Eq. (3.3-121, which 

is restated as 

The derivation uses the idea developed in Section 3 . 2 . 3 .  in 

which a substitution is made for i(t). Instead of using the 

pwudo-inverse of G, it is assumed that there esists an 

( m  s n) matrix B such that 
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where  I is t h e  (m x m j  t d e k t i f y  matr ix .  T h e r e  are a n  i n f i -  

n i t e  number of B matrices which c o u l d  s a t i s f y  Eq .  ( 3 . 3 - 2 3 ) .  

p r o v i d e d  C is f u l l  r a n k  m a n d  rn < n .  U s i n g  Eq.  (3 .3 -23)  a n d  

E q .  ( 3 . 3 - 8 ) .  a n  a l t e r n a t e  e x p r e s s i o n  for - G ( t )  is o b t a i n e d :  

S u b s t i t u t i n g  Eq. (3.3-841 i n t o  Eq. (3 .2-22)  r e s u l t s  i n  

T h e r e  are u n ~ q u e  m a t r i c e s ,  L and  B ,  s u c h  t h a t  E q .  (3 .3 -23)  

is s a t i s f i e d ,  a n d  t h e  f o l l o w i n g  is t r u e :  

E q u a t i o n s  (3 .3-26)  a n d  (3 .3 -23)  t h e n  c a n  b e  combined t o  

p r o d u c e  

P o s t - m u l t i p l y ' . n g  b o t h  s i d e s  o f  t h e  e q u a t i o n  by '7 L'X' 3' and  

u s i n g  Eq.  ( 3 . 3 - 2 1 ) .  i t  c a n  b e  s e e n  t h a t  t h e  e s p r e s s i o n s  f o r  L 

and B are u n i q u e l y  g i v e n  by 

-1 9 = K2 KISll + S21 ( 3 . 3 - 2 9 )  

S u b s t i t u t i n g  E q .  ( 3 . 3 - 2 6 )  i n t o  E q .  ( 3 . 3 - 2 5 )  p r o d u c e s  

; ( t )  = L - t )  - K2B i ( t )  - - ( 3 . 3 - 3 0 )  

Integrating E q .  ( 3 . 3 - 3 0 ) ,  t h e  c o n t r o l  law can  be w r i t t e n  ->.s 
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where - u(0) is unspecified. A substitution for u(O), which - 
reduces the structure of Eq. (3.3-31). is 

where the matrix, A, is defined by 

Substituting Eq. (3.3-32) into Eq. (3.3-31) produces 

Equation (3.3-34) can be reduced by defining 

Substituting Eq. (3.3-35) into E q .  (3.3-34) and reducing. 

This control law (Fig. 3.3-2)) resembles a classi- 

cal PIT: c o ~ t r o l  ler, where thc derivative feedback h;s bcc.1. 

replaced by feedback of the entire state (Re;. 59). % c , t c s  

that tc obtain the value of - u(0) given by E q .  (3.3-32). t h c  

initial re~ndition on the integrntor must be ..at t c .  9 .  The 

r n  i s  1 ,  is chosen to give optimal cost in E q .  l 3 . 3 - : 3 ) ,  

i . c . ,  this is the optimal -. u(0) when - s(0) = 0 .  
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Figure 3.3-2 A Control-Rate-Weighted 
Propartional-Integral Servo 

This section has presented a servo for which the 

integral action was obtained by wetghting - ;(t) in the cost 

functional. The next section presents a servo design 

which does not require that - 6(t) be weighted. 

3.3.3 Proportional-Ir qral Servo 

This section presents a proportional-plus-integral 

servo which introduces the required integration states 

directly i~to the system structure. This development was 

reported by Young and Willems in Ref. 62. The basic idea 

is to use the t5eory developed in Section 3.2.4 (which 

counteracts constant disturbances) to accommodate the 

non-zero set point. In Section 3.2.4, if integration 

variables are deflned as 

thctn in the limit, a: t-, Tx(t)+O. -- The integr;~tlon var i -  

a b l v s  given by Eq (3.3-37) are defined in tilj . section by 
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In this case, if the system is designed using quadratic 

synthesis, it is expected that 

lim - jI(t) = o 
t+= 

which implies that 

lim Tx(t) = Q - 
t + w  

the desired result. 

Formally, the system Eq. (3.2-1) is covbined with 

Eq. (3.3-38) to produce 

The following variables are defined: 

* 
lim x(t) = x - - 
t + w  

* 
lim Tx(t) - = Tx = yd 
t - ' ~  

* 
lim - ~ ( t )  = - u 
t - + m  

\ V i t h  thrbstl t l c f i n i t i o n s .  E q .  (3.3-40) c a n  Sc- rcwri t t t .n  ;is 
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where the control - ;(t) must minimize the following cost 

functional : 

E(1uations (3.3-46) and (3.3-47) are in the same form as the 

basic 1 inear optimal regul ator, which was shown in Sect ion 

3.2.1. The answer for - u(t) is given by E q .  (3.2-3) and is 

In order for E q .  (3.3-48) to be true, E q .  (3.3-46) must be 

a completely controllable system. Reference 62 shows that 

the system is completely controllable provided 

rank [ z  :] = n + p (3.3-49) 

where p is the dimension of xd. The structure of the control 

law given by E q .  (3.3-48) can be reduced if a matrix can be 

found which maps the vectttr into the corresponding x* and 
* 

u vectors. Section 3.3.1 showed that the mappings exist - 
i f  the matrlx in E q .  (3.3-49) is invertible. The matrix 

miips are given, in that case, by Eqs. (3.3-17) and (3.3-18). 

I f  the matrix in Eq. (3.3-49) is not invertible but Eq. 

( 3 . 3 - 4 9 )  is satisfied, some of the states of the svstc.n arc 

unronstrained, given the set point, h. One way of resol v- 

i n g  t h e  problem is to add further constraints (other than 

v ) tint i l  thc statt.s beccmc uniquely specified. This 1s d o n , ,  
--ti 
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i n  Ref .  25 by r e q u i r i n g  t h a t  t h e  states a n d  c o n t r o l s  accommo- 

d x t e  xd a n d  a t  t h e  same t i m e  min imize  a l i n e a r  c o m b i n a t i o n  

o f  t h e  s t e a d y - s t a t e  values o f  t h e  s ta tes  a n d  controls. The 

m i n i m i z a t i o n  p r o v i d e s  t h e  a d d i t i o n a l  c o n s t r a i n t ,  so t h a t  t h e  

m a t r i x  mappings  SI2 a n d  S22 i n  t h e  f o l l o w i n g  are u n i q u e :  

13y making t h e  s u b s t i t u t i o n  

the e x p r e s s i o n  f o r  t h e  c o n t r o l  (Eq. (3.3-48)) c a n  b e  r e d u c e d  

t o  t h e  f o l l o w i n g  c l o s e d - l o o p  e x p r e s s i o n :  

A b l o c k  d i a g r a m  o f  t h e  c o n t r o l  law is shown i n  F i g .  3.3-3. 

I t  e x h i b i t s  t h e  i n t e g r a l  a c t i o n  n e c e s s a r j T  t o  make t h e  con- 

trol law a Type 1 s y s t e m .  Feedforward  o f  t h e  command, xd, 
r e s u l t s  i n  t h e  s t e a d y - s t a t e  v a l u e  o f  t h e  i n t e g r a t o r  s t a t e ,  

v ( t ) ,  b e i n g  zero i f  F and  G a r e  known p e r f e c t l y .  I f  t h e r e  - I  
i s  3 c o n s t a n t  d i s t u r b a n c e  p r e s e n t ,  t h e n  

lim Tx(t) = zd 
t-'* 

is t r u e .  b u t  t h e  v a l u e  o f  y I ( t )  i n  s t e a d y - s t a t e  is n o  1ongc.r 

z e r o .  The s t e a d y - s t a t e  v a i u e  of t h e  i n t e g r a t o r  s t a t e s  w i l l  

he  e f f e c t i v e l y  u s e d  i n  t h e  n e x t  s e c t i o n ,  which e x t e n d s  t h e  

r e s u l t s  o f  t h i s  s e c t i o n  t o  t h e  c a s e  where  t h e  c o n t r c ;  r a t e  

is w e i g h t e d .  
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Figure 3.3-3 A Proportional-Integral Servo 

3.3.4 Proportional-Plus-Double Integral (PII) Servo 

This final section combines the control-rate 

weighting oi Section 3.3.1 with the integration states of 

Section 3.3.3 to prcduce a servo which has iltegral action 

and limits the control rste. This design can be considered 

an alternative to the design in Section 3.3.2. 

The development is straightforward, proceeding 

exactly as in Section 3.3.3, except that there are m additional 

states in the system. Combining Eqs. (3.3-37) to (3.3-45) 

with Eqs. (3.3-6) to (3.3-ll), the system and cost function 

for this section are 

F G O  % ( t )  1;:;1 = I0 0 o] [T~..] + [I] 3.) 
j?,ct,l T 0 0 yI ( t ' J  
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The v a r i a b l e ,  $ , ( t ; ,  i s  d e f i n e d  a s  

* w h e r e  y is t h e  s t e a d y - s t a t e  v a l u e  o f  t h e  i n t e g r a t o r  s t a t e s ,  -I 
a s  t-. I f  t h e  c o n t r o l l a b i l i t y  a n d  o b s e r v a b i l i t y  r e q u i r e -  

m e n t s  are s a t i s f i e d  f o r  E q s .  (3 .3 -55 )  a n d  ( 3 . 3 - 5 6 ) ,  t h e n  

t h e  c o n t r o l ,  - u ( t  ), is g i v e n  b y  

E q u a t i o n  ( 3 . 3 - 5 8 )  is o b t a i n e d  f rom Eq.  ( 3 . 2 - 3 )  b e c a u s e  

Eqs .  ( 3 . 3  55)  a n d  ( 3 . 3 - 5 6 )  are i n  t h e  r e g u l a t o r  form of 
* E q s .  ( 3 . 2 - 1 )  a n d  ( 3 . 2 - 2 ) .  I n  Eq. ( 3 . 3 - 5 8 ) ,  - x a n d  - u* are * 

d e t e r m i n e d  by  t h e  set p ~ i n t  v e c t o r ,  yd, b u t  yI i s  n o t  con-  

s t r a i n e d .  A u s e f v l  way of d e t e r m i n i n g  Y;, i f  p = m, is 

g i v e n  by  t h e  next  e q u a t i o n :  

* I f  p < m, t h e n  yI c a n  be f o u n d  b y  i n t r o d u c i n g  a m i n i m i z a t i o n  

c o n s t r a i n t ,  a s  d i s c u s s e d  i n  S e c t i o n  3 . 3 . 3 ,  s o  t h a t  

U s i n g  E q .  (3.3-59) o r  E q .  ( 3 . 3 - 6 0 ) ,  t h e  f e e d f o r w a r d  q f  L n c  

set p o i n t  . yd, is n o t  n e e d e d ,  a s  shown i n  F i g .  3 . 3 - 4 ,  w h i c h  

is n h l o c k  dia! : ram ?f  t h e  c o n t r o l  l a w  g i v e n  by  E q .  (3 .3-58)  

In  F i g .  3 . 3 - 4 ,  t h e  i n ~ p l e r n e n t a t i o n  of t h e  c o n t  rcil 1 i i w  dncs * * * 
no t  ~-c.cluirc. t h a t  -. x aqd u  be c a l c u l a c . e d ,  s i n ( - e  thrb 



system approaches these values in steady-state automatically. 

Tbe closed-loop form of the syc;em is given by 

This control law i s  competitive with the one in Section 3.3.2, 

$0 that they both require the. s e e  ..number of gains. 

Figure 3.3-4 A Proportional-Plus-Double 
Integral Servo 

This section ends the discussion of continuous-time 

regulators and servos which can be solved using quadratic 

synthesis. The next section introduces ways of designing 

discrete-time control laws which are equivalent to these 

continuous-time designs. 
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The goal of  t h i s  s ec t ion  is to  present  a rnethod 
f o r  ob ta in ing  a discrete-tinre vers ion of th@ continuous- 
t i m e  r egu la to r  shown i n  Section 3.2.1, I f  t h i s  can be done, 
then a l l  of t h e  control laws i n  Sect ion 3.2 and 3.3 possess  

discre te- t ime vers ions ,  s i n c e  i n  a l l  cases they eventua l ly  
reduce t o  Rqs. (3.2-1) and (3.2-2). 

The method chosen cams fwsa R e f .  63, and it 
results i n  a so-colled sampled-data regulator .  A sampled- 
d a t a  r egu la to r  c o n s i s t s  of a con t ro l  l a w  which d r i v e s  a con- 
t inuous system using piecewise-constant i npu t s  t h a t  change 
only a t  sampling i n t e r v a l s .  The ob jec t ive  of a sampled- 
d a t a  regula tor  is to  con t ro l  a system along a t r a j e c t o r y  
t h a t  is as close as poss ib l e  t o  t h e  t r a j e c t o r y  obtained by 
using a continuous con t ro l l e r .  The de r iva t ion  proceeds as 
fcl lows.  

Let t h e  continuous-time dynamical system be meled 

by 

where ~ ( t )  is an n-dimengional state vec tor ,  g(t) is an m- 
dimensional con t ro l  vec tor ,  and F and G are compatible, con- 
s t a n t  matr ices .  The cost function is given by 

with Q 2 0 and R > 0 .  A c o n t r o l  - u ( t ) , i s  t o  be determined 
t h a t  changes only a t  t h e  sampling t i m e s  given by 
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and t h a t  minislizwts Eq. (3.1-2) subject to. E g .  (3.4-1): I n  
Eq. (3.4-3), A t  is t h e  sampling in terva l .  To f i n d  ~ ( t ) ,  

t he  continuous-t3me system is transformed i n t o  a discrete- 
time system using the following equation: 

rlrich is t h e  sa lu t fon  for r(t) i n  $g. (3.4-lj, given - u ( t ) .  
Using t h e  superposition pr inc ip le  of l i n e a r  systems and t h e  

f a c t  t h a t  - u ( t )  is constant between sampling in te rva l s ,  Eq. 
(3.4-4) can be reduced to  t h e  following discrete-time systars: 

-t for k = 0,1, .... The s t a t e - t r ans i t ion  where A t  = tk+l 

matrix,@(Bt),in Eq. (3.4-5) is given by 

The control-effect  matrix,I '(At),is given by 

The cos t  functional becomes 

where 



To simplify the optimization, the following matrices are 

defined : 

The matrices 8 and f i ,  are respectively , positive semi-def inite 
and positive definite. (Ref. 63) 
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The optimal control law can be found assuming, that 

the discrete-time system Eq. (3.4-5) is controllable and is 

given by 

u = -Kxi, i = 0,1,2,.-. -i (3.4-14) 

where 

In Eq. (3.4-151, P is the stozdy-state solution to the dis- 

crete Riccati equation, 

Resorting to the original matrices, Eq. (3.4-16) and (3.4-15) 

become 

T T T P = a P@ - (rTp@+~ 1 (i(+rTpr 1-l ( rTpcp+uT) + 8 (3.4-17) 

In general, P is positive semi-definite. but if the system is 

observable, i.e., if (F, Q*) is an observable pair, then it is 

positive definite. 

In summary, this section has provided a way of 

controlling a continuous-time system with a discrete-time con- 

troller. The feedback gain of this controller is given by 

Ea. (3.4-18) and is obtained by solving a discrete Riccati 

equation. The advantages are clear: Q and R matrices can 
be specified for a continuous-time c ~ s t  function and evalu- 

ated with the 2iscrete-time control lsw,Eq. (3.4-14). This 

is a simpler approach than trying to specify 4,  M ,  and 2 
directly, since values f n Q and R can be found based on an 
intuitive understanding of the continuous-time problem. The 

next section applies the results in this section to two of 

the servos in Section 3.3. 

3-33 
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3.5 DISCRETE-TIME SERVO 

This section applies the results of Section 3.4 

to the continuous-time PI servo of Section 3.3.3 and the 

continuous-ti= PI1 servo of Section 3.3.4. No similar der- 

ivations have been found in the literature, and the results 

can be considered new. 

A simplified discrete version of the PI servo of 

Section 3.3.3 is derived here. The derivation is not as 

straightforward as the approach in Section 3.4 implies. 

Some simplifications are used in order to obtain control 

laws which can be programmed on a digital computer. The 

simplifications which lead to Eq. (3.5-24) help explain 

why digital control systems tend to oscillate or "ring" 

(Ref. 6 4 ) .  while continuous control laws do not. The terms 

that are neglected in the simplification would have provided 

dampin, and there would have been no delay in the response 

af the discrete law for both controllers. 

3.5.1 Dynamic and Proportional-Integral Servos 

This section derives the simplified discrete-time 

version of the continuous-time PI servo. The continuous-time 

system and cost are repeated below. In the two equations, 

the variable, - v(t), replaces the variable ul(t) in Eq. (3.2-8) 
to distinguish between the two systems. The system is 

(Eq. (3.2-14)), or 

and the cost function is given by 
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Using the sampling interval At, the discrete-time equations 

corresponding to Eq. (3.5-1) and (3.5-2) are 

The problem which was mentioned in the introduction has 

developed at this point. The matrix rl has no counterpart 
in a physical situation since there is no direct control path 

betwen xk and x++~ in the digital system. The problem is 

by-passed (but not eliminated) if the state and subsystems 

of Eq. (3.5-1) are transformed separately: 

The matrices,r3 and T4,are determined by digital integration. 

Using Euler integration, the matrices become 
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Tiic? discrete system given by Eq. (3.5-5) and (3.5-6) can be 

r e w r i t t e n  as 

whcre I is t h e  (m x m) i d e n t i t y  ma t r ix .  I t  is- i n t e r e s t i n g  t o  

compare t h i s  approach wi th  t h e  r i g o r o u s  express ion  given by 
Eg. (3.5-3). Expanding - the  express ions  for rl and T2 r e s u l t s  
in 

The term, r2, e q u a l s  its c o u n t e r p a r t ,  r3. If  A t  is s m a l l ,  T l  

is very close to  zero; hence t h e  s i m p l i f i c a t i o n  is u s u a l l y  

a ve ry  good one. The development proceeds wi th  Eq. (3.5-3) 

rep laced  by Eq. (3.5-9) and l e a v i n g  t h e  cost f u n c t i o n a l ,  
Eq. (3.5-4),  t h e  same. 

The o b j e c t i v e  of t h i s  s e c t i o n  is t o  f i n d  a c o n t r o l  
l a w  f o r  t h e  discrete s y s t e m  which w i l l  cause  c e r t a i n  s y s -  

t e m  o u t p u t s ,  4, t o  reach t h e  set p o i n t ,  Q, i n  s t eady  s t a t e ,  
where q is an ( m  x 1) cons tan t  vec to r .  The set p o i n t ,  h, 
has  t h e  same number of v a r i a b l e s  a s  t h e  c o n t r o l ,  ik. The 

o u t p u t ,  y k ,  is given by 

where T is t h e  same ( m  x n )  cons tan t  t r ans fo rmat ion  mat r ix  
a s  i n  Eq. (3.3-2). 

I t  is assumed t h a t  [4,r,Tl is minimal, i . e . ,  t h a t  
t h i s  ma t r ix  set is completely c o n t r o l l a b l e  and observable .  
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I t  is a l s o  assumed that 

exists and 

[' T 0 'r= [̂.I 
e x i s t s .  

A21 

From Eq. (3.3-50) and (3.3-51), i f  Eq. (3.5-13) is true , the  

f 01 lowing occurs : 

* 
l i m  - xk = - x 
k+- = s12 % 

* 
l i m  = gk = u 
k- = S22 Zd 

Substituting x* and u* into Eq.  (3.5-5) re su l t s  in 

which is an alternate def init ion of t h e  varfables,x* - and !*. 
D e f i n e  t h e  error variables, 

Then E q .  ( 3 . 5 - 5 )  can be written a s  
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Equation (S.5-6). with assumptions Eq. (3.5-7) and (3.5-8), 

can be written as 

The vector. xk, can be considered the discrete-time version 
of the continuous-time commanded control-rate, i.e., 

It is the difference between control actions. Weighting v+ 
in the cost functional weights this difference and does not 

allow iarge jumps in the control law output to occur. The 

discrete system, Eq. (3.5-9), can be written as 

with the cost functional 

The servo problem has been transformed into a regulator 

problem which was solved in Section 3.4,viz. Eq.(3.4-5) and 

Eq. (3.4-8). The ~ontrol,~~,which minimizes the cost func- 

t ional, Eq. (3.5-25), is given by 
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where K1 and K2 are t h e  g a i n s  ob ta ined  u s i n g  t h e  d i s c r e t e  

Riccati equa t ion  (Eq. (3.4-18)). Various m a t r i x  manipula- 

t i o n s  can b e  performed on Eq. (3.5-26) t o  o b t a i n  t h e  f i n a l  

express ion  f o r  t h e  c o n t r o l  l a w ,  a s  shown below. 

I t  is known t h a t  i f  I' is of f u l l  rank m, t h e r e  

e x i s t s  an  (m x n )  m a t r i x  B such t h a t  

where I is t h e  (III x m) i d e n t i t y  matr ix .  Together wi th  

Bq. (3.5-20), t h i s  i m p l i e s  t h a t  

a - 
S u b s t i t u t i n g  t h u  e q u a t i o n  i n t o  Eq. (Q.5-26) l e a d s  t o  an 

express ion  f o r  t h e  cormnand i n  terms of t h e  e r r o r  s ta te  
v a r i a b l e s :  

Fur the r  s i m p l i f i c a t i o n s  are p o s s i b l e .  Assume t h a t  one can 

choose an Qm x rn) matr ix ,  L ,  such t h a t  

Then Eq. (3.5-29) can be  r e w r i t t e n  as 

Xk I T )  - K2B 

I t  remains t o  be shown t h a t  L and B e x i s t .  Equation (3.5-30) 

can be combined wi th  t h e  express ion  f o r  B ,  Eq. ( 3 . 5 - 2 7 ) , t o  

y i e l d  
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The matrix @ was assumed invertible at the start of the 
[T 01 

problem in Eq. (3.5-14). The reason is that multiplying both 

sides of Eq. (3.5-32) by its inverse provides unique solutions 

for L and B, i.e., 

Equation (3.5-14) can be considered as the discrete-time 

controllability requirement. The control co~nmand has been 

sim~lified to Eq. (3.5-31);which is necessary to solve the 

discrete-time servo problem. At this. point there are two 

directions which can be taken in order to reach the objective 
of a physically implementable discrete control law. The 

first approach results in the discrete-time verqion of the 

dynamic controller, which does not have the integral compen- 

sation property of a PI controller. The second approach 

does have integral compensation and is the discrete-time 

version of the proportional-integral servo of Section 3.3.2. 

Discrete Dynamic Controller - In Eq. (3.5-31), re- 
Place Xk+l with the system Eq. (3.5-5): 

By defining the following matrices, 
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and employing t h e  e x p r e s s i o n  f o r  t h e  c o n t r o l ,  I.&, (Eq. (3.5-9) ) 

t h e  c o n t r o l  l a w  f o r  t h e  discrete dynamic c o n t r o l l e r  becomes 

I f  t h e  model o f  t h e  sys tem were known ~ r e c i s e l v ,  t h e n  t h o  

c o n t r o l  l a w  g iven  by Eq. (3.5-39) would p r o v i d e  t h e  c o n s t a n t  

&i w i t h  no error. T h i s  r a r e l y  happens i n  p r a c t i c e ,  and it  

is t h e  r ea son  f o r  t h e  n e x t  d e r i v a t i o n .  

Discrete P r o p o r t i o n a l - I n t e g r a l  C o n t r o l l e r  - The 

a n a l y s i s  b e g i n s  w i t h  Eq. (3.5-31); t h e  v e c t o r  K2B S12 T x ~ + ~  
is added and s u b t r a c t e d  as fo l lows :  

Equat ion (3.5-40) can  be  s i m p l i f i e d  by d e f i n i n g  t h e  
f o l l o w i n g  matrices: 

S u b s t i t u t i n g  t h e  e x p r e s s i o n  for  xk i n t o  Eq .  (3.5-9). t h e  
d i s c r e t e  PI c o n t r o l  and system become 



At the starting instant (k=O), the control law produces 

where u is unconstrained, in the smie wzy that u(0) in Eq. 
-0 - 

(3.3-31) was unconstrained. It is not possible to determine 

u since the mzasured value of E~ is not available at k=O. 
-1 ' 
In order to eliminate the problem, a number of procedures are 

available. The primary goals are: pieserve the integration 

action, have a physically realizable control law, and 

minimize the cost function,Eq. (3.5-25)- 

The last requirement provides the means of deter- 

mining ul. The control law which satisfies the above is 

given by delaying Eq. (3.5-44) by one time step, 

and requiring that the current value of always be used to 

determine the next control value. To see why Eq. (3.5-46) 

is the answer, Eq. (3.5-45) first must be reviewed. 

In Eq. (3.5-45). one choice of % could be 

Then the value of given by Eq. (3.5-44) would he (for 

x(O)=O) 
* 

u = AtL + A t  N4 % (3.5-48) -1 
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However, a n o t h e r  c h o i c e  o f  3 which min imizes  t h e  cost func- 

t i o n a l  g iven  by E q .  (3.5-25) even f u r t h e r  is 

s i n c e  t h e s e  sue all a v a i l a b l e  a t  k = 0.  Retu rn ing  to Eq. 
(3.5-46). t h e  v a l u e  of uu is s p e c i f i e d  at k = 0 and is 

g iven  by 

One c a n  assume 

or any c t h e r  combinat ion which is i n  s t e a d y  s ta te ,  b u t  t h e  

above y i e l d s  t h e  s i m p l e s t  a n a l y s i s .  The c h o i c e  f o r  % i n  

Eq. (3.5-50) c o u l d  have been 

or t h e  one  deemed d e s i r a b l e  by Eq. (3.5-46): 

% = A t L ( 4  ) + A t f i 4 ( ~ 0 )  
0 

= AtL xd + AtN4& (3.5-55) 

Of t h e  t w o  c h o i c e s ,  t h e  latter e q u a l s  t h e  p r e v i o u s  e x p r e s s i o n  

f o r  %, Eq. (3 .5-49) .  and i t  r e s u l t s  i n  the smaller cost 

f u n c t i o n .  

T h i s  e x p l a i n s  why t h e  latest  v a l u e  of & s h o u l d  be  

used i n  Eq. (3.5-46). I n  a p h y s i c a l  implementat ion of  t h e  

REPRODUCIBSLITY OF THE 
3-43 ORIGINAL PAGE IS POOR 
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control law, the reasons are more obvious. The zeroth sam- 

pling instant occurs whenever changes (frola the standpoint 

of the control law structurz). The matrices. AtL and AtN4. 

are large, but their sum is small. The of Eq. (3.5-54) 

could saturate all the controllers whenever Q changes, while 

Eq. (3.5-55) gives well-behaved transients. The final ex- 

pression for the discrete PI controller is 

This is a physically realizable control law. Interestingly. 

the multiv~riable expression given by Eq. ( 3 - 5 - 5 6 ) .  which 

was brought about by a series of matrix manipulations on 

the quadratic synthesis solution, resembles the velocity 

rorm of the classical discrete-tine PI controller. In 

the velocity form of the classical single-input/single- 

output discrete PI controller, however, the second term in 

Eq. (3.5-56) would be AtL(mk - l-T~k-l ) (Ref. 64). 

3.5.2 Discrete-Time PI1 Controller 

The purpose of this section is to derive a discrete- 

time version of the continuous-time PI1 control law developed 

in Section 3.3.4. 

The continuous-time system used in Section 3.3.4 is 

given by 
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.here ~ ( t  ) replaces i(t ) . The corresponding cost functional 
i s  

A s  in Seetian 3.4, the discrete-tim@ equivalent of Eq. (3.5-57) 

is 

The same problem that occurred with r1 in Section 3.5.1 occurs 

here ,  and it is compounded by the additional matrices, @2 and 

r 3  Treating the individual subsystems separately and using 

Euler discrete integration leads to the approximate system, 

The quantities that have been neglected i n  Eq. (3.5-60) are 

given below: 

~ t &  = AtT + - 2! TF + - T F ~  + .I. 3 ! 

b t 3  bt2 + TFG y % = T G T  + TF 2 G bt4 + ... 0 
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Comparing Eqs. (3.5-61) through (3.5-65) wi th  Eq. (3.5-60) 

shows t h a t  a l l  terms w i t h  A t  of order t w o  add h i g h e r  are ne- 

glected when Eu le r  i n t e g r a t i o n  is used. If t h e  sampling i n t e r -  

v a l  is small, t h i s  is a reasonable  assumption. 

I t  is assumed t h a t  t h e  mat r ix  F G h a s  rank n + p, 
CT 01 

where p is t h e  dimension of  t h e  commanded set po in t ,%,  

and p 1 m. It is f u r t h e r  assumed t h a t  [4,I',Tl is minimal. 
* i .e. , completely c o n t r o l l a b l e  and observable .  Let , ??f . * zI be t h e  s t e a d y - s t a t e  va lue  of  t h e  sys tem,  g iven a & 

conrmand, and d e f i n e  t h e  fo l lowing error v a r i a b l e s :  

Then, t h e  system equat ion  (3.5-6) can be r e w r i t t e n  a s  

- 
4 r o  F-g [ o  AtT 0 1 o ] ! ]  I 

k+l k 
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The servo problem has again been reduced to a regulator 

pn~blcm. The discrete-time feedback gains are found using 

Eq. (3.4-IS), resulting in the following control law: 

At this point, as in the continuous case, let xr 
be such that 

The total closed-loop system becomes 

* 
In actual implementation, need not be calculated, since 

the discrete integrators reach this value automatically. 

3.5.3 Design With the Discrete-Time Servos 

In the previous two sections, two types of multi- 

variable discrete servo designs were presented. Each was a 

successful attempt to design a system based on the sampled- 

data regulator theory of Ref. 63, and summarized in 

Section 3.4. To accomplish the derivation, certain matrices 

in the rigorous expressions for the discrete-time systems 

were neglected. All the quantities neglected were shown to 

contain higher-order At terms. This was shown to be equiv- 

alent to the situation which would occur if each subsystem 
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was integrated separately and Euler integration was used to 

approximate the discrete control effect. The problem solved 

is an approximation to the rigorously defined sampled-data 

regulator, although the cost functional was not changed when 

the system matrices were changed. 

The derivations in Section 3.5.1 and 3.5.2 could 

have been done without the approximations, yielding essen- 

tially the same control laws but with more effort. In the 

program DIGADAPT (Appendix A), the control gains are ob- 

tained with the rigorously discretized system, control, and - - 
cost function, but time responses are simulated with these 

gains in the simplified system equations. Figure (5.9-1) of 

Section 5.8 compares this approach for the discrete PI1 sys- 

tem with the theoretical response. The theoretical response 

has slightly less overshoot and a slower rise time, but 

the two curves do not differ significantly. In addition, 

the faster rise time of the simplified control law was deemed 

desirable. Finally, the gains chosen this way are independent 

of the digital integration; hence, a method other than Euler 

jntegrat ion could be used for control implementat ion. In 

summary, the control gains are obtained using Eq. (3.5-59) 

and implemented using Eq. (3.5-60). 

This chapter has presented eleven linear-optimbi 

control laws for continuous-time and discrete-time systems. 

Each control law has been determined by defining a quadratic 

cost function and solving a matrix Riccati equation. The 

controllers and their control law equations are listed below. 
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Continuous-Time Control Laws 

Basic Feedback Regulator 

u(t) = -Q(t) - 
Control-Rate-Weighted Regulator 

i(t) = -IL&t) - KI~(t) - 
A Control-Rate-Weighted Proportional- 
Integral Regulator 

A Proportional-Integral Regulator 

A Control-Rate-Weighted Dynamic 
Controller 

A Control-Rate-Weighted Proportional- 
Integral Servo 

A Proportional-Integral Servo 

A Proportional-Plus-Double Integral Servo 
+ 
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Discrete-Time Control Laws 

a A Discrete Feedback Regulator 

u = -Kxk -k 
(3.6-9) 

A Discrete Control-Rate-Weighted Progortional- 
Integral Servo 

a A Discrete Dynamic Controller 

a A Discrete Proportional-Plus-Double Integral 
Servo 

The discrete-time servos, Eqs. (3.6-10) and 

(3.5-12.13) are two good candidates for the control system of 

VTOL aircraft. Each system has its advantages and drawbacks. 

Both systems are Type 1 controllers and will accept any 

set point and changes in that set point. Both systems require 

the same number of gains, and each can adapt to any guidance 

system simply by changing the T matrix. Both systems have 

weighting on the control rate in their continuous versions, 

producing control laws which should not drive an actuator 

beyond its rate limits for expected magnitudes of command 

and feedback. 

The first of those controllers, given by Eq. 

(3.6-lo), can be considered to have feed-forward of the set 
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point, as shown in Fig. 3.6-1. There are no delays between 

commands and the system. This system responds immediately to 

changes in the command, &; however, the controller could 
be susceptible to noise because of its fast response. The 

gains N and L arc very large, but they tend to cancel. 4 
This is not desirable from a noise suppressiot: point of view 

The second controller of Eqs. (3.6-12,13) does 

not have a direct feed-forward of the command &; hence. 
it has a more sluggish response than the PI controller. 
Feed-forward command could have been included by choosing 

Er, the integrator steady-state value, to be zero. This 

would have added more gains to the PI1 system. The 

sluggishness of the system can be advantageous if noise 

suppression is desired, since the system has a low-pass 

filtering effect in the state feedback path. As shown 

in Fig. 3.6-2, the PI1 controller has two sampling- 

time delays between commands and the control actuators, but 

only one delay between the feedback variables and the 

actuators. This does not hinder its response, however, 

as shown in Chapter 5. The gains calculated for the dis- 

crete PI1 controller should stand up well under the gain- 

scheduling algorithms of Chapter 4 ;  the gains are deter- 

mined by the Riccati equation and have parameter insensi- 

tivity properties which allow for gain and system varia- 

tions to occur without destabilizing the aircraft. 

A further discussion of each controller and how it 

is mated with velocity-command and attitude-command control 

structures is given in Chapter 5 ,  along with some simulation 

comparisons. 
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DIGITAL-ADAPTIVE CONTROL LAW DEVELOPMENT 

4.1 OVERVIEW 

The control law forms a set of total actuator commznds 

from guidance commands and augments system stability. It 

must perform these functions throughout the flight envelope 

in an efficient manner. Chapter 2 developed the overall 

functions of the linear control law, its interface with the 

guidance law. its use of nominal control settings, and its 

possible need for state estimation. The chapter also indi- 

cated alternatives for adapting control gains to changing 

flight conditions. Chapter 3 presented a number of control 

law structures based upon quadratic synthesis, beginniiig 

with continuous-time control laws and extending these results 

to sampled-data systems using discrete-time design prin- 

ciples. Important details which supplement the earlier 

chapters are presented in this chapter. 

This chapter presents methods for sampling inter- 

val determination, trim computation, gain scheduiing, and 

state estimation. As shown in Section 4.2, the sampling 

interval can be specified in such a Ray that system dynamics, 

disturbance environment, and state estimation errcrs are 

considered. The control trim problem is shown to separate 

into static and dynamic elements in Section 4.3, which 

also indicates that prcferred attitudes may have to be speci- 

fied to achieve force and moment equilibrium. A three-step 

procedure for scheduling control gains is desired in Section 

4.4. Tile procedure, which includes evaluatior~ of means and -- 

stanaard devl;~tions, correlation coefficients, and regression 
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coeff-icients also is applicable to s-keduling trim settings 

and dynamic trim compensation, Section 4.5  describes the 

general theory of linear-optimal state estimation and presents 

several simplified Kalman filters, including low-pass, com- 

plementary, and reduced-order filters. The chapter is sum- 

marized in Section 4.6. 

4.2 DETERMINATION OF CONTROL SAMPLING INTERVAL 

This section presents a techniqc? for choosing a 

digital sampling interval which allows flight control to 

be maintained with as few computations as possible, sub- 

ject to the designer's evaluation of error growth between 

control commands. The method is adapted from Ref. 65, which 

provides design techniques for a STOL flight control system. 

Past methods for determining sampling interval 

have been based on frequency-domain concepts of the infor- 

mation content of a signal and of the equivalent phase lag 

introduced by sampling. In the first approach, Shannon's 

informatio: theorem js invoked loosely (Ref. 80). It will 

be recalled that a nc.ise-free periodic signal with fre- 

quency w can, in principle, be reconstructed perfectly from n 
si~mples collected at a rate of 2wn samples per sec. A 

logical application of this theorem is to sample at a rate 

which is sufficient to capture the highest significant fre- 

quency in a given system, e - g . ,  some multiple of the rot 

RPM in a helicopter or a >ending-mode frequency in Ln eiastic 

vehicle. Recognizing that errors in measurement are . n e v i t -  

able, the designer may choose to sample at a faster rate -- 
4, 6 or even 10 times per cycle of the highest important 

mode. The trouble with this approach is that it mav he 

unduly conservaiive, leading to computer usage for flight 

control which is much higher than necessary. 
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The second approach is associated with control 

laws which are designed for continuous systems and then simply 

sampled at a high rate (without maj~r modification to the 

control gains) in the digital implementation (Ref. 81). The 

sampie-and-hold.process introduces a phase lag which could 

be sufficient to destabilize the system (or at least lower 

the effective damping ratio of significant osciIlatory modes 

of the system). The procedure followed is to define ~c 

allowable phase lag for the limiting mode -- say 5 to 10 deg -- 
and to choose the sampling rate accordingly. Again, the 

result is conservative and computationally inefficient. 

A method which eliminates this conservatism and pro- 
vides a direct engineering measure of sampling errors is 

potentially more valuable than either previcus meth A. The 

procedure is to specify sampling interval as a function of 

error covariance propagation between control commands. - 
The error propagation takes system dynamics into account, 

and it indicates the rate at which information concerning 

the system state is degraded; hence, the motivation is 

similar to the information-theoretic approach. Since 

linear-optimal control theory assures statility, phase 

margi onsiderations need not dominate the choice of 

scamp. interval for the discrete-time controller. 

Reference 82 indicates that difference. between assumed and 

actual aircrxft dynamics have greater effect oc closed- 

loop response at low sampling rates. Such differences can 

be treated as "process noise" in ths procedure developed 

b c ?  1 ow. 

Before applying error covariance propagatioa to 

sampling interval determination, consider a .;imple example 

of the evolution of system state under purely detei-m2.nistic 

conditions. A first-order linear system described by thr, 

differentjr.1 equation 
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has t h e  s o l u t i o n  

The o n l y  unknown is x ( t O ) ,  and u ( t )  is a r b i t r a r y .  One 
sample is a l l  t h a t  is needed t o  comple t e ly  s p e c i f y  x ( t )  
f o r  a l l  t ime ,  o n c e  t h e  c h o i c e  of - [ t )  is made. If u ( t )  is 
t h e  o u t p u t  o f  a l i n e a r  r e g u l a t o r ,  it is a f u n c t i o n  of x ( t ) ,  
and a closed-form s o l u t i o n  for x ( t )  can  be based upon a 

s i n f i l e  sample,  i-e. ,  x(0) .  I f  t h e  sys tem is s u b j e c t  to  dis- 

t u r b a n c e s  cr  a is i m p r e c i s e l y  known, a d d i t i o n a l  sampl ing  w i l l  

be r e q u i r e d  to  s p e c i f y  x ( t ) .  

Next, c o n s i d e r  a similar sys tem w i t h  d i s t u r b a n c e s ,  

p r o c e s s  n o i s e ,  and measurement n o i s e .  The f i r s t - o r d e r  sys tem 

is described by 

where wl r e p r e s e n t s  t h e  d i s t u r b a n c e  i n p u t  p l u s  t h e  known 

i n p u t  m u l t i p l i e d  by u n c ~ r t a i n t i e s  i n  a. The state measure- 

ment, y ,  is c o r r u p t e d  by measurement n o i s e ,  w2: 

A measurement o f  t h i s  system shcrtllC be made when t h e  f u t u r e  
behavior  of  t h e  sys tem can  no l o n g e r  be p r e d i c t e d  w i t h  cer- 

t a i f i t y .  Knowing or assuming s ta t is t ics  f o r  t h e  n o i s e  pro- 

cesses, wl and w2,  t h e  sampling i n t e r  a 1  can  b e  selected on 
t h e  b a s i s  o f  l i m i t i n g  t h e  growth of u n c e r t a i n t y  i n  t h e  

knowledge of x ( t ) .  T h i s  error growth concept  is ' l l u s t r a t e d  
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by Fig;. 4.2-1, which is adapted from Ref, 65. Since the 

purpose of the digital control system is to maintain outputs 

within specified bounds, the sampling rate should be chosen 

to allow the controller to issue commands often enough so that 

the open-loop error propagation between control instants 

does not exceed the allowable error. 

7 

TIME AFTER SAMPLING INSTANT 

Figure 4.2-1 Propagation of Uncertainty 

Propagation of the state covariance matrix, P(t), 

of a multivariable linear system is governed by the equation 

Here, F is a linear system matrix, as used in Eq. (3.1-2). 

and W is the covariance matrix of a process noise vector, wl. 
The process noise vector contains disturbance inputs and sys- 

tem modeling uncertainties, as does the scalar, wl, in 
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6q. (4.2-3). P(O), the state uncertainty at the beginning 

of a sampling interval, can be chosen as the covariance 

matrix of the measurement error vector, 12, which is defined 
as in the scalar Eq. (4.2-4). The control sampling interval 

is determined by integrating Eq. (4.2-5) from t = 0 until 

the time at which some element of P(t) equals or exceeds an 

acceptable value. The time at which this occurs is the 

sampling interval required for flight control. In practice, 

the sampling interval can be specified at a "worst case" 

flight condition to obtain a single acceptable value for 

all flight conditions. 

This sampling interval selection process has several 

advantages over the earlier approaches. The system matrix 

F can include all significant aeroelastic and rotor modes 

for a VTOL aircraft. Consequently, the control designer 

need not decide beforehand which higher frequency modes 

should or sbould not be considered in choosing sampling inter- 

val. In so far as they affect the flight variable uncer- 

tainties to be bounded, all dynamic modes contribute to the 

selection. Unlike the information-theoretic approach, the 

damping ratios as vell as the natural frequencies contribute 

to the selection, as both affect the growth of the state 

covariance matrix. It is noted that large values of W and 

P(0) each can reduce the time it takes for P(;) to reach its 

limit. If the aircraft is expected to fly in extreme 

turbulence, this can be anticipated in the choice of W. 

Uncertainties in aircraft parameters also cause W to 

increase. Noisy flight data measurements provide non-zero 

initial uncertainties in the state, and therefore. in P(0). 

Each of these conditions can cause the control sampling rate 

to increase. 
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This method can be extended to include allowable 

uncertainties in control actuator cosrro~urds once the eontinuous- 

time regulator has been defined. With control-gain matrix, 

K, the control-deflection covariance, U, is 

and the sampling interval can be chosen to limit diagonal 

elements of U. U is only an approximation to the actual 

discrete-time control covariance, since it is derived using 

the continuous-time gain matrix; however, this matrix should 

suffice for choice of sampling interval. Alternatively, an 

iterative procedure using discrete-time gains could be 

employed. 

In sunmary, the sampling interval can be chosen on the 

basis of state or control (whichever is limiting), and it 

can be chosen before the discrete-time control gains are 

generated. 

4 . 3  TRIM CONTROL SETTINGS 

An aircraft is in the trinaned condition when its 

controls are set to produce equilibrium in the equations of 

motion. Static trim occurs when the aircraft is in flight with 

zero state rates, i.e. , when translational and rotational 
velocities are constant. For flight within the atmosphere, 

aerodynamic effects further require rotational velocity to 

meet algebraic constraints (3s in a steady turn) to avoid 

varying specific forces which would destroy the static 

equilibrium. The trim concept can be extended to non-zero 

state rate flight by defining dynamic trim as the condition 

in which control settings produce desired values of statcbs 

and state rates. 
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Trim setting is an important factor i n  aircraft con- 
trol. S t a t i c  trim con t ro l  s e t t i n g s  are requi red  f o r  s teady  
f l i g h t  maneuvers, e.g., c r u i s e ,  hover, climb, descent ,  and 
coordinated tu rn .  Dynamic t r i m  con t ro l  s e t t i n g s  provide open- 
loop con t ro l  of t r a n s i e n t  maneuvers, e.g., cruise-hover t ran-  
s i t i o n ,  t u r n  e n t r y  and e x i t ,  and VEIL conf igura t ion  t rans-  
i t i o n .  In  genera l ,  t h e  determination of trim r e q u i r e s  t h e  
so lu t ion  of a subse t  of t h e  nonl inear  equat ions  of motion, 
although mall v a r i a t i o n s  from a known t r i m  s e t t i n g  should 
follow t h e  same l i n e a r  p a t t e r n s  which are assumed throughout 
t h e  l i t e r a t u r e  o f  a i r c r a f t  s t a b i l i t y  and con t ro l .  

Conmrand augmentation con t ro l  systepos, such as t h e  
proport ional- in tegral  c o n t r o l l e r s  developed i n  t h e  preceding 
chapte r ,  provide an automatic trim feature. I n  a sense ,  
t h e  l i n e a r  con t ro l  logic performs a sweep s o l u t i o n  of t h e  
nonl inear  dynamic equat ions  (as realized by t h e  aircraft's 
a c t u a l  motions) u n t i l  a t r im  con t ro l  s e t t i n g  is found and 
held by t he  con t ro l  system's i n t eg ra to r .  I t  is reasonable 
to  question t h e  need f o r  e x p l i c i t  trim computation i n  a 
guidance and con t ro l  eystem, eepec i a l l y  when t h e  many fac- 
tors which can alter t h e  con t ro l  trim point  are noted. 
For example, weight,  center-of-gravity l oca t ion ,  and air- 
speed a l l  a f f e c t  t h e  con t ro l  s e t t i n g  required f o r  static 
equil ibrium i n  a VTOL a i r c r a f t ,  and s t o r i n g  t r i m  s e t t i n g s  
as functions of many v a r i a b l e s  may not  be f e a ~ i b l e .  

The t r u e  value of e x p l i c i t  trim s e t t i n g  i n  o con- 
tral s y s t e m  with i n t e g r a l  compensation is i n  t h e  a b i l i t y  to  
feed farward con t ro l  s e t t i n g e  which ccrrespond (approximately) 
to t h e  f l i g h t  var iab lee  commanded by t h e  guidance law, there-  
by e n h a n c i n ~  t h e  t r ane i en t  remonme of t h e  closed-loop sya- 
tom. I n  effect, t h e  ctatic t r i m  s e t t i n g  a n t i c i p a t e s  t h e  
proper value t o  be held by t h e  con t ro l  system's i n t e g r a t o r ,  
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and the dynamic trim setting compensates for the vehicle's 

inertial and aerodynamic resistance to changes in flight 

condition. If trim settings were computed with a perfect 

model of the aircraft and if there were no external dis- 

turbances, the closed-loop guidance and control laws would 

see no error and provide no control. To the extent that the 
model is not known precisely, explicit trim settings are in 

error; hence, caution must be exercised in placing too much 

emphasis on explicit trim control. 

The following sections discuss methods for deter- 

mining trim control settings. A technique which combines 

nonlinear static trim with linear dynamic trim compensation 

is developed. 

4.3.1 Nonlinear Trim Solutions 

The general trim problem can be defined as finding 

the control solution, -9, which provides equilibrium in the 
aircraft dynamic equation, 

for given values of the state and disturbance, zT and 3. 
and for desired values of the state rate, zT. Assuming that 
the components of iT are non-zero and linearly independent, 
u must span the state space for the general trim solution --T 
to exist. The control also must possess sufficient range 

to assure solutions for the domain of possible - x,, _ . and 

!!'T - In other words, every system rate must be directly 

affected by a control, and the controls must possess 

sufficient authority to force a solution. 

Unfortunately, the rigid-body equations of motion 

cannot meet these criteria, as the kinematic state variables 



THE ANALYTIC SCIENCES CORPORATION 

(translational and angular position) are not directly forced 

by the controls. The controls generate forces and moments; 

hence, they are felt only by the translational and rotational 

acceleration,and it is possible to provide acceleration trim 

precisely. Equation (4.3-1) can be partitioned as 

where the srtbscript T is implied. The kinematic variables 

are 

and the dynamic variables are 

T h c s ,  the revised general trim problem is to find 

the control, - u, which satisfies Eq. (4.3-3) for given values 

of 'i, z2, and r - and for desired values of g2. Six control 

variables are required; they must span the space of ?c2 and 

have adequate authority for the domain of possible states, 

state rates, and disturbance inputs. 

For aircraft with less than six independent control 

variables, trim equilibrium can be achieved only if elements 

of ?cl can be treated as trim parameters, i.e., if the con- 

trol deficiency can be overcome through force- and moment- 

producing effects of ;he kinematic variables. For example, 

the VALT Research Aircraft employs four control variables; 
* two additional trim parameters must be specified. Since 

x ,  y. and $ have no dynamic effect, and z (whose only 

*Note that active control of longitudinal cyclic trim would 
reduce this requirement to a single additional parameter. 
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significant effect is on the scaling of aerodynamic forces 

and moments) can not be specified arbitrarily, the trim 

parameters must be 4 and 8 .  Roll-angle trim accounts for the 

fact that 1 3 ~  and 6s alone cannot trim ;, , and ;; pitch- 

angle trim assists 6B and dC in simultaneously trimming ;, 
6, and 6 .  (Although not pursued here, the roles of $I and v 

could be interchanged in the trim process, i.e., roll angle 

could be specified and sideslip angle, which is proportional 

to v, could be treated as a trim parameter.) 

The revised general trim problem for the tandem- 

rotor helicopter can be summarized as follows: 

Given the parameter, z*, and the reduced state 

vector. . find the trim vector. - p*, which yields the 
* * desired reduced state rate, z2, where 

and 

:lumci-ical solutions to this problem include optimal path- 

following and functional minimization, both of which are dis- 

cussed below. 

-tima1 Path-Following - One approach to determinin~. 
trim settings corresponds to the first three steps of the 

guidance and control design procedure presented in Section 

2.4.1. A nominal path, - x*(t), betxeen origin and destination 

is dcrined, and open-loop controls which produce this path are 

c:omprltcd using numerical optimization algorithms (as con- 

tained, for example, in Ref. 34). As shown below, the entire 

state vector need not be defined to campute the nominal path 

and nssociated control. The abllity to specify only a 
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subset of the nominal state histories is the primary advantage 

in using this approach to obtain trim settings. 

Consider an example in which the flight occurs 
during the time interval [Optf] and the nominal translational 

position subset, x*(t), of the state is specified. Define 

the error between a computed trial trajectory, - y(t), and 

the nominal value, ~*(t), as Ax(t); a scalar cost function 

which measures a norm of the path-following error is then 

formed. For example, a quadratic penalty of errors along 

the path and at the terminal point is appropriate: 

Here, S and Q are positive-definite matrices v:hich cause J 

to increase when hy(t) is non-zero. The vehicle's dynamic 

constraints in following the flight path, expressed by 

Eq. (4.3-1). are included in the augmented cost function, 

where - X is the necessary a t i j a i n t  (or co-state) vector (Ref. 34). 
- - 
J is minimized with respect to ~(t), O < t  stf, by suc- 

cessive iterations (e-g., steepest-descent or accelerated 

gradient algorithms). When 3 has converged to a minimum 
* 

value, the associated - u (t) is the necessary open-loop control 
for following x*(t); therefore, it is the dynamic trim 

setting which corresponds to the nominal flight path. In 
* 

the process. a11 elements of - s (t) are computed; hence, trim * * * 
valurs of $*(t) and O*(t), as well as 6B(t), h C ( t ) ,  6 S ( t ) ,  

and ~ ; ( ( t ) .  are obtained, fully defining - \ ~ * ( t  ). 
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The difficulties with this method of computing ' 

trim settings are that the procedure is computationally 

expensive and time-consuming. Results are obtained for: 

a single path and must be generalized to all feasible 

paths. 

Functional Minimization - This approach, also called 
parametric optimization, requires a11 elements of J K ~  and ii to 
be specified as given or desired, but it is not tied to any 

particular flight path. In this case, Eq. (4.3-3) is solved 

directly using an iterative process, e.g., a steepest- 

descent or accelera~ed gradient algorithm (Ref. 34). A 
scalar cost function, J, measures error in i2 matching; a 
quadratic form is appropriate for computing a norm of the 

vector error, 

where 

As in the previous case, the trim value of - p* is determined 

when J reaches a minimum. 

The princinal'difficulty vith this approach is 

that the six trim settings are functions of 13 variables 

(plus disturbances, weight variations, etc., if considered); 

thus, exhaustive function evaluations are required, and 

direct storage of the results would be difficult. 

One response to this quandry is to ignore some trim 

settings altogether or to investigate trim settings as 

functions of fewer flight variables. (Recall that the TAGS 

scheduled static trim values of 6B and 8 as functions of 

calibrated airspeed (CAS) alone.) Several alternatives can 
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bc considered, including elimination of weight, center-of- 

gravity location, and explicit altitude dependence (by using 

CAS rather than true airspeed). In addition, there are the 

following possibilities: 
* 

Quasi-Static Trim: Assume g2 = 0. 
Non-Rotat ing Static Trim : Assume 
p*, q*, and r* are zero. 

Symmetric Static Trim: Assume v* is 
zero. 

Longitudinal Static Trim: Neglect 
lateral-directional trim settings. 

The potential disadvantage in providing simplified 

trim is that valuable feed-forward commands could be lost, 

although this must be judged on a case-by-case basis. This 

disadvantage can be overcome to a large extent by adding 

linear dynamic trim compensation to static trim settings 

computed from one of the simplified nonlinear equations 

sets considered above. This option is discussed below. 

4.3 .2  Linear Dynamic Trim Compensation 

First-order corrections to static trim settings 

can account for dominant dynamic effects, particularly those 

due to accelerations and angular rates. For this development, 

disturbances are neglected, and it is assumed that Eq. (4.3-3) 

can be exvanded into nonlinear and linear Darts. We begin 

bv assuming that ii is sufficiently small that it can be 
considered a perturbation only. Then Eq. (4.3-3) can be 

written as 

and 
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where F2 and G are defined as in Eq. (2.4-7) and (2.4-8). u 
Using functional minimization, the nonlinear equation (Eq. 

(4.3-12)) provides a quasi-static trim setting 

The linear equation ( E q .  (4.3-13)) allows statelstate-rate 

corrections to the trim setting to be computed as 

where G is a square matrix and is assumed to possess an 
I-I 

inverse. I,f the quasi-static trim is complete and precise, 

then F ~ X ~  = 0 ,  and the linear trim compensation is simply 

The total trim setting is 

The states and state rates used to compute trim 

settings are obtained from the primary and secondary guidance 

commands. Back-differencing is used to provide the necessary 

derivatives. Recognizing again that the prime function of 

explicit trim setting is to improve transient response to 

guidance commands, simplifications are justified. These 
include decoupling of the longitudinal q.nd lateral-directional 

quasi-static trim, elimination of v and trim, and selection - 1 of conservative values of G, and F2. The TAGS results 

suggest that quasi-static trim could be reduced to 
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* 
8; = go (CAS) (4.3-19) 

Linear dynamic trim compensation then could take'the form 

It is assumed here that dynamic corrections to trim values of 

4 and 0 can be neglected. In a practical implementation, rows - 1 and columns of G and F2 are eliminated as appropriate for ,, 
computational efficiency. 

-1 = G,, 

4.4 GAIN SCHEDULING 

0 -;.I i* 

. 
P* 

i* 
-E* J 

This section presents a three step procedure for 

scheduling the control gains of a VTOL aircraft discrete 
controller. The gains are scheduled by finding functional 

relationships between certain flight conditions of the VTOL 
aircraft and the control gains at those flight conditions. 

Previous methods for scheduling control gains have 
baon ~uccessful and indicate that gain scheduling is a sound 
:rpproilcwh, ( R ( ? f .  26 and 6 8 ) .  The methodologier t y p i c a l l y  

are bused on single input/single output cancer-is ( e . g . ,  



THE ANALYTIC SCIENCES CORPORATlON 
OF THB 

TS pooIb 

maintaining constant loop gain). For example, the TAGS pro- 

gram (Ref. 19) used the scheme shown in Fig. 4.4-1 as one 

means for ga4.n adaptation: The net gain changes with air 

speed. Other flight variables which have been used for 

gain scheduling in other aerodynamic vehicles inclrlde Mach 

number, angle of attack, and dynamic pressure. Although 

these flight conditions and scheduling techriques have 

worked well, thej provide inadequate insight for gain sched- 

ulir~g in a multivariable system. 

ADAPTIVE GAIN 
FACTOR 

Figure 4.4-1 Gain Changing With 
a Flight Condition 

b 

The method developed here is a logical extension of 

previous work to mul~ivariable systems. It involves three 

* 

steps and places minimum reliance on past experience aAd 

intuition. The three steps are: 

. 
CAS 

* 

Kr 

The determination of a mean-standard 
deviation table which aids in finding 
which gai~s should be kept constant 
instead of being scheduled. 

+ 

The determination of a correlation 
coefficient table which aids in 
specifying the flight variables 
that should be used in gain sched- 
uling algorithms. 

The determination of relationships 
(or curve fits) between chosen flight 
conditions and gains. 
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This new gain scheduling procedure is simple to use, the 

results are easily implearentable on a digital computer, 

and the procedure has broad application. Other applica- 

tions in this report include the scheduling of estimation 

gains,- trim settings, *nd dynamic trim coefficients. 

4 - 4 . 1  Correlation Between Control Gains and 
Flight Conditions 

This section illustrates a computationally 

efficient method of determining xhich flight parameters 

can be used as independent variables in gain-scheduling 

algorithms. The gain-scheduling algorithm does not 

depend on the method used for computing gains -- it can 
be used as well with conventional or linear-optimal 

point design techniques. The system matrices for VTOL 

aircraft vary in a complex but deterministic way with 

flight conditions. If the closed-loop dynamics of the 

aircraft are maintained essentially invaziant by auto- 

matic control, it is reasonable to assume that the nec- 

essary control gains also vary in a particular manner. 

It would be expected that if the control gains are 

determiged based on the same criterion of performance 

at each flight condition, the gains and flight conditions * 
should be correlated. 

The search for gainiflight variable dependencies 

begins by determining which gains need not be scheduled. 

*Two variables are ccrrelated if by observing the value o f  
one variable, one is able to draw some kind of conclusion 
about the value of the other variable. 



THE ANALYTIC SCIENCES Ct3RPORATION 

This is done by investigating features of the gain itself. 

Two features which suggest that a gain be held constant 

are its standard deviation and mean value. Certain gains 

do not exhibit wide variations as the flight conditions 

change. This can be determined by constructing a table of 

means an4 standard deviations for the gains. An example of 

a table obtained for the VALT Research Aircraft using the 

PI1 discrete control law is shown in Table 4.4-1. In the 

table, Gain 52 displays a very low standard deviation- 

This indicates the gain probably need not be scheduled but 

lcft at its mean value. 

TABLE 4.4-1 

EXAMPLE OF MEAN-STANDARD DEVIATION TABLE 

etc, Standard S.D. Per Cent 
Mean Deviation of lean 

Gain 50 1 -.00598 
I 

.0269 449.0 

Gain 51 1 -. 1013 .032 31.7 

Gain 52 1 2.55 

etc. I 
The other feature of gains is the relative magnitude 

of a gain compared to other gains of a similar class. Gains 

50, 51, and 5 2 ,  shown above, are coupling gains between con- 

trollers (K2 of Eq. (3.5-74)). Gain 50 is small compared to 

Gain 52 and also exhibits a wide variation in magnitude. I t  

may be desirable to set such a gain to zero. Simulations 

should be done, however, to fully determine a zeroed gain's 

effect on controlling the VTOL aircraft. Gain 51 is an 

example of a logical candidate for scheduling. The gain is 

0 1  sufficient rni~~nitude and displays enough v a r i a t i o n  to 

w:tr-ran t schcdul ing. 



THE ANALYTIC SCIENCES CORPORATIOM 

The second step determines correlation coefficients 

between the gains and all available flight variables. One 

method of determining the correlation coefficients between 

a set of gains (dependent variables) and flight conditions 

(independent variables) is given by the following (Ref. 7 2 ) :  

In Eq. (4 .4-1) .  k is the number of flight conditions for 

which the gains are known. ai is the value of the gain 

observed at flight point i. and mi is the measured value 

of the flight condition at flight point i. The variable 

a is the mean value of the gain given by 

and ii is the mean value of the flight condition. The closer 

the value of the correlation coefficient, p ,  is to one, the 

better the correlation between the gain and the flight con- 

dition. Independent variables which can be considered for 

gain scheduling include body-axis velocities (u,v,w), earth- 

relative velocities (Vx,V ,VZ), Euler angles ( 0 , $ , + )  and 
Y 

control trim positions. These varisbles can be inverted. 

squared, and so on, in the search for high correlation. To 

determine the important independent variables for a par- 

ticular gain, a correlation coefficient table is constructed. 

A typical example of part of a table obtained by the program 

SCWED (Appendix A-2) for control gains using the P I 1  
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Gain 1 

Gain 2 

Gain 3 

TABLE 4 .4-2 

EXAMPLE OF CORRELATION COEFFICIENTS TABLE 

discrete servo is shown ic Table 4.4-2. The circled values 

arc the high correlation coefficients between gains and 

indepc-ndent variable functions. After the highly correlated 

flight variables for a gain sre found, the third step is 

initiated. 

4 . 4 . 2  Curve Fitting 

The third step in the gain-scheduling procedure is 

to construct a smooth curve relationship between the gains 

which are to be scheduled and the most highly correlated 

flight conditions. Referring to Section 2.4.2, the smooth 

curve snould be in the form of Eq. (2.4-34). Two par- 

ticularly desirable curve-fitting techniques, which produce 

equations like Eq. (2.3-34), are multiple and polynomial 

regressions, i-e., 

and 

n 
= b + nlmi + b2m; + ... + b rn. 0 (4 .4 - '1  ) n 1 

In the multiple regression, Eq. ( 4 . 4 - 3 ) .  n flight v a r i a b l e s .  
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.. 
q ,i=1 to n, are combined linearly to produce an estimate, a, i 
of the gain a. In the polynamial regression, Eq. (4.4-4). 

powers of the flight variable, mi, are combined linearly to 

estimate a. A method for determining the regression coeffi- 

cients, bi,i=l to n, is shown next. 

Multiple Regression - A multiple regression analysis 
determines the regression coefficients, bo, bl, ..., bn, in 
Eq. (4.4-3) so that the sum of the squared error between 

A 

the regression estimate, a, and the true value of a is 

minimum. The error function, J, which is to be minimized 

is given by 

In Eq. (4.4-S), ai is the value of the gain at flight point, 

i, and there are k flight points. To minimize J, set 

Then the expressions for the regression coefficients form a 

set of simultaneous linear equations, which in matrix notation 

are 

Solving for - b in Eq. (4.4-7) results in 

The vector, - b, is an (n x 1) vector containing the regres- 

sion coefficients. The matrix, A, is known as the Gram 

matrix, (Ref. 77). 
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To determine just how good the bi values are, the 

correlation coefficient for the multiple regression fit can 

be found. as in Eq. (4.4-1): 

The closer p is to one, the better the fit of the multiple 

regression model. When using a multiple regression, the 

more independent variables chosen, the higher the value of 0 ,  

until n=k and p = l .  In order to avoid using a large number 
of independent variables, the maximum number used for 

scheduling the gains in this report is three. An effort 

is always made to have as few independent variables as possi- 

ble in the gain schedule, since this saves on-board computer 

storage and duty cycle time. An alternate way of estimating 

gain values is to use only one of the flight variables and to 

perform a polynomial regression. A method for determining 

the regression coefficients, bi, for the polynomial regres- 

si on is shown next. 

Polynomial Regression - An nth-order polynomial 
regression analysis determines the regression coefficients, 

bo,bl. . . ,bn,in Eq. (4.4-4) so that the sum of the squared 
A 

crror between the regression estimate, a, of Eq. ( 4 . 4 - 3 )  

and the true value of a is minimum. In this case, there is 
only one kind of independent variable, mi, for each gain 

value,but it is raised to various powers. One can define 

the following variables: 
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The analysis for the polynomial regression would 

proceed as in the multiple regression,starting at 

Eq. (4.4-5). The polynomial regression can be considered 

a special case of the multiple regression. This is reflected 

in the fact that one of the functions in the program 

SCHED (Appendix A )  is squaring. SCHED can perform a simple 
or second-order polynomial regression by using the vari- 

able or the variable and its square function in a multiple 

regression. 

Summary - This section has presented a new method for 
adapting control gains to the changing corditions of a VTOL 

aircraft. The method is simple, efficient, and provides 

schedules which are easily implemented on an on-board com- 

puter. The basic feature of the technique is that regression 

cot-fficients which relate measured flight conditions to con- 

trol gain values can be found. The adaptive scheme in this 

section will be shown to be useful for not only control gain 

schc?duling but for other control system variables as well. 

including discrete Kalman filter gains, static trim parame- 

ters (Table 5.8-15), discrete-time linear system and control 

matrices used in the Kalman filter, and continuous-time 

linear system and control matrices used in dynamic trim 

(Table 5.8-17). 
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4.5 STATE ESTIMATION FOR CONTROL 

One of the basic requirements for the controllers 

determined by the quadratic synthesis technique of Chapter 3 

is that all states must be fedback for real-time control of 

the aircraft. State values are measured by such sensors as 

attitude gyros, angular rate gyros, barometric altimeters, 

radar measurements, airspeed indicators, and accelerometers. 

The output of each sensor can be assumed to have the forfi 

In Eq. (4.5-1). z(t) is the sensor output, x T ( t )  

is the true state, and n(t) is an additive measurement noise. 

The statistical properties of n(t), which define the accuracy 

of the sensor, could be modelled in many ways; from a mathe- 

matical and physical point of view, white Gaussian noise is 

a logical choice. Noise is considered white if past values 

of n(t) do not aid in predicting future values of n(t). This 

means that any two values of n(t) are uncorrelated. Noise 

that is Gaussian has a probability density function which is 

uniquely defined by its mean and covariance. The mean and 

covariance of n(t) are 

E(n(t)) = 0 for all t (4.5-2) 

n2 is called the intensity of the coise and it is assumed 
n 
const:~nt for stationary white noise. The intensity of sta- 

tionary white noise is constant at all frequencies. The 

larger t h e  value of o2 the larger the power level of the n ' 
noise at each frequency. 
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There are many ways to extract the state.  it). 
from the measurement - z(t), but the most general is the 

linear-optimal filter developed by Kalman in Refs. 73 and 

74. The Kalrnan filter is formulated for multivariable 

systems; hence,it can operate on all the sensor outputs 

in a unified manner. Equations for the steady-state con- 

tinuous- and discrete-time filters are given in Section 

4.5.1.  Estimates for a class of nonlinear systems can be 

made using an adaptive Kalman filter (Ref. 75) .  An open- 

loop adaptive Kalman filter is presented in Section 4.5.2.  

The filter is open-loop adaptive because it uses the 

scheduling algorithms developed in Section 4.4  to determine 

its gains. A simplification of the Kalman filter for esti- 

mating aircraft states is given in Section 4.5 .3;  it is based 

on results by Higgens on complementary filters (Ref. 67). 

Section 4.5.4 further simplifies the Kalman filter estimate 

of aircraft states, resulting in the discrete form of the 

low-pass filter (Ref. 36). Section 4 .5 .5  presents the 

reduced-order filter and applies it to estimating the lateral 

velocity of an aircraft. 

Kalman Filter 

This section presents the basic equations of 

steady-state continuous- and discrete-time Kalman filters. 

The Kalman filter provides a precise way of obtaining a 

"best" estimate of states based on sensor measurements. 

The Kalman filter enables prior information about a system 

to be used to produce estimation algorithms. This informa- 

tion includes the aircraft dynamics which produce the state, 

the statistics of the noise that perturbs the aircraft, and 

the statistics of the noise that corrupts the sensor measure- 

ments. Derivations of the basic algorithms can be found in 

Refs. 36, 56, and 58. 
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Continuous-Time Filter Problem - Given the 
linear system, 

and the linear measurement equation, 

find an estimate of - x(t) which is optimal in a statistical 

sense, as defined below. In Eqs. (4.5-4) and (4.5-5), H. 

F and G are constant matrices. w(t) and - v(t) are zero--mt>an 

white Gaussian noise processes with covariances 

U s i n g  a least-squares error minimization criterion, the 

estimate, - ?( t ), is generated by 

where L is the Kalman filter gain given by 

and P is the solution to the algebraic Riccati equation 

P i n  E q .  (4.5-10) is the steady-state error covariance matrix. 

The steady-state Kalman fi14.er gain is constant because it is 

tacitly assumed the observations have started in the d i s t a n t  

past, approaching t+-rn in the limit. 
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Discrete-Time Filter Problem - Consider the 
discrete-time linear dynamic system whose state at the 

k+lst sampling instant is generated by the difference equa- 

t ion 

with sensor output at discrete intervals glven by 

The discrete-time filtering problem is to find the best 

linear estimate of the state at the k+lst instant based on 

X the output sequence .), which is the set of 

previous state values of the discrete system up to the instant, 

k. The disturbances, gk and lk, are assumed to be white, 
zero-mean random sequences with covariances given by 

cov[v v . ]  = T 6 -k'-~ k j 

The two sequences are assumed to be uncorrelated, i.e., 

for all k and j. The matrices $,  r ,  and H are constant and 
have dimensions which are appropriate to the state, control, 

and disturbance effects. 

There are two steps in the steady-state Kalman fil- 

tering process for producing the state estimate at k: 

Extrapolate the state estimate from k-1 
to k 

a Update the state estimate by the measure- 
ment at k using the optimal gain matrix 
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The state estimate extrapolation for use at k is obtained 

with the  state transition matrix and the control action by 

the equation 

where -k- 1 is the state estimate at k-1. After the obser- 

vation, z is obtained, H 5klk-l -k ' is subtracted from the ob- 

servation to produce the estimation error. This is combined 

with the state estimate extrapolation to produce the state 

estimate at k: 

L is the steady-state Kalman filter gain given by 

where the matrix, P, is the steady-state covariance of the 
estimation error: 

P is determined by solving the following discrete algebraic 
Riccati equation: 

For the next state estimate (at k+l), the process repeats 

itself starting at Eq. (4.5-16). If a controller is using 

the output of the filter to control an aircraft, it could 
A 

use x at time k. The references previously cited contain -k 
general derivations of the Kalman filter for finite sequences 

of observation. 

The discrete Kaiman filter equations are easy to 

compute on a digital computer. The program DIGADAPT 
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(Appendix A) solves Eq. (4.5-20: for p and generates Kalman 

filter gains. 

1 . 5 . 2  Adaptive Filter 

The total aircraft sta.tes, zT(t), are geterated 

by the nonlinear dynamic equation, 

which is Eq. (2.4-1) of Section 2.4.1. The deterministic 

controllers of Chapter 3 use the perturbation state, - x!t), 
where 

and x (t) is the nominal state of the aircraft coming from 
-0 

the primary and secondary commands (Chapter 2). This sec- 

tion presents a digital-adaptive filter which uses t?e dis- 

crete Kalman filter of Section 4.5.1 to estimate the 

perturbation state, - x(t), from the sensor measurement, - z(t) 
(Ref. 7 5 ) .  It will be shown that not all of the states need 

be measured to produce the estimate. 

The structure of the filter is shown in Fig. 4.5-1. 

The sensor, z (t), may represent the actual state, a combi- -T 
nation of states, a subset of the states, or redundant 

observations of the states. The nominal measurement values 

arc subtracted from the output of the sensors yielding the 

perturbation measurements. The nominal measurement values 

are derived from the command signals, the scheduled static 

trim values, and the computed dynamic trim values. The out- 

put perturbation values are assumed to be the states generat,ed 

by 
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Assu~ing that Qk and rk are kcown, a steady-state discrete 
Kalman filter gain is calculated using Eq. (4.5-18). The 

matrices Lk, Qk, rk, and H are used to calculate the per- 
A 

turbntion state estimate The value of &k+l,k is 

the value which would be used by the controller for feedback. 

The v~lues of Qk and rk may not be known at the 

kth instant. Using the scheduling procedure ~f Section 4.4, 

however, Qk, Lk, and rk can be estimated from! the flight 
variables. An application of a reduced-order estimator of 

this type which estimates lateral velocity is shown in 

Section 4.5.5. 

The estimator in Fig. 4.5-1 may be unnecessarily 

complex. Simpler estimators are derived in following sections. 

This section develops two tvpes of complementary 

lilters whjch can be useful in estimaiing the states of a 

VTOL aircraft. The complementary filter is derived using 

the general theory of Kalman filters .mu ian be considered 

to be a special case of a continuous-time steady-state 

Khlman filter. The derivations presented summarize 

results shown by Higgens in Ref. 67. Using an earlier 

rc.;ult by Brown (Ref. 7 6 ) ,  Hi:yl;~?ns shows that the complc- 

mcntary filter (normally designed in the frequency domain) 

can be written in state-space notation and expressed as a 

Knlman filter. The complementary filter is useful when 

certain states of the aircraft are measured (directly or 
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Figure 4.5-1 Discrete Linearized Kalman Filter 

indirectly) by more than one sensor. It provides a way 

of combining these measurements to produce an optimal 

estimate of the state. The discrete equations for the 

complementary filter are shown to be much sirnnler than the 

Ti 1 ter of the previous section. 

The basic complementary filter, shown in Fig. 4 .5 -2 ,  

receives two noise-corrupted versions, x and y, of the same 

signal, z .  One (x) contains low-frequency noise, and the 

other ( y )  contains high-frequency noise. The transfer func- 

tion F ( s )  is designed to filter out the high-frequency noise 

in y and is called a low-pass filter. If H(s) is a low-pass 

filter, [1-H(s)] is S\S complement, a high-pass filter, and 

it is used to filt-r out the low-frequency noise in the mea- 

surc-ment. x .  The ,wo filtered variables are combined to 
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prcduce an estimate of z.  Classical derivations of H(s) 

can proceed without a detailed description of the noise 

yt-ocess, although the filter often is adjusted through 

Figure 4 -5-2 Basic Complementary Filter 

Two examples of a complementary filter derived 

using Kalman filter theory are shown next. To aid in under- 

standing the concept, the deri.vations are presented for the 

estimation of vertical velocity, first from accelerometer 

and climb rate measurements, then from accelerometer and 

altimeter measurements. 

Application 1: Acceleration and Velocity Measure- 

ments - It is asswned that the two available measurements .. 
arc vertical acceleration, ha, from an accelerometer and 

vertical velocity, hb, obtained from a barometric rate-of- 

climb meter. If the output of the accelerometer is assumed 

corrupted by white Gaussian noise, then the integrated 

accelerometer signal contains low-frequency noise. In a 

complementary filter, the integrated accelerometer signal 

is processed by a high-pass filter and the climb-rate slgnal 

is processed by a low-pass filter, the results then are 

combined to produce a.1 estimate of vertical velocity. To 

dcvclop the corresponding Kalman filter, let the variable, 
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k be the true vertical velocit~ Then a process equation 
for ti, with z = 6, is 

where y is.the observation, F is the systeai matrix and G 

is the control matrix. In this case, F is zerc, G is one, 

and the variables w and v are assumed to be zero-rnean white 

Ca~ssian noise processes with covariances given by 

Equations (4.5-25) and (4.5-26) are in the correct form 

for a Kalman filter application. Using Eq. (4.5-S), the 

dynamic equation for the estimate of 6 is 

where the Kalman filter gain L is given by 

and the algebraic Riccati equation becomes 

Equation (4.5-31) is solved to obtain 
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Substituting this in Eq. (4.5-29) results in 

Typically, the barometric rate-of-climb slgnal is noisier than 

the accelerometer signal and a value of oV/aw = 4 can be used. 

A similar analysis could be done if the measurements were 

lateral velocity from a sideslip angle sensor and a lateral 

accelerometer. 

Equation (4.5-35) gives the filter in continuous 

t ime .  For digital flight control applications. a suitable 

discrete-time version of Eq. (4.5-35) must be developed. 

A difference equation obtained directly *rm Eq. (4.5-34) is 

where At is the sampling interval of the discrete filter. -- 
Assuming that [tib( t )-;( t )I and ha( t ) are constant over the 

sampling interval, Eq. (4.5-37) becomes 

Substituting h for z and representing the sampling index as 
a subscript, Eq. (4.5-37) can be arranged as 
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The compleonentary filter shown next uses a measure- 

aient of the varir3le derivative and variable integral to 

produce an estimate of the variable. The estimation of 

vertical velocity is used as an example. 

Application 2: Acceleration and Position Measure- 

ments - It is assumed that two measurements which are avail- 
able to estimate velocity are a position measurement, z 

P' 
which is obtained from a radar or barometric altimeter, and .. 
acceleration, z which is obtained from an on-board a* 
accelerometer. The position measurement is differentiated 

to produce velocity. The differentiation increases the 

high-frequency noise content in the signal. The integratinn 

of za enhances the low-frequency noise in the velocity 

measurement derived from the accelerometer. 

The process equations for this system are 

and the observation equation is 

where zl is true position and z2 is true velocity. The 

variables w and v are zero-mean, white Gaussian noise pro- 

cesses with the same definitions as Eqs. (4.5-29 and 4.5 -30) .  

Define the following: 
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Then the process equation is in the same form as Eq. (4.5-4), 

and linear-optimal estimation theory can be used to produce 

the estimation equation 

In the above, L is the Kalman filter gain and is given by 

where P is the solation to the algebraic Riccati equation 

Solving Eq. (4.5-46) for P, the Kalman filter gain becomes 
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Equation (4.5-44) gives the continuous-time filter equation. 

The filter uses the accelerometer and altitude measurements 

to produce estimates of position and velocity. A difference 

equation obtained from Eq. (4-5-44). required for digital 

implementation, is 

If (zr( t )-sl-(t ) )  and z (t) are assumed constant over the a 
sampling interval, At, then Eq. (4.5-48) can be rewritten as 

where is the cstirnated position and g2 is the estimated 
velocity. 

This section has presented two complementary fil- 

ters which provide estimates of a state when more than one 

measurement is available. If there is only one sensor 

measurement and it has low sensor noise, a simple Kalman 

filter can be used to obtain an estimate of the true state. 

This is done in the next section. 
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4 - 5 . 4  The Low-Pass Filter 

Many aircraft states are measured by single 

sensors. For example the Euler angles ( 0 ,  4 ,  $) are measured 

by attitude gyros, and the angular rates ( p ,  q, r)  are 
measured by the rate gyros. The measurements usually con- 

tain little noise, and a full Kalman filter estimator, as 

in Section 4.5.2,  may be more complicated than necessary. A 

much simpler discrete-time estimator which incorporates the 

knowledge that sensor noise is low is derived next. The 

discrete-time estimator that results is shown to be a low- 

pass filter. 

Consider a single aircraft state, x.  The discrete- 

 ti,.:^ state equation for x is 

where x is written as the first component of the vehicle 

state, and the remaining states are positioned accordingly. 

In many instances, the value of 011 is very close to one 

because the dynamic effect of xk on x ~ + ~  (i-e., the internal 

damping effect) is small compared to the forcing of x ~ + ~  

by disturbances, control, and other states. A reasonable 

simplification of Eq. (4.5-50) occurs by assuming that 

411 is one and that all the other quantities which affect 

the state are combined in one driving noise. The process 

equation for the state, x ,  under these assumptions, becomes 

which is a random-walk process. Let the measurement of x 

be given by 
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In Eqs. (4.5-51) and (4.5-52), w and v are modeled as white 

Gaussian noise sequences with covariances 

The steady-state discrete Kalman filter for this case is 

where the Kalman filter gain, L, is given by 

P, the steady-state error covariance, sztisfies the follow- 
ing Riccati equation (taken from Eq. (4.5-20)): 

Solving for P in Eq. (4.5-57) and substituting into Eq. 

(4.5-56) leads to 
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The f i l t e r  g a i n  then  can be w r i t t e n  as  

An a l t e r n a t e  form ci t h e  Kalrnan f i i  1.1- e q u a t i o n ,  w h i c h  is 

u s e f u l  for comparison with a c l a s s ~ c z l  d i g i t a l  low-pass f i l -  

ter,  is 

A c l a s s i c a l  low-pass filter can be derived as 

follows. In the frequency domain, a cont inuous- t ime  l o w -  

p a s s  f i l t e r  can be w r i t t e n  a s  

The corresponding d i f f e r e n t i a l  e q u a t i o n ,  
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hss t h e  solution, 

It is easily shown that for everya,and D, which produces 

the filter given by Eq. (4.5-61), there is a time constant, 

T, which produces the same filter using Eq. (4.5-64). For 

example let At equal one, ov equal a, and o, equal 2. 

Equation (4.5-61) then produces 

The same filter equation can be produced using Eq. (4.5-64) 

if the time constant, r ,  is assumed to be l/ln3. Substituting 

At and T into Eq. (4.5-64) results in 

The two filters are the same. 

4.5 .5  A --- Reduced-Order - Suboptimal Filter 

This section presents a procedure for determining a 

discreie-time,reduced-order, suboptimal Kalman filter for 

estimating the lateral velocity of a VTOL aircraft. In the 

design of a full-order Kalman filter, as in Section 4.5.1, the 

Kalman gain matrix, L, sometimes has elements that are 
small in comparison to other elemenls. This means that some 

states do not contribute significantly in the estimate of 

other states. If it is knowa which states do not aid in 
estimating desired states, they can be eliminated from the 

filter structure. This is the concept of a reduced-order, 

suboptimal filter (Ref. 36). The filter is suboptimal 
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because  t h e  f u l l - o r d e r  Kalman f i l t e r  i s ,  by t h e o r y ,  t h e  

op t ima l  d e s i g n ,  and any s i m p l i f i c a t i o n s ,  however s l i g h t ,  

degrade  performance.  The advan tage  t o  be g a i n e d  is a s i m p l e r  

f i l t e r  w i t h  almost o p t i m a l  performance.  

The low-pass f i l t e r  i n  S e c t i o n  4.5.4 is an  example 

of  t h e  subopt imal  f i l t e r  i n  t h e  ex t r eme ,  where no o t h e r  

s t a t e ,  o t h e r  t h a n  t h e  one  b e i n g  e s t i m a t e d ,  is used  t o  

de t e rmine  t h e  f i l t e r  e q u a t i o n .  The complementary f i l t e r s  

i n  S e c t i o n  4 . 5 . 3  also are reduced-order  f i l t e r  d e s i g n s .  The 

f i l t e r  developed i n  t h i s  s e c t i o n  is an  example of  a  reduced- 

o r d e r , s u b o p t i m a l  f i l t e r  f o r  e s t i m a t i n g  t h e  l a t e r a l  v e l o c i t y ,  

v ,  where v  is not  a measured v a r i a b l e  b u t  t h e  lateral  . 
a c c e l e r a t i o n ,  v ,  is. The f o l l o w i n g  d i s c u s s i o n  m o t i v a t e s  t h e  

o r d e r  r e d u c t i o n  f o r  t h i s  f i l t e r  example. 

A common s i m p l i f i c a t i o n  i n  s p e c i f y i n g  a i r c r a f t  

dynamic models is t o  decouple  t h e  l o n g i t u d i n a l  s t a t e s  

( u , w , q , e )  from t h e  l a t e r a l  s tates ( v , p , r , $ , $ ) .  The decoup- 

l i n g  is a good approximat ion  f o r  h e l i c o p t e r s  a t  low forward 

v e l o c i t i e s ,  b u t  a t  h i g h  forward v e l o c i t i e s ,  asymmetr ica l  

r o t o r  l oad ing  becomes more pronounced, and a  decoupled sys-  

t e m  is no l o n g e r  a v a l i d  r e p r e s e n t a t i o n  of system dynamics. 

Using t h i s  i n f o r m a t i o n ,  t h e  dynamic system chosen 

f o r  e s t i m a t i n g  v  is 

where  Q1, rl are (7x7)  and (7x4)  m a t r i c e s ,  r e s p e c t i v e l y ,  t h a t  

r e s u l t  when t h e  u  and w rows pnd columns a r e  removed from 

t h e  f u l l - o r d e r  Q and r m a t r i c e s  of  t h e  a i r c r a f t .  The e f f e c t s  

of q and 8 a r e  r e t a i n e d  t o  account  f o r  t h e  i n c r e a s e d  coup l ing  

a t  h igh  forward speeds .  The a v a i l a b l e  measured s t a t e s  f o r  
t h e  s y s t e m  g iven  bv Ed. (4 .5-67)  a r e  assumed t o  be  
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where  t h e  measurements  i n  z come f rom on-board  s e n s o r s  - 
( d i s c u s s e d  i n  S e c t i o n  5.7.1). The o b s e r v a t i o n  ma t r ix  f o r  

Eq .  (4 .5 -68)  is g i v e n  b y  

The e l e m e n t s  i n  t h e  f i r s t  r o w  o f  H come from t h e  l a te ra l  

v e l o c i t y  r o w  o f  t h e  F m a t r i x  s y s t e m  dynamics .  U s i n g  E q .  

( 4 . 5 - 6 8 )  and  ( 4 . 5 - 6 9 ) ,  t h e  measurement e q u a t i o n  f o r  t h e  

s y s t e m  becomes 

Z = Hzk + Xk -k ( 4 . 5 - 7 0 )  

The c o n t r o l  e f f e c t  on v is i n c l u d e d  i n  t h e  o b s e r v a t i o n  

n o i s e .  The v a r i a b l e s  w and  v i n  Eqs  (4 .5 -67)  and  (4 .5 -70)  

a r e  w h i t e  G a u s s i a n  n o i s e  p r o c e s s e s  ,ind h a v e  c o v a r i a n c e s  

g i v e n  by E q s .  (4 .5 -13)  and ( 4 . 5 - 1 4 ) ,  r e s p e c t i v e l y .  The 

d i s c r e t e  s y s t e m  f o r  t h i s  e x a n p l e  h a s  t h e  form n e c e s s a r y  

t o  a p p l y  t h e  d i s c r e t e  Kalman f i l t e r .  Us ing  S e c t i o n  4 . 5 . 1 ,  t h e  

f i l t e r  is g i v e n  by 

where  L is t h e  ( 7 x 7 )  Kalman f i l t e r  g a i n  g i v e n  b y  E q .  ( 4 . 5 - - 1 8 ) .  
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In  S e c t i o n  5 .7 -2  i t  is shown t h a t  p .  ( 1 ,  r .  t i .  b .  

and Q are e s t i m a t e d  u s i n g  low-pass  f i l t e r s .  T h i s  can be 

i n c o r p o r a t e d  i n t o  E q .  ( 4 .5 -72)  b y  w r i t i n g  o n l y  t h e  e s t i m a t e  

e q u a t i o n  fo r  v i n  E q .  ( 4 . 5 - 7 1 ) .  

I l s ing  t h e  same i d e a ,  E q .  (4.5-72) c a n  be r e d u c e d  t o  

The  o u t p u t s  of t h e  low-pass  f i l t e r s  a t  k a r c  u s e d  t o  prodt~cr (>  

the r e s i d u a l s  a t  k i n  E q .  (4 .5 -73 )  a l o n g  w i t h  t h  rcs idr i :~l  

l o  . The r e s i d u a l s  a r e  m u l t i p l i e d  by t h e  f i r s t  i'o~r. i n  I .  

d e n o t e d  as L and t h e  r e s u l t  is summed w i t h  t h e  i lpd: i t fx ,  1 ' 
4 

"k/ k-1 
. T h e  summation p r o d u c e s  t h e  b e s t  e s t j n ~ a t c :  o f  v : ~ t  k 
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~iven by Gt. The low-pass filters do not have separate up- 

d?' equations. but the update for Ck can be given by 
Eq. (4.5-74). were is the first roc of Q1 and Tll is 

+he first row of f 1 - 

In sumnary, this section has specified a reduced- 

order,suboptimal Kalman filter that estimates the lateral 

vnlority using other states and an accelerometer measurement 

Im~Iem~.-ntation of the filter requires that L1, oil, !.ll . 
and the elements of F be sched~lsd like the gains in Section 

- 1  S ~ m e  of the assumptions used in this section arc 

demonstrated in Section 5 . 7 .  

The other parts of Sect!-on 4 . 5  presented three 

types of Kal.ian filters which can be used to estimate air- 

craft states. Each of the other three filters is a simpli- 

fication of a full-order Kal~an filt,r, and all three are 

discrete-time filters with constant gains and simple 

structures. 

4 . G CHAPTER SUMYARY 

Hetrtuds for using the digital PI controller and 

di~ital PI1 controller for VTOL aircraft have been chown 

The methods consist of adapting the linear controllers to 

varying flight conditions using gain scheduling techniques. 

The primary results obtained are the following: 

By propagating the noise covariances 
at different flight conditions, a 
minimal sampling time for a controller 
can be obtained. 

It is expected that +1,e -ntegrating 
action of the digital controllers will 
adapt to varying trim. T n  a l u  thc  
response time of tl-Q controllers. two 
trim setting tetrhn iqucc: T i  IZ d e \ 7 e l n t ) ~ d .  
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T h e  s t a t i c  t r i m  v a l u e s  f o r  t h ~  a i r c r a f t  
are correlated and s c h e d u l e d  a g a i n s t  
t h e  f 1 i g h t  c o n d i t i o n s .  

L i n e a r  dynamic  t r i m  c o m p e n s a t i o n  c a n  
be cgmputed from 

w h e r e  6-I a n d  F2 c a n  be s c h e d u l e d  ai t h  
lJ 

f l i g h t  c o n d i t i o n s .  Unde r  s t a t i c  con- 
d i t i o n s  t h e  l e f t  s i d e  af LC!. (4.6-1) 
is zero. 

The control  g a i n s  are f o u n d  f o r  a 
f i n i t e  set o f  p o i n t s  i n  the f l i g h t  
e n v e l o p e .  T h e  g a i n s  a r e  c o r r e l a t : ? d  
a n d  s c h e d u i e d  a c c o r d i n g  t o  f l i g h t  
c o a d i t  i a n s .  

F o r  t h o s e  s e n s o r s  wh ich  h a v e   lo^ 
z d d i t i v e  n o i s e  a n d  negligible b i a s  
e r r o r ,  a l o w - p a s s  f i l t e r  can e s t i m a t e  
t h e  s t a t e .  

a A d i s c r e t e - t i m e  complemen ta ry  f i l t e r  
e s t i m a t e s  a s t a t e  when  more  t h a n  one 
sensor c r a c h  w i t h  d i f f c 3 r e n t  n c i d i t i v e  
n o i s e )  p r ~ v i d e s  a e a s u r e m e n t s  ( 3 1  th r :  
s t a t e  v a l u e .  

a ,I r e d u c c d - o r u e  r. d i s c w t  e- t ixt3 K : i  l m n n  
f i l t e r  can est  i n a t e  m e a s u r c d  and 
unmeasu rcd  s ta t .>s  w h e r e  t h e  Knlm:ln 
c a i n s  and d i s c r e t e  s y s t e m  a n d  c o n t r o l  
m a t r i c e s  are  s c h e d u l e d .  
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APPLICATIONS OF THE CONTROL DESIGN TECHNIQUE 

C h a p t e r  5 describes t h e  d e s i g n  o f  d i g i t a l  c o n t r o l l e r s  

w i t h  open- loop e x p l i c i t  a d a p t a t i o n  f o r  t h e  VALT R e s e a r c h  Air- 

c r a f t  u s i n g  t h e  r e c h n i q u e s  p r e s e n t e d  i n  f h a p t e r s  3 a n d  4 .  A 

summary o f  t h e  t e c h n i q u e  is g i v e n  i n  S e c t i o n  5.10. 

5.1 OVERVI E l  

The c o n t r o l  l a w s  d e v e l o p e d  f o r  VTOL a i r c r a f t  i n  

C h a p t e r  3 are narrowed down to t h e  discrete PI a n d  PI1  s e r v o s  

shown i n  S e c t i o n s  3.5 a n d  3.6. Both  are d e t e r m i n e d  by 

q u a d r a t i c  s y n t h e s i s ,  h a v e  t h e  same number o f  g a i n s ,  a n d  have 

t h e  same number o f  d e l a y s  i n  t h e i r  s t r u c t u r e .  Each o f  t h e  

c o n t r o l  l a w s  is u s e d  i n  t h e  d e s i g n  o f  cormand-con t ro l  s y s t e m s  

i n  t h i s  c h a p t e r .  

The f i r s t  e f f o r t  o f  t h e  d e s i g n  is t o  d e t e r m i ~ e  t h e  

s a m p l i n g  t i m e s  f o r  t h e  c o n t r o l l e r s ,  which is done  i n  S e c t i o n  

5 . 2 .  S e c t i o n  5.3 p r e s e n t s  t h e  two command-response s y s t e m s  - 
which are to  be d e s i g n e d  f o r  the VALT R e s e a r c h  A i r c r a f t .  The 

f l i g h t  c o n d i t i o n s  which are u s e d  t o  d e s i g n  t h e  c o n t r o l  l a w s  

are g i v e n  i n  S e c t i o n  5 . 4 .  S e c t i o n  5.5 p r e s e n t s  t h e  c r i t e r i a  - 
used f o r  t h e  c o n t r o l  s y s t e m  d e s i g n s ,  i n c l u d i n g  c l a s s i c a l  

s t e p  r e s p o n s e  cr i ter ia  and  q u a d r a t i c  c o s t  c r i t e r i a .  S e c t i o n  - 
5.6 d e s c r i b e s  d e s i g n  p r o c e d u r e s  f o r  e a c h  of t h e  c o n t r o l  - 
s y s t e m s .  The p r o c e s s  o f  c h o o s i n g  t h e  c o r r e c t  q u a d r a t i c  

r e s p o n s e  c r i te r ia  t o  m e e t  t h e  classical  r e s p o n s e  c r i t e r i a  is 

shown. S e c t i o n  5.7 - p r e s e n t s  s i m p l i f i e d  d i s c r e t e - t i m e  Kalnian 

f i l ters  u s i n g  a  t y p i c a l  set o f  mot ion  s e n s o r s .  S e c t i o n  5 .8  - 
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presents the regression coefficients for the controller design. 

Section 5.9 provides a representative number of simulations 

obtained in the design work of Section 5.6. The overall 

design procedure and a chapter susmary are contained in 

Section 5.10. 

5.2 SANPLING INTERVAL 

The control sampling interval of 12 computational 

frames per sec has been determined using the state error 

covariance propagation method described in Section 4.2.  As 

in Ref. 66, the wind is assumed to be the primary dis- 

turbance input, and parameter uncertainties and measurement 

errors are not considered directly. Atmospheric turbulence 

is modeled as three independent, exponentially-correlated 

Gauss-Yarkov processes, defined by 

The wind-velocity components (wx, w wZ) force the aircraft 
Y' 

and are themselves forced by the ~mcorrelated, zero-mean ran- 

dom processes (wX0, wgo, wzo). The correlation times of the 

turbulence components are T ~ ,  T and T ~ .  The covariance 
Y' 

matrix associated with the turbulence driving terms is 
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where ax. a and aZ represent the rms-levels of the tur- 
Y' 

bulence. The correlation times and turbulence levels are 

assumed to be 1 sec and 20 fps, respectively, for all 

three axes; thus the helicopter is forced by a rapidly 

varying, high-gust environment. 

In solving for the state covariances, Eq. (4.2-5) 

is used. The initial values of the state covariances are set 

to zero. The wind equations, (Eq. (5.2-1) to (5.2-3)) are 

adjoined to the helicopter equations for the solution, and the 

entire set is driven by Eq. (5.2-4). The bounds on heli- 

copter motion variables are taken to be 0.5 deg for angles, 

5 deg/sec for angular rates, and 2 fps for translational 

velocities. The worst-case flight condition (hover) produced 

a 0.16-sec sampling interval, the result of lateral velocity 

reaching its bounding value. At this point, the maximum angle 

uncertainty is less than 0.2 deg in all axes, and the roll rate 

uncertainty is 2.6 deg/sec. 

Assuming no computational delays, this result 

indicates an allowable sampling rate of about 6 frames per 

sec; however, a sampling rate of 12 frames per sec has been 

used here. The integral compensation of the PI1 controller, 

developed in Chapter 3 and used in the design of the 

velocity-command control. law,imposes a delay of one sampling 
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interval between feedback measurement and control command; 

therefore, errors which begin to grow immediately following a 

control action are measured at the next sampling instant but 

are not reflected in control commands until the following 

sampling instant, i.e., errors continue to grow over two 

sampling periods. Consequently, the velocity-conmiand con- 

trol law was assumed to require the 12 frames-per-sec rate, 

and the same rate was used for the attitude-command law to 

provide commonality. 

5.3 CONTROL MODES 

In Section 3.5 two kinds of discrete command-response 

control laws, the PI and PI1 controllers, were derived. 

Both will accept any set point comand if the number of 

commands equal the number of controls. Tk.e PI1 controller 

has a distinct advantage if the number of set points or 

comnand inputs is less than the number oh controls. The 

PI controller can handle this case, but not as efficiently. 

As an example, the velocity-comnand system for the VALT 

Research Aircraft could have been designed with only three 

commands, whereas the aircraft has four controls. The 

choice of comnand variables determines the transformation 

matrix, T, in the command-input segment of each control law 

(see, for example, Fig. 3.6-1). 

5.3.1 Velocity-Command Control Law 

The velocity guidance law, as explained in Chapter 2, 

commands the translational velocities of the VTOL aircraft. 

V VZ are the velocities of the craft along the earth- % y '  
relative x, y, and z axes, respectively. The guidance sys- 

tem gives earth-relative velocity comtands to the controller 
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- 
which depend on where t h e  c r a f t  is a t  p r e s c n t  and  where it- 

s h o u l d  be, as a f u n c t i o n  o f  r ange  to go. 

The (3  x  9) t r a n s f o r m a t i o n  matrix,  T ,  f o r  t h i s  s y s -  

t e m  is 

B where If: is t h e  t r a n s p o s e  o f  t h e  m a t r i x  HE g i v e n  by 

Eq. (2 .4-10) .  which c o n v e r t s  t h e  body-frame r e f e r e n c e  ve loc-  

i t ies to  t h e  e a r t h - r e l a t i v e  v e l o c i t i e s .  Equat ion  (5.3-1) 

i n d i c a t e s  t h a t  t h e  PI1 c o n t r o l l e r  s h o u l d  be used  f o r  t h i s  

gu idance  s y s t e m ,  because  t h r e e  command v a r i a b l e s  are s p e c i -  

f i ed ,  and  t h e r e  are f o u r  c o n t r o l  v a r i a b l e s .  The f o u r t h  

s t a t e .  which is n o t  a pr imary  gu idance  conanand, is yaw. Sec- 

t i o n  2 .4  e x p l a i n e d  how yaw can and s h o u l d  be  used a s  a  f o u r t h  

( s econda ry )  command. With yaw added,  t h e  dimension of t h e  

t r a n s f o r m a t i o n  m a t r i x  i n c  ases, and T h a s  t h e  f o l l o w i n g  4 
s t r u c t u r e ,  w h e r e  t h e  states a r e  a r r a n g e d ,  u ,  v ,  w ,  p ,  q ,  r, 

' 1 .  @, $: 

'i'!le e x p r e s s i o n  for yaw a n g l e  wi th  no h o r i z o n t a l  wind can be 

c a l c u l a t e d  f r o m  Eq. (2.4-13) and is g iven  by 

F i g u r e  5.3-1 shows an e a r t h - r e l a t i v e  f rame,  a  body r c f e r e n c c  

T r ; ~ ~ w ,  and t h e  v e l o c i t y  v e c t o r  o r i e n t a t e d  w i t h  a  non-zero 

s i d c s l  i p .  
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Figure 5.3-1 Coordinate Frame of the 
VALT Research Aircraft 

Later sections show that the PI1 control law is 

chosen to accept the commands from the velocity-command guid- 

snce system. Referring to Fig. 3.6-2, the PI1 block dia- 

graa, the matrix T of Eq. (5.3-2) converts the body-axis air- 

craft stptes to the earth-relative guidance-command reference 

frame. The value of the guidance command, yd, is subtracted 
from Tx - to produce the error between the commanded values 

0 1 '  \rc.locity and yaw and the actual aircraft velocity and 

yaw angle. The errors are accumulated, and the output of 

t.11(- ac.c-tlmul:~tor drives the remainder of the control law. 

'I'ht* ac.c:lrrnulator drives the remainder of the control law. 

'~'II(. :~c.c:umulator output will continually drive the control 

d y ~ i ; ~ m i c . s  until there is no longer an error between xd and 
Ts, - - ;tnd the aircraft holds trim. 
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The control dynamics form a combination regulator 

and low-pass filter. The regulator part is associated with 

the feedback of all the states to the summation block which 

determines yk+l. Since all the states are fcdback, there 

are longitudinal/lateral-directional crossfeeds present. The 

low-pass filtering effect is produced by the feedback of 

u to the summation block for !k+l. -k The low-pass filter is 

due to the weighting of in the cost functional for the 

PI1 control law, and it helps keep actuator rates and 

positions below their limits. The output of the control 

dynamics, yk, enters the system as shown at the bottom of 
Fig. 2.3-2. 

5.3.2 Attitude-Command Control Law 

The attitude-command guidance law commands the 

three Euler angles ( 0 ,  4 ,  and J I )  and vertical velocity. :IS 

discussed in Chapter 2. The ( 4  x 9) transformation matris. 

T. between attitude guidance commands and body-axis states 

is given by 

Th- bottom row of T converts the u, v, w body-axis v e l o c i  t icbs 

to the citrth-relative velocity command, VZE, and it contains 

the bottom three elements of the matrix HE in Eq. ( 5 . 3 - 2 ) .  

Later sections show that the PI control law is 

ciiosc~n to accept the commands from the attitude-command 

f i r 1  i ditnc-cx sys tem. This choice is made because angle comm:tnds 

rcbcluirt? Tast responses, and the PI control law has little 
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dc?lay between commands and control input. Referring to 

Fig. 3.6-1, the PI block diagram, the body reference states 
are transformed by the T matrix given in Eq. (5 .3 -4 ) .  then 

subtracted from the a command which comes from the attitude 
guidance law. There is also a delayed Tx - which is sub- 
tracted from the current & command. The delayed error and 

current error are summed with the regulating state feedback 

to produce the control cornmand which drives the system. This 

controller tends to have low control rates, because - ; is 
weighted in its cost function. The control rate is governed 

by the difference between the two gain matrices which feed- 

forward the error variables. The PI control law drives the 

system as long as there is an error between the commands of 

the guidance law and the feedback term, Tx. 

5.4 FLIGHT CONDITIONS FOR POINT DESIGN 

The next element in the design is the determination 

of the flight conditions at which the control gains are 

computed. At this point in the application of the control 

dcsign technique, the command laws, transformation matrices 

and sampling time have been determined. 

The design points in the flight envelope where 

the servo gains are determined should meet the following 

requirements: 

The noints should represent normal 
takeoff, climb, cruise, descent, and 
landing flight conditions. 

Regions of instability should bc 
included even if normal flight 
operations rarely occur there. 
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Figurc  5.4-1 shows  t h e  19 p o i n t s  t h a t  were c h o s e n  f o r  t h e  

VAI,T Rc-search A i r c r a f t  u s i n g  t h e s e  g u i d e 1  i n e s .  The  no rma l  

r l i g h t  modes -- h o v e r ,  a s c e n t ,  l e v e l  f l i g h t ,  a n d  d e s c e n t  -- 
were c o n s i d e r e d  f o r  p o i n t s  i n  t h e  x - z  p l a n e .  I n s i d e  t h i s  

r e g i o n ,  t h e  area n e a r  h o v e r  c o n t a i n s  a c o n c e n t r a t i o n  o f  

p o i n t s ,  as t a k e - o f f  a n d  l a n d i n g  m a n e u v e r s  a r e  c r i t i c a l .  A s  

t h e  f o r w a r d  v e l o c i t y  i n c r e a s e s ,  t h e  p o i n t s  f a n  o u t  to  p r o -  

v i d e  t h e  g a i n  s c h e d u l i n g  a l g o r i t h m  w i t h  a r e p r e s e n t a t i v e  

~ l ~ ~ r n t ) c ? r  o I '  cbondi  t i o n s .  V e h i c l e  d y n a m i c s  a re  computed  for 

sc.:~ Ic-vc.1 nl t i t u d e s ,  a n d  g r o u n d  e f f e c t s  are n o t  c o n s i d e r e d .  

1:i gure 5. *I-1 F l i g h t  C o n d i t i o n s  f o r  P o j  n t  Desi~n 
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5.5 CRITERIA FOR CONTROL SYSTEM DESIGN 

Both classical  a n d  modern r e s p o n s e  c r i te r ia  have  

proven v a l u a b l e  i n  t h e  d e s i g n  a n d  e v a l u a t i o n  o f  c o n t r o l  s y s -  

t ems ,  a n d  b o t h  cr i ter ia  are u s e d  i n  t h e  d e s i g n  of t h e  c u r r e n t  

example .  B a s i c  r e s p o n s e  cr i ter ia  are e x p r e s s e d  i n  terms 

of t h e  s t e p  r e s p o n s e ,  which  must  s t a y  w i t h i n  c e r t a i n  l i m i t s .  - 
With a s t e p  i n p u t  a t  t = 0. 

The rise t i m e  ( T r ) ,  t h e  v a l u e  a t  
which t h e  r e s p o n s e  f i r s t  meets a 
c e r t a i n  p e r c e n t  of t h e  s t e p ,  must  
be a c h i e v e d ;  

The P e r c e n t  Overshoo t  (P.O.) must  
n o t  b e  e x c e e d e d ;  and 

a The r e s p o n s e  s h o u l d  b e  w i t h i n  a 
s p e c i f i e d  p e r c e n t  o f  t h e  f i n a l  v a l u e  
a f t e r  t h e  s e t t l i n g  t i m e  (Ts) is 
e x c e e d e d .  

L i n e a r - o p t i m a l  d e s i g n  is b a s e d  on q u a d r a t i c  r e s p o n s e  

c r i t e r i a .  - I n  t h i s  method,  t h e  Q a n d  R w e i g h t i n g  m a t r i c e s  of  a  

q u a d r a t i c  c o s t  f u n c t i o n a l ,  J ,  are s p e c i f i e d  s o  t h a t  t h e  s y s t e m  

h a s  a c c e p t a b l e  r e s p o n s e  t o  commands and  d i s t u r b a n c e s  w i t h  

:ic-c.cptable c o n t r o l  u s a g e .  C o s t  f u n c t i o n a l s  f o r  t h e  P I  and 

P I 1  c o n t r o l  l a w s  a r e  g i v e n  by E q .  ( 3 . 5 - 2 )  and  E q .  ( 3 . 5 - 5 8 ) .  

Al though t h e  c o n t r o l  l a w s  a r e  d i s c r e t e ,  t h e  c o s t  f u n c t i o n a l s  

i n i t i a l l y  .Ire s p e c i f i e d  i n  t h e  c o n t i n u o u s - t i m e  domain.  

Poi- t h e  P I  c o n t r o l  l a w ,  t h e  s t a t e s ,  c o n t r o l  

pc~si I, i o n s ,  anti c o n t r o l  r a t e s  a r e  w e i g h t e d .  F o r  t h e  P I 1  ( . o n -  

t tSo l  l a w ,  t h e  s t a t e s ,  c o n t r o l  p o s i t i o n s ,  i n t e g r a t o r  s t a t c . ~ .  

and c o n t r o l  rates are w e i g h t e d .  Each o f  t h e  c o n t i n u o u s -  

L i m c ?  cost f u n c t  i o n a l s  c a n  b e  p l a c e d  i n  t h e  more g e n e r a l  

1'0 rma t , 
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which is Eq. (3.2-3). The states, - x, and controls, - u, in 
Eq.  (5.5-1) depend on the control structure. 

There are two systematic ways of determining Q 

and R in Eq. (5.5-1). One way is to specify the maximum 

values of the states and control which are acceptablc under 

normal operating conditions (Ref. 56). The ele~~~ents of Q 

and R can be specified by the following equations: 

2 r = l/ui ii , i = S t o m  (5.5-2) 
max 

"j = l/x 2 , j = l t o n  (5.5-3) 
Jmax 

Note that the non-diagonal elements of Q and R are zero in 
tl. i s  tr:tdtborf between state and control disturbances. An 

alternate way o f  choosing Q and R is to vary individual 

elements of the weighting matrices until a desired response 

is obtnined from the resulting closed-loop system. In p r n c -  

l i c e ,  oncc? acceptable values of Q and R are obtained Tor 

s i  ngl  t? f 1 i ght condition, solutions at other f 1 ight condi t ions 

;11-c. readily obtained. The control designer thus has n choic-c 

in interpreting Q and R effects on design as either trading 

0 1 ' 1 '  stat(? and control motions or as providing a me:tt!s o f  

obtaining stable systems with desirable command response. 

5.5.1 - Classical Response Criteria 

Classical response criteria have been specified 

I'or t h c b  VAI.,T Resc?arch Aircrafr;' s two comrn:~nd systems. FOI- 

L h c .  - velocity-command - - - -. - system s~ecifications are: 

REPRODUCIBLII"~ OF me 
ORIGINAL PAGE IS POOR 
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V Command: -z 

Rise time criterion: Amplitude >90% c f  he 
final value with . 2 sec 

Overshoot criterion: Overshoot ~ 5 %  of +he 
final vzlue for 
O<Vx<10 kt 

Overshoot <0.5VXS of 
the final value for 
10<Vx<40 kt 

Overshoot ~205, of the 
final value for 
Vx>40 kt 

V V Commands -xLy 

Rise time criterion: Amplitude >805 of the 
final value within 
5 sec 

Overshoot criterion: cjershoot < ( 4 + .  4vx)Y 
of the final value for 
0<Vxc40 kt 

Overshoot '20% of the 
final value for 
Vx>40 kt 

A :.t?tt 1 in[: time is not specified for the commands. Si :cc 

I l lc.rc? is no yaw angle response specificat io!~ g i  yen. x suitabl(\ 

quadrat ic response criteria is chosen. For the - . -  at t, i 111de  - - 
command - -. -- - . . system the specifications are: 

- Angle Commands: 0 ,  6, Q 

Rise time criterion: Amplitude >906 of t h ~  
final value ~iithin 
1.5 sec 

Overshoot criterion : Overshoot <: 15'; of t ht. 
final v : i l i ~ e  

Settling time 
criterion: 

Amplitude shall bp 
ivithin 5';- (31' thtz f ' i11a1  
value in 5 s ~ c  or 

V Command: same as the velocity s y s t e m  
--%---- - 
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' T l w  most stringent criteria in this application are the 

r i s c  times. The tradeoff is between exceeding the control 

r;ttc l i m i t s  and satisfying the rise time. 

5 . 5 . 2  Quadratic Response Criteria 

Design using quadratic response criteria &mounts to 

c.h:)osing Q and R matrices for the cost functions given by 

cb: icbh  o f  the controllers. As shown in Eqs. (5.5-2) and (5.5-3). 

t h c b  values of Q and R can be interpreted as specifying masi- 

mum allowable values of states and controls. 

For the P I 1  con troll?^, the states which can be 

u t ~ i ~ h t c v l  art. 

: ~ n ( l  t i l o  contrrl rates which can be weighted are 

In i c l .  ( 5 . 5 . 1 ) .  ihe y states correspond to t h e  in tegrntc~r!  

cbrt-t)t- statcas of the PIT con-rol law (called y I  in CI~:~:-t*br 3 ) .  

The* ~ i ~ i ~ h t c ~ ~ i  states for ?he velocity-command PI1 control 

1 :ILV : I  I * ( *  c-llosc~n 2s f C J :  i ow> : 

: l i l t 1  t ht. ,.on trol val  l;.bles nre given by E q .  (5. . 5 - 5 ) .  T!lc; 

I . ~ . ; - ) : I  i I in;: s t a t e s  :ire not weigh,cd. 

For tht. P I  con*. , 1 l r r .  t h e  ~tates which (-;.in b c *  

~ ( . i ~ l ~ l  ( , ( I  :ire 
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and the control rates which can be weighted are 

The following states are chsen to be weighted for the 

attitude-ccmnand PI control law system: 

and the controls are the same as Eq. ( 5 . 5 - 8 ) .  The rest of 

the state weightings were zero. 

The choices for - x given by Eqs. ( 5 . 5 - 6 )  and (5.5-9) 

nrc obvious by comparing what is weighted and what is 

c-mnnded for each system. In Eq. ( 5 . 5 - 6 ) .  u, v ,  and a 

:Irth :tdctt-d f o r  more flexibility. In Eqs. ( 5 . 5 - 6 )  and 

(5.5-9). if either JI or y is not weighted, the matrices 
rlr 

IF ($1 would not be an observable pair. 

5 . 6  CONTROL GAIN DESIGN 

At this point in the control design procedure, the 

Tli~ht conditions have been chosen and the sampling time 

specified. the classical response criteria have been 

dt*S ined ,  and the variables which are to be weighted by 

(2  nnd R have been specified. The next step is the specifi- 

c- tion on o f  thc masimum values, x and %ax in Eqs. (5.5-2) -mas 
and ( 5 . 5 - 3 ) .  at each flight condit'oa. 



5-6.1 Application of Quadratic Design for Velocity- 
Coasaurd - PI1 Controller . 

The control-rate weighting matrix, R. is defined 

by the rate-limiting characteristics of the TAGS actuators 

used on the VALT Research Aircraft. Each actuator is rate- 

limited at 7 .5  in/sec, due to hydraulic constraints. This 

is a physical limitation which must be avoided to ensure 

good sys t~vn  I-espoise. To provide a margin for error, the 

v;ilue of each limit is placed at 

$3 
= 6 = = 6 = 2 in/sec (5 .6 - :  ) 

max cmax smax Rmax 

which is a soft constraint. From Eq. ( 5 . 5 - 2 ) .  R becomes 

The control actuators are displacement-limited to 

? 5  in. The limits are symnetric about zero for three 

:uctuators; the collective control is position-limited from 

0 to 10 in. These limits were used in early design phases 

in the Q matrix, but it was determined that the weightings 

had little e;fect on system gains or time histories. In 

addition. simulated control deflections never approach the 

limits: therefore, the limits have been neglected in thc 

r i n;i1 ticssign. 

The next thing noticed in the design process is 

th:t t  t.ht* wc,i~htinq;s to meet :he velocity step response 

c - ~ - i t  (*ria can he adjusteci separately. (This : t l s o  is t rilc. 

for * '  =r attitude system. ) This means that the integrator 



weightings can be combined with the state weightings as 

(u.yvx). (v.yyy). , and Y$, and each pair can be 
adjusted to meet the corresponding step response without 

affecting the step response of other comands. 

The noninteracting feature of state weighting 

leads to a fruitful design methodology. Q matrices are 

found at extreme flight conditions, then linearly inter- 

polated to determine weightings for the intermediate flight 

conditions. The first working point chosen is hover. for 

whit-h the following values are obtained: 

I I = 6 . 0  f p s  
m3 x 

v = 6.0  i p s  rnax 

w = 4.0 fps 
max 

yv,max --- 10.0 ft 

y rnax = 20.0 deg/sec 
@ 

Tho weighlings on Y V ~ ,  YV,. YV,. P$ are frozen, and Urnas ' 
v mas ' 

and w are allowed to change with fiight condition. rnax 
The nest est reme des1;-n point chosen is VZ = 0 rt/min. 

V = 160 kt. Thc wnicbtirrgs are adjusted to o b t a i n  : k t - c b c p t ; t h l c ~  
S 

s tep  response, and a linear interpolation using uo is formed 

bctween this point anci hover, resulring in 

luol 
1: = 6 . 0  + - - -  = 33.02 f p s  (at i' = O .  V - = l G c !  kt) 

n:ts z 1 ( ,5.G-:< ) 
10. 

/uOi 
V = ( - 0  + -- - 

m;lx 
- 19.61 f p s  (at V z = O .  Vs=160 kt) 

20. ( -5  -6-1 ) 
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lu0l 
w = 4 . 0  + - = 7 .37  fps fat VZ=3 ,  V,=l69 kt) (5.6-5) max 80. 

Thc Q and R matrices thus determined, control gains are ctm- 

puted at 19 flight conditions, and acceptable step responses 

are obtained at every point. 

Note that Q and R are chosen for the continuous sys- 

tm. and the step response is observed using the resulting 

discrete controller. This illustrates the advantages of 

rorming the sampled-data regclator using the techniques pre- 

senled in Chapter 3. The 6, M ,  6 matrices for the discrete- 
tinu- controller contain values in every element, and search- 

 in^ directly for these elements would be impractical. 

5.6.2 App1;cation of Quadratic Design for Attitude- 
Command PI Controller 

In Section 5.6.1 the Q and R matrices art. sprcii'icll 

for 19 flight conditions. R is constant and Q is found by 

linear interpolation between flight conditions. For t.he 

attitude-command PI control law, R is constant and is given 

by Eq. (5.6-2) using the same rate limits. Q must be deter- 

mined using a differsnt method. 

It is necessary to find the state weightings 

which meet the step response requirements at each flight 

c-ondi tion individually. As the attitude commands vertical 

v c 8 1 0 c i t y ,  maximum value for w is kept in the same format 

:is Section 5.6.1, i-e.. 

l u0l 
W = W, + -  rnax A 80 fps ( 5 .  G - G )  

whc.:-c_. only a is adjusted. Table 5.6-1 s!iows the variatl(-\n 1 
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in the maximum values which form 8 ,  as in Eq. (5.6-3). for 

each flight condition. The maximum values follow a general 

trend with Vx, although differences resulting from climbing 

or descending flight can be noted. 

TABLE 5.6-1 

CRITERIA M)R TIiE ATTITUDE-COWfAND PI 
CONTROLLER AT THE FLIGHT CONDITIONS CHOSEN FOR 

POINT DESIGN 

5.7 ESTIMATOR DESIGN 

The purpose of this section Is to apply the Kalman 

I'i I tcr designs presented in Section 4.5 to the VALT Research 

A i  rcraft .  Aircraft instrume~tation is reviewed. and filter 

g:u i ns :I re cofnpu ted . 
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5.7.1 Sensors 

A number of different kinds of sensors are available 

to detect the states of an aircraft. These it~clude gyros, 

accelerometers, radar, pressure and temperature measuring 

devices, and others. In this chapter, the VALT Research 

Aircraft is assumed to use the sensors presented in Table 

5.7-1. 

TABU 5.7-1 

SENSORS M)R VALT COXTFtOL SYSTEM DESIGN 

Indicated Air Speed 

Barometric Altimeter 

Attitude Gyro (3) 

Angular Rate Gyro (3) 

*Lc,-,ations specified relative to center of 
gravity 

There are three attitude gyro outputs to provide information 

about Euler angles BT, @T, and $ J ~ ,  three angular rate gyros 

to measure pT, qT and rT, and three accelerometers which 

aid in determining body accelerations, $. tT, iT. The 

two other sensors are a barometric altimete:, which provides 

a measurement of the height of the aircraft based dn static 

nrc.ssure, and an airs pee^ indicator, which prcvides infor- 

rnati c:n about forward speed based on dynamic pressure. 

Accel ,?rat ion. velocity , and a1 titude measurements must bc 

processed to provide the appropriate body-axis measurement. .. 
Modifications or assumptions for accelerometers, hb, and 

I A S  arc. shown next. 
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The accelerometers are not located at the center of 

gravity, and they sense accelerations arising from angular 

rotation as well as translational accelerations. Their out- 

puts must be adjusted to give body accelerations, \, GT. 
* 

w~ - 

Let hB be the lccation of the accelerometers in 

the body, measured in the body axes. The position of the 

accelerometers,xl expressed in earth-relative axes, is -E * 

whcrc  x is the position of the center of gravity of the -E 
aircraft in earth-relative axes. Differentiating twice 

produces the following: 

I n  6 q .  (5.7-3) wi represents the angular rate of earth- .. 
re! ntive axes expressed in body axes. The expression. 6;. 

is a matrix equivalent to the vector cross-product. From 
E --E the definition of I A ~ ,  wB is 

Thc accelerometers are mounted on the body, and t h e i r  out- 

put vector, gT, consists of the earth-relatit.e ~c-efer:ition 

minus the gravitational acceleration: 
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W r i t i n g  o i ~ t  each i n d i v i d u a l  exp res s ion ,  Eq. (5 .7-5)  r e s u l t s  

i n  

where t h e  s u b s c r i p t  "T" is i m p l i e d ,  and 

Thc v : ~ l u e s  i n  E q .  (5 .7-9)  were o b t a i n e d  from Tab le  5.7-1. 

T h e  c?spres,cinns f o r  ax, a  , and aZ above can h e  s imp1if i t .d  . . y . 
:)y ;tssuming t h a t  p ,  q ,  and r s m a l l ,  which is a rt :asonnblc 

a s s t~mpt ion  i n  t r a : ; s p o r t  a i r c r a f t .  I t  can be  a s s u m e d  t h a t  

c:llrrcBnt v a l u e -  of u ,  v ,  and w are n o t  a v a i l a b l e  a t  t h e  t i m e  

thc? a<:c.calc~-ometer o u t p u t s  a r e  measured: a s  thcy  a r e  est i - 
m:~t(.d c!u:~nt i t  ies. An appro:iimat i o n  can be  made, however. 

by u s i n g  t h e  p r e v i o u s  e s t i x a t e s  of t ~ t a l  u ,  v ,  and w a s  i n  

Lhc. f o l  lowing e r iua t ions :  



THE ANALYTIC SCIENCES CORPORATION 

Equations (5.7-10) through (5.7-12) can be implemented in 

the computer to provide corrected body acceleration measure- 

ments. 

The barometric altimeter, corrected for ambient 

pressure, provides a measurement of height above sea level 

and is used in the next section in estimating w. 

The airspeed indicator provides a value of  t rw 

airspeed only at sea level, since it is actually a measurc- 

mont of dynamic pressure. The airspeed indicator is scn- 

s i t i v e  to angle of attack and sideslip angle through in- 

st a1 l :!t ion-dependent factors. In general , the assurnpt ion 

can b~ made that 

1 

u IAS I- e:4 I tlS 

whtlre 1, is the ambient air density and p is its si.a-l(.vel SL 
v; t lue .  The measured value of uIAS can be zombined with ; 
( E q .  (5.7-10)) to give an estimate for G ,  as shown in the 
next section. The total velosity, V, can be estimated as 

'I'tlc sensors 1 isted in Table 5.7-1 alloa the fol lowing tc1t:ll 

rncbasl~rt~men t vector to be formed : 
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The associated perturbation measurement vector is obtained 

by subtracting the related primary and secondary commands 

as illustrated in Fig. 2.4-3. Another measurement which 

could be useful is sideslip angle, B .  The 0 measurement 

would aid in estimating v, and is used in the CH-47B SAS 
(Rcf. 18). The next section suggests that a B sensor could 

be put to good use. 

5 . 7 . 2  Application of Kalman Filter Design 

The purpose of this section is to show how the 

available measurements can be processed to provide necessary 

control information. The state estimation problem could be 

solved by using a single, full-order Kalman filter of the 

form illustrated by Fig. 4.5-1. Various simplifications 

can be made, however, since there are a number of sensors 

available, and the filter can be partitioned. 

The first partition involves estimating the Euler 

:~nglcs and angular rates. The gyro output have reasonably 

low additive measurement noise, and Eq. (4.5-11) indicates 

that past values of these states contribute little to thc>ir 

prc?sent values. The process cquation for each angular state 

can be approximated as a random walk process ( E q .  (4.5-54)). 

This allows the output of each gyro to be fiitered by a 

low-pass Kalrnan filter (Section 4.5.4). As an example, the 

fi lter equation for roll rate becomes, using E q .  (4.5-55) 

and (4.5-601, 
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The variable p stands for the gyro perturbation output 
g 

(i.e., the secondary command is subtracted from the measured 

value), a, represents the variance of the measurement noise, 

and ow represents the variance of the process noise. The 

larger the ratio (av/au), the more lag the filter introduces 

in estimating the state. 

The perturbation variables u and w can be estimated 
separately using complementary filters. There are two mea- . 
surements which are available to estimate u: uIAS and ua. 

These .zlocity and acceleration measurements enable the 

complementary filter, Eq. (4.5-40),  to be employed. The fil- 

ter for estimating axial velocity is 

The two measurements available for dettrmiqing normal veloc- . 
j.ty are altitude, z and wa. This position and accelera- 

P' 
tion measurement enable the complementary filter of Eq. 

(4.5-52) to be used, resulting in 

The final variable to be estimated is t h e  Iater?l 

velocity, L .  Information from the lateral accel~rometer c a n  

1)c blended with other measurements to form the v cstimatc-?. A 
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complementary filter could be formed if either sideslip 

:~ngle or navigational cross-track information i~ available. 

In 1 ic?u of these measurements, a partitioned, . educed-order 

Kalman filter can be used; this filter has the same form 

presented in Section 4.6. 

5.7.3 Kalman Filter Gains 

The estimators in Section 5 . 7  use various under- 

lying assumptions in order to arrive at their algorithms. 

Some of the assumptions can be demonstrated using examples 

of Tull-order Kalman filters. The first example shows a 

filter design based on measurements of all the aircraft 

states (u, v, w, p, q, r, 8, $ ,  and $)  for the VALT Research 

Aircraft. The second example provides filter gains with the 

assumption that v is not measured. The third filter design 

includc?~ a ; measurement. The purpose of the last two 

cxamples is to indicate the need for a complex filter for 

estimating v if it is not measured directly (i.e., by eans 

of a sidcsli~ indicator). 

Thc first example is shown in Table 5.7-2, which is 

;t l'ull-order Ka1man gain matrix (Eq. (4.5-18)) at the flight 

condit iorl ,  V = 160 kt, V Z  = 0.0. The observation matrix 
?I 

Tor this case is 

i . c b .  , :\ 1 1  tlie states are assumed measured. The discret.~ 

plant noise covariance matrix for determining the Kalman 

f i  lter is 

w h c r c  t h c  diagonal components of T are derived from a vec -  

t.or o I' assumed standard cleviat ions : 



DISCRETE KALIlAX FILTER GAINS WITH ALL STATES MEASURED. 
FLIGHT CO?i?)ITION: Vx = 160 KNOTS, VZ = 0 , O  

TABLE 5.7-3 

DISCRETE KALMAN FILr~'XK GAIdS WITH V NOT MEASURED. 
FJtIGHT CONDITION: Vx =: 160 KNOTS, Vz = 0.0 

u w P q r e C 9 

0.000083 

-0.452053 

-2.562004 

0.232085 

0.0013GO 

0 0520.:5 

- 
0.035592 

-60.986053 

2.468305 

6.860841 

- 
0.779581 

0.000085 

-0.004207 

-10,499473 

-9.002570 

0.011003 
b 
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The o b s e r v a t i o n  n o i s e  c o v a r i a n c e  m a t r i x  is 

The d i a g o n a l  e l emen t s  of E are d e r i v e d  from a v e c t o r  of 

measurement n o i s e  s t a n d a r d  d e v i a t i o n s :  

The v a l u e s  o f  t h e  o b s e r v a t i o n  n o i s e  c o v a r i a n c e  m a t r i x  are 

o b t a i n e d  for t h e  s e n s o r s  i n  T a b l e  5.7-1 by u s i n g  c u r r e n t  

s t a n d a r d s  f o r  aircraft  i n s t r u m e n t a t i o n .  The process n o i s e  
c o v a r i a n c e  m a t r i x ,  which r e p r e s e n t s  expec ted  f l i g h t  mot ion ,  
is larger t h a n  t h e  o b s e r v a t i o n  n o i s e  c o v a r i a n c e  m a t r i x .  
T h i s  c a u s e s  t h e  f i l t e r  t o  r e l y  more on t h e  measurements 
f o r  an estimate t h z n  on t h e  u p d a t e s ,  p a r t i c u l a r l y  for  t h e  
a n g l e s  and a n g u l a r  rates. T h i s  can  be s e e n  i n  Tab le  5 .7 -2 ,  

as t h e  e l emen t s  a l o n g  t h e  d i a g o n a l  o f  t h e  m a t r i x  are close 

to one.  

The table shows why t h e  low-pass f i l t e r s  can g i v e  

adequate  r e s u l t s  even though t h e y  are v e r y  s imp le .  Fo r  

example, examine t h e  r o w  i n  t h e  g a i n  m a t r i x .  One d i a g o n a l  

e lement  ( t h e  f i f t h  from t h e  lef t)  is n e a r l y  o n e ,  and t h e  

o t h e r  g a i n s  are much smaller. The o f f - d i a g o n a l  g a i n s  con- 

t r i b u t e  neg1igib:y t o  t h e  estimate o f  q .  The predominant 

g a i n ,  k~ = 0.9017, is close to  t h e  g a i n  t h a t  would have been 
99 

o b t a i n e d  i f  a low-pass f i l t e r  is des igned .  I f  it is c la imed 
t h a t  t h i s  is t h e  Kalman g a i n  f o r  t h e  low-pass f i l t e r ,  t h e  
r e q u i r e d  n,/uv ratio f o r  t h e  low-pass f i l t e r  would be 3.8 



(using Rq. x4.5-60)). This agrees we11 with the ratio used 

in the full-order filter, which is 0.0872/0.0216 = 4.0. 

The table also shows why the cmlaaentary filter 

given by Eq. (5.7-18) can give adequate results. The angle, 

$, is obtained by integrating r in the system P matrix. The 

only two I[sllman gains in Table 5.7-2 which contribute sig- 

nificantly in estimating 3 are kfi (= 0.0787) and kn (=0.978). 
lir e jl 

Therefore, the estimate can be c1ossly approximated by a 

complementary filter for a variable and its derivative, as 

demonstrated by Application 1 in Section 4.5.3. 

The Kalmau gains for estimating the velocity states 
show considerably more crossfeed among the states than the 

Kalman gains for estimating the angles. The factor that 

stands out, however, is the decoupling of longitudinal and 

lateral-directional cross gains. As an example, the signifi- 
cant states in estimating u are u, q, and 8 ,  while the other 

states contribute little. The same decoupling feature holds 

true for v and w. 

The next Table 5.7-3 shows a (9x8) Kalman filter 

gain matrix, in which the v state is assumed to be unmea- 

sured. The individual noise covariance values are the same 

as in Eq. (5.7-22) and (5.7-24). The primary change occurs 

in the second row of the Kaluan gain matrix. This filter 

would need a good update equation in order to operate 

effectively because of the lack of a measurement for v. 

Comparing this matrix to the previous one, it can be seen 

that the filter makes up for the absence of lateral veloc- 

tiy information by placing increased emphasis on $, p, q, 

and 8 measurements, a surprising result which indicates 

the importance of considering longitudinal/lateral-directional 

coupling at high forward speed. 
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The third example of a Kalman filter gain matrix 

is given by Table 5.7-4 where instead of measuring v, lat- 

e r ; ~ I  acceleration (;) is measured. The change in tb H 

matrix given by Eq. (5 .7 -20 )  would be that the secord row 

in H is the second row of the system F matrix (which is equal 

to ;), where the control effect on ; is considered to be 
observation noise. Interestingly , the ; measurement does 
not dccouple the system in the same way that the v measure- 

mcnt did. The v measurement gain has a negative sign, a 

rurthc-r indication that system dynamics are important in 

this estimator. Substantial differences from the previous 

c.;tscs include the increased magnitude of the yaN rate gain 

and thc- 1 arge gain on roll angle. 

A last comparison that can be made between the three 

tahlcs is the steady-state variance of the estimation error 

Tor the v state before the error covariance extrapolation. 

For the case where v is assumed measured (Table 5 . 7 - 2 ) .  the 

estimate variance is 3.7 fps. The variance of the error 

I'or a measured quantity should always be less than the 

observation noise, as it is in this case. When only v is 

rnc.:~su rcd (Table 5.7-4), the variance increases to 14.5 fps . 
Fini~lly, when there is no v measurement as in Table 5 . 7 - 3 ,  

Lhf- vz~riance increases to 35 fps, indicating a poor esti- 

m ; ~  t.c:, ;IS cxpec ted . 

5.8 SCIII<DULED CA INS AND TRIM SETTINGS 

Thcb open-loop expl i c  it-adapt, i v e  schtlmc rcqui res 

I h ; ~  l t h o  various gains, trim settings, etc. , bct sc.hc?duled. 

' I ' t i ( ~  c-ol.rctl at ion c:oc?f f icien t. tables and the mt.:;in-standard 

t l ( b v i ; ~ t .  ion t.;~bles of Section 4.4.1 are used on n 1 1  t h e  

;IC';L~I:LI)IC independent variables, resulting in t .hc  t'ield o f  
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2 
independent variables being narrowed down to u. w ,  and V . 
Thcsr- three are available for simple, polynomial, and multi- 

plc? regressions and are analogous to using airspeed, angle 

of attack, and dynamic pressure as independent variables. 

Table 5.8-1 shows the values of u, v, and for the nine- 

teen flight conCitions chosen in Section 5.3. 

The gain and trim schedules for the VALT Research 

Aircraft are presented for five applications: 

Velocity-Command PI1 Controller 

Attitude-Command PI Controller 

Static Trim for 6 = 0.0 

a Static Trim for $ = 0.5 rad/sec 

F for Linear Dynamic Trim 

Velocity-Command PI1 Controller -Tables 5.8-2 and 5.8-3 

show the correlation coefficients obtained for the control 

gains O K  the Velocity-Command PI1 Controller. Table 5.8-2 

presents the correlation coefficients for the feedback gains 

on the perturbation states of the VALT Research Aircraft. 

Rcc:ail that perfect correlation is indicated by a coefficient 

ol' 1.0, while a coefficient of zero indicates no correlation. 

T:lblc 5.8-3  presents the cross-gain correlation coefficients 

I,cbtwcxc.n the controls and presents the correlation coef f i- 

c. i t b n  t . ~  ror the gairrs on the integrator states. An explana- 

L i o n  0 1 '  c3ac:h block is shown in Table 5.8-2. A blank box 

i ndic::it c%s that the gain is judged to be constant and does 

n o t  h:lvc? t o  he scheduled. Sixty-six percent of the gains 

;trtb c.ithc.r .judged constant or have a correlation with the 

c-hoscln 1 ' 1  ight conditions greater than 0.9. Eighty-six pcr-  

t.c111 t h:ivc! c:orrelat ions greater than 0. 8. 

The. criterion for deciding which variables 

s l l o ~ t l t l  I)(. in(-ludcd in each regression is based on how much 
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TABLE 5.8-1 

FLIGHT CONDITIONS FOR POINT DESIGN: u. MI. v2 



TABLE 5.8-2 

VELOCITY-COJIJlASD PI1 COSTROLLER CORRELATIOS COEFFICIENTS 
FOR VALT RESEARCH AIRCRAFT STATES 

CONTROLS 

Flight Variables Used pq-State htultiplied By Gain 

for Regression-, 

5 p ~ C o m m a n d e d  Actuator 

Resulting Correlation w k I n d i c s t e s  Haver Was Not 
Coefficient Included in Regression 
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TABLE 5.8-3 

VELOCITY-COMMAND PI1 CONTROLLER CORRELATION COEFFICIENTS 

C0NTM)I.S. A t %  IRTEGRATOR STATES, A t K g  

in~l)rovc~mc?n L i s  o b t a i n e d  b y  u s i n g  d i f f e r e n t  c o m b i n a t  i o n s .  

s l . ;~rt  i n g  f rom t h c  v a r i a b l e  w h i c h  g i v e s  t h e  b e s t  s i m p l e  re- 

gt .cbssion.  T h e  f e w e r  number o f  v a r i a b l e s  u s e d  p e r  g a i n ,  

Lhtt less thc? c o m p u t e r  s t o r a g e  a n d  e x e c u t i o n  t i m e .  V a r i o u s  

~,:lt,tc:rns <:an be o b s e r v e d  i n  t h e  c o r r e l a t i o n s .  F o r  i n s t a n c e ,  

':I%, wh i c-h pr imi t r  i l y  c o n t r o l s  p i t c h ,  h a s  h i g h  c o r r e l a t e d  g a i n s  

on u ,  w .  ( 1  ; ~ n d  0 ,  w h i l e  t h e  c o r r e l a t i o n  o r  c r o s s - c o u p l i n g  

R:I i n s  arc. 1owc . r .  Tk..s p a t t e r n  carries o v e r  i n t o  t h e  o t h e r  

; ; I  i n o r  I 5 c:ommand ; f i B ,  B Q, yv,, yvZ h a v e  h i g h  corre- 

1:iLion. w h i l e  (SS. cSR, Y v ~  h a v e  m o d e r a t e  c o r r e l a t i o n .  An- 

ot.hc?r ohservc?d p a t t e r n  is t h a t  t h e  g a i n s  a t  h o v e r  l o w e r e d  

l h c ?  c . o r r c ~ l u t i o n  c o e f f i c i e n t  of t h e  o v e r a l l  r e g r e s s i o n  i n  

:<om(. c.:tsc.s. T h o s e  r e g r e s s i o n s  w h i c h  d o  n o t  u s c  h o v e r  as a 

I'l ichl.  c.oncli t i o n  are d e s i g n a t e d  w i t h  a n  a s t e r i s k .  
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Tables 5.8-4 and 5 demonstrate the correlation 

c.oc!l'l'icit~nts obtained for the control gains of the attitude- 
c-ommiind PI Controller. Table 5.8-4 presents the feedback 

~ains on the states, and Table 5.8-5 lists the control gains 

for At N4 and At L. Fifty-seven percent of the gains have 

correlation greater than 0.9. Eighty-three percent have 

correlation greater than 0.8. Four gains have correlation 

less than 0.5. The first pattern to be noticed is in the 

A t L  and AtN4 gains (See Eq. (3.5-56)). Gains which multiply 

similar integrator error states have similar correlation. 

The pattern of longitudinal/lateral-directional crossfeeds 

having lower correlations is not true for this controller. 

For i~~stttnce, the ($,bS) gain in Table 5 .8 -2  and Table 

5.S-41 show great differences as to which gain in the 

: ~ n ~ l ( b  group has the best correlation. Only the gains on $ 

wc8re judged constant for the PI controller (and are, in 

1-.;ct, zero); control is turned over completely to the 

feedforward part of the controller for this variable. 

TABLE 5.3-4 

ATTITUDE-COMMAND PI CONTROLLER CORRELATION 
COEFFICIENTS FOR VALT RESEARCH AIRCRAFT STATES 

AtN5 
- -- .~ . -. 

I \ 

(c 

I S  

1.., 

II v 1.1 P '2 r P @ ~. * 

i 
7- 

u r v 2  u w v 2  u w v 2  u w v 2  u w v 2  u w v 2  u ~  u w v  2  

. !Mi . H95 .896 .753 .816 .931 1 .811 - 7  

- . -. . - . -.- - - .--- -- 

t I  rr v') I, r v2 Ir w v2 u  v u v  u v 2  u y ?  u w v 2  

.973 .952 .819 .975 .644 

-- 

u v2 

.971 .983 . 81  . Y 5 5  . 4 2  

--.- - - 

II ," v2 *j...2 u . v 2  u . v 2  u w v 2  . . v 2  u v 2  

4 73 .846 .98 .914 . I96  .419 

U. 
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TABLE 5.8-5 

ATTITUDE-COMMAND PI CONTROLLER 
CORRELATION COEFFICIENTS 

CONTROLS 

Controller Gain Regressions - At this point the 
varial>lc?s which best correlate with the control gains have 

i~c~cn specified. The next phase is to determine the regres- 

s ion coc? l'f j-cients. These are shown in Tables 5.8-6 through 

5.8-9 Tor the P I 1  control law and in Tables 5.8-10 through 

5.8-13 Tor the PI control law. The maximum and miniml~m 

v : ~  1uc.s o f  the true gains for the nineteen flight conditions 

;LISO ;lro shown. The intercept is the value of the gain at 

h o  vc.r 1) rodu ced by the regress ion. 

As an t2xnmple of the computation involved for 

t1t.l (brmining a gain, consider the pitch-rate differential 

c.ollcc:~ive gain for the velocity-command controller. Using 

the values for the regression coefficients for q in Table 

5.S-6 results in the following gain schedule: 
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Table 5.8-2 indicates high correlation for this gain schedule, 

and the value of g is very close to the real value of the 

gain at all flight conditions. 

The gains for the controllers display certain pat- 

terns which aid in understanding the gain values and corre- 

lation coefficient values. For the PI1 contr~l law, the 

most obvious pattern concerns the difference between the 

longitudinal/lateral cross-gains and the other gains. For 

instance, in Table 5.8-6 the maximum values of the cross 
gain (v,p,r,@,$) have much smaller vblues than the other 

gains (u,w,q, 0 ) .  This kind of pattern can be observed in 
the other tables for the P I 1  controller. In addition, by 

comparing the correlation coefficients in Table 5.8-2 with 

the important gains in Table 5.8-6, the large (important) 

gains have high correlation while the smaller gains have 

moderate correlation. 

Gains for the PI control law also follow dis- 

cernible trends. Gains between AtL and AtN4 which multiply 

the same type of error variable tend to be opposites of 

each other. This is a consequence of the weighting on - ; 
in the cost function. The regression coefficients have to 

be specified to many significant digits because these 

gains are nearly equal and of opposite sign. The other 

pattern for the PI control law is that the feedback gains 

on the states are much smaller than the AtL and AtN4 g; i lns .  

To compare gain values between the PI and PI1 controllers, 

the PI gains are already multiplied by At while the 211 

gains are not. The PI1 regression coefficients are multi- 

plied by At in a computer implementation. 

Static Trim, 4 = 0.0 - Maximum and minimum values of 
the four control positions are given in Section 5.6.1. 
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Table 5.8-14 lists t h e  t r i m  v a l u e s  o f  t h e  c o n t r o l  p o s i t i o n s  
f o r  t h e  f l i g h t  c o n d i t i o n s  chosen i n  Sec t ion  5.4. The rela- 

t i v e  meaning o f  t h e  numbers can be exp la ined  by t a k i n g  6C a s  
an example. The l a r g e r  t h e  6C p o s i t i o n  is, t h e  g r e a t e r  t h e  

l i f t i n g  f o r c e  of t h e  rotors. The largest v a l u e  of  6C occurs  

a t  V, = -1500 f t l m i n ,  t h e  maximum v e r t i c a l  v e l o c i t y  f o r  t h e  
d a t a  shown. The v a l u e s  of t h e  c o n t r o l  p o s i t i o n  are scheduled 

a g a i n s t  t h e  u ,  w,  and v2 f l i g h t  cond i tons  of Table  5.8-1. 

In  a d d i t i o n ,  t h e  t r i m  v a l u e s  of 0 and t$ also are scheduled 

f o r  6 = 0.0. The c o r r e l a t i o n  and r e g r e s s i o n  c o e f f i c i e n t s  

a r e  shown i n  Table  5.8-16. The stat ic t r i m  v a l u e s  o f  p ,  q ,  

and r are zero i f  6 = 0.0. The c o r r e l a t i o n  c o e f f i c i e n t s  

f o r  s t a t i c  t r i m  are good, and except  for 6B a r e  g r e a t e r  than  

0.9. 

S t a t i c  Trim, $ = 0.5 r a d l s e c  - Table 5.8-16 shows 
t h e  t r i m  v a r i a b l e s  and angular  rates for t h e  t u r n  rate 

$ = .05 r a d / s e c ,  wi th  t h e  VALT Research A i r c r a f t  is i n  a 
coordinated  t u r n .  I n  g e n e r a l ,  it can be concluded t h a t  
s t a t i c  t r i m  c o r r e l a t e s  w e l l  w i th  f l i g h t  cond i t ions .  

Dynamic Trim - A s  s t a t e d  i n  Sec t ion  4 .3 .2 ,  s t a t i c  
t r i m  s e t t i n g s  can be a ided  by l i n e a r  dynamic t r i m  compu- 

t a t i o n s .  The equat ion  f o r  dynamLc t r i m  (Eq. (4.3-15)) 

r e q u i r e s  t h e  F2 mat r ix  and t h e  i n v e r s e  of  Gu. Table 5.8-17 

d e t a i l s  t h e  c o r r e l a t i o n  c o e f f i c i e n t s  f o r  t h e  upper l e f t  

6x6 p a r t  o f  t h e  F mat r ix ,  F2, f o r  t h e  VALT Reserach A i r -  

c r a f t .  

5.9 EXAMPLES OF SYSTEM RESPONSE 

The previous  s e c t i o n s  o f  t h i s  c h a p t e r  d e t a i l e d  t h e  
procedure of des igning a d i g i t a l  c o n t r o l  law us ing  open-loop 



T
H

E
 A

N
A

L
Y

T
IC

 S
C

IE
N

C
E

S
 C

O
R

P
O

R
A

T
IO

N
 

~
 

-
.
 

I
I

~
 

0
 

0
 

0
 

d
 

4
 

d
 

X
X

X
 

i 
I 

i 
0

0
0

 
d

d
d

 
X

X
X

 



VEI,OCITY-COMMAND P I 1  CONTROLLZR GAIN REGRESSION 
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TABLE 5.8-11 

ATTITUDE-COMMAND PI CONTROLLER GAIN REGRESSION 
FOR THE dC CONTROLLER 

v2 0.0001B1 .000004 .. 21136 -1.34 ,4788 .5l ,01623 xlo4 
I 

u -0.001416 -.0000424 -.000798 .274 ,2804 -08782 -2.817 ,0271 ~10'~ 

,5476 -.4118 ,0476 ~10'~ 

Intercept .00207 .00012 .00019 ,2312 -.3875 .I344 3.8 0.03394 0.0 

Maximum 

Minimum 

AtN4 AtL 
A A 

Y4 Y~ ytb Y~ , 

XIO-4 

x 10-2 

,lo-2 

I 

.002339 

-.000367 

,000134 

-.000112 

.000721 

-.000818 

,3108 

-.6763 

1.407 

-10.18 

1.412 

-.a703 

4.315 

-.lBl 

-.002288 

-.07318 



TABLE 5.8-12 

ATTITUDE-COMMAND PI CONTROLLER GAIN REGRESSION 
FOR THE dS CONTROLLER 

Maximum .000069 1 .008019 ( .000016 
I I 

-.00002141 ,0000441 .00001808 

Intercept 0.00006 -.00011 0.0 

AtL 

ye 

Maximum 9.56 



TABLE 3.8-13 

ATTITUDE-COMMAND PI CONTROLLER GAIN REGRESSION 
FOR THE 6R CONTROLLER 

IV 0.0000188 -.00004337 -.0000188 -.44 -7.31 -4.47 .00516 0.00716S 

Intercept .00001 - .OOOOl .00001 2.707 3.9 -32,Bl ,01631 -.07945 0.0 
\ 

A t N 4  AtL 
A 

f 3- 

Intercept 1 43.35724 1 30.9595 
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TABLE 5.8-14 

VALUES OF TEE 'CONTROL POSTTIONS FOR 
THE FLIGHT CONDITIONS ($=0.0) 

"x' 
'kt 

160. 

120. 

120. 

120. 

120. 

80. 

80. 

80. 

80. 

60. 

TABLE 5.8-15 

CORRELATION AND REGRESSION COEFFICIENTS FOR 
~ B P  6Ct 6 S ~  g R I  0 ,  6 
STATIC TRIM VALUES, $=o 

@. 

deg 

u w v 2  

.942 

- 
b ~ *  
in 

u w v  

.8712 

&ss 
in 

u w v  

.955 

la 

u w v  

.97 

6 ~ '  
in 

U W V  

.98  

0. 

deg 

u w v 2  

.994 



THE ANALYTIC SCIENCES CORPORATION 

TABLE 5.8-15 (Continued) 

IBLE 5.8-16 

u 

o 

Intercept 

CORRELATION An, HEGRESSION COEFFICIENTS MIR 
6B, 6C3 6ss 6R, 0 9  @, p ,  q, 

STATIC TRIM VALUES, 4 = 0.5 RAD/SEC 

1 k' %' 6 ~ '  8.  *. P. I i n  I i n  I in 1 in I d e  I deg (MI- 

-7.0859 

-1.0486 

-. 5223 

explicit adaption for the VALT Resesrch Aircraft. This 

section presents examples of system step response that are 

-9.441 

-6.269 

4.345 

computed during the design. The responses are obtained for 

linear-time-invariant system simulations. All of the step 

-.34247 

-. 3097 
. -2248 

responses except the two in Fig. 5.9-1 are simulations of 

the simplifted systems, i.e., the approximations in Section 

.OSS007 

-66258 

-0071 

3.6 are used. The results are obtained using the program 

DIGADAPT. In each control law, a transformation matrix whose 
C 

-34.846 

3.452 

6.562 

elements depend on the angular orientation of the aircraft (H;) - 
is used. HE is computed for the nominal orientation and not 

E changed in the simulation. HB would be a time-varying matrix 

1.6332 

.6092 

-. 43826 

in actual implementation. 

x10'~ 

x10-~ 
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TABLE 5.8-17 

CORRELATION COEFFICIENTS FOR F2 TO BE USED FOR 
DYNAMIC TRIM 

u v w P 

An Alternate Independent Indicates Independent 
Variable Which Yielded a Variables Used for 
Good Regression, * Indi- Regression 
cates Hover Was Not Used 

Element of F Which 
Interacts u to w 

Correiat ion 
(Coefficient J 
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The overall goal of the simulations is to show 

that the quadratic synthesis control laws meet the step 

response criteria specified in Section 5.5 for each of the 

command systems. The velocity-command PI1 control law 

simulations are shown in Fig. 5.9-1 to Fig. 5.9-4, and the 

attitude-command PI control law simulations are shown in 
Fig. 5.9-5 to Fig. 5.9-7. A comparison between the conmand- 
control systems is shown in Fig. 5.9-8. Each of the figures 

has a second purpose which is detailed in the discussion of 

the individual simulations. Except for the last figure, 

each response is obtained by commanding a single component of 

Q ,  with the other three components commanded to zero. 

Figure 5.9-1 - This figure shows the velocity- 
command PI1 control law meeting its requirements for a VZ 

commaqd. One curve is the simplified discrete system re- 

sponse. The continuous response is obtained from the contin- 

uous version of the velocity-command PI1 control law. The 

discrete system response, which cannot be distinguished in 

the figure from the continuous system response, is the one 

that is obtained using the mathematically rigorous discrete 

system (the second-order assumptions are retained) to simu- 

late a command in V,. Theory dictates that this rigorously 

obtained response is the closest to the continuous response 

which one can achieve using a discrete system. The figure 

demonstrates the theory and shows the difference in response 

when the second order simplification is used. 

Figure 5.9-2 - This figure shows the velocity- 
command PI1 control law meeting its requirements for a com- 

mand in VZ and for a command in Vx. The responses shown are 

for the aircraft at hover. The weights in Q were steadily 

increased until the rise time requirements were exceeded. The 

requirement is the intersection of the two dotted lines, and 

the response must be to the left of the intersection as shown. 
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VELOCITY- PI1 CONTROL LAW 
UVUt RESEARCH AlRCRAF T 1U HOVER 

Figure 5.9-1 Comparison Between Continuous, Discrete, 
and S impl i f i ed  Discrete Simulations f o r  a 
Command i n  V,. 

R-I9534 

M O C l R - C m  PI1 CONTROL LAW 
VAlT RESEARCH AIRCRAFT AT HOVER 

Figure 5 .9 -2  Sirpulations f o r  a Command i n  V, and a 
Command i n  V,. 
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Figure 5.9-3 - This figure s % w s  the velocity- 
command PI1 control law meeting its requirements for a com- 

mand in V, and a command in V for a flight condition diffor- 
Y 

ent from Fig. 5.9-2 and Fig. 5.9-8. This figures demon- 

strates the validity of the Q matrix selection procedure 

detailed in Section 5.6.1. This flight condition is not an 

extreme point but is an intermediate poiat in the flight 
regime chosen for design. The Q weightings are obtained 
from the interpolated straight line given by Eqs. (5.6-4) 

through (5.6-6). In this case, the ris times of the re- 

sponses easily meet the requirements. 

Figure 5.9-4 - In Section 5.3, the velocity-command 
system was paired with the PI1 control law and the attitude- 

command system was paired with the PI control law. It was 

originally intended to use the PI1 control law for both 

command systems. As work progressed, it became evident 

that the PI1 law did not have sufficient damping to meet 

the rise time - and overshoot requirements of the attitude 

command system, given the R matrix of Eq. (5.6-2) and 
weighted variables of the equation below: 

This is a result of not allowing large differences in con- 

trol outputs. The control law is not allowed to pulse the 

system. The PI law was developed for use in the attitude 

system because it meets the requirements. There is more 

damping and there are fewer forward delays in the PJ cott~ol 

1 A design for the attitude-command PI1 control 3 ~ 4  was 

developed, however, The following are the maximum criterion 

values determined in the design. The R matrix values are 
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Figure 5.9-3 Simulations for a Command in 
Vx and a Command in V, in 
Descending Flight 

~ U I O W t D L a  
l*IKFM CYFIW001I*ll*A 

7, .tJwr 
RISE nmE 

Pigure 5.9-4 Simulations for a Command ill 
0 and a Command in 41 
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and the araximum ~tate values for Q are given in Table 
5.9-1. The variable, alp corresnonds to the variable in 

t&e fallowing equation: 

One can observe the many compromises necessary for this 

design. The maximum values fcr R are not all the usual 

2 io/sec. Variables that could have been used for damping 

( 0 , $ , + )  are not used because they lower the rise time more 

than they decrzase the overshoot. Figure 5.9-4 shows the 

attitude-coamand PI1 control law step response for separate 

comaands in 0 and 4. The maximum allowed overshoot is 

reached before the rise tine is satisfied. This behavior 

also is common for $. The VZ comnand (not shown) met its 

requirements because the decoupled response feature led to 

almost the sawe weights as its cohort in the velocity-com- 

mand PI1 system. As seen in the figure, the 6 command is 

closer to meeting its requirements than 4, and, in fact, 
for high forward velocities the requirements are met for 8. 

Figure 5.9-5 - This figure shows the attitude- 
command PI control. law meeting its requirements for separate 

commands in ( and VZ. The design mebhodology for the PI 

law is to choose Q at each point and not perform an end 
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o m &  PAGE POOB 

TABLE 5-9-1 
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point interpolation for the weights on 0, 0 .  and $. The 

figure shows 0 just meeting the rise time requirements with- 

out exceeding the overshoot, and it shows VZ, which is 

weighted as in the PI1 law, exceeding its requirements slight- 

ly - 

Figure 5.9-6 - This figure shows the attitude- 
command PI control law meeting its requirements for separate 

commands in 0 and 9 at a forward flight condition. The 

weightings were adjusted until the rise time was achieved. 

Comparing this figure with Fig. 5.9-5, one can observe that 

the 4 response does not vary significantly,while the 0 

response at the higher forward velocity has more damping. 

This is one reason that the attitude command PI1 system was 

able to meet 0 requirements at higher forward velocities. 

Figure 5.9-7 - This figure shows the attitude- 
command PI control law meeting its requirements for a com- 

mand in $. This is compared with a yaw comnand in the 

attitude-command PI1 control law design, explained in the 

discussion for Fig. 5.9-4. The PI1 response slightly ex- 

ceeds the overshoot requirements and does not-meet the de- 

sired time. Also in the figure are simulations of the corres- 

ponding 6R movements required to yaw the aircraft 0.1 rad 

(5.73 deg). The PI law allows the contrcller position to 

move faster than the PI1 law. In fact, for this command. 

the 2 in/sec rate (maximum weighting) is exceeded during 

the earlier part of the 6R simulation shown for the PI con- 

troller. For the yaw angle command, the VTOL has no pre- 

ferred yaw angle position. This causes all the other states 

and controls to return to their original values after the 

yaw command transients die out. For example, bR eventually 

returns to zero (the original nominal position). 



Figure 5.9-5 Simulations for a Ccnmnand 
i n  V, and s Cmmmd i n  4 

Figure 5.9-6 Simulations for a Command 
in  8 and a Command in @ 
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Figure 5.9-7 Simulations for a Command in Yaw 
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Figure  5.9-8 - T h i s  f i g u r e  shows t h e  v e l o c i t y  com- 

mand P I 1  c o n t r o l  law meeting its requi rements  f o r  a command 
i n  V . In  t h e  o t h e r  p a r t s  o f  t h e  f i g u r e ,  t h e  s i m u l a t i o n s  of 

Y 
t h e  corresponding p i t c h  a n g l e  t r a n s i e n t  and bS movement 

also are shown for t h e  P I 1  c o n t r o l l e r .  The s t e a d y - s t a t e  

va l~nes  o f  9 and (O f o r  t h e  PI1  c o n t r o l  l a w  V command w e r e  
Y 

observed and recorded. These va lues  then  w e r e  s imul taneously  

commanded i n  t h e  attitude-command P I  c o n t r o l  law. The f i g u r e  

shows t h e  corresponding b S .  9 ,  and V response  which are re- 
Y 

q u i r e d  to reach t h e  same s t e a d v - s t a t e  v a l u e s  as t h e  P I 1  s v s t e m .  

The f i g u r e  shows t h a t  t h e  criteria f o r  t h e  two command sys tems 
are d i f f e r e n t ,  wi th  t h e  P I  l a w  us ing  h i g h e r  c o n t r o l l e r  rates 

and larger 6S d e v i a t i o n s  t o  ach ieve  t h e  same r e s u l t  of  a 

V = 1 f p s  inc rease .  • 
Y 

5.10 CHAPTER SUlYIMARY AND DESIGN PROCEDURE 

T h i s  c h a p t e r  h a s  p resen tzd  a p p l i c a t i o n s  o f  s e v e r a l  

c o n t r o l  des ign  techniques  t o  t h e  VALT Research A i r c r a f t  and 
is very s u c c e s s f u l  i n  doing so. The major developments in-  

c l u d e  t h e  fol lowing:  

A sampling t i m e  of  12 frames p e r  
second w a s  s p e c i f i e d  based on t h e  
w o r s t  case of t h e  covar iance  e r r o r  
propagation and t h e  c o n t r o l  s t r u c -  
t u r e .  

The t r ans fo rmat ion  mat r ix  w a s  e a s i l y  
found f o r  each command s y s t e m .  

The velocity-command system was 
based on t h e  P I 1  c o n t r o l  law because 
t h e  requirements  w e r e  not  s t r i n g e n t  
and t h e  P I 1  law g i v e s  smooth responses .  

The attitude-command s y s t e m  was based 
on t h e  PI c o n t r o l  law because t h e  re- 
quirements  r e q u i r e  f a s t  t r a i s i e n t s  
w h i c h  t h e  PI law can achieve  more 
e a s i l y  than  t h e  PI1 law. 
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-ISON BETWEEN ME ATTITUDE-COMMAND P I  CON1 ROL LAW 
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Figure 5.9-8 Simulations for a Command in Vy 
and a Simultaneous Command in 
9 and 4 
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The flight conditions for point design 
consisted of 19 cases which were sys- 
tematically chosen to represent the 
VALT Research Aircraft flight envelope 
in the vertical plane. The points 
were biased toward level and low-speed 
flight, which are considered to be the 
most common and most demanding con- 
ditions, respectively. 

The weighted variables in the cost func- 
tion were based on the commanded 
variables. 

The state weighting matrix at each flight 
point was determined based on step re- 
sponse simulations meeting prespecified 
requirements. 

The velocity-command PI1 control law 
system state weighting matrix was 
successfully found based on determining 
weighting matrices at extreme flight con- 
ditions, then linearly interpolating the 
weightings. 

The attitude-command PI control law sys- 
tem weighting matrix was determined at 
each individual flight condition with 
little change in the weightings. The 
weightings have a definite pattern if the 
flight conditions are arranged in ascending 
forlvnrd velocitp. 

In both designs, meeting the rise time 
step response requirementdetermined when 
to stop increasing the weights in the 
state weighting matrix. 

Eighty-five percent of the velocity- 
command correlation coefficients are 
greater than 0.8. 

Eighty-three percent of the attitude- 
command correlation coefficients are 
greater than 0.8. 

Significant gains in general have 
correlation coefficients greater than 
0.9. 

The longitudinal/lateral-directional 
cross gains tended to be smaller than 
the other gains for the PI1 controller. 
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Command-Controller 

Choose the commsmd system and controller 
type for continuous or discrete case, e.g., 
Velocity Command (PI1 Controller), 
Attitude Command (PI Controller), or 
Dynamic Controller (Regulator). 

Criteria 

Specify suitable step response requirements, 
closed-loop eigenvalues, or quadratic weightings. 
Determine the slate variables to be weighted 
by quadratic synthesis. 
Specify Q and R adjustment policy, if 
required. 

a Controller Gain Scheduling 

Obtain control gains from DIGADAPT. 
Iterate Q and R, as required. 
Punch controller gains and flight conditions 
on computer cards for SCHED input. 

Choose flight conditions for regression 
(body axes or inertial axes). Reorder 
punched cards with chosen flight condition 
type 
Run SCHED for all combinations of independent 
variables (flight conditions), printing out 
correlation coefficients. 

Using SCHED output, choose independent 
variables for regression based on corre- 
lation coefficients and avaflability of 
measurements onboard the vehicle. 

Run SCHED for regressions with chosen inde- 
pendent variables. 

Record regression coefficients for use in 
open-loop explicit-adaptive gain scheduling 
algorithm. 

Trim Values 

Run DIGADAPT for as many flight conditions 
as desired, punching control trim positions 
and state positions for SCHED input. 

Choose body or inertial axes for independent 
variable conditions. 

Schedule static trim values against flight 
condition. 

Schedule dynamic trim coefficients against 
flight condition. 

5-63 
PRECEDING PAOB BLANK NOT FI1,MED 
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Low-Pass F i l t e r s  
E s t a b l i s h  s i g n a l  and n o i s e  va r i ances  f o r  
measurement states. 
Def ine  f i l t e r  g a i n s  u s i n g  discrete-time 
Kalman f i l t e r  a lgor i thms.  
Complementary F i l t e r s  
Choose a sampling i n t e r v a l  for t h e  f i l t e r s  
if they  are t o  be discrete. F i l t e r s  are 
sjmple enough t o  be a d j u s t e d  on l i n e  or by 
f u l l  s imula t ion  techniques .  
Kalman F i l t e r  Design f o r  Unmeasured S t a t e s  
Define states which are measured, d i s t u r b a n c e  
covar iance  mat r ix ,  and obse rva t ion  n o i s e  
covar iance  matr ix .  
Ruu LlGADAPT t o  o b t a i n  Kalman fi l ter g a i n s  
f o r  $1 i g h t  co:lc?itions desired. Run SCHED 
with  Kalman g a i n s  as noted  above. 
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EVALUATION OF CONTROL SYSTEM DESIGN 

The digital-adaptive control systems described in 

the previous chapters need to be evaluated. An approach for 

initial evaluation is numerical testing by digital simulation. 

This chapter presents details of a linear-time-varying 

simulation technique and simulation results which show the 

control sysxems' performance. 

6.1 OVERVIEW 

The aircraft simulation described in the following 

sections is designed to test the digital-adaptive control 

system for representative flight paths. The simulation 

includes a linear-time-varying vehicle model and guidance 

and control routines. The aircraft is assumed to follow 

a nominal flight path, and the computations provide a direct 

output of trajectory errors arising from various test inputs. 

The simulation can incorporate certain nonlinearities, 

such as actuator position and rate limits, and it relies 

upon aerodynamic stability derivatives to describe vehicle 

dynamics. 

This linear-time-varying aircraft simulation is 

flexible, while maintaining a high degree of efficiency 

and accuracy. The program's flexibil'ty stems from a modular 

construction which enables the program to deal with various 

levels of simulation detail. The program's options include: 
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Actuator dynamics (first-order lag, 
displacement limits, and rate limits) 

Rotor dynamics (second-order model) 

Guidance law 

Control law 

The linear-time-varying simulation is more efficient than a 

fully nonlinear model, and computational accuracy is assured 

by the use of a variable-step-size Runge-Kutta integration 

routine . 

The remaining sections of Chapter 6 discuss the 

simulation in detail, Section 6.2 describes the nominal 

flight paths to be flown by the helicopter. Section 6.3 

outlines the aircraft simulation and guidance logic. 

Section 6.4 discusses the digital-adaptive control law and 

considers implementation and computer loading requirements. 

Section 6.5 illustrates the control system performance by 

showing the results of the linear-time-varying simulation, 

and Section 6.6 is a chapter summary. 

6.2 NOMINAL FLIGHT PATH FOR SYSTEM EVALUATION 

Aircraft flights can be divided into three phases: 

takeoff and climb, cruise, and approach and landing. The 

cruise portion of the flight path is essentially at steady- 

state, and Chapter 5 has  deal^ with control system response 

under these conditions. Because the approach and landing 

phase of flight is one of the most critical for flight 

safety, the emphasis of this chapter's evaluation is placed 

on that phase. The nominal flight path is particularly 

appropriate as it has features of special interest. 
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rotor dynamics, and t h e  last  f o u r  components a r e  t h e  con- 

t r o l  ac tWh@l%pph&a. f l igh t  p a t h  shown i n  F ig .  6.2-1 is 

r e p r e s e n t a t i v e  o f  t h e  t e rmina l  p o r t i o n  of t h e  f l i g h t  of a 

VToL vehic 'Pk l&VB%eaI@@-X&~boll~gspot~rnadd damUndM are 

t60ttl&dtat~ g&lda&Sb ~ ~ b a . t m l s ~ t o  'sf atkmrramgirLa1 tra- 

&QW= ua@a&ta~%r aLa-laW betaem i- g m  hwagpsoi n t s 

i m u m t  s-= 0 f w m L . w  a w s  ,iBtlmiStra- l3eh%smo- 

&PPfi?3%9 &Br t ~ & ! R & @ R r W @ ~  B m b :  v e h i c l e  avoiding f i x e d  
o b s t a c l e s .  Th- f i n a l  s e c t i o n  of t h e  f l i g h t  p a t h  e x h i b i t s  
a  cons tan t -ve loc i ty  &kht $ l ? t o W  %&.c$FBlerating (6.3-4 

descent .  T h i s  s e c t i o n  o f  t h e  f l i g h t  p a t h  may p rov ide  an 
$@x-!i&p&** tw% w t ! w ~ ~ a * m * ~ ~ l ~  
c R i V % P % @ ~ ~ $  ~ & @ % ~ w w ~ c s  ,The i n t e r p o l a t  ion  
value ,  ~ ( t ) ,  v a r i e s  f r o m  0 t o  1 as t h e  v e h i c l e  f l ies from 
waypoint n t o  waypoint n+l .  

T o t a l  v a l u e s  of t h e  states and c o n t r o l s  are formed,_, 

(6.3-6) 

a 1  states and 

d dynamic t r i m  

f o r  c a l c u l a t i n g  dynamic 

is assumed t o  i n c o ~ ~ n d b g ~ b ~ ~ & b i r n .  

F igure  6.2-1 Approach F l i g h t  Path 
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6.3 LINEAR-TIME-VARYING MODEL FOR SYSTEM SIMULATION 

The v e h i c l e  e q u a t i o n s  o f  motion c o n s i s t  o f  non- 

l i n e a r  d i f f e r e n t i a l  e q u a t i o n s  which d e s c r i b e  t h e  behav io r  

o f  t h e  v e h i c l e  states as i n f l u e n c e d  by t h e  c o n t r o l  i n p u t  

and d i s t u r b a n c e s :  

where xT is t h e  to ta l  s t a te  v e c t o r ,  % is t h e  t o t a l  con- 

t ro l  v e c t o r ,  and zT is t h e  t o t a l  d i s t u r b a n c e  v e c t o r .  A s  

i n d i c a t e d  i n  S e c t i o n  2.4,  t h i s  n o n l i n e a r  e q u a t i o n  can  be 

expanded c3ou t  a  nominal t r a j e c t o r y .  The r e s u l t  is a  non- 

1 i n e a r  e q u a t i o n  d e s c r i b i n g  t h e  nominal t r a j e c t o r y  and a 

l i n e a r  e q u a t i o n  d e s c r i b i n g  t h e  p e r t u r b a t i o n s  abou t  t h e  nomi- 

n a l  t r a j e c t o r y :  

In t h e s e  e q u a t i o n s ,  t h e  s u b s c r i p t  "0" i n d i c a t e s  a  nominal 

v a l u e ,  w h i l e  an u n s u b s c r i p t e d  v a r i a b l e  is a p e r t u r b a t i o n  

v a l u e .  The t o t a l  v a l u e s  o f  t h e  v a r i a b l e s  are e q u a l  t o  t h e  

sums of t h e  nominal and p e r t u r b a t i o n  v a l u e s .  

When t h e  nominal f l i g h t  c o n d i t i o n  is u n a c c e l e r a t e d  

( s u c h  as i n  s t r a i g h t  f l i g h t  a t  c o n s t a n t  v e l o c i t y ) ,  t h e  

nominal states and c o n t r o l s  a r e  r e f e r r e d  t o  a s  s t a t i c  t r i m  * 
states dnd c o n t r o l s .  When t h e  nominal f l i g h t  c o n d i t i o n  is 

a c c e l e r a t e d  che d i f f e r e n c e s  between t h e  s t a t i c  t r i m  s t a t e s  

and c o n t r o l s  ( a t  t h e  same v e l o c i t y )  and t h e  c o r r s s p o n d i n p  

a c c e l e r a t e d  v a l u e s  a r e  c a l l e d  t h e  - dynamic t r i m  s t a t e  and 

c o n t r o l  p e r t u r b a t i o n s .  
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TABLE 6.3-1 

STATJiS OF TEE LINEAR-TIME-VARYING SIMULATION 

- 

- 
x Ear th  x-axis p o s i t i o n  [ f t l  

Y Ea r th  y-exis p o s i t i o n  [ f t l  

z Ear th  z-axis  p o s i t i o n  [ f t l  

u Body x-axis v e l o c i t y  [ f p s j  

v Body y-axis v e l o c i t y  [ f p d  

w Body z-axis v e l o c i t y  [ fps]  

P Body x-axis angu la r  rate r a d l s e c l  

9 Body y-axis angu la r  rate [ r a d l s e c l  

r Body z-axis  angu la r  rate [ pad/ s e c l  

8 P i t c h  Eu le r  a n g l e  1 rad l  

+ R o l l  Euler  ang le  I radl  

@ Paw Euler  ang le  [ radl  

6~ D i f f e r e n t i a l  c o l l e c t i v e  (rotor) [ i n ]  

6c C o l l e c t i v e  (rotor) [ i n  I 

ds L a t e r a l  c y c l i c  (rotor) [ in1  

6~ D i f f e r e n t i a l  c y c l i c  (rotor) [ i n  1  
0 

D i f f .  c o l l e c t i v e  rate (rotor) [ i n / s e c l  

6c C o l l e c t i v e  rate ( r o t o r )  [ i n / s e c l  . 
6s Cycl ic  r a t e  (rotor) [ i n / s e c ]  
0 

D i f f .  c y c l i c  rate (rotor) [ i n / s e c ]  

bBA D i f  f  . c o l l e ~ t  i ~ - e  ac- tua tor  [ i n ]  

b c ~  Collect '.ve a c t u a t o r  [ in1  

6sA Cycl ic  a c t u a t o r  [ i n 1  

Dif f .  c y c l i c  a c t u a t o r  [ i n ]  

1 
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CONTROL COMMANDS OF 
THE LINEAR-TIME-VARYING SIMULATION 

%3c Diff. collective command [in] 

6cc Collective command [in] 

6sc Cyclic conanand [in] 

5 ~ c  Dif f. cyclic comand [in 1 

The dynamic equations are integrated using a vari- 

able-step-size, fourth-order Runge-Kutta integration routine. 

The variable-step-size feature doubles or halves the time 

step used for integration to minimize errors due to trunca- 

tion and roundoff, which enhances computational efficiency. 

Section 8 . 3  of Appendix A contains further details concern- 

ing the programing used in the present investigation. 

There are a number of options built into the linear- 

time-varying computer simulation to increase its speed and 

flexibility. The actuator and rotor states add considerably 

to the simulation run time, because of the enlarged state 

vector and because the integration mutine must take smaller 

steps to accurately integrate the relatively fast rotor 

and actuator dynamics. Consequently, the rotor and actuator 

dynamics can be excluded from the simulation if desired. 

Nominal turbulence time histories also can be generated as 

normal and lateral body-axis velocity disturbances (Section 

A . 3 ) .  
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6.3.2 Guidance Algorithm 

The guidance algorithm used in the present simula- 

tion produces total velocity and angle cormoands. These com- 

mands are composed of the nominal velocity and angle values 

plus perturbations which are intended to null position errors. 

The guidance laws are based on those derived in Ref. 22. The 

velocity-command guidance algorithm produces a camnand vec- 

tor consisting cf three velocity elements and a heading angle 

command. The attitude-commmd system (in which the coarmand 

vector consists of three Euler angle c-ds and a vertical 

velocity command) is created by appending the autopilot logic 

of Ref. 22 to the velocity-command law. 

The guidance algorithm contains tables of the posi- 

tion, velocity and guidance gains at each waypoint along the 

nominal trajectory. The input to the guidance system (from 

a navigation system) is the true vehicle position, s. From 
this, the position on the trajectory segment is calculated: 

where the subscript "+" pertains to the position of the 

waypoint being approached, while the subscript "-" describes 
the previous trajectory waypoint. 

The nominal position, velocity and guidance gains 

are found from the tables by linear interpolation: 
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The nominal heading angle is found from v by 
-Eo 

Velocity-Coanaand Guidance Law - The cooanands are 

(6.3-14) 

vhere the transformation from earth-relative to guidance 

axes is 

Thus, the four-element velocity-comnand guidance output is 

composed of the three earth-relative velocity comnands and 

the heading angle coomand. 

The guidance gains relate the perturbatibn guidance 

frmc velocity-comnands to the position errors in the guid- 

ance fram. Therefore, the feedback relation is 
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In straight-and-level cruise, every gain is zero 

except K and K33, which are chosen to be -0.03 sec-l. 22 
This causes position errors to be nulled exponentially with 

a time constant of 33 sec. Gains for accelerating, turn- 

ing or climbing flight are time-varying and must be calcu- 

lated for each trajectory. The recomended method is the 

use of finite-time optimal control. as is done in Ref. 22.  

Attitude-Cornmand Guidance Law - By using the nomi- 
nal position, velocity and guidance gains, the commands are 

where the guidance-frame velocity commands are 

Thc v : ~ l u e s  o f  the attitude gains are taken from Ref. 22 and a r e  
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Summary - This section has discussed the 1 ina!nr- 

Limab-varying aircraft and guidance simulations. These sinu- 

lations, defined along a nominal trajectory, capture the 
essence of the dynamics involved in these systems, and also 

pennit repeated experiments along the same nominal trajec- 

tory. Thus, easily comparable results in the form of per- 

turbations about an unchanging nominal flight path can be 

obtained efficiently. A further advantage of the linear- 

time-varying simulation is that transient solutions can be 

obtained without specifying aircraft trim. In the follow- 

ing section, the incorporation of the flight control pro- 

gram in the linear-time-varying simulation structure is 

discussed. 

6.1 FLIGHT CONTROL PROGRAM DESIGN 

The aircraft control system is implemented in the 

linear-time-varying simulation as an independent subroutine, 

which is functionally similzr to on-board control system 

coding. However, high efficiency of execution and storage, 

which are important considerations in programming for flight 

systems, are not simulation design goals here. 

In this section, the three functions of the con- 

trol coding are examined, and estimates of flight computer 

storage and speed requirements for a digi tal-adapt ive con- 

trol law are provided. 

6 . 4 . 1  State Estimation 

The state estimation logic produces perturbation 

vnlucs o f  the states and guidance commands for use in the 

control calculations. In addition, total state and nominal 
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control estimates that are needed by the gain calculation or 

control computation routines are generated. The estimation 

logic itself is divided into three sections, one for total 

state estimation from sensor measurements, one for nominal 

state calculation, and a third section that forms perturbation 

values by differencing total and nominal values. 

. . -  

The total state estimation routine, as described 

in Section 5.6, is composed of fixed low-pass and comple- 

mentary filters that operate on sensor outputs. Assuming side- 

slip measurements are not available, this state can be 

estimated by using lateral acceleration and angular rates. 

The total value of the output vector. &, in Fig. 6.4-1 is 

simply a function of the total state, and it is formed by a 

transformation based on nominal state values. 

Figure 6.4 -1  Complete Controller Diagram 



THE ANALYTIC SCIENCES CORPORATION 

The nominal state and control calculation repre- 

sents the guidance-control interface, and may be termed a 

control preprocessor (See Section 2.4). As shown in 

Fig. 6.4-1, the nominal state and control calculations 

use the nominal velocity, which is stored in the guidance 

section. This velocity is used to calculate static trim 

controls and Euler angles with the scheduling algorithms 

described in Section 5.7. The static trim body-axis 

velocities are derived from the nominal velocities and the 

static trim Euler angles. Nominal states and controls are 

formed by adding the corrections due to dynamic trim as 

derived in Section 4.3. It should be noted that errors due 

to neglecting dynamic trim (i.e., assuming the static trim 

is the nominal value) are not great unless the nominal tra- 

jectory exhibits high state rates. Furthermore, the control 

system's integral compensation should cause the vehicle to 

follow the nominal trajectory even if dynamic trim is neg- 

lected. 

The perturbation states and outputs are formed by 

differencing the total and nominal values. The perturbation 

state and output values are used by the control algorithm 

to calculate perturbation control commands. 

In addition to producing perturbation states and 

outputs for the controller algorithm, the estimation logic 

must supply the control gain calculation algorithm (described 

in Section 6.4.2) with total state estimates. It also pro- 

vides the control computation algorithm (discussed in Section 

6.4.3) with nominal control values. 

6.4.2 Control Gain Calculation 

The control gains are found from a gain schedule 

derived in Section 5.7. This schedule, which relates control 
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gains to the body-axis u and w velocities and the velocity 

magnitude squared ( ~ 2 ) .  has been derived by regression 

analysis. The gain-scheduling coefficients would be stored 

in the flight computer memory to form the basis of a digital 

feedback control law using open-loop explicit adaptation. 

The gain update interval is chosen to be equal to the con- 

trol sampling period in the-present simulation, although 

less frequent updates could be acceptable in practice. This 

is possible because the gains are functions of velocity, 

which is slowly varying. Implementation of these control 

laws in a flight coinputer should include gain limits and 

consistency checks of the gains to ensure that gross errors 

have not occurred. These flight-safety-related checks are 

not necessary in a simulation such as that described here. 

6.4.3 Primary Control Calculations 

The primary control calculation uses the perturba- 

tion states and guidance commands to calculate the perturba- 

tion control command. The controller uses the gains pro- 

duced by the gain calculation algorithm. These operations 

are illustrated in Fig. 6.4-2. 

There are two time delays between the desired sys- 

tem output, x, and the control command, 5,  in the P I 1  con- 

troller. These delays serve three useful purposes. They 

provide the controller with an integrating action that should 

reduce the controller sensitivity to noise in the state feed- 

back terms. The integration of desired output nrovided by 

the first delay gaurantees the zero steady-state error 

property discussed above. Finally, the "inner" delay of the 

P I 1  controller (Fig. 3.6-2) can eliminate the effective com- 

putation lag in real-time implementation. This occurs be- 

cause the control command to be applied at a given sample 
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Figure 6.4-2 Discrete-Time PI1 Controller Contained 
in the Linear-Time-Varying Simulation 

time is calculated during the previous control sample period, 

and is thus ready to be app!ied at the correct time. In the 

PI controller, computation delay effects are not entirely 

eliminated, as about half of the feedback terms do not pass 

through the integrator delay element (Fig. 3.6-1). 

As discussed in Section 6.3.2, two guidance systems 

are considered in the simulation, and each produces its own 

desired output vector. In the PI1 velocity-command system, 

the desired output vector consists of the three components 

of earth-relative velocity and the yaw angle. This vector 

must be transformed into the guidance reference frame be- 

cause the control algorithm was designed in this reference 

frame. This transformation (which is given by Eq. (6.3-16)) 

is part of the K gains of Fig. 6.4-2. The desired output v 
vector for a PI1 attitude-command system consists of the 
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three body Euler angles and the vertical velocity. The same 

controller structure is used for both velocity-command and 

attitude-command guidance systems, and only the gains are 

changed from one system to another. Alternate controlleP 

structures, such as the PI controller, are not discussed 
further here. 

6.4 .4  Computer Storage and Speed Requirements 

Estimation of the number of computer operations 

necessary to execute each section of the complete control 

algorithm can be performed by examining the detailed spe- 

cifications of Chapters 4 and 5. Storage for data and pro- 

gram instructions also can be estimated in the same way. 

Table 6.4-1 lists estimates of the operations per 

cycle which would be required to execute the velocity- 

command control law. These operations and data storage 

estimates are somewhat conservative, as they do not take 

into account the savings in operations that may occur when 

all zero adds and multiplys are excluded. The total com- 

puter duty cycle, i.e., the percentage of time which is 

required to perform control-related computations, depends 

upon the control sampling and gain update intervals. Using 

the 12-per-sec control rate established in Chapter 5 and 

assuming that the gains are recomputed at the same frequency, 

the control duty cycle for the compv ..I a,oscribed in Sec- 

tion 2.3.2 is about 15 percent. This estimate accounts for 

transfer of information to and from storage. It does not 

allow for the scaling operations normally required in fixed- 

point computation, which could increase the timing estimate 

by several percentage points. It also may be possible to 

lengthen the gain update interval, which would decrease the 

timing estimate by several points. 
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TABLE 6.4-1 

COMPUTER TIMING AND SIZE ESTIMATES 

6.5 RESULTS OF EVALUATION 

FUNCTION 

r 

Total and Nominal 
State and Control 
Calculation 
(No Dynamic Trim) 

Dynamic Trim 

Control 
Gain 
Calculation 

Control 
Calculation 

The linear-time-varying simulation described in 

the earlier sections of this chapter has been programmed, 

(as described in Section A . 3 ) ,  and it has been used to test 

the performance of the digital-adaptive controller along 

selected portions of the nominal trajectories. These tests 

illustrate the capabilities of the controller in straight 

flight and along a decelerating descent. 

The first demonstration tests indicate the gain 

scheduling capability of the contrcller along a straight- 

and-level section of the approach flight path-- from Way- 

point 1 to Waypoint 2 in Fig. 6.2-1. A comparison of the 

gains calculated by linear-optimal control at a fixed flight 

condition near this trajectory segment and the gains found 

along this trajectory indicates less than 10 percent error in 

MEMORY (WORDS) OPERATIONS PER CYCLE 

INSTRUCTIONS 

450 

850 

BOO 

600 

ADD 

70 

135 

155 

90 

DATA 

160 

150 

310 

35 

WLT . 

75 

145 

155 

110 
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a l l  s i g n i f i c a n t  g a i n s  a n d  less t h a n  5 p e r c e n t  e r r o r  i n  most - 
o f  them. The p e r t u r b a t i o n  t rajectories o f  e a r t h - r e l a t i v e  

v e l o c i t y ,  shown i n  F i g .  6.5-1, bear t h i s  o u t .  T h i s  f i g u r e  

i l l u s t r a t e s  t h e  c o n t r o l  s y s t e m ' s  r e s p o n s e  t o  a VyE g u i d a n c e  

command o f  1 f p s .  The VyE r e s p o n s e  is f a s t ,  a c c u r a t e ,  a n d  

w e l l  damped. The VzE r e s p o n s e  ( d u e  t o  dynamic c o u p l i n g )  is 

l a r g e r  t h a n  f o r  t h e  o p t i m a 3  g a i n s  a t  t h i s  f l i g h t  c o n d i t i o n ,  

b u t  t h e  correct s t e a d y - s t a t e  v a l u e  is q u i c k l y  r e a c t e d .  

The p e r f o r m a n c e  o f  t h e  g u i d a n c e  a n d  c o n t r o l  a l g o -  

r i t h m s  o p e r a t i n g  t o g e t h e r  is i l l u s t r a t e d  i n  F i g .  6 .5-2 .  The 

v e h i c l e  is f l y i n g  a l o n g  t h e  a p p r o a c h  t r a j e c t o r y  segment  

t a k e n  f rom F i g .  6.2-1. I n  t h i s  case, t h e r e  is a n  i n i t i a l  

cross r a n g e  error o f  -11 f t .  T h i s  e r r o r  c a u s e s  t h e  g u i d -  

a n c e  s y s t e m  t o  command a v e l o c i t y  p e r t u r b a t i o n  t o  correc+ 

t h e  p o s i t i o n  e r r o r ,  a n d  t h e  c o n t r o l  s y s t e m  r e s p o n d s  smooth ly  

t o  t h i s  command. The magni tude  o f  t h e  r e s p o n s e  is s m a l l ,  

d u e  to  t h e  small v a l u e s  o f  t h e  g u i d a n c e  g a i n s  d u r i n g  c r u i s e .  

The r e s p o n s e  o f  t h e  d i g i t a l - a d a p t i v e  c o n t r o l l e r  

d u r i n g  a d e c e l e r a t i n g  d e s c e n t  is shown i n  F i g .  6.5-3. ( T h i s  

r e p r e s e n t s  t h e  segment  between Waypoints  23 a n d  24 i n  F i g .  

6 .2 -1 ) .  T h i s  f i g u r e  shows t h e  r e s p o n s e  t o  t w o  s e q u e n t i a l  

g u i d a n c e  commands. The f i r s t  is a p e r t u r b a t i o n  e a r t h -  

r e l a t i v e  v e l o c i t y  command o f  1 f p s  f o r  VyE, and t h e  s e c o n d  

is a 1 f p s  VzE command. The x - a x i s  r e s p o n s e  is small i n  

t h i s  c a s e ,  and  t h e  y - a x i s  r e s p o n s e  is q u i c k  and a c c u r a t e .  

I t  is d i s t u r b e d  somewhat by t h e  s u b s e q u e n t  VzE command, b u t  

i t  is moving t o w a r d s  t h e  c o r r e c t  s t e a d y - s t a t e  v a l u e  a t  t h e  

e n d  o f  t h e  15-sec s i m u l a t i o n .  The VZE r e s p o n s e  t o  t h e  VzE 

c o m a n d  is o f f s e t  somewhat due  t o  t h e  p r e v i o u s  VyE command, 

b u t  i t  is moving toward  t h e  c o r r e c t  s t e a d y - s t a t e  v a l u e  a t  

t h e  end  o f  t h e  r u n .  I t  is i m p o r t a n t  t o  n o t e  t h a t  t h e s e  

r e s p o n s e s  o c c u r  a l o n g  a nominal  t r a j e c t o r y  where  t h e  dynamic 
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Figure 6.5-1 Earth-Relative Velocity Response A l c n g  
Approach Flight Path-- Waypoint 1 to 2 
(Controller Only) 
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pressure drops by more than 50 percent in 15 sec. The 

velocity drops f r a  110 fps at Uaypoint 23 to 74 fps at 

Waypoint 24. The gain calculation by means of the regression 

coefficients compensates well for this change. 

6.6  CHAPTER SUMMARY 

Chapter 6 has described the linear-time-varying 

simulation of the VALT Research Aircraft and its guidance 

and control algorithms. This type of simulation is useful 

because it eliminzrtes the difficult an4 time consuming trim 

calculation problem by assuming a realistic nominal flight 

path. At the same time, the linear simulation preserves the 

essential vehicle, guidance. and control dynamics. Results 

are produced in easily usable form as perturbations about 

the nominal trajectory. 

Test results presented in Section 6.5 illustrate 

the adaptive controller performance along significant sec- 

tions of a nominal flight path. These initial results lead 

to the conclusion that the controller produces good closed- 

loop response along straight trajectories. even when the 

vehicle is in a decelerating descent. 



ItlPm- OF THE 
pAGEBPOO% 

Methods fcr designing digital-adaptive control sys- 

teais for WOL aircraft have been developed using the cam- 

prehensive methods of linear-optimal estimation and control 

theory. This work is drawn together in the establishment 

of a reasmended design procedure which contains the follow- 

ing major tasks: 

Systeea Definition - Define the flight 
envelope of the aircraft. Choose flight 
conditions within this envelope that 
represent the normal flight regime of 
the aircraft and which provide enough 
data for correlating (mathematically) 
control system gains with flight vari- 
ables. Generate linear-time-invariant 
dynamic models of the ahcraft at these 
flight conditions. 

Design Criteria - Define coromand-response 
and stability augmentation objectives 
of the control system. Establish perfor- 
mance criteria for the closed-loop response 
of the aircraft. Determine allowable ranges 
of the displacawnts and rates of the 
control effector mechanization, including 
all actuator dynamics, mechanical linkage 
and gearing, control surface stops, etc. 

Continuous Control System Design - Use 
continuous cost function weighting matrices 
(Q and R) in the discrete controller design 
algorithm, as discussed in Chapter 3. (The 
equivalent continuous-time controller need 
not be designed in order to obtain the 
discrete-time controller; however, the 
former could be useful as an aid to choosing 
weighting matrices, to determining con- 
trol effects on sampling interval, or to 
providing reference response histories for 
evaluating the digital system.) 



-1- Interval Determination - Define 
state-vector and coatrol-cuamand 
uncertainty bouads. Establish covariance 
matrices of dfsturbance inputs, state 
estimate errors, and aircraft dynamic model 
uncertainties. Propagate the state 
covariance matrix at representative working 
points in the flight envelope until error 
bounds are reached at each working point, 
defining the longest acceptable sampling 
interval at that point (See Chapter 4). 
Choose the shortest of these for -1s- 
mentation in the digital control law. 

Discrete Control System Design - Choose 
either the PI or PI1 control structure for 
implementation. ( A s  a rule of thumb, the 
PI structure is preferred if there is a 
premium on fast response. The PI1 struc- 
ture is preferred for smooth, precise 
response. Computational requirements are 
virtually identical for the two controllers.) 
Compute control gains at several extremes 
of the flight envelope, adjusting Q and R 
as required to obtain control objectives. 
(If flight variable measurements are 
particularly noisy, feedback information 
may be lagged by low gains in the estimators 
described below. In this case, evaluation 
of control objectives should be carried out 
with estimators "in the loop. *') Establish 
simple interpolation rules for adjusting Q 
and R at intermediate flight conditions and 
compute requisite control gains. If 
acceptable response is not obtained at all 
flight conditions, adjust Q and R until 
response is satisfactory. 

a Estimator-Observer Design - Define sensor 
characteristics and locations for flight 
variable measurements. Determine appkx- 
imate signal and noise variances for measure- 
ments. Partition the state estimation prob- 
lem into parallel reduced-order problems, 
if possible. Design reduced-order, constant- 
gain filters (e.g., discrete-time low-pass 
or complementary filters) for states with 
low measurement noise and/or little dynamic 
coupling with other states. Estimate 
unmeasured states with simplified, constant- 
gain Kalman filters. (Estimator design 



should be largely independent of control 
design, although the converse m y  not be 
true. The Separation Theorem indicates i ~ n s  ?n 
that the stability of estimation and 
control systems can be determined inde- srf? n i  

pendently; however, meeting closed-loop by E C L ~  
response criteria with noilsg feedback r f3 l r i .w  . 
oreasurernents could require simultaneous 
evaluation of estimation and control logic, td3v 
as mentioned in the previous papagraph.) 

- iIC'lr 

Trim Commands - Establish trim objectives 1.35 

(static trim, longitudinal axes only, etc.). - -  
Identify the cont&ol effectors which can 3 -i 

be used to regulate trim equilibrium. If ": 
there are fewer control effectors than are 
required to meet trim objectives, choose 
kinematic flight variables to be used as 
trim parameters. Compute static trim 
settings for each flight condition. Define 
a linear dynamic trim compensation algo- 
rithgl,if quickened transient response is 
desired. 

a Gain and Trim Scheduling - Compute means 
and standard deviations of all control 
gains, estimator gains, static trim 
settings, and linear dynamic trim 
coefficients (suprmed and averaged over 
all design fligkt conditinns). Identify 
those quantities which car be assumed con- 
stant (or zero) and those which should be 
scheduled. Correlate all quantities to be 
scheduled against functions of flight vari- 
ables to determine candidate groupings for 
gain scheduling. Perform regression analysis 
to generate the gain and trim schedules for 
the open-loop explicit adaptation. 

Control Law Evaluation - Implement gain 
and trim schedules for digital simulation. 
Simulate performance of the adaptive control 
law to establish connnand response, disturbance 
response, and measurement error rejection, 
as -appropriate. Use linear-time-invariant 
and linear-time-varying simulations for 
initial testing. Simulate selected control 
nonlinearities and on-board computation 
delays as testing progresses. Perform 
"all-upw testing of the digital control 
law using a fully nonlinear simulation. 



'Thiar Wilga proedum f a  intended to make beet use  

is the s~atral eyetam which u l t imste ly  is implememta on 
baanl a VEUL aircraft. An attempt is made to  el iminate  details 

which a m t r i b u t e  much to mat-tical rigor but little to 
vehicle  contml .  The procedare p n t e d  here provides the 

cont ro l  system designer withaaalytical t o o l s  which aid 

cont ro l  l a w  hvelopmeat. It is clear that t h e  designer 
retaias an important role i n  system development, for there are 
many points  at which i n t e r m d i a t e  resu2ts arast be reviewed 
and ~ i s f ~  mast be mule before proeeediag. 

The s igni f icance  of t h i s  inves t iga t ion  is indicated 
by several dmervat ioas  regarding linear-optimal design of 
digital fl ight cont ro l  lam: .. 

t d l e r  indica tes  that computer ins tmc-  
tiom and memory reqaimments and use of 
feedback information is similar f o r  
modern and conventional ammand-response 
sgstems. 

'=be necessary cont ro l  s t r u c t u r e  is 
v i s i b l e  at an early prtage 02 t h e  design 
mess - The linear-optimal cont ro l  +- des gn begins by defining a l l  reason- 

able state-control  paths,  allowing t h e  
designer t o  evaluate t h e  r e l a t i v e  
importance of each cont ro l  path and to 
el iminate  those which cont r ibute  l i t t l e  
to spst .?m response. 

Computational duty cycle can be 
minimieed with a linear-optimal design - 
The sampling rate of 12 frames per sec, 
although conservat ive lg  chosen, - is one- 
t h i r d  less than t h e  TAGS sampling r a t e  
and more than 90 percent maller than 
o ther  c l a s s i c a l l y  designed d ig i ta l  
f l i g h t  cont ro l le rs .  
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Computational (transport ) lag ef fats 
are eliminated in the PI1 controller 
and are modest in the PI controller - 
The PI1 controller contains a pure delay 
between the control command and its 

- 

tranranittal to the control actuators; 
hence, all computations can be completed 
in the interval between making a measure- 
ment and fssufng a command (assuming that 
the flight computer itself is fast enough 
to complete the calculations within a 
single sampling interval). Approximately 
half of the PI computations are subject 
to a pure time delay and, thus, do not 
contribute to control transport lag. 

Tradeoffs between response criteria and 
control constraints form an integral 
part of the design process - Quadratic 
synthesis provides the "best" response 
which can be obtained for specifid 
limitations on control displacement and 
rate. If response criteria cannot be 
satisfied within the control constraints, 
the designer can use optimal control 
theory to learn what ituprovements in 
control actuation are required to obtain 
the desired response. 

Linear-optimal methods allow the designer 
to specify the smallest possible gain 
magnitudes - The Q and R matrices provide 
complete control of overshoot, rise time. 
settling time, and disturbance response - 
when the PI or PI1 control structures are 
used. Furthermore, quadratic synthesis 
provides stable clos- a 
starting point. The designer has the 
flexibility to adjust cost function weight- 
ing to the point that some or all criteria 
are just barely satisfied, implicitly speci- 
fying the lowest acceptable gains. 

Pulsing of control actuators by discrete- 
step commands of the digital system can be 
moderated by control-rate weighting - 
Control position difference is the discrete- -~ - - 

time equivalent of the control rate of a 
continuous-time system; hence, control-rate 
weighting tends to minimize the command 
steps produced by the digital control, there- 
by reducing pulsing of the control actuators. 



Open-loop explicit adaptation of control 
f a i x  iii - ad-tFfoFZLi&iiitibg the 

efficient, and is consfstent with 
current flight control desan practice - 
Comprehgnsfve gain and trim scheduling - 
p-ides all the adaptation required 
for a vehicle with well-deffned char- 
acteristics,and the adaptation process 
itself is predictable. Thus, it is 
appropriate for application to operational 
aircraft. On-board implementation of gain 
scheduling involves simple algorithms which 
can bs executed rapidly. Gain scheduling 
has been an operational flight control tech- 
nique on many aircraft types for more than 
a decade. 

Digital-adaptive controllers can contribute to the 

development and operation of future VTOL aircraft. This 

report has presented a design procedure for such control 
laws, and it has substantiated the reconanended techniques 

through development and evaluation of command-response con- 

trol laws for the BALT Research Aircraft. 
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APPENDIX A 

FLIGHT CONTROL DESIGN PROCEDURES 

This appendix describes three computer programs to 

be used in the analysis, design, and evaluation of flight 

control laws.* Design techniques for analog (continuous- 

time) and digital (discrete-time) control systems are 

implemented in Program DIGADAPT using Linear-Quadratic- 

Gaussian (LQG) Synthesis. Program SCHED computes correla- 

tions between fllght conditions and control system gains 

and trim settings, indicating possible relationships for 

scheduling control functions in the actual system. This 

program also generates the gain scheduling functions by 

regression analysis. Program TVHIS is a linear-time- 

varying simulation of flight motions in the neighborhood 

of a reference flight path. It is a useful tool for evalua- 

ting the performance of control systems alone or in combina- 

tion with predetermined guidance laws. 

Several options for estimation and control logic 

are provided in DIGADAPT. Control laws which can be gen- 

erated include dynamic, proportional-integral (PI), and 

proportional-double integral (PII) command-response con- 

trollers. Estimation logic is based upon the Kalman filter, 

and the sampling interval for digital systems is determined 

using a state covariance propagation technique. Once system 

gains have been computed at several flight conditions, the 

K a i n  scheduling provides open-loop explicit adaptation of the 

control law. 

- 
* 'Lhcse  programs are described in detail in Ref. 1. 
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These design programs have been developed for a spe- 

cific application, the control of a tandem-rotor helicopter. 

They can be extended to a variety of aircraft configurations, 

including other VTOL designs, as well as conventional trans- 

port, fighter, and general aviation aircraft. Application 

to reentering spacecraft, missiles, and submarines also is 

straightforward. The basic routines and subroutines have 

been programmed to handle systems of arbitrary dimension, 

so they are generally applicable to a wide variety of vehicle 

control laws. In each case, details of control effectors 

and elastic modes must be specified by the designer. Figure 

A-1 illustrates the data flow for this system of programs. 

A.1 PROGRAM DTGADAPT 

DIGADFnT is comprised of seven program chapters: 

the main executive, system matrix computation, sampling 

interval determination, linear-optimal gain design, cal- 

culation of eigenvalues, and time history simulations. 

These program chapters are discussed below. 

Main Executive - The main program reads the data 
for a given run and calls all subsequent program chapters 

(Fig. - 1 )  On the first case for a given execution of 

DIGADAPT, the program reads a header card and then reads 

data via NAMELIST to override the BLOCK DATA initializa- 

tion. Cn subsequent cases of a multiple case run, only the 

header card is needed. The program terminates when the 

last case input has been processed. The output from the 

main executive consists of an abstract of the DIGADAPT pro- 

gram along with a listing of initialization parameters. 
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F i g u r e  A . l - 1  

p x # r % p n r . a r q  

lo NCASF 

REPRODUCIBILIm OF THE 
ORZGT ' PAGE IS PWR 

Flo11:chnrt o f  DIGADAPT 
Executive (Segment 1 of 2 )  
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Chapter 2 

Chapter 3 B 

Chapter 5 Ell 

Figure A.l-1 Flowchart of DIGADAPT 
Executive (Segment 2 of 2) 

System Matrix Computation (AERO) - The purpose of 
subroutine AERO is to place the stored aerodynamic coelfi- 

cients into the coi.rect positions cf the system matrices F 

and G. 

Sampling Interval Determination (SID) - The purpose 
of subroutine SID is to aid ia the determination of thc 
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sampling interval of a continuous linear-time-invariant sys- 

n In this pragram chapter, the state covariance matrix is 

propagated until an error bound is reached, specifying the 

sampling interval, as described in Chapter 4 .  

Linear-Optimal Control Gains (GAIN1 - The purposs of 
this progran; chapter is to design various licear-optimal con- 

trollers. GAIN is divided into continuous and discrete modes 

~f dlsign, with and without integrators. 

Estimator - Observer Design (EOD) - EOD is used to 
perform the estimator-observer design calculations. Steady- 

state discrete-time Kalman filter gains for a continuous- 

time system are found. 

Eigenvalue Computation (EIGEN) - SIGEN is used to 
calculate the eigenvalues of various modes of motion of the 

given vehicle system matrix. The corresponding natural 

frequencies, damping rates, periods, and times to half 

amplitude are calcul.. ted. 

Time History Simulations (TIME) - Subroutine TIME 
computes the time response of continuous-time end discrete- 

time systen~s. 

A . 2  PROGRAM SCHED 

SCHED performs a regression analysis between inde- 

pendent (flight condition) and dependent (gain) variables. 

T h f .  program can perform simple, pol.-nomial. or multiple re- 

::rc-ssi ons, a;ld i t calculates mearc. R I . ~  standard deviat, ions 

0 1 '  the dcpc3dent variables. Other depenc:~nt variables can 

b~ t h e  F and G matrices, the Kalman Filter galns. and thv 
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trim values at particular flight conditiocs. Figure A . 2 - 1  

illustrates the program flow. 

S O  performs data storage and retrieval for four 

subroutines from the IBM Scientific Subroutine Package, 
(GDATA, MULTR, CORRE, ORDER), which produce the regression 
results (Ref. 83). At the outset, one has the options of 

performing regressions, or determining correlation coeffi- 

cients. Next, the program computes simple functions of the 

independent variable (no change, square, inversion, inversion 

and square, and square with sign preservation). Other func- 

tions can be added if necessary. Any of the independent 

variables (and functions) can be used to obtain a polynomial 

regression of order one or two. The process can be repeated 

for any number of independent variables. In addition, the 

program has the option of performing a simple regression 

between the dependent variables. Each dependent varlable can 

be scheduled against other dependent variables. Multiple re- 

gressions also are possible. SCHED outputs are correlation 

coefficients, regression coefficients, and a table of 

residuals. 

A .  3 PROGRAM TVHIS 

Program TVHIS is designed as a realistic yet effi- 

cient aircraft simulation. The simulation is based on a 

iinzar-time-varying vehicle model, including actuator and 

rotor dynamic models. The capability of simulating actuator 

rate and displacement limits is incorporated. 

Program TVHIS itkc-udes a guidance subroutine which 

calculates total velocity commands by summing the nominal 

velocity and a velocity correction due to crossrange and 

altitude erro1.s. The control algorithm can be tested in 

TVHIS with or without the guidance law. 
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The inputs  to program TVHIS c o n s i s t  o f  the  a i r c r a f t  

s p e c i f i c a t i o n s ,  t h e  nominal t ra jec tory ,  t h e  gain  scheduling 

c o e f f i c i e n t s  and execut ive  camnands. Figure A.3 -1  i l l u s -  

t r a t e s  the  program c a l l i n g  sequence. The program output 
c o n s i s t s  of p l o t s  of t h e  v e h i c l e  states, c o n t r o l s  and 
other var iab les  o f  i n t e r e s t .  

Figure A . 3 - 1  Program TVHIS Subroutine 
Cal l ing  Sequence 

p ~ ~ x ; r n W G  PAW, BLAHK NOT 
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APPENDIX B 
MATHEMATICAL MODEL OF TEE VALT RESEARCH AIRCRAFT 

The mathematical model of the VALT Research Aircraft 

used in this report consists of three parts. The major por- 

tion is composed of the rigid-body dynamics (12 states) and 

control inputs, while the two other parts are rotor dynamics 

and actuator dynamics. The relationship between these three 

parts is indicated in Fig. B-1. The lower- and upper-boost 

actuators are not modeled in this report because of their 

high bandwidth, but these could be added to the helicopter 

simulation as required. 

Figure R-1 Organization of the Mathematical 
Model for the VALT Research Aircraft 

The rigid-body dynamics represent the response of 

the hflicopter to small disturbances and inputs in the 

neighborhood of trim. These aerodynamic and inertial effects 

are modeled by using standard linear equations of motion, 

such as those found in Ref. 2. The dimensional stability 

derivatives at the appropriate flight condition are taken 
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directly from data tables supplied by the NASA Langley 

Research Center, as are the static trim states and controls. 

These data tables consist of sixty dimensional stability 

derivatives, four static trim control settings and two 

static trim Euler angles at each flight condition. The 

sixty dimensional stability derivatives are the partial 

derivatives of specific forces and moments with respect to 

motion variables and control deflections. The specific 

forces (Xlm, Y/m, and Z/m) and moments (L/Ix, M/Iy, and 

N/IZ) are differentiated with respect to the translational 

velocities (u,v, and w ) ,  the rotational velocities (p, q, 

and r) and the control deflections (dB, Q, dS, and dR). 

(For notational simplicity, the mass and moment-of-inertia 

divisors are dropped.) For example, the sensitivity of longi- 

tudinai specific force to variations in longitudinal velocity 

is expressed as XU. A full list of stability derivatives at 

representative flight conditions is included in Table B-1. 

All of the control values are expressed in "CH-47 

stick equivalent inches" (except those in the TAGS actuators), 

i.e., the position of the CH-47 stick that would cause that 

control value. The stick position limits are -5.0 to +5.0 

in. for differential collective, cyclic and differential 

cyclic displacement, and 0.0 to 10.0 in. for collective 

displacement. The actuator position is expressed in "TAGS 

actuator inches," which is 0.4 times the corresponding "CII-47 

stick equivalent" position. Consequently, TAGS actuators 

have position limits of -2.0 to +2.0 in. for differential 

collective, cyclic and differentiai cyclic, commands and a 

rantge of 0.0 to 4.0 in. for collective commands. 

The TAGS actuator model consists of a first-order sys- 

tem with a time constant of 1!80 sec in each of the four con- 

trol channels. In addition, each TAGS actuator contains a rate 

limit of 3.0 in./sec and a displacement limit as given above. 
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The rotor dynamics represent the response of the 

rotors to changes in actuator position. They are physically 

caused by the rotor blades pitching and flapping into the 
new equilibrium position. Rotor dynamics are modeled as 

linear second-order systems with unity gain. The undamped 

natural frequency is 24 radlsec, and the damping ratio 

is 0.6. 

The data is available for all possible combina- 

tions of I1 forward speeds (-40 to +I60 kt in 20-kt incre- 

ments), 9 vertical speeds (+2000 ft/min to -2000 ft/min in 

500 ft/min increments), and 3 turn rates (6 = k0.05 rad/sec 

and 6 = 0.0). Interpolat ion of data between flight condi- 

tions makes it possible to find the aerodynamic derivatives 

and trim controls at any desired flight condition within 

the CH-47B flight envelope. Four typical sets of dimensional 

stability derivatives and static trim controls are shown in 

Table B-1. Note that the subscript "0" indicates static 

trim and that the static trim pitch and roll Euler angles 

are measured in degrees. 

The perturbation states and controls of the heli- 

copter rigid body motions are given in Table B-2. The first 

three rows of the system dynamics matrix, F, account for the 

transformation from body-axis velocity perturbations to earth- 

axis velocity perturbations, and they include the effects of 

Euler angle perturbations on this transformation. The first 

three states do not affect the dynamics of the remaining 

nine. Table B-3 lists the non-zero elements of the last 9 

rows of F and of G. 

Rows 7 and 9 of the F and G matrices in Table B-3 

are primed to indicate that the roll and yaw moment dimen- 

sional stability derivatives have been transformed to account 
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TABLE B-2 

PERTURBATION STATES AND CONTROLS 

Earth x-axis p o s i t i o n  

Earth y-axis  p o s i t i o n  

Earth z -ax i s  p o s i t i o n  

Body x-axis  v e l o c i t y  

Body y-axis  v e l o c i t y  

Body z -ax i s  v e l o c i t y  

Body x-axis  angular r a t e  

Body y-axis  angular r a t e  

Body z -ax i s  angular r a t e  

P i tch  Euler a ~ g l e  
Roll Euler angle  

Yaw Euler angle 

D i f f e r e n t i a l  c o l l e c t i v e  

C o l l e c t i v e  

Cycl ic  

D i f f e r e n t i a l  c y c l i c  
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TABLE B-3 

F AND G MATRIX COMPONENTS 

P(4.4) = X,, P(7.6) = L; 

F(4.5) $ - ro F(7.7) * 5 
P(4.6) x, - q0 F(7.8) 6 L' 

Q 
P(4,7) = X P(7.9) = L; 

P 
P(4.8) = Xq - w0 F(8.4) 6 % 
P(4.9) = 4 + % P(8.5) = Hv 
F(4,lO) -g cos(BO) P(8.6) =, \ 
~(5.4) = Y,, = r0 P(8.7) = M + rO(Iz - IX)/1,, 

P 
F(5.5) e: Y,, P(8.8) = M  Q 
F(5.6) 5: Y, + P, P(8,9) Mr + pO(Iz .- Ix)/Ip 
F(5.7) = Y + wo 

P 
P(9.4) 5 u; 

P(5.8) = Y 
9 

P(9.5) =I; 

F(5.9) = Y, - u 
0 

P(9.6) = N; 

P(5.10) = -g sin(@,) sin(#o) P(9,7) = N' 
P 

P(5.11) = g COS(@~) cos (0,) F(9.8) = N8 
9 

F(6.4) = Zu + qo F(9.9) = N; 

P(6.5) = Z,, - P, p(10,8) cos(ao) 

P(6.6) s zw F(10.9) -sin(eo) 
F(6.7) Zp - Vo P(10.11) = -$o cos(bo) 

F(6.8) = Z + u 
9 0 

F(11.7) = 1.0 

F(6.9) 6 z, F(11.8) = sin(ao) tan(Oo) 
F(6.10) -g cos(eo) F(11,9) = tan(bo) cos(ao) 
F(6,li) = -g co~(0~) sin(@,) F(11.10) = Vo sec(Oo) 
F(7.4) 5 4; F(12,8) = sin(~o)/cos(.80) 

P(7.5) = L; F(12.9) = cos(80)/cos(bo) 

~(12,10) = 6, tan(eO) 

G(4.1) = Xgg G(7.1) = LJB 

G(4.2) = XgC G(7,2) = LdC 

G(4.3) XgS G(7,3) = L i s  

G(4,4) = 9 g R  G(7,4) = LAR 

G(5.1) = YgB G(8,l) = MgB 

G(5.2) YgC G(8,2) = MgC 

G(5.3) = YgS G(8.3) = MgS 

G(5.4) = Y b R  G(8.4) MgR 
G(6,l) t z 6 B  G(9.l) E N & B  

G(6.2) = Zgc G(Q,2) = NbC 
G(6.3) = Z b S  G(9,3) a NdS 

G(6,4) m Z 6 n  G(9,4) = N J R  
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for  the  i n e r t i a l  e f f e c t s  i n  these  terms. The F and G 

matrices with the  primed rows, F' and G', are  found by 

forming the  F and G matrices with rows 7 and 9 a s  g iven 
i n  Table B-4, and then premultiplying a s  i n  Eqs. B-1 and 
B-2 : 

where 

and 
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TABLE B-4 

ROW 7 AND 9 COMPONENTS 
- . - ~  - . . 
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