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1.0 INTRODUCTION

The concept of the "low-low" GRAVSAT satellite to satellite tracking mission
has been proposed as a technique for helping to determine the fine structure of
the earth’s gravity field. The system consists of two drag~free satellires
separated by a few hundred kilometers in the same low altitude polar orbit con-
strained to follow a purely gravitatiomal path. Such a satellite configuration
is highly sensitive to geopotential variatioms, and the polar circular orbit
would provide continuous tracking over the emtire earth, with either one or both
satellites having tracking capability and ability to transﬁit telemetry to the

earth. The tracked satellite would have an ordinary spacecraft transponder.

The physical reason for sensitfvity to local gravity perturbations in the
"low-low" configuration is clear. As the two satellites approach a gravitatioﬁal
perturbation, the nearer satellite "feels" its presence sooner and experiences an
acceleration relative to its sistexr satellite. When the first satellite passes
the pertui'bation, its acceleration changes sign reldtive to its sister, and as it
recedes from the perturbation, the acceleration it "feels" diminishes. The sister
satellite experiences a similar acceleration, but out of phase with the first
satellite. The projection of the.&ifference between their velocities along the
separation vector, the satellite-to-satellite range rate, then has a definite’
signature for the satellite configuration and the graviﬁy perturbation. Gravity
perturbations far from the two satellites tend to act on each satellite in the.

same manner and hence produce little relative velocity (Figure 1)..

Highly accurate gravity models are needed for two purposas: to accurately
predict satellite motion and to determine the detailed shape of the geoid. NASA's
Earth and Ocean Physics Program (EOPAP) will require a determination of the geoid
to 10 cm, together with an orbital prediction accuracy in satellite altitude to
10 cm. The requirement placed on the accurac& of the gravitational fine structure
necessitates an extremely large number of parameters in the gravity field model.
A simultaneous data reduction for all model parameters would be a tremendously
difficult computer task, even with the most sophisticated new computer systems.
The range rate data between the two satellites in the "low-low" configuration,
however, is highly sensitive go local gravity verturbations and much less sensi-
tive to gravity perturbations distant from the satellite pair. This supports the

attractive idea of representing the gravitational fine structure in a local
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mathematical model and estimating a local area of gravitairional perturbations
using local data. This would, of course, require a fewer number of model para-
meters and make the problem more manageable. The global solution could then be
built up from a set of these local solutions. This idea has been tested by

simulation for SST data by Schwarz [9] and Hajela [4].

Schwarz utilized specially developed software for least squares parameter
estimation to study the feasibility of the "low-low'-and "high~low" missiocn with
summed SST range and range-rate data, i.e. the measurement proceeded from a ground
station to the tracking satellite to the tracked satellite and back again. He
‘selected surfacé'density blocks to represent the high order gravity field above
a truncated spherical harmonic reference field and limited his study to a geo-
graphically isolateéd set of these blocks. Data was simulated over the blocks and
a least squares estimating process attempted to recover the surface density para-
meters. His study processed only short data arcs and sol%ed for only the surface
density block parameters. The orbit states were considered to be nuisance para-
meters and were not estimated. A serious shortcoming of hié study was neglécting
the coptaminating effects of errors in non—estimated mneighboring surfacé density
blocks on the accuracy of the'estimated blocks. We réfer‘to this as aliasing.

Hajela, using the GEODYN program [2] pérformgd a similar feasibility study
for the "high-low" mission using equal area gravity anomaly blocks to represent
the high order gravity field. Again using simulated summed SST range and range- -
rate daté he attempted a least squares recovery of local sets of gravity anamoly
blocks using multiple short arcs of data, TUnlike Schwarz, he included the alias-
ing effects of errors in neighboring blocks om the estimated blocks by including
in his estimated solution a band of blocks around the perimeter of the blocks of
interest and outside of the data coverage. In his study, Hajela essentially
assumed that he knew the satellite states perfectly by assigning them very small
a priori sigmas in the estimation algorithm. Whereas Schwarz performed all of
his least squares adjustments using infinite a priori sigmas fox the surface
density blocks, Hajela included in his investigation cases where a priori informa-

tion for the gravity anomaly blocks was assumed.

The purpose of this investigation is to apply covariance error analysis

techniques to determine under what estimation strategies the "low-low" mission is



feasible for local recovery of gravitational fine structure when the effects of
aliasing are considered. This investigation treats 5° x 5° surface blocks with
the satellite altitudes at 250 km. Other studies (Schwarz [9], Lowrey [8]) have
investigated the sensitivity to and resolvability of surface features of given

' orbital altitude. ' The drag compensation

size as a function of the 'low-low'
system of the GRAVSAT satellite has been assumed to be error free in this study,
so that the results obtained will be somewhat optimistic. In a more detailed

and realistic study the aliasingeffect in the parameter estimation due to impex—

fect knowledge of surface. force compensation must be included.



2.0 GSURFACE DENSITY GEQPOTENTIAL REPRESENTATION

The purpose for the present study of the low-low SST experiment is to deter—
mine the feasibility of recovering the fine structure of the earth's gravity
.field as a composite of recoveries over local regions. The total geopotential is

represented as
W=1U+T

where the function U is assumed to be a fixed low crder reference field and T

represents the high order potential.

The potential T could be expressed by any one of several mathematical models,
i.e. spherical harmonics, gravity anomalies, sampling functioms, épherical grid,
ete, Whatever model is chosen, the description of the gravity fine structure
will require a very large set of parameters. TFor example, 2° geoid resolution
would require in excess of 8400 spherical harmonic coefficients. While the "low—
low" SST experiment will provide global data coverage and the simultaneous . esti-
mation of the full parameter set- is theoretically possible, it represents a very
large and difficult numerical task for even the largest computers. While a
complete study of such a global fine structure estimation is worthwhile, it will
not be pursued in this investigation. Instead we afteﬁpt to estimate subsets of
parameters while_keeping the remainder at a priori values. The complete solution
is then built up from these subset solutions. However, unless the parameterization
exhibits local independence or "orthogonality" with respect to the data type, the
mcertainties in the neglected parameters will badly alias the adjusted parameters
and such a recovery procedure will not be possible. Orthogonality has been defined
by Argentiero [1] as follows: TFor a given estimation procedure, the jth adjusted
parameter is orthogonal to the kth unadjusted parameter if the aliasing contribu-

tion of k to j is zero.

We have selected to parazmeterize the high orxder geopotential by local surface

density blocks representing a fictitious surface density layer,

_ Gpdag
= ff %

g



where G is the gravitational constant, d¢ is the element of surface area, p is

the density of the mass layer and d is the distance from the point where T is
evaluated to the integration element do. The parameter used to describe the

high order field is & = Gp ﬁith units of acceleration. The value of the parameter

® will be expressed in milligals (mgal), where

1 mgal = 10_3 gals = 10_3cm/sec2 .
' The relationship of the parameter & to gravity anomalies Ag is given approximately

by (Heiskanen and Moritz, page 303)

where g .is the mean normal gravity, N is the geoid undulation and R is the mean
earth radius. For order of magnitude comparisons between the surface density

parameter ® and corresponding gravity anomalies, the expression

is adequate. A detailed treatment of the surface layer potential is given by
Schwarz, including transformations between the density layer representation.and
spherical harmonic and gravity anomaly representations. For simplicity, the mass
layer is considered spread on the surface of a sphere with radius equal to the

mean radius of the earth.

The density layer is modeled by individual area blocks in which the density
is a constant value representing the average density of the surface layer within

the block. The disturbing potential ig then

1
= ""‘—dc.
T Eq)j_[ a5 “
- 2
J hi

where the integration is over the area of the jth bleck and the sum is over all
surface blocks. The integral over each block is evaluated by dividing the block
.into a number of sub-blocks of area Cjk’ where the distance djk is the distance

from the center of the sub-block to the point of evaluation,
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Note that this is equivalent to representing the potential of each block by the
sum of the potential§ of a point mass located at the center of each sub-block,
with mass éjojk/G. The accuracy with which this summation of sub-blocks represents
the integral over the block depends, of course, on the number of sub-blocks used.
For satellite distances which are large compared to the block size, a single mass
point approximation is suitable, whereas for sdtellite disturbances which are of :

the same oxder as the block size, many mass points are needed (Figure 2).

The principal portion of this investigation is concerned with recovering local
subsets of blocks utilizing surface.blocks with boundaries defined by constant
values of latitude and longitude increments (equalangular blocks). Such blocks
have areas which are strongly dependent on latitude, e.g. a 5° x 5° block on the
equator possesses a larger area, and hence produtes a larger perturbation for a

given surface demnsity, than a 5° x 5° block at a different latitude.



FIGURE 2~ Subdivision of surface demsity blocks into sub-block
point mass approximations for numerical evaluation.



3.0 COMPUTER SOFTWARE DESIGN

In an effort to utilize existing software in the imvestigation, where possible,
several existing oxbital estimation/error analysis computer programs were con-
sidered: GEODYN/ERODYN, NAD/NAPCOV, ORAN and GIDS. Comstraints placed on the

'ultimate choice of software were:

1} Adequate documentation.-

2) Capability for a large set of adjusted parameters.
3) Multi-arc/multi-satellite processing.

4) SST data type.

5) Surface demsity force model.

6) Data generation capability.

7) Parameter estimation capability.

8) Error analysis capability.

9) Availability of program for modification.

Although none of the systems available .filled all needs, the program most
appropriate was determined to be GEODYN/ERODYN,

GEODYN is a large scale orbital parameter estimation program oriented toward
geodynamical applications, while ERODYN is an orbital and geodetic error analysis
program designed to be operated directly from GEODYN output. To perform an error
analysis of the GEODYN estimation algorithm, ERODYN requires the estimation
normal matrix output from GEODYN. Moreover, to investigate by error analysis the
partitioning of a parameter set into adjust and wadjust (alias) parameters, the
total parameter set must be adjusted in a GEODYN run so that all parameters are
included in the normal matrix. This normal matrix, obtained from a single GECDYN
run, is then partitioned into appropriate adjust and wmadjust sets within ERODYN.
The setting of a priori parameter sigmas and the partitioning of the total para-—
meter set into adjust and umadjust parameters within ERODYN permits a great many

error analysis runs to be made from az single GEODYN normal matrix.

As the surface density gravity model and the SST data type capability were
a little used portion of the GEODYN program,extensive checking of these features
was performed and program errors corrected. The variational equations were

checked by numerical secant partials, i.e. by incrementing the initial state and



surface density parameters and integrating the state vector so.:that partial

derivatives could be formed relative to the nominal state wector.

The relative ramge and range-rate measurements between the two satellites and
the medsurement partials are calculated by the program in terms of the difference
between the state vectors of the satellites and the geometric and variational

partials

- \/ (X)X - Ry7%))

p—
. (X)=%7) - (X-Xy)
O P
3p _-_9p 3?1 < p BXZ
30 fm— 39, — 9%,
8K wi 8%, i
_ (axz._ axl)
— \3&, 20,
3X2 i i
% _ o axl+ 55 ax2+ 55 ax1+ 5% oX,
20 — DB, — 38, = 0@, = 3%,
i BXl BXZ i 3Xl i 3X2
_ (3X2 3X1)+ 55 (3X2 axl)
3?2 3@i 3<I>i 3'5('2 3‘1’1 a@i

where the state vectors and variational partials are integrated separately for
each satellite. OCalculating relative motion quantities in such a manner can lead
to impértant significant digits being lost in the subtraction. As a check on the
numerical accuracy maintained, a closure test was performed on both the satellite

state vector and variational partials. By closure we mean the integrating of the

10



system of differential equations forward in time from an initial solution Xo at

time to to a solution Xf at time t_, and then reversing the time direction and

s
integrating backward from the soluiion Xf at time tf to a solution Xg at time

€. A comparison of XO and X; reveals the accuracy of the integration process.

Qur simulation for satellite orbits of interest for the "low-low" mission using .
an 1lth order Cowell integrator disclosed that 12 significant digits in the
satéllite state and 9 digits in the variational equations were retained when

te = t was set at 8 hours and an integration step size of 20 seconds was used.
This accuracy assures 4 to 5 significant digits in calculated relative motion -
quantities, which is adequate for error analysis purposes. However, for future
estimation/recovery purposes using relative range or range-rate 88T data, it will -
probably be necessary to integrate the system of orbital equations for the relative
state wvector, where appropriate rearrangeﬁent has been performed to eliminate the

subtraction of nearly equal quantities [31, [71.

GEODYN, as inéicated, is primarily a scientific tool for geodetic and geo-
dynamical study and is not easily implemented for mission analysis needs. 1In
particular, there is no efficient data simulation capability in the system. To
fulfill the needs of this study éignificant mo@ifications to the GEODYN system
version 7410.0 were performed, rendering it a more applicable mission study soft-
ware system. This version of GEODYN with the misgion analysis capability updates
has been denoted GEOMAP, Geodynamics and Mission Analysis Program. Some of the

modifications to the GEODYN/ERODYN system for the performdnce of this study

include:
@ éST range, range-rate, summed range and summed range-rate data generation.
e Selection of simulated data by data type, time intervals, and geographic
latitude and longitude limits for the ground track.
° Equali-area surface demsity blocks.
e Additive random néise for simulated data.
o Simplified user input for surface density blocks.
° Simplified force model evaluation for surface density blocks.

. Multi—arc capability for ERODYN,

°© Triple precision matrix inversion routine for ERODYN.

i1
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- HCL (radial, cross track, along track) state vector a priori sigma

input for ERODIN.

Modification to the force model evaluation for surface density blocks was made
in an effort to reduce computer time. The effect of a surface density bleck is
modeled in the program by a user specified number of mass points symmetrieally
placed within the block. However, only blocks near the satellites need such
accurate mathematical representation and blocks far from the gréund track méy be

modeled much more simply. GEOMAPY has been implemented to offer three options:

1. All surface blocks represented by the same number of user specified

mass points.

2. A1l surface blocks within a cone defined by a user specified geocentric
angle from the subsatellite point represented by the user prescribed
number of mass points, and blocks outside of this angle represented by

a single mass point.

3. All surface blocks outside a given angular cone of the subsatellite
block completely neglected. This option may be used in conjunction

with options 1. or 2.

1

Option 2 is similar to the technique impiemented in later versions of GEODYN
where the number of mass points representing the blocks inside of the cone is set

to 9 and is not a uwser input.

As implemented at the time of this study, ERODYN operated as a single arc
error analysis package. Multi-arc capability was added by modifying a program
made available by Dr. P. Argentiero (private communication) designed to concatenate
single arc normal matrices into a single largey dimensional normal matrix suitable
for analysis by the linear algebra capability of ERODYN., This leads to some
degree of inéfficiency in that blocks of zeros are introduced into the concatenated
normal matrix which are subject to mathematical computations. However, as a means
to qiickly add multi-arc error amalysis capability to ERODYN for the purposes of

this study it is entirely adequate.
In light of the modifications made to GEODYN Version 7410.0 and to avoid

possible confusion, the software system used for this study will be designated
GEOMAP/ERODYN in the remainder of this report.

12



4.0 COVARIANCE ERROR ANALYSIS DESCRIPTION

The error analysis for the Bayesian least squares estimator in GEODYN is
described in the ERODYN Program Mathematical Description [5]. However, for
completeness we reproduce the main points of the mathematical treatment.

Let y be an n dimensional vector of observations modeled by the nonlinear

equation
vy = F(X,8) + ¢

where X and 5 are parameters of the dynamical system. Here X denotes the para-
meter set to be adjusted (estimate@) and S5 denotes the parameter set which is
unadjusted, or constrained to constant values in the estimation process but whose
uncertainties are to be considered in computing the covariance matrix of the
estimate. The vector £ represents the observation noise, which is mean zero and
statistically independent. Linearizing about a nominal solution of the parameters

XN and SN yields

. SX

§y=C + €
és

= AS8X + B88 + ¢
where

637 =y - F( 3S )
- XN ‘N

85 = 8§ ~ SN

.. oF(X,8)
A aX

Xy25y

13



p = 8F(X,8)
35 g
XSy
and
A O]
C =
0 B

Here X and S denotes the actual values of the adjusted and unadjusted parameters.
and éXa =X~ X represents the difference between the actual and a priori values

of the adjusted parameters.

The normal matrix for all parameters is given by

T

n = CHC
ATwA ATHB
BWA  BUWB

where the weight matrix W is the inverse of the observation noise covariance matrix

and is assumed to be diagonal, i.e.

where E denotes expected wvalues and o is the ith observation noise sigma.
The Bayesian least squares estimate of X is given by
- T . . -1~1.T . -1 -1 ~1a
6% = (A WA+Pal) 1A Wey + (A?WA+Pa1) 1P316Xa

where

14



and
3 T
P, = E[(X,0) (x,-07]

is the covariance matrix of the a priori estimate X - Substitutions yield the

erxror

AX = 86X - 8X = (ATWA+P;1)“1(ATWBasq-ATWe—P;laxa)

showing the three distinct components due to aliasing, measurement noise, and a

priori uncertainties.

Under the assumption that 85, £, and GXa are uncorrelated errors, the covari-~

ance matrix of the adjusted parameters is given by
P = B[ (B3&%)"T] = (ATWA-z-P;l)"l

+ (ATWA+P;1)“1 (ATI-J_B)VS (B7wA) (ATWA-I-P;]') 1

where VS is the diagonal covariance matrix of the unadjusted parameters,

VS = E(éSSST) .

The sensitivity matrix of adjusted to unadjusted parameters is

X, T -1.-1T
S =555 = (AWARE ) TAWB

so that the aliasing error to the ith adjusted parameter dues to the jth unadjusted

parameter is

The ith diagonal element of P, or the variance of the ith adjusted parameter is

then given by

15



2 [ -1.-1 2
¢ = [(A WA+Pa )ii:} + E (Sij csj)
3

so that the standard deviation of the ith adjusted parameter is the root sum square
(RS8) of the standard deviations due to data noise and a priori uncertainties

and the standard deviations due to each unadjusted parameter.

16



5.0 MISSION STUDY CONFIGURATTION

The ability of the "low-low" configuration to accurately recover geopotential
fine structure of a given resolution (i.e. surface block size) depends on several
factors:

_a. satellite altitudes

b. satellite separation distances

c. SST data types

d. 85T data rates

e, SST data noise

£. satellite state errors

g. a priori values of the surface densities

h. aliasing or orthogonality of the representation to the data type.

Other studies [ (4), (9).] have investigated.the GRAVSAT SST missions for factors
{a—e) with somewhat positive results.” In an atteﬁpt to establish the feasibility
of local fine structure recovery using "low-low” SST data when factors (f-h) are
considered we have restricted the surface density blocks to be 5° x 5° -and the
polar satellite orbits to be circular at 250 km altitude. Moxeover, our invesfi“
gation and that of Schwarz and Hajela have shown that SST rapnge data is much less
sensitive to fine structure detail than S5ST range-rate data. All studies pre-

sented in Section 6.0 utilize SST range-rate data.

The variation of the range-rate signal with satellite .separation as the
satellite pair passes over the center 36 density blocks of Figure 3 (the remaining
blocks being neglected) is illustr§ted in Figure 4-6, where each block has been
approximated by 16 mass points. The values used for the surface block densities
in Figure 3 are those obtained by Schwar; after removing the full 12th order
gravity field. Figures 4-6 clearly show the trade-off between increasing signal
strength and decreasing resolution of detail as the satellite separation is
dincreased. The aliasing of the signal signature over these same blocks by adja-
cent blocks is illustrated in Figure 7, where now all 72 density blocks of Figure
3 have been included in the force model. Comparison with Figure 5 shows the
signal signature over the central region to have only slight alteration, while
fhe signal toward the edges of the 36 central blocks is comsiderably altered.
This indicates that on a single pass, the effect of unaccounted-for demsity
blocks severely aliases nearby blocks, but that the effect rapidly falls off with

increasing distance. The short arc error analysis studies of Section 6.0 clearly

i7
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demonstrate this phenomena. The situation for long arcs is considerably different.
The presence of unaccounted-for bl&cks perturbs the satellite orbit and the effect
builds up through the dynamics over long arcs so that distant blocks can cause
serious aliasing. This effect can be seen in comparing Figures 7 and 5 by noting

that the two curves have different values and slopes at the end of the pass.

The long term perturbation of the orbit is clearly illustrated in Figure 8.
Here the "low-low" configuration is in a eircular equatorial two-body orbit at
250 km altitude, and perturbed through four orbital revolutions by a single 1 mgal
5° x 5° surface density block located on the equator. This shows that any
wmaccounted for block which perturbs the satellite orbit will alias the signal.
The extent of the aliasing will be demonstrated in the long are error analysis

studies of Section 6.0.

Our computer analysis using ERODYN and GEOMAP in the estimation mode has
shown that the optimum satellite separation is approximately 6°, or 700 km for
the 5° x 5° surface blocks at 250 km altitude. Consequently, all error analysis
results presented in this report will assume this separation. Moreover, our
numerical studies have shown that for error analysis purposes the numexrical
approximation for the surface density force model evaluation offered by GEOMAP
Cption (2) "(Section 3.0) with 9 mass points per block inside of a geocentric
angle of 10° is of sufficient accuracy for the satellite configuration used and

represented a substantial savings in computer time over Optiom (1).

The data rate assumed in this study is one observation every five seconds
along the satellite path and four satellite passes per surface density block.
This presents no problem for independent short arc solutions (less than one
satellite period) since each arc normal matrix is generated separately and then
concatenated, but for long arcs would require an excessive amount of computer run
time to integrate the satelliée orbits long enough to obtain the data coverage
needed over a geographically localized set of demsity blocks. This problem was
circumvented for the long arc simulations by slowing the rotational rate of the
earth by a factor of 18 so that the satellite ground track precessed approximately

1.2° per revolution, producing the desired data coverage.
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A1l data arcs consist of ascending satellite passes. This introduces some
north-south asymmetry into the results, particularly for the short arcs, in that
the. variational equations for the block parameters are all propagated from zero
initial conditions at epoch at the south edge of the set of blocks under consid-

eration.northward along the data arc.

For final checkout of the GEOMAP/ERODYN system, the GEOMAP program was
operated in the estimation mode for long arc recoveries of the center 36 blocks
of Figure 3. Data was generated using only a two-body force model and the 36
perturbing density blocks. (This is, in fact, a global recovery in that no other
blocks existed in the force model to aliaé the solution.) Recovery using perfect
range-rate data (no noise), zero a priori density values, 10 wngal a priori surface
density sigmas and perfect knowledge of the satelliie states yielded three digits
of accuracy (approx. .0l mgal) in the estimated surface densities, giving confi-
dence as to the correctness of the GEOMAP software. Adding random noise with
sigmas of .005 em/sec and .05 cm/sec to the data resulted in estimated surface
densities with 2 digits (approx. 0.1 mgal) and one digit (approx. 1.0 mgal) of
accuracy, respectively. Exrror aqalysis results using ERCDYN established consis-

tency with these errors of the GEOMAP least squares parameter estimation.
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6.0 ERROR ANALYSIS STUDY

From the example of aliasing in Section 5.0 it is clear that if a local set
of density blocks is to be estimated the blocks near the edges will be badly
corrupted by nearby unadjusted blocks, whereas blocks near the center of the set
may be sufficiently far removed from the unadjusted blocks that their estimates
may be acceptable. Thus, to estimate a given set of blocks it will be necessaty
to simultaneously estimate the set of interest plus a surrounding set of "buffer”
blocks, whose estimates will be discarded due to aliasing. Moreover, the accuracy
of the estimation of the center set of blocks of interest will depend on the
region covered . by observations in the estimation procedure. To determine the
relationships between estimation accuracy and the estimation region, data region,
data noise, a priori uncertainties in adjusted and unadjusted density blocks and
a priori uncertainties in the satellite states we utilize the method of covariance
error analysis ocutlined in Section 4.0, Tt must be stressed that in a covariance
analysis the least squares estimation is postulated and not actually performed;
only the covariance matrix for the estimator is calculated. Parameters in the
adjust or "solve for" mode are assumed to be estimated in the postulated least
squares adjustment, while parametrers in the unadjust or “consider" mode are
assumed to affect the functionality between the adjusted parameters and the ob-
servations but are not estimated in the postulated least squares adjustment. In
several instances to be presented later the exror amalysis results somewhat strain
intuition. However, 1t must be'borne in mind that the error analysis problem
treated here involves a large set of parameters, with many in the "consider" mode,
and intuvitien can be misleading.

Two basic sets of 5° x 5° equal angular density blocks are used im the study:

1. 225 blocks arranged in a 15 block by 15 block square cerntered on the

equator with data coverage over the center 25 blocks.

2. 289 blocks arranged in a 17 block by 17 block sguare centered on the

equator with data coverage over the center 49 blocks.

The arrays of blocks were set to these large dimensions so that the results ob-
tained for subsets of blocks in the interior would not be compromised by possible

non—-physical "edge" effects.

By, Yaa .
BRECEDING PAGE BLANK NOT i,
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The placement of the block arrays on the equator minimizes any "area effect”
due to decreasing block areas with increasing latitude. The data coverage over
the twenty-five blocks is accomplished with 21 ground track passes, while the
49 block region required 31 passes. The data passes are symmetrically defined
by the ground track of the midpoint between the two satellites. Figures 9 and
10 display the ground tracks over which data is taken for the two sets of blocks.

The total parameter set considered for the error analysis consists of six
state parameters for each satellite for each arc plus the entire set of surface
density parameters. The sensitivity matrix G, consisting of the partial deriva-
tives of the observations with respect to the total parameter set, is evaluated
along a nominal two body trajectory by setting the a priori values.of all surface
densities to zero. The resulting normal matrixz is adequate for Ilinear error

analysis purposes and provides a substantial saving of computer time.

The error analysis results were generated under the following assumptioms:

1. The two "low~low" satellites were configured in circular polar orbits

at 250 km altitude with a 6° geocentric angle separation.

2. Satellite~to-satellite range-rate data was generated at 5 second

intervals (15 data points per 5° block) with a noise of .05 cm/sec.

3. Data passes were at approximately 1.2° spacing, giving approximately

four data passes per block.
4, All data was generated on ascending satellite passes.

5. A priori satellite epoch state errors reflect the orbital knowledge .

from other tracking means. No ground tracking data was included in
the study. -

The error analysis results are organized into four sets:

SET I. A single long data arc over the 225 block set. The twelve
satellite state parameters are adjusted together with various

subsets of blocks (Tables I.1 through I.6).
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FIGURE 9 21 ascending short data arcs over 25 5° x 5° density
blocks. Ground track spacing is approximately 1.2°,
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FIGURE 10

I
l

31 ascending short data arcs over 49 5° x 5°
density blocks. Ground track spacing is
approximately 1.2°.
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SET IT. Twenty-one short data arcs over the 225 block set. A1l 252
satellite state parameters are adjusted together with various

subsets of blocks (Tables II.1 through I1I1.20).

SET IIT. Thirty-one short data arcs over the 289 block set. All 372
satellite state parameters are adjusted together with various

subsets of blocks (Tables IIT.l through IIL.7).

SET IV. Both a single long data arc and twenty-one short arecs over the
225 block set. Aliasing is ignored and the satellite states are

assumed perfectly known (Tables IV.1 through IV.4).

In the tables of solution sets I-IV displaying error sigmas, the dashed
perimeter encloses the data region, while the solid perimeter encloses the set of
adjusted density blocks. The two numbers within each adjusted block -represent
the total RSS ervor sigma for that block over the exrror sigma for thap block due

to aliasing by unadjusted blocks in milligals (mgal)}, i.e.

CToTAL ! Op11as

The error sigma due to data noise and a priori parameter uncertainties is then

2 2
noxse N %rotar, T %ArTas

The numbers in unadjusted blocks represent the aliasing contribution of that block

to the center adjusted block. The signs on these aliasing contributions reflect
IAX
aAs”
I-IV displaying correlations, the number within each adjusted block is the correla-—

the influence of the sensitivity matrix S = In the tables of solution sets

tion of that adjusted block with the center adjusted block.

SET I:

_The purpose of this set of sFudies is to analyze the effect of aliasing on
long arc solutions. Long data arcs for this problem have nmot been treated by
other investigators. As indicated in Section 5.0, to obtain reasonable computer
run times, the rotatiomal rate of the earth was slowed so that consecutive orbital
ground tracks gave the proper spacing. This will certainly yield optimistic
results in the error amalysis since the dynamics will be correlated with a smaller

number of umadjusted blocks than would be the case if the ground track passed

ORIGINAL PAGE IS
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over larger areas of the globe.

The normal matrix obtained for this study, as for all of Sets I-IV, dis-
played poor conditioning for the recovery of the satellite epoch state parameters,
Other studies have avoided this problem by not estimating them ox assuming them
to be perfectly known (or, equivalently to have very small a priori sigmas).
However, we have found that when the satellite epoch state parameters are placed
in the unadjust mode with sigmas as small as .00l meters/.001 meters/sec for the
positions and velocities, respectively (these numbers were chosen for convenience,
the requirement being only that they be small), their aliasing error completely
swamps the estimation of the density blocks. - The satellite epoch states, unless

perfectly known, must therefore be estimated along with the demsity blocks.

As could be guessed from the relative range-rate data type, the normal matrix
is poorly conditioned for recovery of radial and cross track epoch state components,
but is well conditioned for the recovery of along track epoch velocity components,
In solution sets II and IIY this will be pursued by properly transforming sigma
inputs in an HCL (radial, cross track, along track) coordinate system into a non—
diagonal submatrix of the a prioéi covariance matrix. Otherwise all sigmas will
be in cartesian cooxdinates in the diagonal a priori covariance matrix. In this
solution set we set the epoch cartesian component sigmas to .00 meters aand .001

meters/sec for position and velocity to give strong diagonality to the matrix
T —
(alwa + 27
A
to avoid the numerical difficulties in inversion.

An estimation region which is exactly coincident with the data region (no
buffer layer) is displayed in Table I.1. The a priori sigmas of the demnsity
blocks are 1 mgal. The recovery is seen to be very poor, with the a posteriori
sigmas along the boundary larger than the a priori value of 1 mgal. The errors
are dominated by the aliasing contiibution with the along track (¥-8) being more
severe than cross track (E~W) since the satellite orbits do not pass over the
blocks outside of the longitude interval defined by the data region. An important
point is the slowness with which the aliasing contribution decreases in the N-§

direction.
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The effect of adding a single "buffer layer'" is shown in Table I.2. The
total exror in the center of the estimated region decreased, but the aliasing
error is still the dominant effect, showing a slow decrease with distance in the
(N-S) direction. Table I.3 displays the effect of adding two buffer layers.
Only a slight improvement is obtained, with the (N-58) aliasing still dominating
the estimation accuracy. The correlaiions for the adjusted sets in Table I.1
and 1.2 are displayed in Tables I.4 and T.5. The high correlations along track
(N-8) reflect the fact that the relative range-rate data type is oriented along
the satellite orbit.

The impligation of these results is that if there were blocks distributed
over the globe, any bioék which the satellite pair passed over couid alias the
adjusted blocks. Table I.6 clearly illustrates éhis fact. Here a band of 5°x
5% blocks completely encircles the globe passing through the poles. The data
arc here consisted of a single long arc of 4 orbital revolutions with the earth
slowed to give the proper data spacing. Again we see that the aliasing dominates
the error of adjusted blocks. As before we see the aliasing contribution of the
wmadjusted blocks falling off very slowly, then increasing to a maximum on the

opposite side of the earth.
This shows the low-low SST data type is unacceptable, due to severe aliasing,

for recovery of localized density blocks for long arcs which pass over unadjusted
.blocks. ’
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SET I1:

Solution Set II comsists of 21 independent short data arcs over the 25 center
blocks. All results display the N-S asymmetry discussed in Section 5.0 due to
the use of only ascending arcs with epochs along the south edge of the data region.
This results in shifting the smallest error sigmas from the center of the adjusted
set of blocks toward the south boundary in several cases. However, the center
block remains the main focus of attention in these comparative studies for quanti-
tative aliasing contributions.

)

Tables IL.1~IX.3 are to be compared directly with I.1-I.3. In both sets, thé
a priori error sigmas on the density blocks and the satellite states were 1 mgal
and .001 m/.001 m/s (virtuwally no error, .00l chosen for convenience), respectively.
The important point to note is that the aliasing error is no longer’the dominat=
ing error source, as the aliasing contribution of unadjusted blocks decreases
rapidly with distance from the adjusted set. Moreover, the additive "buffer
layers" of Tables II.2 and II.3 show dramatic decreases in the aliasing erxor
contribution to the center block. The dominant error source is now the "noise

plus a priori" contribution arising from
atwa + Pj)"l .

The complicated dependencies of the components of total error on the a priori
sigmas for the satellite epoch state and the demsgity blocks are investigated in
Tables II1.5 through II.Z20.

Tables 1I.5, I1I1.6 and I1.7 where thé‘a priori errors omn the satellite epoch
states are systematically increased are desiguned fo be compared with Table II.1.
Table II.5 displays the surprising result that an increase in the satellite epoch
state a priori to ¢ = .002 (meters and meters/sec) results in a deerease in both
the total error and the aliasing contribution to the center adjusted block. It
must be noted, however, that there are increases in error to some of the adjusted
blocks and that the total error to all adjusted parameters (satellite epoch states
plus the 25 adjusted density blocks) increases. Tablg IT.6, with an increase in
the a priori epoch sigmas to ¢ = .0l shows an imcrease in the total erroxr sigma
of the center block (but a decrease in the alias error) while some of the blocks

in the northern sector again show a decrease. As indicated previously, the
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covariance matrix is poorly conditioned forxr the estimation of the rxadial and
cross track components of the satellite states, as would be expected for the SST
range-rate data. The inversion of the normal matrix plus the inverse a priori
covariance matrix broke down due to loss of significant digits when the a priori
velocity sigmas were increased beyond ¢ = .01 m/s for the Cartesian components.
In an attempt to utilize realistic sigmas, the optiom to input satellite epoch
sigmas in a radial, cross track, along track (denoted HCL) coordinate system was
implemented. The maximum satellite state error sigmas permissible before inver-
sion failure (with triple precision arithmetic for the inversiomn algorithm) was
determined to be 10 meters in the position components and .01 meters/sec in the
radial and cross track velocity components. As would be expected for the data
type, the aloné track velocity showed a high recoverability, with error sigmas
up to 100 meters/sec showing no inversion difficulties and the a posteriori estimated
error sigma less than 1 meter/sec. Tables II.7 and I1.8 show the effect on the
adjusted blocks of iIncreasing the along track a priori velocity sigma values to
2 meters/sec and 5 meters/sec, respectively, with 10 meters in position and .01

meters/sec in the radial and cross track wveloeities.

The effect of the a priori sﬁgmas of the density blocks is investigated in
Tables IT.9-1I.11 where the density block sigmas are set to 50 mgal and the esti-
mation configurations of Table II.1 throuéh II.3 are repeated. This set of solu-
tions clearly demonstrates the importance of adding buffer 1ayé}é:_ When the
adjusted region covers the data region and one buffer layer axound -
the data region the aliasing due to the large uncertainties in the wnmadjusted blocks
is the dominating effect. The addition of two buffer layexrs in Table II.11,
however, drastically reduces both the total exrror of the intexrior blocks and the .
fraction of the total error due to aliasing. It should be noted in comparving
Tébles II.1 and IT1.9 that although the estimation strategy of adjusting all blocks
_in the data region with no buffer layers is a poor one, it does show some improve-
ment with an assumed a priori knowledge of all density blocks to 1 mgal. The
assumption of a 50 mgal a priori uncertainty in the demsity blocks, however, re-

sults in a worsened solution.

The effect of systematically increasing the a priori surface density sigmas
for a one layer buffer zone and satellite epoch state sigmas of 10 meters in
position, .0l meters/sec in radial and cross track velocities, and 2 meters/sec

in along track velocity is presented in Tables IL.12 through IL.17. The case of
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100 mgal a priori uncertainty of Table I1.15 shows the aliasing error again
becoming the dominant effect. Table II.16 shows the effect of having good a
priori knowledge of the adjusted blocks (¢ = 1 mgal) and little a priori
knowledge of the wmadjusted blocks (¢ = 50 mgal). The recovery is destroyed by
the dominating alias error. The opposite extreme of poor a priori knowledge of
the adjusted set (50 mgal) and good a priori knowledge of the unadjusted_set

(6 = 1 mgal) is shown in Table II.17. As would be suspected, this recovery
guffers little from aliasing errors. The case for two buffer layers and a priori
surface density sigmas of 50 mgal is shown in Table IT.18. Comparing this result
with the single buffer layer of Table IT.14 shows a much less dramatic improve-
ment in estimated accuracy for the adjusted blocks than the similar cases with
small a priori sigmas on the satellite states (Tables II.10 and IT.11), indicating

the importance of some amount of a priori knowledge.

The effect of reduced data noise is displayed in Tables I1.19 and IL.20
where the noise sigma is set to .01 cm/sec, while the satellite state sigmas are
kept small (.001) and the surface density block sigmas are set at 1 mgai. These
results are to be compared with Tables II.2 and II.3 where the data noise is .05
em/sec. The total error decreased in both cases II.19 and II.20, while the
aliasing contriburion increased slightly. The‘dominating error source in these

cases is the a priori wmcertainties in the adjusted parameters.
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TABLE II.20 A'Posteriori Density Sigmas
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Adjusted parameters and a priori sigmas: 81 density blocks, ¢ = 1 mgal
Satellite States, Cpog = ,001
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SET ITI.

) Solution set IIT utilizes a 17 x 17 rectangular array of 5° x 5° density
blocks with 31 independent data ares giving data coverage over the center 49
blocks. The adjusted parameters in this -set consist of the 372 satellite epoéh
state parameters plus various configurations of adjusted blocks over the data
region. The principal design of this solution set is to display the effect of
increasing the data region relative to that of Solution set II for both small
(1 mgal) and large (50 mgal) a priori density block sigmas. All solutions have
small a priori Carteésian error components on the arc states (.OOi meters and

.001 meters/sec for position and velocity, respectively).

Table III.1l displays the disastrous effect of estimating a subset of blocks
Wifhin the data region, as most of the a posteriori sigmas of the recovered blocks
are greater than their a priori values. It is clear that processing data which
is over the unadjusted blocks and therefore strongly influenced by them should

result in more significant aliasing errors on the adjusted set of blocks.

Tables IIX.2 through III.4 display estimation regions with no buffer layer,
one buffer layer and two bufier layeré, respectively, for the case of one mgal a
priori error sigma on the density blocks. The recovered sigmas of Ehe central
adjusted region comparé very closely with the same configurations of Sclution Set
II {(Tables II.1l through II.3) with a smaller region of data coverage. Tables IIL.5
through III.7 repeat the same estimation region configurations, but with a large
a priori uncertainty of 50 mgal on the density blocks. .Comparing with the similar
sets in Solution Set II (Tables I1.9 through II.1l) shows that increasing the
data region with a poor estimation strategy (no buffer 1a§er oy only one buffer
layer) and a large a priori uncertainty on the densit§ blocks can result in con-
siderably increased aliasing errors. The region covered by data in Solution Set
IIT is nearly twice that of Set II, so that there are correspondingly more
umadjusted blocks to contaminate the estimation accuracy when a poor-strategy is
used. It should be noted that Table ITI.7, with two buffer layers, again compares

very clogsely with Table II.11, which has the same configuration but a smaller data

region.

63



%9

TABLE TIIT,1

=0012a

#0036

0141

0863

2263

6928

1.440l1,055 (942108401, 410
1,438)1.026 ,510{1.026{1.405

] 1.,905[1.414(), 17111, 39401, 846
1.896[1.392]1, 143(1,372[1.838

203111, 4331, 13001, 39291,91
0016 [-0035-0093 0294|1006} 1535 Lol - 0872k = 0030+
o615 3.0001.4031,1011,353IT§E%F185° 087250241 |+0078+0030+0014

1. 84711, 37911, 1331, 33501, 773 ]
1.83911.358|1.106{1.3%4L. 764

1, 48711, 036) , 88611, 0038, 1009
1.477|1.012 ,855| .97al,308

. 6064

+1771

0805 5

=0144

' Fooaz

0016

A Posteriori Densgity Sigmas
31 Short Data Arcs (Data Noise = .05 cm/sec)
Adjusted parameters and a priori sigmas: 25 density blocks, o

= 1 mgal
Satellite States, 9nag ~ .001
OVEL .001

Unadjusted parameters and uncertainties: 264 density blocks, o = 1 mgal
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SET TIV.

Solution Set IV displays the error amalysis for an estimator which ignores
aliasing effects and assumes the satellite states to be perfectly known. This in
some measure serves as a bridge between the results of Schwarz, Haiela and
Solution Sets I and II, showing clearly how misleadingly optimistic the results

of error analysis studies can be when important aliasing errors are neglected.

Table IV.1l examines the long‘data arc of Solution Set I with data over the -
center 25 block region. The twelve satellite state parameters are put into the
unadjust category along with all density blocks outside of the data region with
a zero a priori sigma. The total error is then the "noise only" contribution;
the aliasing error is zero. The two numbers inside the twenty-five adjusted
density blocks represent the recovéred sigmas for the two cases of 1 mgal and -

50 mgal a priori sigma for the adjusted blocks, respectively, i.e.

1 mgal*l

%50 mgal
Unlike the cases of Sets I, IT and III, the lack of a priori knowledge of the
adjusted blocks has little impact on the estimatién accuracy. Table IV.2 dig-
plays the correlation coefficients of the adjusted blocks with the center block’
for the case depicted in Table IV.1. The N-S and E-W patterns closely resemble
the results of Schwarz. ’

Tables IV.3 and IV.4 correspond to the error analysis of Tables -IV.1 and 1IV.2
with the exception that 21 independent data arcs are used in place af one long‘
arc. Generally the same patterns result with the exception of the asymmetry
introduced in the southern—most row -due, as previously discusssed, tb'the_varia—
tional equations for the density block parameters all starting from zero initial
conditiOns-at epoch. It should be noted that the long arc solution of Table IV.1
displays a superior estimation accuracy to the short arc solution of Table IV.2,
even though the data coverage is the same. The reason for this, of course, is
that the short arcs are assumed independent, while the éonsecutive passes of the
long arc are correlated through the orbital dynamics.

The solution displayed in Table IV.3 corresponds quite closely with the

solution 3.1 of Schwarz for 5° x 5° blocks with the low-low configuration at 300 km
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altitude when proper corrections are made for the different values used for the
data noise and for the differences in data rates and data spacing. Noting that
Schwarz used approximately omne data arc per 5° x 5° block, an observatiomn approx—
imately every 30 seconds and a data noise of .005 c¢m/sec, a factor to relate his

estimated density parametbers to those of Table IV.3 would be

(.'00055)(.ﬁ)(4%) =2

Thus his estimated uncertainty of approximately .2 mgal should correspond to

approximately .4 mgal for our results of IV.3. As the satellite altitude used
in Table 1V.3 was 250 km compared to 300 km used to Schwarz in solution 3.1, we

would expect his values to be slightly larger than ours.
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TABLE IV.4 Correlations of Adjusted blocks with Center Block
21 Short Data Arcs (Data Noise = .05 cm/sec) ‘
Adjusted parameters and a priori sigmas: 25 density blocks, o = _1 mgal
. 50 mgal

Unadjusted parameters: None



7.0 SUMMARY

This study applied covariance error analysis techniques to investigate
estimation strategies for the low-low-SST missioﬁ for accurate local recovery of
gravitational fine structure, comsidering the effects of aliasing. A 5° x 5°-
surface density block representation of the high order geopotential was utilized
with the drag-free "low-low" GRAVSAT configuration in a circular polar orbit at
250 km altitude.

Satellite-to-satellite relative range-rate data was used in the erxror analysis
investigation, ds the range data was found to be much less sensitive to fine
structure recovery. A data noise of .05 cm/sec was assumed for most of the error
analysis studies. No ground Lracking data was included and satellite state
accuracy requirenents for the estimation of the demsity blocks were investigated
in the error analysis by a priori error sigmas for‘the epoch states, both in
Cartesian and HCL coordinates. The sensitivity of the data type to even very
small a priori errors in the satellite epoch state velocities (:001 meters/sec)
led to severe aliasing errors in the estimation of local sets of density blocks,
forcing the satellite epoch state parameters to be included with the surface

_density parameters in the estimation process.

The 88T relative range-rate data type exhibits strong recovery ability only
for the along track components of velocity, the normal matrix being poorly -con—
ditioned for the recovery of radial and cross track components. This requires
satellite orbital accuracies from other tracking means to a minimum of 10 meters
in. position and .01 meters/sec in radial and cross track velocity components.

The recovery of local sets -of density blocks from long data arcs froved not
to be feasible due to strong aliasing effects from non-estimated density blécks
all along the ground track - even those very far removed from the set of estimated
blocks. The error analysis for the recovery of local sets of density blocks using
independent short data arecs demonstrated that the estimation strategy of simultane-
ously estimating a local set of density blocks covered by data and two "buffer
layers™ of demsity blocks not covered by data resdlted in almost neéligible aliag-
ing errors on the estimation accuracy for blocks near the center of the recovered

set due to unadjusted surface density blocks.
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With an orbital accuracy of 10 meters in positiomn, .01 metersf/sec in radial
and cross track velocity and 2 meters/sec in along track velocity obtained by
other means of tracking, the low-low SST range-rate data, with a noise of .05
emfsec, will recover 5° x 5° surface density blocks to approximately 5 mgal
and 17 mgal, respectively, when an a priori knowledge of the blocks to 15 mgal
and 50 mgal is assumed. {Note: These values whed multiplied by 2w give the
approximation to the corresponding values of gravity anomaly blocks.] This is
to be contrasted to results (Solution Set IV) predicting recovery to approximately
.2 mgal (40 cm geoid) when the error analysis does not consider aliasing errors
from unadjusted density blocks and assumes the satellite states to be perfectly

known.

We would conclude that the estimation of gravitational fine structure by
recovery of local sets of density blocks utilizing SST relative range rate data
with the "low-low" drag-free satellite configuration is not a feasible approach,
principally due to the very stringent orbital accuracies required with many short-
data arcs. The low altitude satellite orbits would make the attainment of such

accuracy from ground tracking extremely difficult.

The possibility of supplying such tracking from a third high altitude satel~

lite is a concept (the "high-low-low" configuration) which deserves investigatiom.

An investigation of the feasibility of a global recovery for the gravitational
fine structure parameters, a concept summarily ruled out of hand by many authors
due to the magnitude of the problem, also deserves attention. Such a procedure
would eliminate the aliasing problem inherent with the estimation of local sets
of parameters and relax the difficulty of obtaining dense coverage of very accurate

ground tracking.
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9.0 NEW TECHNOLOGY

The effort under this contract consisted of the application of covariance
error analysis techniques for investigation of estimation strategies for the
"low-low' SST mission for accurate local recovery of gravitational fine structure,
considering the effects of aliasing errors. Frequent reviews and a final survey
for new technology were performed. It is believed that the mathematical and
programming techniques and algorithms developed do not represent "reportable
items", or patentable items, within the meaning of the New Technology Clause.

Qur reviews and final survey found no other items which could be considered

reportable items imder the New Techmnology Clause.
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