NASA CONTRACTOR
REPORT

natiiing

NASA CR-2661

MODELING OF THREE-DIMENSIONAL MIXING

AND REACTING DUCTED FLOWS
LOAN COPY: RETURN TO

LF WL TECHMNICAL LIBRAR
o NIGAL LIBRARY,
S. W. Zelazny, A. ]. Baker, KIRTLAND AFB, N. M,

and W. L. Rushmove

Prepared by
BELL AEROSPACE COMPANY

"%
Buffalo, N. Y. 14240 § %
g s

% &

for Langley Research Center Dot

NATIONAL AERONAUTICS AND SPACE ADMINISTRATION <+ WASHINGTON, D. C. < APRIL 1976



TECH LIBRARY KAFB, NM

RN

00bL471L

1. Report No. ) 2. Govcrn.menfi Accession No. 1. Recipient’s Catalog No.
NASA CR-2661
4. Title and Subtitle ) i h 5. Report Date R
Modeling of Three-Dimensional Mixing ~ April 1976
and Reacting Ducted Flows 6. Performing Organization Code
7. Aufhoé ) ) | 8. Perfor mmghbr janization Report No. |
elazny, A.J. Baker, W.L. Rushmore 9225-953002
9: Petforming Organization Name and Address ) " 110. Work Unit Ne. T ]
Bell Aerospace Company, Textron Division ) o
11. Contract or Grant No.
ll;ﬁof'fﬁc?xNOel\l:York 14240 NASI-13165
? 13. Type of Report and Period Covered
12. Sponsoring Agency Name and Address :
National Aeronautics and Space Administration Contractor Report
Washington, D.C. 20546 14. Sponsoring Agency Code

15. Sﬁppiement;:ry Notes

Langley technical monitor: James E. Eggers

LFlnal report. L
16. Abstract

A computer code, based upon a finite element solution algorithm, was developed to solve the
governing equations for three-dimensional, reacting boundary region, and constant area ducted flow
fields. Effective diffusion coefficients are employed to allow analyses of turbulent, transitional or
laminar flows. The code was used to investigate mixing and reacting hydrogen jets injected from multi-
ple orifices, transverse and parallel to a supersonic air stream. Computational results provide a three-
dimensional description of velocity, temperature, and species-concentration fields downstream of
injection.

Experimental data for eight cases covering different injection conditions and geometries were
modeled using mixing length theory (MLT). These results were used as a baseline for examining the
relative merits of other mixing models. Calculations were made using a two-equation turbulence model
(k+d) and comparisons were made between experiment and mixing length theory predictions. The k+d
model shows only a slight improvement in predictive capability over MLT. Results of an examination
of the effect of tensorial transport coefficients on mass and momentum field distribution are also pre-
sented. Solutions demonstrating the ability of the code to model ducted flows and parallel strut
injection are presented and discussed.

T7.7K4ey Words (S\.|ec-ie:iil;y> Au:h;(:)) T " 118. Distribution Statement
Three-Dimensional Flow
Turbulent, Reacting Ducted
Finite Element Method

Numerical Solution

Unclassified - Unlimited

21. No. of Pt;g‘e: -
100

’T‘) Sec-urii.y Classif. (o‘ this re;;ori) 20. S;:;rify Cl::;s—i?. (t;f this ;:;uge)~

22. Price*

Unclassified $4.75

Unclassified

For sale by the National Technical Information Service, Springfield, Virginia 22161






TABLE OF CONTENTS

SUMMARY . & & v v v v e e e e e e e
INTRODUCTION . v v &« v v s v o e o o
NOMENCLATURE . . v v v v v e e e e e e e e e e e
METHOD OF ANALYSIS . . . v v v v v v o« o o« «

Turbulence Models
Pressure Variations in Ducted Flows
Reacting Flows
FINITE ELEMENT SOLUTION ALGORITHM
Equation Development
Structure of the COMOC Code . . .
Accuracy and Convergence
Compressible Boundary Layer
Developing & Developed Channel Flow
Mixing & Reacting Channel Flow . . . . . .
NUMERICAL RESULTS
Sensitivity Study

Modeling Flows with Various Values of a, and s/ad

Simulation of the Near Injection Region . . .
Reacting Flows . . . . .
H2 Injection from a Flat Plate .
H2 Injection from Struts . . . . . . . . . .
Effects of Turbulence and Area Constraints . .
CONCLUDING REMARKS . . . . . . ... e e e

iii

Page

= e

~N W

10

16
18
18
21
22
22
23
2
21
2
30
31
32
33
34
35
37



APPENDIX

REFERENCES

TABLE OF CONTENTS (Contd)

iv

Page
38

53



_ ILLUSTRATIONS

FIG. PAGE
1 NASA Hypersonic Vehicle . . . . . 61
2(a) Photographs of the M1x1ng-React1ng Flow Field of the

Perpendicular-Injection Strut . . . . . . 62
2(b) Photographs of the M1x1ng~Reacting Flow Fleld of the

Parallel Injection Strut . . e e e . . . . 63
3 COMOC Macro-Structure . . . e .« e . « . bBh
I Computed Supersonic Boundary Layer Parameters, M =5,

Re, = 0.83(5)/m, £ = 0.5 . . . . . . ... ... .. 65
5 Computed Supersonic Boundary Layer Ve1001ty, M=5,

Re = 0.83(5)/m, B = 0.5 . . .« e . c e e+ . . . 66
6 Channel Flow Solutions Compufed with the Parabolic

Navier-Stokes Variant Equations . . . . . . . . . . 67
7 Mixing and Reacting Channel Flow. Too = UOOK; U_ =305

m/secy; h = 0.15m . . . 68
8 Three-Dimensional Flow Fleld Downstream of Transverse

Injection from Discrete Orifices . . . . . .« 69
9 Cubic Spline Interpolated Hydrogen Mass Fractlon

Contours for Single-Jet, a, = 1.0, xD=30 . .. . 70
10 Comparison Between Experimental and Predicted H2 Mass

Fraction Profiles, Case 1-1 . . . ... 71
11 Comparison Between Exper1menta1 and Predlcted H2 Mass

Fraction Profiles, Case 1-1 . . . e .. T2
12 Finite Element Double Discretization of InJector

Solution Domain . . . e T3
13 Comparison Between Experlmental and Predlcted H2 Mass

Fraction Profiles along Center Plane (X3/d = 0) and
Wall (X /d = 0). Showing Effect of Doubling Discre-

tlzatlon, Case 1-2 . . . . . . 74
14 Comparison Between Experlmental and Predlcted H2 Mass

Fraction Profiles along Center Plane (X3/d = 0) and
Wall (x /d = 0). Showing Sensitivity of Predictions

to Turbulence Model Constants, Case 1-3 . 75
15 Initial Cross-Stream Velocity Distribution (x /d = 30)

and Computed Distributions at Xl/d = 60 and 120 . . 76
16 Comparison Between Experimental and Predicted H2 Mass

Fraction Profiles along Center Plane (X3/d = 0) and
Wall (X2/d = 0). Showing Effect of Including Trans-

verse Veloecity, u Case 1-4 . . « « « « « o « « v < T7

33



FIG. PAGE

17 Comparison Between Experimental and Predicted H2 Mass
Fraction Profiles along Center Plane (x3/d = 0) and
Wall (X /d = 0). Showing Effect of Tensorial Eddy

Viscos1ty, Case 1-5 , . 78
18 Comparison Between Experlmental and Predlcted H2 Mass

Fraction Profiles along Center Plane (x3/d = 0) and
Wall (x /d = 0), using 2 Eguation Turbulence Model,

Case 1- 6 .. 79
19 Comparison Between Experlmental and Predlcted H2 Mass

Fraction Profiles along Center Plane (x3/d = 0) and
Wall (x,/d = 0). Case 1-7: MLT, Ngr Model from

Ref. 27 . . . 80
20 Comparison Between Experlmental and Predlcted H2 Mass

Fraction Profiles along Center Plane (x3/d = 0) and

Wall (xz/d = 0). Case 2-2, MLT, NPr = 0.9 . . . .. 81
21 Comparison Between Experimental and Predicted H2 Mass

Fraction Profiles along Center Plane (x3/d = 0) and

Wall (x,/d = 0). Case 2-3, MLT, Np = 0.9 . . . . . 82
22 Comparison Between Experimental and Predicted H2 Mass

Fraction Profiles along Center Plane (x3/d = 0) and

Wall (x,/d = 0). Case 2-4, MLT, Ngr =0.9 .. ... 83
23 Comparison Between Experimental and Predicted H2 Mass

Fraction Profiles along Center Plane (x /d = 0) and

Wall (X /d = 0). Case 2-5, MLT, N = 0. 9 e e e e . 814
24 Comparison Between Experimental and Predicted H2 Mass

Fraction Profiles along Center Plane (x3/d = 0) and

Wall (x,/d = 0). Case 2-6, MLT, Ny = 0.9 . . . . . 85
25 Comparison Between Experimental and Predicted H2 Mass

Fraction Profiles along Center Plane (x3/d = 0) and

Wall (x,/d = 0). Case 2-7, MLT, Np. = 0.9 . . . . . 86
26 Comparison Between Experimental and Predicted H2 Mass

Fraction Profiles along Center Plane (x /d = 0) and

Wall (x /& = 0). Case 2-8, MLT, NPr = 0. 9 e e e e . 87
27 Transverse Injection into a Turbulent Boundary Layer. 88

vi



FIG. PAGE

28 Comparisons Between Experimental and Predicted H2 Mass
Fraction Profiles at Xl/d = 30 and Various x3/d

Stations. Virtual-Source Concepts used to Start
Calculations at Xl/d = 0 v b e e e e e e e e e .. 89

29 Comparisons Between Experimental and Predicted H2 Mass
Fraction Profiles at xl/d = 120 and various x3/d

Stations. Virtual-Source Concepts used to Start
Calculations at Xl/d = 0 v v v i e e e e e e e . . . 90

30 Transverse Cold Hydrogen Injection with Virtual-Source
Simulation (qr = 1.0; s8/d = 12.5 of Reference 9).

Vitiated Reacting Flow Data of Reference 10 does
not Exactly Correspond to these Conditlons since

d, = 1.26, s/d = 10.5, ¢ = 0.63 . . . « « « « . . . 91
31 Scramjet Combustor Model . . . . . .« « « + + + « « « « 92
32 Two Fuel Injector Struts (Reference 11) for Supersonic

Combustion, with Virtual-Source Simulation . . . . . 93
33 Analytical Evaluation of Two Supersonic Strut

Injectors from Virtual-Source Simulation. n = 3;

d = 0.63 8/d = 9 . v v 4 v v 4 e e 4 e e e e e e .. 9L

TABLES

NUMBER PAGE
1 Sensitivity of Predictions to Various Parameters . . . 56
2 Data Used to Study Ability of Mleng Length Theory

to Model H2 Injection Data . . . Y
3a Cases Used to Study (a) Virtual Source Concept (b)

Reacting Flow (c¢) Ducted Flow . . o e . . 58
3b Reaction Models . .- . .. . . - 59
b Heat Flux Dlstrlbutlon at X /d = 30 for Virtual-Source

Simulation . . . e O < 1o

vii



MODELING OF THREE-DIMENSIONAIL MIXTING AND REACTING DUCTED FLOWS
By
S. W. Zelazny, A. J. Baker and W. L. Rushmore

Textron's Bell Aerospace
SUMMARY

A computer code, based upon a finite element solution algo-
rithm, was developed to solve the governing equations for three-
dimensional, reacting boundary region, and constant area ducted
flow fields. Effective diffusion coefficients are employed to
allow analyses of turbulent, transitional or laminar flows. The
code was used to investigate mixing and reacting hydrogen Jjets
injected from multiple orifices, transverse and parallel to a
supersonic alr stream. Computational results provide a three-
dimensional description of velocity, temperature, and species-
concentration fields downstream of injection.

Experimental data for eight cases covering different injec-
tion conditilons and geometries were modeled using mixing length
theory (MLT). These results were used as a baseline for examining
the relative merits of other mixing models. Calculations were
made using a two-eguation turbulence model (k+d) and comparisons
were made between experiment and mixing length theory predictions.
The k+d model shows only a slight improvement in predictive ca-
pabllity over MLT. Results of an examination of the effect of
tensorial transport coefficients on mass and momentum field dis-
tribution are also presented. Solutions demonstrating the ability
of the code to model ducted flows and parallel strut injection
are presented and discussed.

INTRODUCTION

The hydrogen-fueled scramjet engine is a prominent candidate
for propulsion of advanced hypersonic crulise vehicles. (See for
example, Becker and Kirkham (ref. 1) and Bushnell (ref. 2).) An
alrframe-integrated underbody engine configuration (figs. 1(a)
and (b)) has been suggested (ref. 3), and design considerations
are discussed by Henry and Anderson (ref. 4). Many alternative
scramjet designs have been proposed by the U.S. Air Force, the
U.S. Navy, and NASA. In all cases, however, fuel introduction
typically consists of rows of circular, choked-flow fuel injector
orifices mounted flush and normal to the combustor wall or in fins
spanning the combustor inlet. (see fig. 1(c¢).) The various proposed



component designs have largely emerged from laboratory experimen-
tation wherein empirical relations have established a preliminary
configuration. Detailed experimental parametric evaluations are
then utilized to optimize design configuration.

The ability to analytically predict turbulent, mixing, and
reacting three-dimensional flows, and hence avoid the more costly
exclusively experimental approach, has been the long-range goal
of rocket and ramjet designers for more than a decade. Three
very difficult problems must yield to solution to attain this
goal. First, a computational technique for solving the appropri-
ate three-dimensional flow field with a predominant flow direction
is reauired. Second, proper turbulent diffusion models must be
selected or developed, since the accuracy of the predictive cal-
culation is strictly dependent upon the adequacy of these models
for combined laminar and turbulent diffusion of mass, momentum,
and energy. Finally, detailed baseline data characterizing the
flow phenomena over a reasonably wide range of flow parameters
must be obtained to confirm the validity of flow theoretical mod-

eling.

The objectives of this investigation were to - (1) use the
COMOC code developed in earlier studies (refs. 5, 6, and 7) to
investigate the accuracy of existing mixing models 1in character-
izing scramjet combustor flow fields, (2) develop a new mixing
model if required, and (3) extend the applicability of the COMOC
code to consider constant area ducted flow fields. Although this
investigation deals primarily with scramjet oriented problems, it
is important to note that the analysis may be employed in other
problem areas characterized by three-dimensional reacting flows,
e.g., chemical lasers, smokestack emlssion and gas turbine
combustior chambers.

Governing conservation equations, effective diffusion coef-
ficlent models, and methods used to compute reacting flows and
pressure varilations along the duct are presented in the METHOD OF
ANALYSIS section. Details on the structure and methodology of
COMOC are then presented in FINITE ELEMENT SOLUTION ALGORITHM.
Current combustor design concepts (ref. 4) for scramjet engines
employ fuel injection both from transverse wall injectors and from
internal struts containing both parallel and transverse injection
orifices. Experimental data characterizing these_ types of condi-
tions have been reported in references 8§, %, 10, 11 and were
modeled using the COMOC computer code. A brief description of
these experimental studiles and the details of the analytical
modeling of this data using COMOC are presented in the NUMERICAL
RESULTS section. Key results and recommendations for future ef-
forts are presented in CONCLUDING REMARKS., Finally, an Appendix
is included where the required input and output control for the



COMOC code is described in a card by card sequence.

y

S R

AA A

1,3,k

NOMENCLATURE

boundary-~condition coefficient

species; area; Van Driest Damping factor
coefficient

speciles

coefficient

specific heat
ratio of 813/612

species

skin friction
mixing length constant, Eq. (13)

diff?rgntial; orifice diameter; turbulence dissipation,
Eq. (1

function of known argument

function of known argument

static enthalpy; duct height

stagnation enthalpy; hydrogen

index

unit vectors of rectangular Cartesian coordinate system
thermal conductivity; turbulence kinetic energy
generalized diffusion coefficient; equilibrium constant

differential operator; number; mixing length



characteristic length; differential operator
number

Mach number; number of finite elements

unit normal vector; number; nodes per element;
dimensionality

nitrogen; composition matrix

dissipation number = ad/s

turbulence kinetic energy number = ek/e
Lewls number

Prandtl number

Reynolds number

Schmidt number

oxygen
pressure
generalized dependent variable

dynamic pressure ratio

generalized discretized dependent wvariable

domain of elliptic operator; universal gas constant

injector spacing

mass source term; finite element assembly operator

temperature

velocity component in ith direction

velocity

turbulent shear stress component




u*

W

friction velocity, /Tw7p

molecular weight

rectangular Cartesian coordinate system
#

= UpXy/v

species mole fraction

specles mass fraction

species identification

pressure gradlient parameter; elemental species
ratio of specific heats

closure of elliptically coupled solution domain
boundary-layer thickness

increment

kinematic eddy viscosity

kinematic eddy viscosity resulting from uiué

kinematic eddy viscosity resulting from ulu3

turbulence dissipaticn diffusion coefficient

turbulence kinetic energy diffusion coefficient

mixing efficiency

coefficient

multiplier; turbulence sublayer constant
viscosity

density

integral kernel



W

Y

integral kernel; wall shear

(pu-)
1 et

equivalence ratio,
0.03U(pul)

air
functional
domain of initial-value operator
turbulence damping factor

global solution domain

Superscripts:

e

#

Subscripts:

T

Notation:
{1
[ ]

effective value

matrix transpose
species identification
unit vector

approximate solution

global reference condition
local reference condition
tensor indices

mth subdomain

initial

stagnation or total

turbulent

column matrix

sguare matrix



U union

N intersection
2 summation

€ belongs to

METHOD OF ANALYSIS

Many researchers are now giving attention to numerical solu-
tion of three-dimensional parabolic and/or boundary-region flow
fields. Most procedures employ a finite difference solution al-
gorithm for variously combilned forms of the continulty, momentum
and energy equations. Note that the three-dimensional boundary-
layer equations result from this parabolic set for flow fields
wherein diffusion in one direction only is important and the cor-
responding pressure gradient is negligible. Several researchers
have obtained solutions for the three-dimensional boundary-region
flow of single-species fluids. Pal and Rubin (ref. 12) employ
asymptotic expansions of the flow variables for laminar incompres-
sible flow after transformation to modified streamfunction and
vorticity. Results of extending the theory to a compressible
perfect fluid in physical variables are reported by Cresci et al.
(ref. 13), who used an extension of the numerical technique common
to boundary-layer solutions. Extension to handle streamwise pres-
sure gradients and refinement of the overall method are reported
by Rubin and Lin (ref. 14). Caretto et al. (ref. 15) present a
finite difference algorithm for solution of three-dimensional
boundary-region flows with extension to the "parabolic" Navier-
Stokes equations. The results of computations for transitional
internal flows in rectangular ducts are presented by Curr et al.
(ref. 16). Refinement of the overall procedure with particular
attention to solution of the parabolic Navier-Stokes equations is
given by Patankar and Spalding (ref. 17). The key feature of
their theory is a procedure for splitting the pressure field com-
putation such that a two-dimensional boundary-value problem results
for pressure in the transverse plane coupled to an assumed uniform
streamwise pressure gradient computed from global continuity. The
latter step is similar to methods employed for computations in two-
dimensional hydrodynamics (ref. 18).

Characterization of an n-species, three-dimensional boundary-
region or parabolic flow field requires solution of (n-1) species-
continuity equations in addition to those previously mentioned.
Caretto (ref. 15) and Patankar and Spalding (ref. 17) include
results of a finite-difference solution of heat, mass, and momentum
transfer in three-dimensional parabolic flows. Baker (ref. 19)



presents a finite element solution algorithm for multiple-species
diffusion in supersonic, three-dimensional boundary-region flow.
However, no general three-dimensional solution algorithm has been
published which considers mixing and reacting three-dimensional

confined flows,.

The system of partial differential equations governing such
three-dimensional, confined unidirectional flows of a compressible,
reacting fluid is obtalned as an approximation to the full three-
dimensional Navlier-Stokes equations. Thilis approximation, referred
to as the "parabolic Navier-Stokes equations," describes steady,
confined three-dimensional flows wherein (1) a predominant flow
direction is uniformly discernible; (2) diffusion processes in
the predominant flow direction are negligible compared with con-
vection; and (3) no disturbances are propagated upstream, e.g.,
recirculation is not considered.

Presented below and in FINITE-ELEMENT SOLUTION ALGORITHM is
a description of the governing equatilions which are solved in the
COMOC computer code. A number of key points should be noted:

(1) Solution of the three-dimensional parabolic Navier-
Stokes equations is obtained whereiln the streamwise pressure var-
iation is computed using the approach presented in the subsection
Pressure Variations In Ducted Flows. This version of the com-
puter code is referred to as COMOC-3DPNS.

(2) If a pressure distribution is known a priori then that
section of the code which computes streamwise pressure variations
may be bypassed. The resulting equations are herein referred to
as the three-dimensional boundary region equations and represent
a subset of the 3DPNS system. This variant of the code is referred
to as COMOC-3DBR.

(3) The solution algorithm embodied in both the 3DBR and
3DPNS codes is limited to constant area flow domains. To con-
sider variable area flows would require either a coordinate trans-
formation, e.g., streamfunction or a method which would add finite
elements to the.outer edges of the computational domain. Including
this feature into COMOC was considered beyond the scope of this

investigation.

The velocity vector lying on a three-dimensional Euclidean
space spanned by a rectangular Cartesian coordinate system xi 1s
identified as

Uy = oupl o+ oupd +ougk (1)



A

For development of the governing equation system, assume that 1
is parallel to the predominant flow direction. Identify the two-
dimensional vector differential operator

(Vo = 30 )sp + k(g (2)

where the comma identifies the gradient operator. In Cartesian
tensor notation with summation over 2 and 3 for repeated Latin
subscripts, the parabolic Navier-Stokes equation system for a
multiple-species, compressible, reacting flow takes the form

0 = (ouy), + (pup), (3)
i 1
o u® o o a
pu ¥, = | 54— Y,k - pu, ¥, + S (W)
N& N *k
Sc” Re
L&
u-u, = [ +— u. - pu, u, - . (5)
PH1Y%5 1 Npe Joy e ka,k P2
2
e U 1-N e
= (—=E— - o ® |__Pr
pPu i, = <Ne - H,k>’k pu, H,y T { Ny, 2Ng. (ujujlk]
Re 'Pr ’k
_<NSC - Nppo ) Oy ) (6)
Ne N N ’k
Sc'Pr Re /2K

The variables appearing in equations (3) to (6) are non-dimen-
sionalized with respect to u_, 0, U,> H_, and a length constant
L, and have thelr usual interpretation in fluid mechanics. The

Reynolds number NRe’ effective Prandtl number Ngr, and effective

Schmidt number Ngc are defined for a combination of laminar and

turbulent contributions as,



e = el (1a)
Ue Y pEe

— = + (7b)
e N (N_ )

NPr Pr Pr m

Ue 1% pE

ve | Wgg T Mgy (7e)

T

In equation (7), u is the laminar viscosity, € is the kinematic

eddy viscosity, and the subscript T denotes a turbulent reference
parameter. The stagnation enthalpy is defined in terms of species

static enthalpies as
= 0,0 1 2
H = g YT+ 5 (8)

The static enthalpy includes the heat of formation hg of the
species in its definition as

T
o _ o o
h = f °p dT + h; (9)

T
o}

An equation of state 1s reauired to close the system. Assuming
perfect-gas behavior for each species, from Dalton's law,

YOL
p = pPRT ] = (10)
o W

where R is the universal gas constant and W% is the molecular
welight of the ath species.

Turbulence Models
Closure of the governing equations reguires introducing

relationships to define effective viscosity, and turbulent Prandtl
and Schmidt numbers. The momentum diffusion (shear stress) in

the Xq direction may be expressed as

<(U + 0512)111’2)) . + ((U + 0513)111’3))’3 (11)

10



where the boundary layer approximation has been used to justify

dropping (u + pe,-)u ) . Three different approaches to
11°71,17 .

modeling €10 and €13 were considered, (1) simple mixing length

theory (MLT) where it was assumed €15 = €13 T € (2) MLT where

€15 = € and ey5 = C_e where C_ is a constant, and (3) the two-

equation turbulence model reported by Launder and Spalding (ref.

20). For MLT the kinematic eddy viscosity is given by
2
e = 2 |u1’2| : (12)

The mixing length is defined as

Ckx2w (0 < X, g AS/Ck)
) = (x, > X8/C,) (13)
Adw
where
Ck = 0.435
A = 0.09
§ = Dboundary-layer thickness
x2 = coordinate normal to wall

The Van Driest damping coefficient is

*
X
1 - exp <— Ka >

w =
where
* u¥x
X = 2
2 v
# ——
u = friction velocity, V1/p
T = skin friction
P = density at wall
Vv = kinematic viséosity
A = 23.5

11



The second type of model considered wherein €15 # 313 is of

interest since the effects of cross flow variations in u1 on flow

field development may be examined. Of particular interest is the
case where 813 # €5 since here the effect of modeling each com-
ponent of the turbulent shear stress as a tensorial quantity may
be examined.

The final model considered, i.e., a two-equation turbulence
model, ref. 20, p. 97, requires defining the scalar kinematic

viscosity, €, in terms of a characteristic velocity and length
scales as

e = C.k L4 (148)

where the velocity scale 1is related to the turbulence kinetic
energy k given by

17, T “Z?J
k = 3 [ul +uz o+ us (15)

and the turbulent length scale, Qd’ is related algebraically to
the turbulent dissipation, d, through equation (16).

3/2

2 = k /d (16)

d

The turbulent kinetic energy and dissipation are computed
from solution of equations (17) and (18)

2
pulk’l = <ﬁ—l%é— k’i> - puik’i + I%_E__ (ul 2) - pd (17)
k Re ’i Re ?
d
c-d 2
- pe _ 1 2 _ ~d, d
Puydsy N—N—“'d’i>,. Pusdsy + g (g,0)° - Cop = (18)
d Re i Re

where it was assumed that the production of turbulent kinetic

energy is due to the uiué component of shear stress, il.e., uy 3
3
i1s negligible with respect to Uy o This assumption 1is reasonable
2

12



for the flow regions examined herein using the k and d model.
The constants used in equations (14), (17), and (18) as suggested
in ref. 20 are as follows: CT = 0.09, Ci = 1.4k, Cg = 1.92,

Nk = 1.0, and Nd = 1.3.
In addition to having to introduce an expression(s) to com-

pute the effective kinematic viscosity, it is also necessary to

define the turbulent Prandtl and Schmidt numbers. In this in-

vestigation it was assumed that mass and thermal energy, both
scalar quantities, diffuse at the same rate, hence the turbulent

Lewis number, (NLe) , is equal to unity. The validity of this
T

assumption 1s supported by numerous experimental studies and is

generally used in most turbulence modeling efforts, e.g., see

ref. 21. This assumption requires (N,_ ) = (No.) since (N, _ ) =
Pr T Sc T Le T

(NPr/NSc) , hence the only remaining information required to

T
complete the description of the fturbulence parameters is (NPr) .
T
Generally, 1t 1s sufficient to define (NPr) equal to a constant
T
in the range from 0.7 to 1.0. The results shown in NUMERICAL
RESULTS were obtained with (NPr) = 0.9, 0.7 or using an empirical
T

correlation.
Pressure Variations in Ducted Flows

For internal flows, characterized by boundary-layer thick-
nesses which are small in comparison with the overall internal
duct dimension, the pressure distribution can be accurately ap-
proximated by inviscid flow solutions. However, in the alternate
case where the flow is confined in a duct whose lateral dimension
is not large with respect to the boundary-layer thickness, this
approach is invalid. Here, boundary-layer development directly
influences the pressure distribution within the duct, and an axial
pressure gradient is 1induced by viscous effects. PFor these flows;
a gquasl-one-dimensional integral treatment of equations (3) and
(5) has been suggested (refs. 17 and 21), wherein for steady
flows, equations (3) and (5) are integrated across the duct trans-
verse dimensions to obtaln an equivalent expression written on
mass-averaged dependent variables defined by

Q= %-— pulqdr (19)

fA(xl)

13



In equation (19), A(xl) is the duct area, which may be a function
of axial location* Xq3 m is the mass flow rate

m = pujA (20)

and q represents a generalized dependent variable which may be
selectively streamwise velocity ul, static temperature T, or

density p. Taking the logarithmic differential of equation (20)
gives

ap _ an _ M1 gp (21)

The integral momentum equation (eq. (5)) implies

Adp + Fdx1 + uldm + mdul = 0 (22)

where F is the retarding force per unit length of duct exerted by

viscous interaction of the confined flow with the wall. The equa-
tion of state for a perfect fluid of constant molecular weight may
be logarithmically differentiated to yield

Q,

de _ dp _ 4T
5 5 (23)

Combining equations (19) to (23) yields an explicit relation for
axial pressure gradient as

I 1. mu 1
R R Mt oo Ay g Ty
p = L A (24)
°1 mul
ST

%
Area must be constant in any application of COMOC-3DPNS since
the solution algorithm for the governing equations (3,4,5 and

6) is limited to this condition. However, the soclution algo-
rithm for streamwise pressure gradient has been formulated such
that variable areas may be considered once the constraint on

Egs. (3), (4), (5), and (6) is removed.
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If an initial pressure level and the detailed flow field at

a given station are known, equation (24) can be evaluated and
integrated to yield downstream pressure levels. To achleve this,
the friction force per unit duct length is related to the wall

shear stress Tw as

F o= J TWdL (25)
s

where the line integration is performed about the boundary of the
computational domain, e.g., about symmetry planes Tw = 0, whereas

along walls Tor is finite. For flow fields which may be charac-

terized by two parallel walls separated by distance h and two
symmetry planes separated by distance h, the frictional force per
unit area would be given by

F
I - []UTWdL + JLdeLJ/(Lh) (26)

where the integrations are performed over the upper (U) and lower
(L) walls and where T, 18 evaluated as a function of the local

flow properties near the wall (ref. 21) from the expression

t, = C. o’ (Ry" - 0.1568%° 45 + 0.0872380"3
+ 0.0371R;O'18)Fp (27a)

where Ck i1s the same constant (von Karman's) used in defining the
mixing length in MLT, Ry = k°R and R = ﬁliz/v. The symbol (™)

refers to parameters evaluated in the constant shear stress region
hence the length scale, i2 represents the distance above the wall

where convective flow effects are negligible. Similarly, U
represents the x, velocity component at the edge of the constant
shear stress regifon. The effect of pressure gradient on shear
stress is included in equation (27a) by the parameter Fp given by

. [ 4F Ry }1‘6 %, S
= |1 - 5 Fe = —= P, 27b
P (12.82°2 + R2-5)0- 1 * ~2 Pl
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Calculation of the change in mass flow rate with respect to
axial distance requires a computational distinction between the

actual mass flow m® and the computed mass flow mf. The difference

between m' and mf provides an estimate of the pressure and pres-
sure gradient to maintain conservation of mass. The rate of change
of mass flow with respect to Xq is defined as

. _ Am
. m,l = Ax. (28)
where
. . e

At =  AMT - Ah (29)
and

AT = mr(xl + bx;) - rhr(xl) (30a)

anf = aT(x) - af(x)) (30b)

Ax = (x;) (x.) (31)

1 1 new 1 old

In equation (30a), Am' represents the mass flow increment which

results from the mass addition, whereas Amf (equation (30b))
represents the mass flow error obtalned at the upstream station

X Examination of equations (24) and (28) to (30) shows that

use of eqguation (28) will always provide a pressure gradient which
tends to make the computed and actual mass flow discrepancy decrease

and hence model the physical flow.
Reacting Flows

There are two approximate methods which may be effectively
used to describe reacting hydrogen-oxygen-air systems. In the

first case, assume that prototype scramjet combustors are ade-
guately described by equilibrium combustion. The followilng
reactions are operative:

2H+oZH2o

°H < H
2
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2
H+ 0<0H
N, + 20 Z 2NO (32)

The equilibrium composition of the combustion byproducts is de-
termined by applying the law of mass action to each reaction
defined in equations (32). This yields definition of a set of

equilibrium reaction constants K, which, for the simple reaction
nA + mB < 2C, are expressed in terms of specles mole fraction x®

as
A B1™
K = _*___[X[)](C][T_—X] (33)

Solution of equation (32), coupled with equation (33) and con-
servation of total and elemental mass, yields after linearization
algebraic equation system for determination of the equilibrium
composition of the system, of the form,

[NGB} {x*} = {Constant} (34)

In equation (34), the elements of the matrix [N] account for the

distribution of the particular speciles mole fraction {Xa} con-
taining the Bth elemental material, for example, O, H, and N.
Solution of the equilibrium temperature and species concentration

requires an iterative solution to a nonlinear algebraic equation
system.

A considerably less expensive method (from the standpoint of
computer time) may be employed to obtain an upper limit on the
effects of heat release on the flow field development. The mole

fractions of the dissoclated specles 0 and H are usually small
compared with those of O2 and H2. Equations (32) may then be

considerably simplified by assuming that the complete reaction

1
H, + 5 0, » H,0 (35)

is the only reaction that occurs. In this case all the H2 reacts
with the available O2 to form H2O. By describing the variation
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of specific heats with temperature through a relationship of the
form ¢ = a + bT, the temperature is solved explicitly in terms

of the enthalpy and pressure without iteration.

FINITE ELEMENT SOLUTION ALGORITHM

The parabolic Navier-Stokes equation system and the three-

dimensional boundary-region equation system excepting global con-
tinuity (equation (3)) are uniformly constituted as initial bound-
ary-value problems of mathematical physics. Each of the subject

partial differential equations (equations (4) to (6)) is a special
case of the general, second-order, nonlinear partial differential

equation.
L(gq) = K{K(q)q,k} + fla,a,5,%x5) + 8la,x) = 0 (36)
sy .

where g i1s a generalized dependent variable identifiable with each
computational dependent variable. In equation (36), f and g are
specified functions of thelr arguments, x is identified with Xq
for parabolic flows, and x, are the coordinates for which second-

order derivatives exist in the lead term. The finite-element
element solution algorithm is based upon the assumption that L{q)

is uniformly parabolic within a bounded open domain Q3 that is,
the lead term in equation (36) is uniformly elliptic within its
domain R, with closure 9dR, where

e = R x [x %) (37)

and Xo < X, is the range of the initial value operator.
Equation Development

If equation (36) is uniformly parabolic, unique solutions for
g are obtained upon specification of functional constraints on
92 = 9R x [XO,X) and an initial-condition specification on

RUBR x Xo+ For constraints on 948, the general form relates the

function and its normal derivative everywhere on the closure 3R
as

(3)

(Z)Kq(ii,x),knk - a = 0 (38)

2(q) = a(l>q(§i,x) + a



In equation (38), the a(l)(ii,x) are user-specified coefficients,
the superscript bar notation constrains X to 9R, and n, is the

local outward-pointing unit normal vector. For an initial dis-
tribution, assume that

alxisXg) = ap(xy) (39)

is given throughout RUWIR x X, .

The finite-element solution algorithm is established for

the equation system (28) to (39) by using the method of weighted
residuals (MWR) formulated on a local basis. Since equation (36)
is valid throughout Q, it 1s wvalid within disjoint interior sub-

domains Q. described by (xi,x)eRm x [XO,X), called finite elements,
wherein UR_ = R. An approximate solution for g within R x [Xo,x),
called qﬁ(xi,x), is formed by expansion into a series solution of

the form

at(x;,x) = {e(x)1TQ0OT, (40)

‘m

In equation (40), the functionals @k(xi) are subsets of a function
set that is complete on R,. The expansion coefficients Qk(x)
represent the unknown yx-dependent values of q;(xi,x) at specific
locations interior to R, and on the closure dR,, called nodes of
the finite-element discretization of R.

To establish the values taken by the expansion coefficients

in equation (40), requires that the local error in the approximate
solution to both the differential equation L(q;) and the boundary-

condition statement Q(Q;), for BRﬁWBR # 0, be rendered orthogonal

to the space of the approximation functions. By employing an
algebraic multiplier ) the resultant equation sets can be combined
as

11

S {e(x,)IL(q*)dT - AJ {o(x.)}2(aq*)a 0} (M1
s {JRm x; ) HL(q#)ar om a1 oJ {0} (1)
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where S 1s the mapping function from the finite-element subspace
m
Rm to the global domain R, commonly termed the assembly operator.

The number of equations (41) prior to assembly is identical with
the number of node points of the finite element Rm.

Equation (L41) forms the basic operation of the finite element
solution algorithm and of the COMOC computer program. The lead
term can be rearranged, and A determined by means of a Green-Gauss

theorem:

JR {@(Xi)}K[Kq§,kJ,de = « §8R {o(x;)}Ka},yn do
m

- K [ {@(Xi)},qu;,de (42)
Ry

For 3RM3R, nonvanishing (equation (42)), the corresponding segment
of the closed-surface integral will cancel the boundary-condition

(2)

contribution (equation (41)) by identifying la with « of equa-
tion (36). The contributions to the closed-surface integral
(equation (42)), where BRmﬁaR = 0, can be made to vanish (ref. 6).

When equations (38) to (42) are combined, the globally assembled
finite~element solution algorithm for the representative partial
differential equation system becomes

s {— K fR {@},qu%,de + [R{Q}(f% + g%)dr
m

(1) (3)
- ( {2} (a ~’q* ~ a dc} = {0} (43)
J 3R, MR ( mon m )

The rank of the global equation system (equation (43)) is identical
with the total number of node points on RUSR for which the de-

pendent variable requires solution. FEquation (43) is a first-

order, ordinary differential system, and the matrix structure is

. sparse and banded. Sclution of the ordinary differential equation
system is obtained by using a predictor-corrector finite difference
numerical integration algorithm (ref. 6).
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A solution algorithm is required for the continuity equation,
which is retained as equation (3) for boundary-region flows.
Since equation (3) is an initial-value problem on pu, as a func-
tion of X5, with Xq and x3 appearing as parameters, ~tThe approxi-

mation function need span only the transverse coordinate direc-
tion as

(ou2)* = {é(xg)}T{pV(xl,x3)} (hh)
m

m

The matrix elements of pV are nodal values of pug; their functional
dependence requires solution of eguation (3) along lines (Xl,X3)

equal a constant. Since equation (3) exists in standard form as
an ordinary differential equation, direct numerical guadrature
yields the required sclution at node points of the discretization.

Structure of the COMOC Code

The COMOC computer program system is being developed to
transmit the rapid theoretical progress in finite element solution
methodology into a viable numerical solutlon capability. In the
course of generating this general-purpose system, several variants
of COMOC have been developed for specific problem classes, in-
cluding transient thermal analysis and the two-dimensional Navier-
Stokes equations as well as the three-dimensional boundary-region
equations. The present operational variant of COMOC is capable
of solving each of these problem classes and has been extended to
include the parabolic Navier-Stokes equation system. An on-1line
restart feature allows the user to switch between boundary~region
and parabolic Navier-Stokes systems according to the requirements
of the problem at hand.

The finite element solution algorithm is utilized to cast
the original initial-valued, elliptic boundary-value problems into
large—-order systems of purely initial-value problems. The program
then integrates the discretized equivalent of the governing equa-
tion system in the direction parallel to the predominant flow.
Initial distributions of all dependent variables may be arbitrarily
specified, and boundary constraints for each can be specified by
the user on arbitrarily disjoint segments of the solution domain
closure. The solutions for each dependent variable, and all com-
puted parameters, are established at node points lying on a
specifiably nonregular, computational lattice formed by plane
triangulation of the elliptic portion of the solution domain.
Fach of the computational triangles 1s spanned by a linear approx-
imation function used for all independent and dependent variables
as well as each solution parameter.
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The COMOC system is built upon the macrostructure illustrated
in figure 3. The main executive routine allocates core by means

of a variable dimensioning scheme based upon the total degrees of
freedom of the global problem. The size of the largest problems
that can be solved is thus limited by only the available core of
the computer in use. The precise mix between the number of de-
pendent variables (and parameters) and fineness of the discreti-
zation is user-specifiable and widely variable. The input module
serves 1ts standard function for all arrays of dependent vari-
ables, parameters, and geometric coordinates. The discretization
module forms the finite element discretization of the elliptic
solution domain and evaluates all required finite-element non-
standard matrices and standard-matrix multipliers. The initial-
ization module computes the remaining initial parametric data
required to start the solution. The integration module consti-
tutes the primary execution sequence of problem solution. It
utilizes a highly stable, predictor-corrector integration algo-
rithm for the column vector of unknowns of the solution. Calls
to auxiliary routines for parameter evaluation (viscosity, Prandtl
number, source terms, combustion parameters, etc.) as specified
functions of dependent and/or independent variables are governed
by the integration module. The user has considerable latitude to
adapt COMOC to the specifics of his particular problem by directly
inserting readily written subroutines to compute special forms of
these parameters. The output module is similarly addressed from
the integration sequence and serves its standard function via a
highly automated array display algorithm. COMOC can execute dis-
tinct problems in sequence and contains an automatic restart
capability to continue solutions.

Accuracy and Convergence

The three-dimensional boundary region equation system solved
using COMOC may be routinely employed to consider two-dimensional
problems as a special case. This feature is important since the
COMOC generated results may then be evaluated for accuracy and

convergence by comparison with solutions produced by finite-dif-
ference techniques and with a similarity solution for constant
specific heat. With this point in mind, three check cases were

considered and are presented below.

Compressible Boundary Layer - Consider a nominal Mach 5, laminar,

two~-dimensional, air boundary-layer flow over an adliabatic wall
in a favorable pressure gradient. With the assumption of constant

specific heat, the flow is isoenergetic and it is necessary only
to solve the Xq momentum equation and the continuity equation.

The initial distribution for longitudinal velocity uq is estab-

lished from the similar solution for f = 0.5 and S = 0 of reference
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24, The initial distribution for Us is obtained iteratively,

and Sutherland's law is employed to compute viscosity.

The test case is initialized at xl = 0.03 m downstream from

the leading edge. The boundary-layer thickness at this station,
60, is 0.0039 m, the local Mach number, Me’ is 3.77, the Reynolds

number per unit length, NRe/Xl’ is 0.83 x lO5 per meter, and the

adiabatic wall temperature, T , 1is 1000°K. Shown in figure 4 are
the COMOC computed distributions of skin friction, local free-
stream Mach number, and boundary-layer thickness for the case of
constant specific heat. These were obtained with two uniform
finite-element discretizations corresponding to four and eight
elements spanning the initial boundary-layer thickness. The in-
put static pressure distribution pe(xl) is also presented for

reference. Only small differences, on the order of about 2 per-
cent, exist between the two solutions, the finer discretization
producing a slightly larger skin friction and smaller local Mach
number. Superimposed in figure U for comparison purposes are

the results for the similar solution (ref. 26) and a 20-zone
finite-difference solution obtained with the Von Mises coordinate
transformation. Agreement among the four solutions is excellent
(within 2 percent) for skin friction. The similar solution for
Me lies between the COMOC and finite difference solutions, and

overall agreement is within *3 percent

Shown in figure 5 are computed velocity profiles at xl/cSO =

22.7, which 1s about midway through the presented solution domain.
Shown for reference 1s the Initial longitudinal velocity profile
with the node locations of the four-element discretization super-

imposed. Both COMOC solutions produce uy distributions that are

slightly more concave upward in the midregion in comparison with
the similar or finite difference solution. The eight-element
COMOC solution lies closer to the similar solution in the region
where the two finite element solutions differ. The finite dif-
ference solution lies appreciably below both the COMOC and similar
solutions near the freestream. The computed transverse velocities,
which are also plotted in figure 5, show only slight differences
between the two discretization solutions. The trends of the COMOC
solutions are in excellent agreement with the established pro-
cedures. This check case result establishes an accuracy assess-
ment of the solution algorithm for the three-dimensional boundary-
region equations.

Developing and Develecped Channel Flow - Other check cases used
in the evaluation of the parabolic Navier-Stokes equation system
have been examined for three different channel flow configurations.
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Figure 6 summarizes the results for a nonreacting subsonic flow

to evaluate the ability of the pressure solution algorithm (equa-
tion (24)) to compute a constant streamwise gradient. For the
fully developed channel flow, streamwise velocity and the pressure
gradient are computationally maintained to within * 2.5 percent

of thelr initial values. The computations for developing channel
flow correctly predicted the downstream distance reaguired to attain
fully developed flow; that is, COMOC predicted that the flow was
fully developed at Xl/h = 33 compared with xl/h = 30 reported in

ref. 25.

Mixing and Reacting Channel Flow -~ An evaluation similar to that
described above was performed to assess channel flow computations
with heat addition. Conditions were selected such that in the
initial portion of the flow, reaction of hot air with cold hydro-
gen induces a favorable pressure gradient (heat addition in sub-
sonic flow). However, after the available oxygen supply 1s ex-
hausted, the continued mixing of the cold hydrogen with the heated
combustion produces an overall temperature drop, and hence, an
adverse pressure gradient. The computational results are sum-
marized in figure 7; the Trends are observed to have been correctly
predicted by COMOC while maintaining conservation of mass to within
t 1.0 percent, i.e., the correct increase and then decrease in
velocity as the gas initially heats and then cools.

NUMERICAL RESULTS

The obJjective of this study is to provide a theoretical
model describing the three-dimensional mixing and reacting flow
fields which characterize scramjet combustors. Theoretical pre-
dictions will prove useful in providing guidance in selecting
fuel injection/strut geometry and estimating combustor size and
performance requirements. Before any theoretical model is used
to provide design criteria, 1t is essential to test the ability
of the model to determine its reliagbility of predictions, 1l.e.,
how close are the predictions to experimentally observed trends
and are predictions generally above or below experiment. Vith
this point in mind the COMOC code was eXercised to: (1) examine
the sensitivity of predictions to a number of key parameters,
(2) determine the accuracy of predictions for a different non-
reacting flow condition, and (3) model reacting flows.

Sensitivity Study

The sensitivity of the predicted flow fleld solution to
a number of key parameters was studied and results presented
below. Specifically, those parameters examined were discreti-
zation, eddy viscoslty model, tensorial character of eddy
viscosity, turbulent Prandtl number, transverse veloclity. The
detailed experimental results of Rogers (refs. 8 and 9) for
the configuration illustrated in figure 8 provide the necessary
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data base for comparison of predictions. Initial conditions for
the predictions were established from these data, and the down-
stream station at xl/d = 30 was selected as the initialization

station. The original raw data consist of a single vertical tra-

verse and three lateral traverses on the transverse plane at sev-
eral Xq stations. The measured hydrogen mass fraction distribu-

tions appear of Gaussian shape; however, the symmetry plane of
the data was variously displaced from the geometric symmetry
plane., Although the entire flow field could be computed numeri-
cally, the strong appearance of a data symmetry plane suggested
establishment of a corresponding computational solution domain.
Therefore, a cubic spline interpolation program was applied to
the raw data program to establish the x3/d location of the data

symmetry plane via a minimization criteria on the wings of the
Gaussian-type distributions. The spline package then interpolated
the raw data for hydrogen mass fraction and uq and output the

evaluation of the interpolation polynomials at node points of
the finite-element discretization of the transverse plane. A
representative case of the spline-computed distributions of hy-
drogen mass fraction is shown in figure 9 in comparison with the
spread and context of the experimental data.

Although plots of the form of figure 9 are geometrically

aesthetic, the transition from the initial distributions and
significant detail on solution accuracy and trends are better

obtained by plotting concentration profiles (xg/d against YH)
along vplanes x3/d = constant at each longitudinal station for

which data measurements exist, or simply examining variations
along the centerplane in the normal direction and along the wall

(Y9 against x3/d at x,/d = 0 and fixed x,/d). Both of these

methods of comparing predictions with data were used and examples
for case 1 of Table 1 are shown in figures 10 and 11 (the solid
curves shown in figure 11 represent a best fit to the data; wall
values were obtained by extrapolation).

Turbulent mixing length theory has been very successful in
modeling various types of flow fields as shown by Launder and
Spalding, ref. 20. Therefore, before considering more complex
turbulence models, the MLT given by equations (12) and (13) was
used to establish a basis for comparison. As shown in figures

10 and 11, MLT and the assumption of N;r = 0.90, Nie = 1.0

results in predicted H, mass fractions in good agreement with
the data towards the outer edge of the mixing boundaries. All
dependent varlable boundary conditions were taken to be zero
gradient at both the freestream and wall except for the velocity
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components which were specified to be zero along the wall.
Predicted H2 mass fractions near the wall are greater (4.4%

against 3.2% at xl/d = 60, X3/d = 0) than the experimental values.

As will be shown below, this trend carried over for most of the
other flow conditions studied (Table 2). Possible explanations
for this discrepancy may be: (1) inaccuracies in the data in the
viecinity of the wall, (2) inadequacies of the mixing model, and
(3) specifying u3 = 0,0 due to lack of experimental data for

this velocity component (see discussion of case 1-U4 below).

As with any multidimensional computations in compressible
viscous fluid metchanics, it is important to establish a quanti-
tative accuracy assessment. For the cold-flow configuration
studied and reported herein, an accuracy measure of the adeguacy
of the employed discretization is possible by determining the
conservation properties of the solution. For the cold mixing
case, the species-continuity equation for hydrogen mass fraction
can be written in explicit conservation form. Integrating this
equation over a three-dimensional control volume and using Gauss'
theorem (ref. 5) determines that the total hydrogen mass flow,

that is, pulYHdA, would be rigorously conserved by an analytic

solution. COMOC evaluates this parameter at each output station
by using linear finite element approximation functionals for
each variable and performing the integrations analytically.
(Thus, the order of the evaluation is consistent with that of
the solution of the partial differential equations.)

For case 1-1 of Table 1, a monotonically increasing loss of
hydrogen mass flow with Increasing distance downstream was com-
puted; at xq/d = 120, the computed loss equaled 8.8 percent of

the mass flow computed at station Xl/d = 30. The 100-element

standard nonuniform discretization was refined by a factor of 2
in each coordinate direction to produce 400 finite elements
spanning R (see fig. 12, diagonals omitted), and the computation
was repeated on 30 < xl/d < 60. Over this interval, the coarse

discretization yielded a computed 5 percent loss in hydrogen
mass flow. The fine discretization produced a modest variation
in computed hydrogen mass flow over the initial interval, with a
1 1/2-percent net loss computed by Xl/d = 60. The resulting

detailed differences in computed distributions of hydrogen mass
fraction are shown in figure 13. Above the peak and outside the
near wall region, differences are undiscernible on the scale of

the plots. Within the near wall region, the maximum difference
in computed hydrogen levels is less than 8-percent, which compares

favorably with the 10 to 20 percent spread of the "best symmetry"
data. The computational expense of these comparison solutions
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differed by over an order of magnitude. On an IBM 360/65, using
no out-of-core devices for elther case, the CPU time of the 100-
element solution was about 250 seconds; on the same interval, the
400-element solution required 2600 seconds. Two parts constitute
this increase (see ref. 6): a factor of about U4, due to the fact
that the element DO loops in COMOC were 4 times longer, and a
multiplicative factor of about 2, due to increased soclution stiff-
ness resulting from the refined grid itself. The ability of
coarse finite-element discretizations, using low-order functionals,
to preserve adequate engineering solution accuracy appears a dis-
tinct feature of the algorithm.

It is of interest to examine the sensitivity of predictions
to variations in the empirical constants used in the mixing model.
Case 1-3 of table 1 was used to examine the effect of decreasing
the mixing length constant A from 0.09 to 0.07 while reducing the
effective Prandtl number from 0.9 to 0.7. In the outer region
of the boundary layer € « A, hence decreasing A will slow the
momentum mixing since € is initially decreased by 40%. Similarly,
the mass diffusion coefficient is also decreased by 22 percent.

As shown in figure 14, the direct effect on mass diffusion by

e
Pr
that the wall concentration is lower than case 1-1 by 10 percent
(4.4% vs U4.0% at the wall and 4.5% vs L4.9% at the peak).

these changes in A and N are to slow the mixing rate of H2 such

The correlation between predictions and data for the test
case shown in figures 10 and 11 is good except in the near wall
region. For good agreement in the centroidal region of the
hydrogen jet, 1t is necessary that the maximum hydrogen concen-
tration remain off the wall. Therefore, either from three-dimen-
sional effects or a complex turbulence interaction between the
jet and the wall, there may be mechanisms in play capable of re-
sisting the unidirecticnal trend of maximum diffusion to the
wall. It has been hypothesized, as a result of the initial
studies (ref. 5), that the existence of a mass flux transverse
to the main flow direction and along the plate surface might
account for the exnerimentally measured centroidal peak. Such a
transverse mass flux could be initiated by the displacement effect
of the sonic hydrogen jet issuing transverse to the main flow,
since in such an interaction problem, the jet appears to the
mainstream flow in many ways similar to an impervious body. Con-
sequently, immediately downstream of the transverse jet, there
must exist an approximately spheroidal fixed recirculation region
near the wall, and a transverse mass flux would be required to
alleviate a localized low-pressure area just downstream of this
bubble.

This hypothesis was computationally evaluated in test case

1-4 by imposition of a small negative, transverse velocity dis-
tribution beneath the measured hydrogen concentration maximum
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at xl/d = 30, All other conditions were the same as those used

in case 1-1, The magnitude and vertical extent of the imposed
transverse velocity on the symmetry center plane (xg/d) = (0 are

shown in figure 15a. Figure 15b illustrates the lateral spread
of the imposed transverse velocity distribution along a specific
(xl, XZ) plane, i.e., x,/d = 1.0. As shown (figures 15a and b),

the u, velocity component i1s less than one tenth its peak value for

x/8 > 60,

The influence of the imposed transverse veloclty on the
predicted distributions of hydrogen mass fraction at the two
downstream data stations is shown in figure 16. The selected u3
velocity distribution 1s observed to not significantly alter
the mass fraction distributions above the peak but does substan-
tially promote the existence of a local off-plate maximum in the
centroidal region at Xl/d = 60. However, by the time the last

data station is reached (xl/d = 120), the imposed transverse

velocity distribution has been essentially dissipated, and the

computed distributions of hydrogen mass fraction in the centroidal
region are noted to revert to the form of the maximum existing

at the plate surface. It can be concluded, therefore, that trans-
verse mass flow is probably of influence in the near region down-
stream of the point of injection. However, there is as yet some
undetermined mechanism for maintaining the off-axis peak in the
mass fraction distribution at stations far downstream. This
undoubtedly points to some deficiency in the turbulent mixing
model for this configuration and/or the experimental wall values.

As recently pointed out by Launder, Reece, and Rodi (ref. 28)
while effective viscosity models have led to satisfactory pre-
dictions in two-dimensional flows, thelr use in three-dimensional
flows with more than one significant mean velocity gradient has
achieved only moderate success. Considering a Reynolds-stress

closure model for the problem of interest herein would be pre-
mature due to overall complexity of the flow field (compressible,

variable molecular weight, not well defined initial conditions
and in particular lack of turbulence measurements). However, the
tensorial character of the turbulent shear stress may be examined
using the COMOC code by characterizing the eddy viscosity as a

tensorial quantity. Shown in figure 17a and 17b are the predicted
H2 concentrations obtained by assuming that the eddy wviscosity

characterizing diffusion in one of the directions normal to the
main flow coordinate is twice that of the eddy viscosity in the
other direction, i.e., in figure 1l7a, €15 = € and 613 = 2g,

whereas in figure 17b, €, = 2¢ and €13 = €. As seen from the
results shown in figure 17a or 17b, it would not be possible to

28



improve the level of agreement between data and theory by a simple
adjustment (change in a single constant) in the eddy viscosity
since neither case gave any significant improvement in the pre-

dicted H2 concentration distribution. These results suggest that

direct modeling of each shear stress component may be required
but further comparisons with other data are required before any
definite conclusions may be drawn.

The two-equation turbulence model (k+d) of Launder and
Spalding (ref. 29) has enjoyed considerable success in modeling
two-dimensional turbulent flows. In this study initial wvalues
for k and d were obtained by computing an eddy viscosity from
MLT, equation (12), mixing length from equation (13), and usin
the relationship between k, d, 2, and € given by equations (1&%
and (16). As shown in figure 18, a modest improvement in the
correlation between theory and experiment was obtained using the
k+d model of ref. 29 to predict the H2 concentrations. To be

noted, however, is that the introduction of two additional equa-
tions increased computer run time by approximately 30 percent
and leads us to conclude that use of higher order turbulence
models for the problem of interest herein are somewhat premature
at this time.

Computations for cases 1-1 and 1-6 were made assuming a

constant effective Prandtl number. However, a number of studies,
e

PP)T, and hence, NPr vary con-
siderably across the boundary layer. Case 1-7 was considered to
examine the effect of considering Prandtl number variations.
Following Wassel and Catton (ref. 30), the expression given by
equation (45) for the turbulent Prandtl number was used to model
conditions corresponding to Q, = 1.0, s/d = 12.5.

e.g., ref. 30, have shown that N

C
1l - exp|- —~—£——
C3 (UT/U)

Pr)p  CiNp, Co
1 - exp|-

L NPP(UT/U)

(45)

where Cq = 0.21, 02 = 5,25, C3 = 0.20, Cy = 5.0, and the laminar
values of viscosity and Prandtl number were assumed constant,
i.e., u = 0.000018 N-sec/m2 and Np,, = 0.69. The effective
Prandtl number i1s obtained from equation 7b and is given by
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NE = u (46)

Pr £

Pr T

Predictions of the H2 concentrations obtained using this model

are shown in figure 19 where it is noted that by considering a

variable Prandtl number the rate of H2 diffusion to the near

wall region is decreased 1n agreement with the experimentally

observed trends. This result suggests that the optimum mixing
model for the flow field of interest would be MLT coupled with
the variable Prandtl number expression given by equations (45)

and (46).
Modeling Flows with Various Values of d, and s/d

It is essential that a number of different flow conditions
be examined when evaluating any empirical model before drawing
any conclusions about its ability to model a class or classes of
flows. Table 2 lists eight cases modeled using MLT and a constant
effective Prandtl number; results are shown in figures 20 to 26.

The performance of the k+d and variable Ngr models for these

cases may be estimated by examining predictions obtained using
these models for case 2-1 (figures 17 and 18). In general, the
level of agreement between predictions and experiment for these
seven cases (2-2 to 2-8) are similar to those obtained in modeling
case 2-1. Specifically, the predicted H2 mass fractions were

greater than the experimental wvalues in five of the seven cases.
To be noted is that mixing was predicted to be faster than observed

for the three a, = 0.5 cases. A means for accounting for this

effect through the mixing model would be to employ the k+d tur-
bulence equations and relate the initial turbulence kinetic

energy to the H2 injection parameter, Ap.> i.e., as a, increases

the turbulence level in the boundary layer increases. The com-
puter code was not exercised to further explore this concept
since the results would represent only a data fit and not provide
any new information. Detailed turbulence data would be required
to test the ability of the k+d model to characterize the dominant

turbulent mixing processes. However, from the comparisons between
data and theory, it is concluded that the COMOC code even with
e

the simplest turbulence model considered (MLT and NPr = 0.9)

gives correlation with experimental data with sufficient accuracy
to nrovide useful englneering design guidance. In the following

subsections, we present results obtained using COMOC to characterize
a number of scramjet injection modes.
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Simulation of the Near Injection Region

A distinct feature of the three-dimensional boundary-region
and parabolic Navier-Stokes equation systems is the capability

to obtain a three-dimensional solution while marching in one
coordinate direction. Elimination of the requirement for a down-

stream boundary condition 1s particularly important. For the
subject mixing and combustion studies, however, the corresponding
penalty is that an accurate 1nitial condition 1s required to model
adequately the complex near-injection flow field under study. In
the previous section, the computations took advantage of detailed
experimental profiles for the establishment of initial conditions.
In the more general case, and 1in particular for hot-flow cases
with combustion, detailed distributions of initial conditions are
specifically unavailable, and a theoretical device for establishing
the starting point of the solutions is required. Flow fields in-
volving the parallel injection of dissimilar fluids present no
difficulty, since smooth transitions occur and boundary-layer and
shear-layer concepts are appropriate. However, for transverse in-
jection, this is not the case, and some alternative means 1is
required.

In anticipation of this need, a task in the early phases of
the study was to evaluate the concept of a numerical "virtual
source' as a means for eliminating the reguirement for detailed
initial conditions (ref. 5). InJection of a jet from an orifice
in a plate transverse to a supersonic airstream has been the sub-
ject of a number of investigations. The important correlating

parameter appears to be dynamic pressure ratio dp. Most exper-
imental data are for large values of AL.s for which the jet has

sufficient momentum to penetrate the boundary layer and produce a
complicated separation region and bow shock ahead of the jet.
However, for the present cases, a, ranges between 0.5 and 1.5,

and a significant part of the jet remains within the turbulent
boundary layer. Hence, mixing is initiated immediately downstream
of injection. From these considerations, a theoretical model was
proposed for establishing a barrel-shock - Mach disk hypothesis
for turning of the transverse Jet parallel to the main flow (see
fig. 27). An analysis based on one-dimensional considerations

was developed to characterize the jet turning. The important
parameters 1in the model are dynamic pressure ratio a, and free-

stream Mach number M_, and the output is injectant momentum and
flow area. Details of the model are presented in reference 5.

The validation of the concept of the virtual source as an
initial-condition generator was accomplished by using the detailed
cold-flow experimental data discussed in the previous section.
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The detailed predicted distribution of hydrogen mass fraction are
shown in figures 28 and 29 for the virtual-source simulation of

the standard test case (qr = 1.0 and s/d = 12.5). For these

. . e
computations, transverse velocity u3 was assumed zero, NPr = 0.9

and MLT was employed. Even after marching only 30 diameters
downstream from the point of injection, agreement between the
predictions and the data (fig. 28) is admirable, especially in
the centroidal region, where there is an excellent prediction of
an off-plate peak. At the final station Xl/d = 120 (fig. 29),

agreement between the virtual-source simulation and data is
excellent, being essentially identical with the results starting

with data at xl/d = 30 (fig. 10).
Reacting Flows

Three different reacting flow configurations were considered
in this investigation: (1) perpendicular injection of H2 into a

supersonic stream (either air or vitiated air) from a row of
circular orifices aligned across a flat plate, (2) perpendicular

injection of H2 from a circular orifice positioned on a strut in

a scramjet combustor, and (3) tangential injection of H2 also

positioned on a strut in a scramjet combustor. The first case
considered, referred to as case 3-1 in table 3, corresponds to
case 2-1 using the virtual source simulation with the exception
that here the flow is allowed to react. The conditions for this
reacting flow case are not significantly different from those
reported by Rogers and Eggers (ref. 10) who have experimentally
investigated the reaction of hydrogen in a hot supersonic test
gas flowing through a two-dimensional duct. (Data point 4 of
reference 10 corresponds most closely to the conditions of case
3-1.) Case 3-1 has been introduced to examine the effects of
heat release on the predicted flow field. Case 3-2 1s identical
to case 3-1 except the alir stream has been replaced by a vitiated
air stream.

Reacting flow data for the strut injection geometries have
been reported by Anderson and Gooderum (ref. 11). These data

(two cases) were simulated using the COMOC code, cases 3-3 and
3-4 of table 3. The perpendicular injection condition was simu-

lated using the virtual source concept and the effects of shocks

were neglected in each case except through imposition of the
reported static pressure varlations with distance downstream.

Cases 3-5 to 3-7 examine the effect of modeling reacting flows

using the k+d model, and, in particular, the effect of turbulence
on reaction. Cases 3-8 and 3-9 consider the effect of ducting

the flow on the mixing.
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H
2
native method for presenting these data which was extended to
reacting flow comparisons. This figure presents the peak hydro-
gen concentration as a function of distance downstream. The
agreement with data is excellent in the range 30 < Xl/d < 120.

Injection from a Flat Plate -~ Shown in figure 30 1s an alter-

The disagreement at x./d = 7 is not serious in light of the
further downstream agreement; the indicated data point may well

be significantly in error. Shown also in figure 30 are the tra-
Jectories of the peak hydrogen concentration above the plate
x2/d and the lateral spread of the jet determined at the x3/d

coordinate where the local hydrogen concentration equals 10
percent of the local maximum. Observe that the local peak of
the elevation trajectory sinks to the plate surface downstream
of xl/d = 60, as was observed for the eight cold-flow data cases.

The plotted spread of computations in this region indicates the
span of x2/d for which the predicted hydrogen concentration varies

by 10 percent. The agreement of lateral spreading rate with data
1s excellent.

At the lower right in figure 30 is a computation of mixing
efficiency n, defined as the fraction of hydrogen, integrated
over the flow cross-sectional area at a given station, that would
react 1f complete reaction with the available oxygen were to occur.
This parameter has been used for correlating cold-flow data (ref.
9) and is readily computed by COMOC as an output parameter by
means of the integration techniques utilized for measuring hydro-
gen mass flow. Hence, figures 28 to 30 demonstrate that the
virtual-source concept of transverse hydrogen injection for the
cold-flow configuration effectively simulates the injection
phenomenon.

It is therefore hypothesized that the virtual-source concept
is appropriate for combustion studies as well, and the experi-
mental verification of this hypothesis is sought. As a first
step, it is appropriate to measure the influence of combustion

on the virtual-source cold-flow configuration. Shown also in
figure 30 are computations carried out to Xl/d = 30 for the cold-

flow simulation, where combustion of the hydrogen is allowed to

occur according to the complete-reaction hypothesis (equation
(35)). ©Note that the trajectory of maximum hydrogen mass fraction
lies considerably above that for the cold-flow, non-reacting con-
figuration. However, on the basis of mixing efficiency n, there
is very little difference in overall mixing between the cold re-
acting and non-reacting cases.

The cold-flow problem is of marginal interest, however,
since the average equivalence ratio of the cold-flow configura-
tion (¢ = 0.04) lies well below the design level for a practical
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combustor. Note that equivalence ratio is defined (ref. 11)
strictly in terms of the global mass flows of hydrogen and air.
For stoichlometric combustion, ¢ = 1; for fuel-lean operation,

¢ is less than 1. It is coincidental that the cold-flow virtual-
source configuration can be thermodynamically altered (only) to
correspond to conditions similar to test point 4 of reference 10.
To simulate the test configuration, the cold flow was computa-
tlonally vitiated by imposing an arbitrary uniform background
hydrogen concentration (of 1 percent) and augmenting the oxygen
level of the base flow such that the corresponding composition
of the comoutational test gas simulates the hot (wet) air used
for the experiment. The total temperature of the computational
simulation was approximately 2000 K; the corresponding mass flow
of cold hydrogen for the vitiated virtual source yielded ¢ = 0.5
for the simulation. Shown in figure 30 are the trajectory of
maximum hydrogen mass fraction, the elevation trajectory, and
the lateral spreading rate for the vitiated virtual-source simu-
lation of the test configuration. Note that the elevation tra-
Jectory of the hot-flow configuration follows very closely the
cold-flow data, a result possibly of the cold-wall (Tw = O'5Tt)

boundary condition used for the computational simulation. It
may also reflect the somewhat lessened lateral spreading rate
for the vitiated reacting case, as shown in figure 30. Mixing
efficiency was not computed for this vitiated combustion case.
However, eaulvalence ratio, as a node point parameter, can be
computed at any point in the solution domain. At the far right
of the mixing-efficiency curve in figure 30, the experimentally
determined range of eguivalence ratio for test point 4 (ref. 10)

is compared with the computed values. The presented computational
values are 1n qualitative agreement with the experimental extremums
on the center plane at the duct exit. Analysis of the specific

conditions studied in reference 10 were beyond the scope of the

current investigation. It 1s suggested that future efforts with
the COMOC code be directed in this area.

H2 Injection from Struts - Recent thinking on design of scramjet

combustors indicate that, depending upon flight Mach number, two
fuel injection modes will be required. For example, an experi-
mental model of a strut injector system (fig. 31) is currently
under construction at Langley Research Center for evaluation of
combustor performance as a function of injection mode. Design

of this device was augmented by an earlier experimental program
intended to evaluate the essential character of the two distinctly
different injection modes proposed for this type of combustor
(ref. 11). Schematics of the perpendicular and parallel injection
struts that are associated with current design technology are
shown in figures 32a and 32b for cases 3-3 and 3-4 of table 3.
Also shown are the virtual-source simulations of the proposed
injection mode showing the location of the discrete injectors as
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well as the orientation of the virtual-source within the computa-
tional domain. Figures 32c¢c and 32d represent an exploded view

of the virtual source simulation for each injection mode. The
flux of enthalpy, mass and momentum was taken to be zero across
each symmetry plane (see figures 32¢ and 32d). At the wall bound-
ary, the no slip boundary condition was imposed on the velocity
components; heat flux and mass transfer were assumed to be zero.
Other wall boundary conditions could have been employed for the
enthalpy, e.g., specified wall temperature. However, in this
series of computations, our prime interest was to compare the
mixing between two different strut geometries since the wall tem-

perature effects are of lower order. Obviously, this would not
be the case if heat loads transmitted to the wall were of interest.

The experimentally reported pressure distributions were used to
obtain the required pressure gradient distribution. At this time
the analysis is limited to constant area ducts (combustors),
hence, area changes with distance downstream had to be neglected.

However, the major effect of the area changes were implicitly
considered by use of the experimental pressure field.

Shown in figure 33 is the trajectory of the maximum hydrogen
concentration as a function of injection mode for the experimental
results reported in reference 11. Note indeed that the perpendic-
ular injection mode promotes much stronger mixing and hence pro-
duces a combustion process that proceeds consliderably more rapidly
than that corresponding to the parallel injection mode. Also
plotted in figure 33 are the pressure distributions used for the
computations, as well as the computer distribution of equivalence
ratio on the center plane at Xl/d = 150 across one-half of a Jet.

Note that for the parallel injection mode, the range of computed
equivalence ratio is twice that of the perpendicular case, in
aualitative agreement with the data ranges from reference 11.
Furthermore, the experimental evaluation of the differences in

the flame shape for the two injection modes (ref. 11) with respect
to apparent mixing rate 1s in agreement with the maximum hydrogen
trajectories by the virtual-source solution.

Effects of Turbulence and Area Constraints - A number of investi-
gators have shown that it is often important to consider the
interaction between the turbulent and reacting flow, e.g., ref.
31. Mixing on the molecular scale is required for a chemilcal
reaction to occur, hence, although the fuel and oxidizer may be
mixed in the turbulent sense, i.e., on the macroscale, only a
fraction of the fuel-oxidizer 1s avallable for reaction. Chung,
ref. 31, has proposed a simple model to consider this reaction
limiting phenomena wherein the rate at which the reaction is
allowed to occur is limited by the rate of turbulence dissipation.
The effect of the turbulence-chemistry interaction on the predicted
flow field was analyzed using the virtual-source concept, the k+d
turbulence model, and the reaction-rate limiting model of ref. 31,
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Case 3-5 represents a case where the flow does not react, i.e.,
H2 and O2 mix on the microscopic scale and does not react. For

this case the wall temperature was assumed constant at 296.OOK,
hence, there is a negligible amount of heat flux between the gas

stream and wall. In cases 3-6 and 3-7 the H2/O2 mixed on the

molecular scale are assumed to autoignite. Table Y4 shows the
predicted surface heat flux at xl/d = 30 across the flow field

for cases 3-6 and 3-7 where it is seen that including the turbu-
lence-chemistry interaction in the model has reduced the peak
flux by approximately 36 percent. Results of the nonreacting
case (3-5, flow conditions identical to case 2-1) were used to
examine the effect of the reaction on H2 mixing. It was noted

that the mixing efficiency n for case 3-5 was 76 percent, whereas

when considering complete reaction (case 3-6) n = 81 percent.
This result suggests that for these conditions reaction does not
have a significant effect on the mixing efficiency which is in

agreement with observations reported in reference 10.

Three final cases (3-8a, 3-8b, and 3-9) were considered to

examine the effect of including the fact that the flow field is
ducted, and hence, generates a longitudinal pressure gradient
due to boundary layer displacement effects, heat release, and

friction losses. Rogers (ref. 10) performed his experimental
studies in a 23 cm square test section divided by a splitter
plate from which H, was injected from a row of orifices. Since

reacting flow was not of interest in these (ref. 10) studies,
the equivalence ratio was very low, i.e., approximately 0.04.
Therefore, it is not surprising that the primary result from these
cases was that considering the ducting of the flow had no signi-
ficant effect on the velocity, temperature, and H2 concentrations

for physically reasonable duct heights. Specifically, the pres-
sure increased by approximately 25 percent in cases 3-8a and 3-9
with a slight drop in the maximum velocity (~ 2 percent). How-
ever, the reacting flow could be forced to thermally choke by
continually decreasing the duct height (increasing mixture ratio
to 0.50) to very small values, e.g., case 3-9 where x2) x 2.0 cm.

(compared to 13.5 cm which is the half height of the wing tunnel
section used in reference 10).

The results presented for the cases of table 3 show that the
analytical predictions are in general agreement with experimentally
observed trends. Further use of the theoretical model is definitely
required, in particular in modeling data for other flow conditions,
e.g., refs. 26, 27, 32. Areas of particular interest which have
not been considered in any significant detall are comparing model
predictions with wall heat flux/temperature data, combustor pres-
sure distributions, and combustor exit conditions. The utility
of the COMOC code as a design tool will be significantly enhanced

as the data base of flow conditions modeled using the code expands.
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CONCLUDING REMARKS

An analytical investigation has been presented on the turbu-
lent mixing and reaction of hydrogen jets injected from multiple
orifices transverse and parallel to a supersonic airstream. The
primary conclusions of this study are:

(1) The analysis has immediate utility in evaluating the
mixing effectiveness of transverse H2 injection data since it has

been tested in its ability to model this type of data.

(2) Turbulent mixing length theory, constant effective
Prandtl number, and a Lewis number of unity provide reasonable
agreement with transverse H2 injection data downstream of the

near injection region. Improvements in the correlation between
predictions and experiment were obtained using a turbulent Prandtl

number model and a two—-equation turbulence model.

(3) The effect of turbulence-chemistry interaction could
reduce the wall heat flux by as much as 36 percent. Comparisons
with data are required to substantiate this predicted result.

(4) Results demonstrate that the theoretical model embodied

in the COMOC code has the potential for providing useful engi-
neering design guidance for data covering a broad range of flow

conditions, combustor gecmetries, and injection models.

(5) As with all complex turbulent flows, reliable theoretical
predictions are only attainable upon testing a model's ability to
accurately characterize the class of flows of interest. Future
efforts should be directed toward using the code in modeling data
for a wide range of flow conditions.

Although efforts herein were primarily directed toward
comparing predicted and experimental H2 mass fractions, other

types of data are avallable, e.g., wall temperature and heat flux
data, nozzle exit conditions, combustor pressure variations. The
potential of developing COMOC as a design tool will be signifi-
cantly enhanced as the data base of flow conditions modeled expands.
In addition, areas for improvement in the model will become appar-
ent. Ultimately, the code may well both supplement and in some
cases replace the costly experimental evaluation of prototype
designs.
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APPENDIX

DATA DECK PREPARATION

A description of how to prepare a data deck for the 3DBR
variant of COMOC was reported in reference 5., In that version
of the code, flows were considered where the pressure field was
given and no area constraints iImposed on the flow. In modifying
the cocde to consider constant area ducted flows (3DPNS-COMOC)
some minor modifications to the data input procedure were required.
Table A-1 is a listing of the data deck used to run case 3-8b
which is a reacting, ducted flow. Other problems with different
geometries or flow conditions can be treated using this data
check as a starting point since approximately one-third of the
COMOC data deck is associated with standard call sequences as
well as output format specifications and arrangement instructions.
If only scramjet combustors were to be analyzed then these
standard data cards could be incorporated into the main program,
and hence, removed from the data deck. They have been retained
in order to allow for future modifications and additions for
those interested in expanding the analysis capability of the code.
It is suggested, however, that the standard data not be altered
without consulting reference 7. Detalls on data deck preparation
are presented below. The input may be conveniently divided into
four distinct data sets. Inpuft data set 1 deals with the defini-
tion of reference conditions, number of dependent variables,
type of flow (reacting or non-reacting), ete. Input data set 2
deals with the finite element discretization, wherein the number
of nodes and finite element sizes and location are defined.
Input data set 3 defines the type and format of the output,
whereas data set U prescribes the initial conditions, pressure
field and boundary conditions. The user of COMOC does not re-
guire becoming familiar with input data set 3 unless the code 1is
modified to consider dependent variables other than u-, Us, Usg,
H, YH s YO , and YN In order to make such a modificatiodn, é

2 2 2
familiarity with detaills of the codes internal structure is
required and the Programmer's manual should be consulted (reference

7).

Data Set 1
Cards 1 to L of Table Al Represent Input Data Set 1.

Card 1.1 Starting in Column 1 FEBL used to start execution of
COMOC

Card 2.1 Starting in Column 1 include 3DPNS if a constant area
duct is to be considered and hence pressure will be
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Card 3.1-3.n

NEQKNN

IGAS

OO

IFR

KDUMP

= o -

NPVSX
NSCX

NSCY

NE1EZ2

HOoORrR OO

Cards 4.1-4.n

UINF
T@FINF
RE FL
T@

TD

computed internally. If the static pressure field
is to be given then starting in Column 1 include
3DBR

Namelist NAMEOl. A complete 1list of all NAMEOL
variables and their default values i1s listed in
subroutine FENAME. As seen from Table Al of the
one-hundred and sixty-seven parameters which can
be read in NAMEOl, only eight need be considered
for scramjet problems of interest. The remaining
parameters have been retained to facilitate future
expansion and modification of the code. The seven
integer variables, which are required, are defined
as follows. Note that in inputting in namelist
form there 1s no designated column oOr order for
each variable. The only requirement is that a
comma follow immediately after each integer value.

Number of dependent variables to be integrated in
X1 direction

Isoenergetic flow with constant ¢

General flows p

Equilibrium composition or complete reaction
(determined by version of subroutine GAS used
in COMOC)

Frozen composition

Suppress debug output in gas subroutine

Print debug output

No. of entries in pressure table

Uniform X3 interval in discretization

Non-uniform X3 interval in discretization
Uniform X2 interval in discretization

Non-uniform X2 interval in discretization
Laminar Flow

Mixing length theory

Namelist NAMEO2. A complete list of all NAMEOZ
variables and their default values is given in
Subroutine FENAME. As seen from Table Al of the
one~-hundred and seventy-four parameters which
can be read in NAMEO2 only fifteen need be con-
sidered and are defined below. The input mode
is identical to NAMEO1l.

Reference (freestream) velocity (F/S)
Reference stagnation temperature (OR)
Reference length (F)

Initial X1 station (F)

Length of X1 solution, starting at T@(F)
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DELP Percent increment of TD at which output is desired

VSTART Percent of TD at which transverse velocity (U2)
computation starts - Default = 100%.

XSCALE Multiplier on x4 to convert discretization to feet
as input under~Mode 2 (see lines 7.1-7.n)

YSCALE Multiplier on xp, to convert discretization to feet
as input under Mode 2 (see lines 7.1-7.n)

CON Constant in mixing length theory

XLAM Constant in mixing length theory

PR Effective Prandtl number

SCT Effective Schmidt number

CVU Equal to 0.009659 if simplified GPAHFT subroutine

i1s employed, i.e., where simple reaction model
is used. If equilibrium composition is employed
use default value (do not input CVU).

Data Set 2

Cards 5 to 7 of Table Al represent input data set 2

Card 5.1 Starting in column 1, FEDIMN calls the subroutine
to generate vector lengths and array entry points.
This card and its position cannot be altered by
the user.

Card 6.1 Starting in column 1 LINK1l -~ then after leaving
a blank in column 6 - place a 1 in any column
from 7 to 72. This card instructs the program
to call subroutine LINK1 to read the finite
element discretization in the (X2, X3) plane.

Cards 7.1-7.n This set of cards can be input in one of two modes
depending on the integer wvalues of NSCX and
NSCY read in NAMEQOl. Their function is to define
the discretization. In either mode, the 1nput
card format is free - meaning no specific coclumn
has to be filled. A blank field indicates that
a value has been read and the code search for the
next value, which can be on the source card or
the next card. A "T" represents the end of the
data set. The two possible input modes are as
follows.

Mode 1: Automatic Uniform Discretization
Occurs for NSCX = NSCY = 0 (in NAMEQOl) where user
set XSCALE = desired element width in the X3
direction and YSCALE = desired element height in
the X2 direction (in NAMEO2). On card 7.5 in any
column indicate the number of the first node
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Mode 2:

Data Set 3

(always 1). Skip one or more places and add the
last node number in the X2 direction. Place a
comma immediately after the last X2 node number.
Repeat for X3 direction, e.g., if YSCALE = 0.004
and XSCALE = 0,002 and we desired 21 x 2 nodes
and 2 columns then card 7.5 would appear as

1 21, 1 2,
The sequence would be completed by placing a "T"
either on this card or on a following card in any
column from 1-72. The elements would be 0.004F
high by 0.002F wide.

Automatic Non-Uniform Discretization
Occurs for NSCX = 1 and NSCY = 1. Set X3 dis-
cretization first, X2 discretization second.
Data are used in sets of 3 integers at a time.
First integer identifies finite element interval
concerned, next two indicate element width (or
height) as a dimensionless ratio, e.g., 3 1200 =
3/1200
e.g., 1 3 1200,2 1 600,3 5 1200,...

1 600,7 1 600,8 7 1200,...

11, 1 &4,

HHEEHHA

This generates a finite element discretization of
11 node rows X 4 node columns. The element widths
(intervals between node columns) are respectively
3/1200, 1/600, ... The height of the first 7
element rows is uniformly 1/600, eighth is 7/1200,
etc. These dimensionless intervals are converted
to feet by beling multiplied by XSCALE and YSCALE
(Cards 4.1-4.9)

Cards 8 to 29 of Table Al represent input data set 3

Card 8.1

Card 9.1

Card 9.2

Card 10.1

Starting in column 1 COMTITLE, which designates
that the following card will be a title card.

Title card (columns 1-80) which is printed on
cover page of output.

Starting in column 1 DONE indicating that this
sequence 1s complete.

Starting in column 1 DESCRIPT - then in column 11

or more - 204 followed by one or more spaces and
a "T" designhating the end of this card. Note
that any message can be placed after the "T"
without affecting the data.
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Cards 11.1-
11.n

Card 12.1

Cards 13.1-
27.1

Cards 13.1-
17.1

Cards 18.1-
19,21

Cards 20.1-
21.7

Cards 22.1-
23.4
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Up to ten title cards can be input which will be

printed at each output station (X1) (hence n < 10).
These titles will head the generated output

seqguence.

Starting in column 1 DONE

These cards should not be changed without consulting
the programmer's manual (reference 7). Only a
very brief description of their function is given

below.

Provide the output data heading descriptors.

Designate what multiplying factor should be used
to convert each output wvariable to units com-
patible with the headings given by cards 13.1 to
13.12.

Designate vector location of variables to be
printed per headings given by cards 13.1 to 13.12
after being multiplied by factors designated by
cards 18.1 to 19.21.

Designates what wvariables are to be printed out

at all node point locations. Any variable ending
with the numerals 248 represents an dependent
variable. The numerals preceding the 248 designate
what dependent variable is to be printed. For
Table Al conditions the following number-paramneter
relations hold. The variable location contains

the dimensionless value and 1s printed as such.
Free format is used.

Location Variable
1248 uq
285 static temperature
320 static enthalpy
284 density
10248 N, elemental mass fraction
3248 ug
278 Ch
1248 stagnation enthalpy
9248 H2 elemental mass fraction
8248 0, elemental mass fraction



Cards 24.1-
25.2

Card 26.1

Cards 28.1-
28.4

Card 29.1
Data Set 4

Card 30.1

Card 31.1

Card 32.1
Card 32.2

Card 33.1

12h7 Berr

334 | Pr)eff
292 u (laminar)
314 Sc)eff

Indicates the multiplier to be used on the variables
designated by cards 22.1 to 23.4 prior to print
out. Here all fourteen variables are scaled by
unity, i.e., they retain their dimensionless form.

Starting in column 1 COMOC to key code that the
problem description is fo be provided on the
following cards.

Problem description on four cards columns 1-80.
This description is printed once at start of run.

Starting in column 1 DONE

Starting in column 1 VX3ST designating that the
next card will give the X1 locations at which
pressure will be input - X1 in feet and pressure
in PSFA. 1If 3DBR option is used this pressure
profile will be used for the complete calculation.
If 3DPNS is used this pressure profile is used
to specify the initial pressure and to compute
the initial pressure gradient.

Starting in any column, the X1 locations for
pressure data. Each value must be separated by
onhe or more spaces. No iInteger value indicating
the number of points to be read is required. The
code counts the values on the card. Data set is
complete by placing a "T" after the last wvalue.
Any number of cards may be used.

Starting in column 1 VPV3X
Pressure points in PSFA. Same format as card 31.1.

Starting in column 1 IPINT and in any column after
10 include -1. This card designates that the
integer array numbers of the dependent variables
will follow on card 34.1. The program will
integrate the first NEQKNN of these values and

also u2.
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Card 34.1

Card 35.1

Mode 1:

by

Starting-in any column list the 1nteger values
of the dependent variables which correspond to
the following key:

Integer Variable
1 u1
2 Us

u
3 3
4 H
5 Open
6 Open
7 Open
8 02
9 YH2
N
10 y 2

A free format is used, hence, the sequence is
terminated with a "T." The open integers 5, 6,
and 7 have been retained to accommodate the
introduction of additional variables such as
turbulence kinetic energy.

Boundary conditions are required at each boundary
node point for each dependent variable. The
following input instructions refer to any
dependent variable. The data cards defining
boundary conditions for other variables follow
the preceding boundary condition data cards,
i.e., cards 35.1 and 36.1 are repeated for each
dependent variable,

There are three modes under which boundary condi-

tions at each boundary node may be defined:

(1) zero normal gradient, (2) value fixed to its
initial value, and (3) normal gradient defined
as a finite value, Eg. Al.

af

Ty = a (A1)

Zero Gradient Boundary Condition

This represents the default boundary condition
hence any node whose boundary condition 1s not
defined will automatically be given a zero
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gradient boundary condition, e.g., —gﬁg = 0 is

generally valid on all boundaries, hence cards
35.1 and 36.1 are not input for this wvariable.

Mode 2: Boundary Node Fixed to its Initial Value
Starting in column 1 KBNO and after column 10
the number of the dependent variable whose
boundary condition will be defined on card 36.1.

Mode 3: Boundary Node with Defined Normal Gradient, Eq. Al
Starting in column 1 KBNO, in column 11 the
number of the dependent variable, and in column
21 the integer 1 which indicates that mode 3
boundary condition will be imposed.

Card 36.1
Mode 1: Card 36.1 not used for this mode

Mode 2: At each station the cross-sectional computational
domain corresponds to a rectangular shape. Herein
we define, for future reference, the boundaries
as TOP, BOTTOM, LEFI, and RIGHT. The code has
been programmed so that nodes along a given boundary
are nct required to have the same boundary condi-
tion.

To fix values along the boundary, the general card
image is as follows:
Column = 1 11 21 31 41 51 61 71

Card = BOTTOM NB TOP NT RIGHT NR LEFT NL

This card designates that the first NB, BOTTOM,
NT, TOP, NR, RIGHT, and NR, LEFT boundary nodes
willl be held constant. By leaving any of the
integers (NB, NT, NR, or NL) out all nodes are
held constant. If only TOP and LEFT nodes are to
be held constant, the card image would contain
the word TOP in column 1 and LEFT in column 21.
For those nodes not defined the default boundary
condition (mode 1) applies.

Mode 3: As in mode 2 we make use of the TOP, BOTTOM, LEFT
and RIGHT designation of the boundaries. However,
unlike mode 2 all nodes along a given boundary
must be treated the same. Starting in column 1
the descriptor of the bBdundary is given followed

45



Card 37.1

Card 38.1

Card 39.1

Card 40.1

Card U41.1

Cards 42.1-
42,.n

46

by the value of A starting in column 21 and
followed by a blank space and then the integer 2,
e.g., if A = .342

Column 1. 21

Card BOTTOM .342 2

Similarly, conditions for TOP, LEFT, and RIGHT
may be employed. The 2 following the value
instructs the code that the input boundary condi-
tion will be input 1n dimensionless form, e.g.,
if £ = uy then A must be defined consistent with
the velocity non-dimensionalized by Upep and the
length scale normalized by L

ref*

Starting in column 1 PRINT which designates that
the message appearing on the following card
will be printed before execution of the run.

Anywhere in columns 1-80 a message which is
printed before execution which has generally
been used to describe the type of boundary
conditions employed.

Starting in column 1 LINK3 then in any column
after 11 the integer 4, which instructs the
program to call subroutine LINK3. The integer
4 instructs the code to execute the DIMEN section
of LINK3 (see reference 7).

Starting in column 1 LINK1 then in any column
after 11 the integer 3 which instructs the
program to call subroutine LINKl1. The integer
3 instructs the code to execute the GEOMFL
section of LINK1l (see reference 7).

Starting in column 1 VIEMP - then in any column
after 11 - the integer ~58. VTEMP designates
that the stagnation temperatures at each node
point will be input on the following cards. The
integer -58 instructs the code to put the
temperatures (input in “R) into dimensionless
form by dividing by variable number 58.

Starting in any column the stagnation temperatures
at each node point. The order that the values
appear on the card(s) correspond to the node
number. The nodes are numbered as follows.
Consider a problem with n rows and m columns.
Node 1 corresponds to the lower left corner node
and nodes 1 to m designate the nodes along the
bottom. The second row from the bottom is



Card 43.1

Cards 44,1~
b .n

Card 45.1

Card 46.1

Cards 47.1-
47.n

Card 48,1%

Cards 49,1-
56.1

numbered from m+l to 2m and so on with the upper
right node number being nxm. If N successive
values x are identical then these -7alues may be
input as N¥X rather than X space X space ... X.
The end of data is designated by a "T" after the
last entry.

Cards 43, LU, and U5 are used to input one of the
velocity components in ft/s. These three cards
must be repeated for each of the three veloclty
components Uqs Uy, and u3. If a veloecity is not

defined, it is set equal to =zero.

Starting in column 1 VYY then in any column after
11 the integer -27. VYY designates that one of
the dependent variables to be integrated forward
will be input on the following cards. The
integer -27 instructs the code to divide the input
variable by the value stored in RARRAY(27) which
is the reference velocity.

Value of the uj velocities in ft/sec using same
free format mode as used in cards 42.1-42.n.

Starting in column 1 VYYEND - then in any column
after 11 - the integer 1. This card indicates
that the variable input above (cards 44.,1-44.n)
correspond to values of dependent variable 1 (uq).
Repeat cards 43-45 for u, and ug and designate

what velocity component is being input by the
integer on card 45.1.

Starting in column 1 VYY, Note the absence of any
integer indicates that the variables are in the
proper dimensionless form.

Values of dependent variable at each node point.

Starting in column 1 VYYEND then in any column
after 11 the integer 9. This card indicates
that the variable input above (cards 47.1—&7.n)H
correspond to values of dependent variable 9 (Y 2).

These cards are not to be altered. They direct
the code to the integration loop and control the
printout of reference values which appear at the
end of the output description.

¥Tnitial total enthalpy is obtained from stagnatlion temperature.
If initial values of 0 and Np are not input, they are computed
internally using the assumption that the mass other than Hp is
23.2% 0p and 76.8% No, i.e., air.
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Data

Data

Set 1 (1.1 to 4.6)

1.1 FeBL

2.1 3DPNS

3.1 FENAME

3.2 &NAMEOL

3. 3 NPVSX=2, NSCX=1,

3. NELlE2=1,

3.5 NEQKNN=3, 1GAS=1,

3.6 &END

4.1 &NAMEQ2

4,2 UINF=2272., TOFINF=523,0,
U XSCALE=0,003333333,

u.ﬁ 70=0.0, T0=0.1,

4.5 CON=0.435, XLAM=0.07, PR=0.7, SCT=0.7,
L.6 .GEND

Set 2 (5.1 to 7.6)

5.1 FEDIMN

6.1 LINK1 1

7.1 1 75 100, 2 50 100, 3 125 100y 4
7.2°T INCREMENTS BETWEEN X3, NODE—-NUMERATCR-DENOMIAPRTOR
7.3 11 4y 21 4y 312, 812, 911, 1C 9 2,
7.4T INCREMENTS RETWEEM X2

7.5 1 13y 1 6,

7.6

TABLE Al
COMOC SAMPLE INPUT DATA DECK

NSCY=1,

1FR=1,

REFL=.003333333,

YSCALE=0.003333333, VSTART=101.0,

DELP 05.0,
CVU=C.009659,
150 100, 5 225

i1 27 2,

12 55 2,

160,

T 13 ROWS AND 6 COLUMNS NORMALIZED RY LREF,HENCE X-Y SCALES =LREF

KDUMP=1,

SETUP



TABLE Al (Contd)

Data Set 3 (8.1 to 29.1)

6

8.1 COMVITLE

9.1 VIRTUAL SOURCE — 3DPNS - MLT

9.2 DONE
.0.]1 DESCRIPT 204 T
11.1 VIRTUAL SOURCE - 3DPNS -~ MLT
11.2
+2.1 DUNE
13.1 DESCRIPT 332 T IO0PAR
13.2 REFERENCE ENGLISH=-FT
.L3.u LENGTH.Q.-'.... .FT...'..CQO
13.4 VELOCITYesseseo eFT/Sceceane
13.5 DENSITYeeasonss LBM/FT3 . 0ee
.3.6 TEMPERATURE.... «RANKINE « o
13.7 ENTHALPYecessos BTU/LBMa vew
13.8 FRDZ.SPEC. HEAT «BTU/LBM-R,.
_L3.9 VISCOSITY..O'.Q .LBM/FT'S-..
13.10 LOCAL PRESSURE P F i ennenns
13.11 LOCAL SOLUTION MACH NG
23.12 X1/LREF DX1/LREF
14.1 DONE
15.1 DESCRIPT 203 T

CCMELETE REACTIGN

.lh....‘....
.N.AII.-....
.N.A..o...-.
.N'A-'O..‘..
.N.A.l.'.‘.‘.
IN.A...'....
QN.A...'....

.pSl......-.

DESCRIPYIVE TITLE AT BEGINING OF OUTPUT,
CCMFLETE REACTION

PARAMETER TITLES FCR OUuYPUT,

ENGLISH-INA M=K~-S

.M‘..a..n-..

IM/S..I.I...
.KG/M3...-..
IKELVIN'....
.KJ/KG.'.‘..
e KI/KG—Kenase
‘NT—S,MZO‘.'
.NT/MZ..“.‘

DPOXLILRF/FT3) MAX. H2 CUNC.

EFSILCN

[FMTHD TITLES FCR GQUTPUT

16.1 UL/UREF 1/TREF HSTAT/FREF
16.2 U3/UREF CPF/CPFREF HTOT/HREF
16.3 EFF.MU/MUREF EFF. PRANDTL NO.MU/MUREF

6.4 DISS/EPSINF
17 1 DONE

DEPENDENT
REC/RHOREF

‘DXIMIN/LREF

C-G6-35

'CMO’.‘.....

.CM/S..."..
.G/cc..'. L I ]

.N.A...'...l
dN.A........

.N.A..l'on.o

.P{]ISE"' *0 0
.TORR..I. *® &
MIX EFF.(ETA)

VARTABLES.
ELEMJN2 MAS.FRAC
ELEM,HZ MAS,FRACELEM.GZ2 MASLFRAC

EFF.SCHMICT NC., TKE/EKNINF
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TABLE Al (Contd)

18.1 MPARA -1

9.1 5%2

19.2 2 2 162 164 163

19.3 2 2 2 164 163

19.4 2 2 2 170 174

19.5 2 2 2 165 2

19.6 2 -175 2 2 2

19. 2 2 2 176 2

19. 2 2 2 177 178

19.9 2 2 169 168 167

19,10 2 2 2 2 2

19.20 2 2 2 2

19.21

0.1 TONUMB -1

21.1 9499

21.2 5%200 999

21.3 200 4%43 200 27 200 2%27 200 1C 200 2*1C 200 58 200 58 200
21.4 200 97 200 97 200 200 30 2C0 30 200 200 38 200 2%38
21.5 999

21.$ 39 4%36 200 61 100 134 122 Ll 12 14 85
21.

22 .110Q0SAVE -1

23.1 1248 285 320 234 10248
23.2 3248 278 4248 9248 8248
23.3 1247 334 282 314

23.4 T UsTyHSyRHOSN24VCPsHTOT H2,02,DIFUsPR NCe +LAMLVISC4+SCT.ND.
24.110MULT -1

25.1 14%2

25.2 T Uy ToHSyRHO N2,V 4CPyHTAT,H2,02,01FUs PR NCu yLAMLVISCaySCTLND.
26.1C0OMOC

27.1DESCRIPT

28.1 VIRTUAL SOURCE - 3DPNS - MLT =~ CCMPLETE REACTION

28.2 TURBULFENCE MODEL EMPLOYED 1S DESCRIBED IN USER S MANUAL NASA CR-132450,1974.
28.3 CALCULATIONS ARE STARTED USING VIRTUAL SCURCE CUNCEPT TC REPLACE

28.4 COMPLEX NEAR INJECTION FLOW FIELD.

29.1D0ONE



TABLE Al (Contd)

Data Set 4 (30.1 to 56.1)

30,1vX3ST

31.1 0.0 100. T X1 TABLE FCR PRESSURE

32.1VyPVYSX

32.1 193, 193. T PRESSURE TABLE PSF

33.1IPINT -1

34,1 1 498102 3 T

35.1K8NO 1

36.1B0TTOM DONE

37.1PRINT _

38.1  FIXES Ul (VARIABLE NC. 1) ALCNG WALL TO INITIAL VALUE
9.1LINK3 A DIMEN
0.1LINKL 3 GECMFL

41 ,1vTEMP -58

4o,1 78%533,0 T

b43,1vyy -27

by, 1 6%0,.0

L, 2 6%795.0

Ly, 3 6%1503.

by h 6%1 660, 6%1759.

4y 5 2%1550. 4%1833.

hL .6 3%1550. 3%1892.

4 7~ 2%1550.0 4*1942.

Wl 8. 1550.C 2%2272.0 3%1685.0

Bh,9 3%2272.0 3%¥2068.0 12%2272.0

44,310 6%2272.0

44,117 INITIAL Ul PROFILE

U5.1VYYEND 1

T4
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TABLE Al (Contd)

€
21

58
1c
154

-16
~14

Flea

LBM/FT-S
F1/S

DEG R
L3M/FT3

PSF

he.1vyy

b7.1 30%0.0 2%1.0 4%Cu0 3%1.0 3%¥0.0 2%1.0 4%0.0 1.0 23%0.0
47.2 6%0.0

U7.3 T INITIAL H2 MASS FRACTION PROFILE
B8.1VYYEND 9

49.1KNINT

50.1DESCRIPT

51.1D0ONE

52.1DESCRIPT 3

53.1 REFERENCE LENGTH,LREF

53.2 REFERENCE VISCOSITY.LAMINAR VALUE
53.3 EVALUATED AT REF. TEMPERATURE.
53.4 FREESTREAM VELOCITY AT XQ(=UREF)
53.5 STAGNATION TEMPERATURE (CONSTANT,=TREF)
53.6 FREESTREAM DENSITY AT XO(=RHCREF)
53.7 FREESTREAM MACH NUMBER AT X0

53.8 STATIC PRESSURE AT XO

53.9 NUMBER OF NODES

53.10NUMBER OF FINITE ELEMENTS

54.1DONE

55.1END

56.1EXIT
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ql"
d:

s/d

Table 1

Sensitivity of Predictions to Various Parameters

Conditions Used in all Cases

Distance from H2 Injection Port to Opposite Wall

Free Stream Mach Number

Stagnation Temperature (Primary), Ok

Stagnation Temperature e e e
Equivalence Ratio (mH /mair)/.0291

2

Type of Flow

¥Simulates H

Case

1-1
1-2

1-
1-
1-

Ul = w

1-6
1-7

5 Injection into an Infinite Air Stream

Purpose of Run

Purpose
Evaluate mixing length theory
Double Discretization

Investigate effect of variations in turbulence constants A and N

Evaluate effect of finite cross flow (u3) velocity

1.0
.ol
12.5
13.5 cm
4,03
300°
300°

< ,01%

Non Reacting

e
Pr

Investigate effect of turbulent shear stress model using tensorial

eddy viscosity
Evaluate two equation turbulence model

Evaluate turbulent Prandtl number model of ref. 30



Table 2

H2 Injection Data

Conditions Used 1n all Cases
Effective Prandtl Number . . . . .
Equivalence Ratio. .

Free Stream Mach Number .

Stagnation Temperature
(H2 and Air) . . . . .

Type of Flow . . .

Cases Considered#

Case 9, s/d
2-1 1 12.5
2-2 0.5 12.5
2-3 1.5 12.5
2-14 1.5 6.25
2-5 0.5 6.25
2-6 1.0 o
2-7 0.5 o
2-8 1.5 o

e » 0.
< 0.
b,

300

Data Used to Study Ability of Mixing Length Theory to Model

90
01
03

°x

Non Reacting

s
0]
-y

o 0 0 O WV W W O

¥Note: Case g, = 1.0, s/d = 6.25 not considered due to

absence of symmetry in data.
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Table 3a

Cases Used to Study (a) Virtual Source Concept (b) Reacting Flow (c) Ducted Flow+

Case a, s/d h/4d M, ¢ Mégé?g Rﬁgggign
3-1 1.0 12.5 o 4.03 0.04 MLT II
3-2 1.0 12.5 % 4.03 0.04 MLT (air%l
3-3k# - 8.93 10.0 2.25 0.60 MLT (Vit%%ted)
3-L#x 1.2 8.92 8.0 2.25 0.62 MLT IT
3-5 1.0 12.5 o 4.03 0.04 k+d I
3-6 1.0 12.5 ® h.o03 0.04 k+d IT
3-7 1.0 12.5 % h.o03 0.04 k+d | 111
3-8a 1.0 12.5 100 4.03 0.04 MLT I
3-8b 1.0 12.5 100 4.03 0.0k MLT II
3~9 1.0 12.5 18 4.03 0.50 MLT II

1-A_ll cases used virtual source concept, cases 3~1 and 3-5 are non-reacting, cases 3-8
and 3-9 are ducted, all others have a free boundary.

¥See Table 3b

¥%Case 3-3 1s parallel injection from strut, case 3-U4 is perpendicular injection; d
is injector throat dlameter (0.15 in. for 3-3, 0.187 for 3-4) otherwise 4 is- sonic
orifice diameter.
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Table 3b

Reaction Models¥

I. Frozen Flow: (a) H2 + (b) O2 + (a) H2 + (b) 02
TT.A.  (b) > (2a): (a) Hy + (b) 0, » (a) Hy,0 + (b - 3a) O,
II.B. (b) < (2a): (&) Hy + (b) 0, » (2b) H,0 + (a - 2b) H,
III.A.  (b) > (2a): (a) Hy + (b) 0, » (aR) Hy0 + (b - 5 aR) 0, + (a(1-R)) H,
III.B. (b) < (2a): (a) H, + (b) 0, » (2bR) H 0 + (a - 2bR) Hy + (b(1-R)) 0,

Notes: 1) ( ) represents humber of moles

2) R is fraction of moles mixed on microscale and available for reaction



Table 4

Heat Flux Distribution at xl/d = 30
for Virtual-Source Simulation¥*

Case 3-6 Case 3-7
(Fully Reacted) (Rate Limited)

X3/d qw/qw)r qw/qw)r
0 0.785 0.570
0.75 0.853 0.610
1.25 1.0 0.636
2.5 0.230 0.108
4.o 0.095 0.027
6.25 - 0.015 - 0.01%4
¥Note:

(1) Fixed wall temperature, TW = 296.0°K

(2) qw)r = 0.33 Mw/m2
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Figure 8. Three-Dimensional Flow Field Downstream of
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Figure 31. Scramjet Combustor Model
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