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ABSTRACT

An experimental study of gas film cooling was conducted on a 3X size
model turbine vane. Injéction in the leading cdge region was from a |
single row of holes angled in a spanwise direction. The suction surface
injection configurations investigated were: injcctien angle, 2 = 18", 357
location of holes from stagnation, xi/LS = 0,083, 0.150, 0.228. Experi-
ments were conducted at reduced freestream pressure and temperature to
simulate_a teading edge Reynolds number, ReD = 1.6 x 105 and & coolant-~
to-mainstrean density ratio of p/p, = 2.18. Measurements of the local
heat flux downstream from the row of coolant holes, both with and without
film coolant fiow, were used to determine the film cooling performance
presented in terms of the Stanton number ratio, S?FC/STg. Results for a
range of coolant blewing ratio, M = 0 to = 2.0, indicate a reduction in
- heat flux of up to 15 to 30 percent at a point 10 fc 11 hole dizueters
downstream from injection. An optimum coolant blowing ratio corresponds
to a coo1antFt0~freestream velecity ratio in the range of 0.5. The shallow
injection angle resulted ia superior cooling perforaance for injection
closest to stagnation, while the effect of injection angle wae fugignificant

for injection further from stagnation.
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NOMENCLATURE

area; constant in cooling effectiveness corralation
film cooling correlating parameter
exponent for {x'/MS) in effectiveness correlaticon

exponent for coolant Reynolds nurber in effect1veneas
correlation

drag coefficient for cylinder-in-crossfiow
skin friction coefficient |

geometric modeling factor

specific heat at constant pressure
specific heat at constant volume

correction factor to account'fbr real flow effects in slug
flow analysis

coolant hole diameter
turbulence scraen wire diametor

Eckert number, uilcp(TTm ~ Ty

_force

Grashof numbar, ngﬁe(TT - T)L?’!u2

Lo ]

local aceeleration of gravity

constant relating units of force, mass ang length,
g, = 32.17 1by-Ft/1b~s0c?

tast scction duct height
houndary 1aynr shapz Tactor

Tocal heat tranusfer coo f:c1rn? q“/(uw é'Tw)
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NOMENCLATUPRE {cont'd)

h' Tocal heat transfer ceefficient with film cooling and
Te = Tr_» k¢’ Tapy ~ Ty, ke

h Taterally averaged heat transfer coefficient with TC = TT

1 momentum flux ratio, pcvgxgmvﬁ )

] ~ angle betweén surface and gradient of gravitational
potential field .

K acceleration.parameter,_(qmlwﬁ)dﬁxldx

v proportionality constant

L charactaristic length; length of coolant siot

L’ length of film cooling hole

fﬁ - .shear-layer length of separation bubbie

32 reattachment Tength of separation bubbie

M - “blowing ratio,'pcvclqiﬁa

Ma Mach number

ﬁe " mass flux of entrained fiuid into coolant jet

Ms turiutence screen mosh spacing

no meter (length or dimension)

i mass flowrate

(ms} film cooling variable, “unction of B

! tisber of £ilm cooling holes

o unit rormal vector

P prassure

P préssuve

p' dimensionless pressure, p/p__v2

[ I Fa)

Pr Prandt] number
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NOMENCLATURE (cont'd)

weight flow of coolant per unit width of plate

. heat flux

characteristic radius
radius of curvature
Reynolds number

gas constant

conlant sTot height

spacing beiween coolant hole centarlines
Stanton number

temperature

average boundary layer temperature

waill thickness

‘time averaged streamwise velocity

fluctuating velocity carponent in streamwise d1rect1on,
dimensioniess velocity in x-dircction, w/V

velocity

. velority component in vertical direction

dinensioniess velocity in y-direction, v/V
test section duct width

coolant weight flow

film cooling paranzter accevding to Spatlding
~distance in streoamwise divection

 distance downsivean of cooling holes, x-x.: alsc X/L

dimensionless streanwisc distance from conling holes, xfdo

.vertxca1 distance from surface
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NOMENCLATURE (cont'd)

dimensioniess vertical distance, y/dn; aiso y/L
penntration distance of coolant jet into boundary layer
spanwise or lateral coordinate

dinensionless spararise distanca, zfda; alsn z/L

streamwise injection angle; thermal diffusivity
dimensioniess coolant jet trajectory paraueter
comnonent of cowpound injection angle moasured from surfoce

component of compound injection angle measured clockwise
from positive x-axis in X-z plane

spanwisc injection angle

ratio of orifice or venturi diameter to pipe diamster
coefficient of thermal expansion

distance from effective origin ef boundary layer

distance from becundary laver origin to point wherz eooling
effectiveness 1s umily

vatio of specific hoats, GpICv
bourdary layer thicknoss

displacement bBoundary layer thickness
cooling effectivences, idaentical te n
polnt spurce harmal diffusivity

cooling efiectivenass paramsier

Cdimonsionless eogrdinata normal 4o surface

mementun boundary layer thickness

dimensionloss temperature (TT u_?)/(TT - rwg
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NOMENCLATURE (cent'd)

u dynamic viscosity

v Kinematic viscesity

3 dimensionless streamwise coordinate; ccordinate along
coolant jet axis

p : density

p' dimensioniess density

$ viscous dissipation function

o' heat flux ratio, q?c/qa

X angle between x-axis and tangent to coolant jet trajectory

) power of temperature ratio for gas viscosity variation
with temperature

w' frequency

SUBSCRIPTS

AW adiabatic wall condition

B bulk

¢ coolant

CHAR ‘characteristic

FC . film ceoling condition.

i injection

S0 isothermal condition

I impervious wall condition

J jet

L  lower

LE leading edge

0 initial condition
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NOMEHCLATURE (cont'd)
OPT optimum condition

OPT,NEAR optinun condition for g" measurement location nearest the
injection hoies

P pressure surface
RE at reattachmant
REF reference
RMS ropt~mean-square
S suction surface
. SEP at separation
Sp span
T total condition
U upper
W wall
X in streamiise direction
0 without film cooling
e freestream
A based on boundary layer energy thickness

B based on boundary layer momentum thickness

-
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I. INTRODUCTION

I.1. E€oneral Discussion

In many engineering applications, the successful performance of an
overall system depends upon maintaining tolerable temperature levels at
various times and Tocations within the working cycles of the individual
components., This is especially true in the gas turbine industry as tur-
bine efficiency and work output increase as the maximum cycie operating
temperature is elevated. Consequént1y, to survive the severe thermal
environment created by high combustor exit temperatures, the initial
stages of the turbine must be cooled. Convective cooling, internal to
turbine vanes and blades, has been used extensively; however, increased
operating pressures and temperatures require external cooling to augment
internal cooling configurations (1)*. Gas Film cooling is one such
external cooling technique.

Film cooling is accomplished by injecting, at discrete locations, a
relatively c061, secondary fluid into the bounddry.Tayér of a surface
exposed to a hot, primary mainstream flow. The injected coolant film is
analogous to an external heat sink, prdviding a blanket protection that
progresSive1y deteriorates as the coolant film moves farther from the

site of injection.

*Numhers in parentheses refer to REFERENCES.




The present investigation is concerned with determining the cooling
effectiveness of a specific gas ilm cooling injection geometry located
1ﬁ the Teading edge region of an inlet turbine vane. The following two
sections will discuss the general film cooling problem, its relevance to
gas turbine design and the impetus behind the present choice of injection

configurations and parameters.

1.2. Statement of the Problem

Since trends point toward future gas turbine operating pressures
and températures up to 4.OSX105N/m2 (40 atm) and 2200°K (3500°F), there
is a need to thoroughly understand and improve upon current film cooling
techniques in order to adequately augment internal cooling schemes,

- The basic problem associated with film cooling is the determination
of the degree to which a particular injection configuration can effec-
tively reduce the local heat flux conditions downstream of injection.
Figure 1 illustrates the basic gas film cooling configuration with a
relatively cool fluid injected'into éhe hot gas boundary layer at x = Ry
With zero film coolant flow, the surface heét Flux for prescribed hot gas
and wall temperatuﬁes is qg; IWith Film coolant injection; the coolant
film acts as an effective heat sink, reducing the surface heat flux down-
stream from injection to qgc. Thus, external fiTm'coo1ihg reduces the
anmount of interné] heat rempva] necessary to maintain the prescribed
wd11 tempefature fbr'x > Xy As the caol fluid elements mové dether
from injection the coolant film Toses its "identity" as a protective
1ayef dué to an increase in the fluid e]ement'tempewaturé and mixing with

hot gas stream. Consequently, the reduced heat flux, q;c, approaches a



Hot Gas
Stream

Coolant Film qﬁc

Figure L. Illustration of Gas Film Cooling Process,



condition characteristic of the normal, uncooied boundary layer heat
transfer for large distances downstream from injection. Thevprimary |
objective of any film cooling study fis td determine how effective a |
given coolant injection geometry is in reducing the local heat flux
under & range of coolant and freestream flow conditions in order to
identify configurations and flow conditions for optimum or most effec-
tive film cooling performance.

The subject investigation is concerned with a twofold problem in
relation to gas film couling for application to the design of high pres-
sure and high temperature gas turbine engines:

(1) effective cooling of the high heat fiux Teading edge region
of an inlet turbine vane subject to geometric injection con-
straints which may be imposed by significant Teading edge
surface curvature, and

(2) determining the heat flux reduction characteristic of the

" configuration implied in (1) at flow conditions that simulate
the actual turbine environment.
The mannéf in which these two problems are confronted in the current

study will now be discussed.

1.3. Research Objectives

The purhose of the subject investigation is to providé meahingfu1
inforfiation on gas film cooling of turbine vanes in the form of corre-
Tations for the local surface heat flux reduction For use in the design

~of high temperature and high pressure gas turbine engines.



Film cooling configurations are considered that offer a practical

- solution to reducing the heat Toad in the Teading edge region of an inlet
turbine vane. Some of the most severe heat loads within the entire work-
ing cycle of the gas turbine engine are experienced at the leading edge
of a first~stage, inlet turbine vane. Consequently, a film cooling can-
figuration that can-providé both uniform and effective film coverage
would be required in this critical area. Conventional injection geomet-
ries, consisting of a row or multiple rows of holes angled to the surface
in a streamwise direction, as depicted in Fig. 2(a); are frequent1y
employed for turbine vane film cooling. However, the use of film cooling
in the Téadihg edge region is restricted by the surface which 1imits the
minimum injection angle that can be used for coolant injection in the
streamwise direction. As indicated in Fig; 2{a}, for streamwiée:injec-
tion through a typical vane wall thickness of 1.27x107°m (0.050 inch) and
leading edge'radius of 5;08x10"3m {0.20 inch), the sha]loweét possible
injection angle would be near 41° with respect to the surface tangent.'v
" Steep injection angles éﬁhance'mixing between thé coolant and mainstréam
and should be avoided. - |

| An a1terhativé film doo]ﬁntfinjection cbnfiguratfon for the leading
edge region is the use of coolant holes that are normal to. the mainfiow,
' yef angTéd to the suhf&qe‘in the fatera] or spanwiée direction as shown |
in Fig. 2(b). It has been shown (2) that a single hole with this orien= .
tatibﬁ prdvidaé a wider field of fi]m coverage than.étreamwise injection.
Thus, in view of the surface curvature problem for Tcading edge cooling,
the use of spanwise'fiTm'cdoianﬁ injection may prdvide the des{gner
greater_freedom to utiiize shallow injection angles for improyed film

cooling performance.
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In the present study, experiments were conducted to determine the
fi1m cooling performance for a single row of spanwise angled holes
Tocated in the leading edge region of a model turbine vane. The heat
transfer and flow environment of the prototype high temperature, high
pressure fifst stage turbine vane were simulated using a 3X size modeT
vane positioned in a two-dimensional channel located downstream from a
hot-gas generator. The inlet Reynolds Number (Re)*, Mach number (Ma),
and freestream turbulence intensity (Tu) were chosen to match the inlet
conditions of the prototype vane. The model vane was oriented within
the channel to reproduce the local Mach number distribution (Max) and.
flow deflection of the prototype vane. The model vane test surfaces
were water cooled (internally), independent of the gas film cooling
system, in order to‘simu1ate a large freestream gas-to-wall temperature
ratio (Tﬁ;fTﬁ) representative of the boundary layer density variations
for the high temperature prototype vane.

The film cooling experiments were conducted using a single row of
spanwise angled holes (B = 18°, 35°), a hole spacing-to-diameter ratio
(51/d0) of 4.0,with the row of holes positionad at three different
locations in the leading edge region. The injection of cool air (TC = Tﬂ)
resulted in a hot gas-to-coolant temperature ratio of approximately 2.0.
Miniature heat flux sensors were used to measure the Tocal heat flux both
with and without film coolant injection and the film cooling performance

- was presented in terms of the local Stanton number ratio, STFC/STO."

E3
Symbols introduced in parentheses are defined in the Nomenclature.



The
(1)

(2)
(3)

(4)

objectives of the experimental film cooling study were to:
measure the reduction in heat flux to the vane surface due to
coolant injection from a single row of spanwise angled holes,
determine the influence of the coolant injection angle, B,
determine the infiuence of the Tocation of the row of holes

in the Teading edge region, and

determine, for the simulated turbine environment (Tﬁ;/Tb = 2.0),
the fiTm coolant Tlow conditions that result in the optimum

film cooling performance.

The nature of the fiTm coolant injection geometry studied, the range of

cooling parameters investigated, and the presentation of heat transfer

" data obtained under simu1ated gas turbine conditions are the features of

this investigation that will coniribute to gas turbine design capabili-

ties,



II. LITERATURE SURVEY

I1.1. Background Information

Prior to a discussion of the 1iterature concerning preyious film
cooling studies relevant to gas turbine coo]ing‘applicatiqns, a brief
orientation will be presented. Fémi1iarization with the'various film
cooling techniques in Tight of their utility for turbine appiications,
introduction to and definitidn of terms that characterize the “cooling
effect" of injection, and a brief description of the physical signifi-
cance of key cooling parameters are items that wiT] be included to make
the presentation of the 11terature_r¢view more meaningful.

A variety of methods can be uséd to effectively film cool a surface.
The cool, secondary flujd may enter the external boundary layer through
slots, holes, or a combination of the two. Figure 3 shows the basic geo-
metric configurations used in gas turbine cooling. Tangential sTots and
slots with holes are well adapted to combustor Tiner cooling. Use of
these-techniques is not suitable for smaller components, such as turbine -
blades and vanes, for fabrication, structural, and aerodynamic reasons.

Rows of angled holes, staggered rows of holes and intervupted, tangential
slots in the vane and blade trailing edye are generally the accepted
configurations for turbine applications. Although holes provide & prac~

tical answer for small component coeling, continuous, tangential slot
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Figure 3. Typical Turbine Blade Film Coeling Configuration,
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injection has been demonstrated to show greater cooling potential in
Tight of its minimal interaction with the hot primary mainstream.

In order to illustrate the comparative capability of coaling with
a slot and a vrew of holes, Fig. 4(a) is presented. Sketches of the two
cooling techniques are followed by representative cooling results. The
basic features of the cooling techniques common to both configurations
are the wall temperature downstream of injection (Tﬁ)’ the coolant blow-
ing ratio, M = (pV)A/{pV) » the coelant injection angie (a), a charac-
teristic injection dimension (slot width, S, or hole diameter, 0), and
the downstream distance (X} from the point of injection.

For an insuiated wall, the downstream wall temperaiure (TADW’ adia-
batic wall temperature) represents the degree to which the hot gas (Ttn)
has been reduced in temperature at X due to injection of cool air (TC)'
This effective reduction in TT can be conven1ent1y expressed as
(TT - TADN)/(TT - Tb) and is common?y g1ven the name, adiabatic wall
caoling effect1veness (“ADW) ' ' |

The results presented in Fig. #4(a) show the variation in ”Anw with
the d1mens1on1ess distance From injection (x -X. /dg) for the two coo11ng
techn1ques. A comparison is made between a single row of holes, angled
in the freestream direction at 35° tp the surface, and a two-dimensional
slot at 30° to the wall. The holes are at 3 diameter Spacings. The data

shown represnts both the effect1veness a1ong the centerline of a hole
| and that characteristic of a 1atera1 average across the span of the
entire row. The 510t effect1veness is represented with an equation by
~ Hartnett, B1rkebak and Eckert (3) that correlated their data for |

(x'/MS) > 60, where x' = x - ;. Since the data for the row of holes
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represents an optimum condition for that geometric configuration with
M = 0.5, the slot effectiveness was calculated using an M of unity (an
optimus coolant mass Flux condition for slot cooling). The slot height
S was then adjusted in ordar to inject the same amount of coolant mass
as in the row of holes. Fok the given hole spacing (ST/d0 = 3.0), S
was calculated to be 0.131dd.

The slot is shown to be 3 times more effective near injection
(x'/dO ~ 15) and is still 40% better than the row of holes at 40 diam~
eters downstream of injection. This comparison is based on the lateral
average of the effectiveness; Though the siot configuration appears to
be more effective than a row of holes, the decay rate of the cooling
effectiveness for each technique is too sevebe for use in cooiing exten-
sive surface areas. A superposition of the effects of single row, hole
cooling, by using multiple rows, would seem to be a logical extension
in the development of practical cooling configurations.

As the number of rows of holes are increased over a specified sur-
face area and the spacing between holes decreases, the closely-packed
array approacheé, in the limit, transpiration cooling (a cooling technique
in ‘which the coolant is injected uniformiy over the entire surface through
a porous media). Figure 4(b) shows a comparison both picterially and
- graphically between transpiration and multiple row (alsc termed for many
rows, "full-coverage") film cooling., The cooling parameters are essen-
tially identical to those previously discussed with the added feature
that the coolant flow is uniformly distributed over a transpired surface
" while, for multiple row ceoling, injection occurs at discrete Tocations.
Figure 4(b) presents data from Choe, Kays and Moffat (4) for an 11

row array of holes at 5 diameter spacings and angled perpendicular to the
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main flow. An exit coolant temperature equal to the external wall tem-
perature was prescribed (eé = 1}. The local Stanton number (STX) is
shown as a function of the local Reynolds number (Rex) for a blowing
ratio, M, of 0.53 (represented by symbals). The local Stanton number
variation with'Rex is also shown as solid 1ines for an uncooled boundary
]ayer—aﬁd a transpired boundary layer at two different values of the
blowing ratio, M (M = 0.0027 and 0.0055).

The results from the first 4 rows of holes (represented by the
initial 4 symbols above the M = 0 1ine) show the initial penalty that
must be paid in the form of increased heat transfer just due to the
magnitude of the turbulent mixing generated by injection. Between rows
5 and 11 the heat transfer to the surface is reduced by nearly 40% over -
the uncooled wall (M = 0). Following the final injection row, the heat
flux continues to decrease due to the termination of injection-related
turbulence and the cool mass addition accumulated from the previous 11
rows. This so‘ca]]ed."fu11-CCVerage" film cooling is compared to the
heat transfer conditions that would exist over the same test area if the
boundary Tayer was fully transpired. Blowing ratios (synonomous with
mass flux ratio or M) of 0.0027‘and 0.0055, representing one tenth and
one Fifth, respectiveiy, of the total 11 rou coolant flow rate ave shown
in relation to the full-coverage case. For transpiration mass flow
rates approaching the total, h61e-cO01ant flow, there is at Teast ﬁn
order of magnitude difference between the film cooled Stanton number,
that can presently be achieved with fu11-covérage éonfiguratﬁons, and
the fully transpired boundary layer. | -

‘With film cooling from muTtipié hole configurations shown o be one

practical means of achieving effective overall cooling, information
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related fo single row cooling under a variety of conditions is still
necessary as a building block for predicting the performance of full-
coverage configurations. Additional research to understand the physics
of injection and fto apply this knowledge to creative configuration con-
cepts 1s necessary if the gap between practical cooling and transpiration
cooling is to be closed.

Having placed the application of ¥iTm cooling techniquas in pérspec~ |
tive, it is now appropriate to discuss in detail the manner in which the
potential of various coo1ing'configurations can be'characterized. In
addition, the relationship between the cooling potential and pertinent

injection:parameters will be noted.

11.7.1, Concept of Cooling Effectiveness

I1.1.7.1. The Adiabatic Wall Temperature Effectiveness

The primary:objective of film cooling research s to develop the
capability of predicting wall temperature distributions on a film cooled
surface. Eckert (5) postulated that the heat flux to a surface under-

going film cooling can be approximated by

U%e = Mo (Taow,re = Tw,rc) (1)

where : iy '
- ape = wall heat flux with fiIm cooling

hy = heat transfer coefficient without film cooling
| TADM;FC = adiabatic wall temperature with film cooling

Ty = actual wall temperature with film cooling
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The film cooling adiabatic wall temperature. TADN,FC’ reflects the
degree to which the external hot gas has been reduced in temperature
near the wall due to addition of a cooler fluid. This reduction in the

Tocal hot gas temperature is expressed as the following ratio

Tr_ = Tapy "
Ty =TT _
A " T T | |

. and given the name adiabatic wail cooling effectiveness, My Film
cooling studies cohducted over an adiabatic surface yield adiabatic wall
temperature distributions that are functions of such parametérs as the
amount of mass injecfion,'tha angle of injection, freestream turbulence
characteristics and the Tocal nature of the boundary layer. The measured
| adiabatic wall temperature represents a characteristic temperature of
the boundary Tayer at a particular Tocation downstream from injection
which the wall sees as the driving force for heat transfer.

Therefore, if one chooses a particular cooling scheme, the adiabatic
effectivéneés can he expressed as a known function of the distance from
injection. Knowing the adiabatic wail temperature distribution from the
effectiveness data then allows Eqn. {1) to be used to ca1bu1ate the
amount of heat removal needed in a design to maintain a specified wall
temperature. A note of caution is in order, however, concerning the use
of Eqn. (7)., It was assumed that the Jocal heat transfer coefficient
was unaffected by the addition of mass into the boundary layer. Use of
ho'as the Tocal heat transfer coefficient under film cou]ing conditions
is only valid far from the injection site. As film coolant is introduced

into the hot gas houndary layer, disturbances are created by the injection



18

process (i.e. highly energetic turbulent conditions are established)
which enhance the transport of mass, momentum and energy. The region
affected by these hydhodynamic “hlowing eFfectS" usualiy éxtends‘to
fifty coolant hole diameters downstream of injection, but may reach as
far as 80.to 100 diameters as shown in Fig. 5(a) and (b). Before Eqn.
(1) can be applied near injection, the variation in the local heat
transferncoefficienﬁ must be known;

For slot-type cooling, Fig. 5(a) shows the variation in the ratio
of fhe Tocal heat transfér.coefficient with injection (h') to that with~
out {njection_(ho)_for up to 90 slot widths downstream (6). The slot
was angled aﬁ 30° to the surface and the b1owing ratio, M, varied from
0.34 to 0.87. At M = 0.87, as much as a 40% increase in the Tocal con-
vective heat transfer coefficient was reported.. This increase depends
on M and can persist up to 40 slot widths downstream. The increase in
(hf/ho) 1s probably related to the turbulence generated by the inter-

- action of the coolant stream and the main flow at injection.
Figure 5(b) shows a similar trend in the heat transfer coefficient
~for injection from a row of holes angled at 35° to the surface and at 3
hole djameter spacings (7). The ratio of the laterally averaged (across
the span of the holes) heat transfer coefficient with injection, i', o

that without injection, hO’ is shown as a function of M for downstream

- distances of 6.7 ta 71.8 hole diameters. On the average, ﬁ"/hO decreases

from unity at M = 0 to a minimum of 0.92 at M = 0.5. For M > 0.5, tha
injection-related turbulence wmay be acting to increase E“/hovin a
monotonic fashion out to M = 2.0. At this condition ﬁ"/h0 increases to

nearly 1.25 for regions near injection (x'/dy < 10). For the Tower
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values of blowing ratio, ﬁ"/hU changes only slightly downstream; however,
Tfor M > 1.0 the difference between the heat transfer coefficient near
injection and far downstream begins to become more significant.

In summary, the adiabatic wall temperature approach to film cooling
requires some basic qualifications. The use of Eq. (1) is valid only
far from injection where hydrodynamic "blowing" effects have diminished.
To use Eq. (1) near injection knowTedge of thé heat transfer coefficient,
h', is essentiai. An alternate approach used to characterize film coo]—

ing effect1veness is out11ned in the following section.

1i.1.1.2. Cooling Effectiveness From Heat Transfer Data

The cooling effectiveness of an injection configuration can be

- defined from direct heat transfer measurements. Under this approach,

agc = Pre (Tr = Ty,pe) (3)
e . . B .

where
hge = local heat transfer coefficient with film cooling

A cooling effectiveness can be defined from Eq. (3) to refiect the

reduction in heat flux due to film cooling. Thus,

l--——'-ll_- - -— o
% ho LT - Ty,o

.whcre
heat flux to wall without film cooling

u

13

| ﬂM,O vall temperatu?e-withdut Film cooling

e
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Nhen TQ,FC.“ W,0° Eq. (4) is given the namg, isothermal choing

effectiveness, Nygqs where

% - 9Fc hrg |
TIISO = "'_'lqol"'— 1- ’]7]'6""' . ' (5)

This method of characterizing the cooling effectiveness incorporates
into hg, all of the phenomena of coolant injection; namely, (a) the heat~
sinking effect responsible for lowering the hot gas temperature near the

wall, and (b) the hydrodynamic effects of injection. More simply,

hFC = hFC (TC= hydrodynamig 1hjection effects) (6)

In comparing the adiabatic wall effectiveness concept and the iso-
thermal effectiveness concept one finds that both methods require an
investigation of two unknowns; namely, {a) the determination of the
coolant temperature effect on either Thnw or (qEC/qB) and (b) the iden-
tification of the hydrodynamic "biowfng'effects" as manifest in either
h /h or (q ) at Tb = TT . The isothermal effectiveness approach
| may prove more convenient in that heat transfer measurements are made to
identify both items {a) and (b) above. The adiabatic wall effectiveness
method'first‘requires insuTaﬁed wall temperature measurements and then a
'separate series of heat transfer measurements to identify h'/h0

The film coo1.ng effectiveness, whether adiabatic or isothermal, will
be a function of numerous cooling parameters. The following discussion
fs inténded to intfoduce.these pertinent parameters in Such»a way as to
build a foundat1on for a basic understand1ng of the phenomenon of gas

'f11m c0011ng
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I11.7.2. Introduction to Parameters Affecting Cooling Effectiveness

The purpose of introducing the present section is to give the reader
a general piéturé of the physical significance of some of the more impor-
tant parameters that affect film cooling effectiveness. Documentation of
statements made concerning the importance of each item'wi11 appear in the
next section, The following discussion is intended oniy as a means to
introduce the reader to the items which 1ater.wi11 be presented in detail.

AppTicatfon of film cooling techniques to protect critical components
requires a detailed understanding of numerous hydrodynamic, geometric and
thermodynamic variables that are dharacteristic of discrete, secondary,
coolant injection. The dominant factors affecting the degree of.inter—v
action between a jet of cool injected fluid and an external, hot primary
stream are: the coolant-freestream momentum flux ratio (or coolant-free-
stream mass flux ratio), the injection angle of the coolant jet relative
to the surface and the coolant-freestream temperature ratio.

The trajectory of a jet injected into a hot gas mainstream depends

to a great degree upon the momentum flux ratio, I, where

=== ()M (7)
Pl ™

The greater the coolant jet momentum, the deeper ﬁﬁé penctration of“the
jet into the mainstream. Furthermore, as noted in Egq. (7), increases in
I will mean sppsequent increases in the amdunt of coolant mass added to
the boundary Tayer (i.e. mass fiow of coolant is proportional to M).

However a condition may be established ét.sufficient1y lﬁrge values of I

~in-which the coolant mass that is added is no longer in the proximity of
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the wall due to the extreme penetration. The resulting jet trajectory
is conducive to enhanced mixing with the hoi mainstream, realizing neg-
~ 1igible cooling effects at the wall.

The trajectory of the coolant fluid is also related to both the
degree of mainstream mass entrained into the injected jet and the drag
forces acting on the exposed frontal area of the issuing jet. In the
near regions of injection, the development of the coolant jet trajectory
is dominated by any initial component of momentum parallel to the main-

- stream that may be imparted by angled injection. The combination of
coolant momentunt flux, mass entrainment and drag forces determines the
‘extent to which the injected film covers the surface. In addition to
keeping the injected jet as near the wall as practical, the coolant jet
must function in a thermodynamic sense. The coolant temperature relative
to the freestream level must provide the necessary heat sink capacity to
aid in reducing the hot gas temperature near the wall. Variations in

the coolant temperature must, however, be considered in Tight of its
effect on the momentum flux ratio.

Covering the surface to be protected with a continuous, uniform,
cool Film is the ultimate objective with discrete (hole) injection. The
two most significant parameters associated with uniform film coverage
are the center-to-center, coolant-hole spacing and the nﬁmber of rows of
coolant holes employed. The larger the spacing ratio, the greater the

'opportﬁnity for the mainstream, hot fluid to freely move between and
under the discrete cooiant jets. This prouotes greater interaction
between the hot priméry and cold secondary f1uid§;' Reducing.the distance

between adjacent coolant jets creates a greater barrier to the oncowing
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mainstream, resulting in jet trajectories that are less penetrating and,
at the same timé, reducing the effective interaction zone between coolant
jets. Adding additional rows of holes with staggered spacing configura-
tions allows consecutive downstream cooling holes to carry on when up-
stream coolant injection has lost its cooling capacity. Multiple,
staggered rows of holes approach the highly effective transpiration
cooled configuration. Limitations on the amount of coolant fluid avail-
able would weigh heavily upon the decision te incorporate multiple-row

or full-coverage film cooling.

The details of the coolant hole itself are coupled with the overall
cooling performance of the injection jet. In order that the injected
coolant mass Teave the surface in some predetermined manner {i.e. injec-
tion angle relative to the surface) care must be exercised in choosing
the hole size in relation to the surface material thickness. The hole
'Tength—to~diameterVratio (L'/do) must be of the order of 2 or greater to
insure that the issuing jet does not Teave the surface in a manner char-
acteristic of thin-plate orifice flow. Sma]] L‘/dD ratios prdmote rapid
mixing of the primary and secondary fluids, diffusing the coolant momen-
tun equally in all directions and reducing the importance of angled inw
jection to a second order effect.

Nhen.modeling a cooling configukatioﬁ, the hole diameter in velation
to the boundary 1ayér characteristics is significant. As mentioned car-
lier, the coolant jet trajectdry is influenced by drag Torces created by
the flow of the deflecting mainstream over and arsund the exposed ¥irontal
area of tﬁe cylinder-shaped core of the issuing jet. E§u1§é1ence of the

- momentum boundary layer thickness-to-coolant hole diameter ratio (Ui/da)
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in both a simulated and actual case insures that pressure forces or form
drag terms will produce similar effects on the coolant jet trajectory.

The nature of the external flow Tield may have a significant effect
on the manner in which a coolant fiTm performs following injection. The
existente of large scale mainstream turbulence of sufficient energy may
effectively act as an additional mixing agent between the coolant and
mainstream fluids. Freestream turbulence intensities near 20% (repre-
sentative values at the exit of typical combustors) and the presence of
turbulent "eddies" with scales of the ovrder of the film-cooled boundary
layer thickness can contribute significantly to the deterioration of any
injected film. In addition to freestream turbulence effects, injecting
into boundary layers of varying thicknesses will result in a greater
deflection of the issuing jet toward the surface for a thinner boundary
layer than for a thick one at the same freestream velocity. Finally,
wall curvature may cause the film cooled boundary layer %o be more stable
or unstable, depending upon the nature of_the curvature, Instability of
the film coolant layer will Tead to separation of the film from the sur-
face, thereby promoting mixing with the primary mainstream.

The previous few pages haVé dealt with estabiishing a basis for
understanding the physics of ¥iTm injection. Those parameters considered
impdrtént in determining the cooling potential of discrete sécondahy
coolant injection have been presented and discussed in light of their
physical significance. Documentatfoh of the importance of such param-
eters can be found in a vast library of film cooling studies carried out
oﬁer the past 30 years. A summary of the most significant investigations
dealing with the éffects of_the major film injection parameters wi]l_new

be presented.
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I1.2. Literature Review of Important Cooling Parameters

I1.2.1. Effect of Coolant Injection Angle

For a given coo]ing'schemé, it is the penetration of the coolant jet
into the mainstream and consequent mixing that primarily causes the cool-
ant to lose its “1dent1ty" as a prdﬁective, heat-sinking mechanism. Thié
penetratidn depends on the momentum of the coolant relative to that of
thé mainflow as well as the manner fn which this momentum is dfrected (as
accomplished by the injection angle). The coolant is injected through
the surface.in a direction that can be described by tﬁo basic angles, Gs
and Go S shown by the sketch of the coolant coordinate system in Fig.
6(a), Film coolant may be injected through the surface along the stream-
wise direction with some streamwise angle Gy maintaining Gy = 0°. This

is represented by Fig. 6(b). For stroamwise injection (a1, m2'= 0°),

Gy 15 generally assumed to be zero and the streamise configuration is

described by the single angle, & {subscript dropped). Alternately, the
film coolant may be injected in a spanwise or lateral direction (i.e.
perpendicular'to the mainstream flow) with oy at some vaTue relative to
the surface and oy = 90°. This is represented by Fig. 6(c). For lateral

injection (m1, Gy = 20°), oy is assumed to be 90° and the Tateral con-

figuration is described by a single angle, 8. In general there could be
some compound angle of injection (m1, “2) with the film coolant having

compunents in both the streanmise and spanwise directions.
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The great majority of film cooling data in the literature deals
only with streamwise (a) injection, since that configuration imparts a
component of coolant momentum parailel to the mainstream, thus improving
the cooling effect downstream from injection. Interest in spanwise injec-
tion (B) has stemmed from practical Timitations of fabricating streamwise
angled holes on curved surfaces, and from the possible enhancement of
film coolant uniformity in the Tateral (i.e. spanwise) direction. Rela-
tively Tittle fiim cooling data are available for spanwise injection,
especially from a row of angled holes under conditions of high values of
the 1ocal acceleration.

The effect of changing the injection angle has been well documented
for 2-D slot injection and for streamwise injection from a single row of
hotes. The effects of changing the spanwise injection angle have been
investigated for a single hole; however, no information is available for
a row of spanwise angled holes. Papell (8) and Metzger et al. (9,10,11)
have demonstrated the coolant may penetrate farther into tha poundary
layer as the angle of injection is increased from o = 0° {tangential slot)
to o = 90°. Figure 7(a) is from Papell and shows the variation in A D
with increasing injection angle for M of 0.5 to 4.5. The data is repre-
sentative of one location downstream from injection corresponding to 26
stot heights (x'/S = 26). For tangential stot injection (o = 0°) ADY
is the highest for all M. As o increases NADY decreases. For 1 = 4.5,
the decrease in effectiveness is more severe with increasing o, possibly
dué to excessive coeolant penetration into the boundary layer at such
large values of M,

Figure 7(h) describes the benefit of decreasing o from 90° to 35°

for a single hole {2, 12). The cooling effectiveness is shoim as a
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function of the distance from injection for M = 0.5, The data is repre~
sentative of that along the coolant hole centerline extended in the
streamwise direction. The freestream Reynolds number at injection based
on the coolant hole diameter was 0.44 x 10%. The shallower angle of 35°
shows a cooling effectiveness nearly twice that of o = 90° for all the
downstream distances investigated. It is expected that the same trend
of 1mpr0ved cooling effect1‘buass with decreasing 1n3ect1on angles woqu
apply in a comparison of a row of holes.

For spanwise injection, the effects of the coolant angle for a single
hole are presentéd in Fig. 7(c) from Goldstein et al. (2). The figure
shows contours of Mapy 85 2 function of lateral d1stance (z/do) and
streamw1se distance (x/do) from the hole. Three 1n3ect1on angles are
compared at M = 0.5: o = 35°, 8 = 35° and B = 15°. Compared to ¢ = 35°
the resu]fs for g = 35°‘sh0wza somewhat wider field of film coverage;
however, the maximum cooling effectiveness decreased from 0.4 fo 0.3,
Further changes in B from 35° to 15° show that the film coverage is
extunded even more. The highest A Dy measured is still Tower than for
o = 35° at the same M of 0.5. This evidence of extended film coverage
at shallow lateral ang]es_wou]d seem to imply that a yow of spanwise-
angled holes might be used to achieve more uniform filim coo]ing downstream
from injection than_streamwise angled holes (at same spacing ratio). The
cooling effectiveness for a row of spanwise-angied holes is ekpected to
~show even less spanwise variation than shown for the single spanwise-
angled hole, with the cooling effects of neighboring coolant jets super-

imposing between holes.
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1I.2.2. Effect of Blowing Ratio
In general, the coolant jet trajectory (i.e. penetration into the
external boundary layer} is a function of the momentum flux ratio, I.
However, for most cooling studies conducted with negligible density varia-
tions between the coolant and mainstream, the blowing ratio (mass flux

ratio) M has served as the major correlating parameter. M is defined

- paY .
M= o , (@

It Shdu1d be noted that for pc/b°° 1, M = /T and, thus, not only serves -
as an indication of the relative mass addition but also reflects the
reiative momentum fluxes.

| For 2-D, tangential slot cooling with the coolant gas temperature
near the freestream Tevel (pC % b,,)s values of M near 1.0 have been shown
to yield the maximum cooling effectiveness (13, 14). Figure 8(a) shows
the variation of thé mass transfer eqUﬁva]ent of T py» namely an,'with
the bjpwing ratio for slot injection (an is the impervious wall effec-
tiveness withIconcentration'TeVGTS'anaTogouS to the temperature Tevels
of “Anw)' Results for two downstream locations of 50 and 100 slot
heights are presented. Near M = 1.0 the effectiveness was a maximum for
both Tocations. As M increases from unity'thé velocity ratio V./V, must
increase (pC % g%), yiéTding lower hIH values. For M » 1;0 the relative
diffepences in velocity between the coolant and freestream approach a
condition in which mixihg at the interface beﬁween £he séparate films
_ increasesf
it is.possible, hoviever, to increése M Qeli past unity and have the

- effectiveness improve steadily. This is accomplished for a tangential
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s1ot by holding the ratio of velocities near unity'and allowing the cool-
ant temperature (density) to change appropriately. This permits minimum
interface mixing, due to the velocity ratio fixéd at unity, yet allows
the momentum of the coolant along the surface to increase. Burns and
Stollery (15), using a mass transfer anaTogy for'méasurihg a concentra?
tion cooling effectiveness, Nyye @S shown in Fig. 8(b), have demonstrated
the gain ih effectiveness by using a denser or cooler film with a veloc- |
ity ratio, Vo/V, = 1.0, The effectiveness, ny,, increases at a fixed
‘distancé from injectioh'(k'fs) fdr all dncreases in pC/pm. »It}appears
from the evidence of Fig. 8(a) and Fig. 8(b) that the ve]bqity ratio,
VC/Vm, may be a‘significant parameter in determihing the overall cooling
effect‘of 1ncredsing M (i.e. as M increases Napy oY decrease if
| VC/Vm >1}. For 2-D slot injection, Vo/V,, near uﬁity results iﬁ the
- maximum effectiveness achievable for all P/ O

| Extension of the results pertaining to the blowing ratio effect on
cooling from a 2-D siot to 3-D_ho1e cooling is not possible. Coolant |
injécted from a row of angled holes fnto a deflecting mainstream éxhibits
distinctively different behavior than that observed for the two-dimensional
sldt. Due to the abi]ity of the maihstream gas to move between adjacent
cooTant jets and continually deform them downstream, an optimum blowing
ratio fbf threeQdimensionaT hole cooling can be expected to be quite dif-
ferent from the two-dimensional case. Liess and Carnel (16), Eckert et
al. (17, 18), Goldstein et al. (2, 19), Eriksen (7, 20, 21), Amana et al.
- (22), and Louis et al. (23), have shown that an optimum cooling effective~
ness from a row of holes is achieved at M = 0.5 for streamwise injection

~angles below 35°
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Figure 8(c) shows the film cooling effectiveness as a function of M
for a single hole and a row of holes both angled streanmwise at 35° (2).
The data is representative of 5 to 81 hole diameters downstream along a
centerline through a coolant hola, Up to 11 hole diameters from injec-
tion the optimum M for highest Napy OCCUrs at M = 0.5. For M > 0.5 n
this region, DY decreases due to greater jet penetration into the main-
flow. However for distances from injection greater than 11 hole diameters,

‘Tppy reaches another maximum following M = 0.5. At M near 2.0, the
adiabatic effectiveness at x'/d0 = 80.67 s nearly the same as at M = 0.5
for x'/dy = 31.47. This improvement in nyp,, may be attributed to the
spreading of the coolant jets, resulting in a cooling reinforcement as
they begin to coalesce.

It is interesting to note that the optimum M of 0.5 actually repre-
sents a velocity ratio, Vo/V, = 0.5 (pc/p, * 1 for the atorementioned
study). The significance of this value was pointed out by Pederson (24).
Figure ¢ fepresents a portion of the resu1£s presénted by Pederson ‘in
which the coolant density was changed from pg/p, of 0.75 to 4.17. Figure
9 shows a spanwise averaged Ty (based on cohcentration measurements using
a mass transfer analogy) as a function of M for a row of 35° streamwise

| angled holes at 3 diameter spacings. The data is for x'/db = 10,29,
Examination of Fig. 9 will reveal that the maximum effectiveness for

gach pc/hm occurs near a velocity ratio between 0.4 and 0.5. Apparently,
an equilibriun condition is established at V./V, = 0.5 between disturbances
created by injection (i.e. local turbulence due to mixing brought on by
increased coolant jet velocities) and additional heat sinking capacity

due to ‘increased cool mass addition.
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The effect of M an T b for spanwise injection is not well docu-
mented. Goldstein et al. (2) have fbund that for Tateral coolant 1njéc-
tion from a single hole, the field of film coverage is slightly reduced
in going from M = 0.5 to 1.0, Figures 10(a) and (b) are effectiveness
contours as a function of Tateral distance (z/do) and streamwise dis-
tance (x'/do) for o = 35°, B = 35° and B = 155. There does not appear
to be a significant change in npyy levels in going from M = 0.5 to M =
1.0 fof B = 35° or B = 15°, At M= 1.0 the lateral coverage is reduced
from M = 0.5, No definite conclusions can be drawn from this single
hole data in order to predict the overall effect of M on the cdoTing

effectiveness for a yow of spanwise angled holes.

11.2.3, Effect of Injected Coolant Temperature

The coolant temperature is the driving mechanism responsible for
lowering the effective boundary-Tayer gas temperature. Not only does
Towering the coolant temperature provide an additional heat-sinking capa~-
¢ity to the injected film, but it also yields a 10Wer trajectory of the
injection jet for constant M (i.e. constant coolant mass addition).

Referring again to Fig. 9, dealing with the work of Pederson, the
effect on Nyy of increasing the coolant density (i.e. decreasing the
coulant temperature} from po/p, = 0.75 to 4.17 is presented. At
x‘/do = 10.29, My increases at any M for increasing pc/pw. It is not,
however, the increase in Pe (i.e. decrease in TC) which affects the
improvement in the cooling effectiveness. Because e increases at a
constant coolant mass addition (i.e. M a constant), the velocity ratio
must decrease. This means at constant M, the highest coolant density

dictates a velocity ratio which is characteristic of a minimum disturbance



40

7D
Py N o
alls
opH
Q-
=k
L B
al- -
Y s 1 ! 1 I t 1
k4
B
Y] T 1 T T - T T
-] - o =1
- —
a o bl ‘T_"% - 6 - 35 -
(4 \\ r Q‘\
g o SEeone—-A1F
:} 25 - 4_-—*:3l :D ’smh i,
a 5 o -
oA 1 \ ! 1 1
F A
e
1
.u"z' ¥ T i
ob- 5 = 15°¢ i
" -
oL '--.__...______5__*:_
ar -
4_
PA M| ] ' 1
o S ID I5 jde] o8 ao
CIENSIONLESS  DISTANCE GOWNSTREAM x’rﬂn
(a)
; e b € 4 =® — ’
" " o 4% 20 .23 30 M= 1.0
ra ¥ L] i 4
el § i o
N=S) = et O = 33%]
1 -
%% 2 S [ 1 ! ]
=
H
H i T T T T
b “-::.. .

LATERAL ISTANCE
bWl

.
L]

PR

LE!
]

tEs

NEDN
N -

| S L

£r3
LY

b~

[ | k/
vl H

w
}
'...I
[ 8]
o

or

Figure 1.0,

BHINGONLEST  GSTAMUSE  ODWRSTRERM sl
(b)

Lines of Constant Film Cooling Effectiveness
For Single Hole Injection at M = 0.50 and
M= 1,0 (2).



e e R il

4

to the boundary layer. Consequently, the effective transport mechanism
between the hot gas and injected, cool film is greatly reduced (i.e. the
effectiveness is greater).

Additionally, Towering the coolant temperature (i.e. increasing
pchn) for constant M results in a more shallow coolant jet trajectory.

Recall that

I=M(z= (9)

and that for constant M and decreasing T., V /¥, must decrease. Con-
sequently, I must decrease with a concomitant jet trajectory that keeps

the coolant fluid nearer to the wall.

11.2.4. Injection Geometry Considerations

In addition to the coolant injection angle, there are a few other
basic geometric factors that are intrinsic {o a particular cooling scheme.
Such items as the spacing between coolant holes, use of multiple rows of
coolant holes in various configurations of staggered or in~line arrange-
ments, hole length-to-diameter ratio and the thickness of the boundary
layer at the point of injection are all necessary considerations when
attempting to predict the overall cooling capability of coolant injection
fram a row of holes. ~

The effects of the coolant hole spacing on the cooling effective-
ness are manifest in the degree to which the hot mainstream can freely
move between and interact with the individual coolant jets. Liess and
Carnel (16} investigated hole spacing~-to-diameter ratios (S]/dﬂ) of 2.22,
3.33 and 4.0. Their resulis appear in Fig. 11. The adiabatic cooling

effectiveness is shown as a function of the dimensionless downstream

S
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distance (x'/do) for a blowing ratio, M = 0.85. Spanwise variations of
nADw'are shown for each Sj/d0 with values of z/Sé.(dimension1ess spanwiSe
distance between two holes) ranging from 0.5 (midway between adjacent
holes) and 0 (in-1ine downstream with a hole).

Very near injection (x'/d0 ~ 1.0), closer spacing of the holes
(Sl/d0 = 2.22) yields higher film effectiveness than fbr'si/do of 3.33
and 4.0. Further downstream, for x'/d, in the range of 2 to 10, A DI
alotig the jet centerline temporarily increases as 51/d0 increases due to
the three-dimensional effect of jet spreading and sdbsequent coalescence,
However, forvx'/do > 10, Tower values of the spacing ratio yield higher
effectiveness for all remaining stations downstream as well as all
lateral positions across the span of the test surface. A uniform, two-
dimensional film is a desirable characteristic for any application of
film cooling. As can be seen fram Fig. 11 for M = 0.85, the data for
the lowest value of the spacing ratio show essentially no lateral vari-
ation for distances beyond 13 hole diameters downstream. In contrast,
the data {or the larger values of the spacing ratio show significant
Tateral non-uniformity for distances up to 25 knle diameters. Liess and
Carnel also noted that larger dowris tream distances are required for uniform
spanwise film effectiveness if the blowing ratio is decreased from M =
0.85,

Practically speaking, the film effectiveness from a single row of
holes falls to such a Tow value at such a rapid rate that multiple row
cooling configurations may be necessary to cool any appreciable surface
area. Arrangements of multiple row configurations also can compensate
for the spanwise film non-uniformity from a single row, as staggered hole

arrays fill in the gaps between holes downstream.
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Louis et al. (23) demonstrated the effect of adding just an addition-
~al row of holes incorporating both 10° and 20° +injection. The injection
of additional mass and the modification of the effective decay charac-
teristics of the film showed the double row of holes to be nearly as
effective as a sTot. Hiroki and Katsumata (25) measured approximately a
20% increase in the Tocal film effectivenass by increasing a two row
array to a Tour row configuration for cooling rates of 1% to 1.5% of the
external gas flow.

Larger arrays of holes have been studied by Choe, Kays and Moffat
(4). They used 11 rows of film cooling holes at hole array spacings of
5 and 10 hole diameters. The overall effect of the cooling scheme was
defined as a reduction in the local measured Stanton number due to cooling
aver that for the uncooled condition. For the 10 diameter spacing con-
figuration minimal decreases in the local Stanton number were recorded
in comparison to the uncooled wall. However, reducing the spacing to 5
diameters caused the Stanton number to fall by 50% over the 10 diameter
geometry.

Metzger, Takeuchi and Kuenstler (26) used 10 rows of 90° injection
holes at a 4.8:1 pitch-to-diameter vratio to study the effects of stag-
gered and in-line multiple row arrays. Rows of holes with all holes
arranged in-Tine downstream proved inferior to staggered arrangements.
In-Tinelérrays prevented upstream cooling jets from filling in the
spaces between the cooling holes on the next downstream row. Although
multiple, staggered rows of holes (full coverage cooling) would seem
necessary for cooling an extensive area, it should be noted that regions

exist, such as in the turbine vane Teading cdge, in which high heat
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Tluxes are concentrated over short distances. Consequently, single row
cooling configurations capable of effectively protecting such critical
regions need to be investigated. Results from single row studies, as
will be presented for.this investigation, may also serve as "buﬁ]ding
blocks" to predict the overall cooling effect of a superposition of many
similar rows of holes. |

The injection scheme adopted in Tight of all its geometric, hydro-
dynamic and thermodynamic characteristiﬁs must aiso be viewad in relation
to the nature of the local boundary Tayer at injection. Thicker momentum
boundary layers allow the coolant injection jets td penetraté farther
into the external mainstream for identical relative mass addition and
momentum flux. Eriksen and Goldstein (7) and Goldstein, Eckert, Eriksen
and Ramsey (2) have shown that increasing the boundary layer thickness at
injection with constant mass addition Teads to a reduction in the film
effectiveness for a single hole. However, the effect of injecting at
thicker boundary Tayer conditions is less severe for a row of holes,
showing even a slight increase in the effectiveness for a 50% increase
in displacement thickness-to-hole diameter ratio. Liess (27) repdrts
varying the displacement boundary layer thickness from 6-1/d0 = 0.1 to 0.6
for a row of holes injected at 35° to the surface and in the streamwise
direction. Figure 12 shows the variation in NADH with displacement
boundary layer thickness-to-hole diameter ratio at M = 0.3 to 0.43. The
effectiveness variation w{th 61/d0 is shown for three downstream locations
of x‘/d0 = 10, 30 and 50. For the given M, Napy %as shown to decrease by
as much as 50% from §;/dy = 0.1 to 0.6. Figure 12 shows that the effec-
tiveness decrease with increasing boundary layer thickness holds at least

as far as 50 hole diameters downstream from injection.
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I1.2.5, Effects of Freestream Conditions
Though the momentum flux ratio, angie and point of injection, and
configuration geometry may be viewed as primary considerations in eval-
uating a film cooling scheme, a.number of other parameters remain that
may collectively result in a considerable perturbation to the expected
fi1m coolant performance. |

For instance, the transport of heat and momentum are greatly enhanced

in the presence of a mainstream containing large fluctuating velocity com-

ponents. High levels of freestream turbulent kinetic energy (as manifest

in the turbulence intensity, Tu ) will Tead to enhanced mixing between
the coolant jets and mainstream provided the external turbulence has
energy of the same order as that creatad by coclant injection into the
boundary layer. Such a condition may exist in the leading edge region

of a turbine airfoil. Sutera, Meader and Kestin {28) and Sahed et al.
(29,30) have shown that, if the oncoming turbulence scale of the free-
stream is larger than approximately three times the Hiemenz boundary
layer thickness, considerable amplification of' the turbulent fluctuations’
takes place in the stagnation region. Figure 13(a) demonstrates that

at £ = 12.12, where -

g = (%)sz - (10)
whefe a=4av /D
V., = freestream velocity ,
D =.charactefistic Teading edgevdfmension
v = kinematic viscosity
x = coordinate along surface

e e ——
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the intensity of the fluctuating velocity component in the direction of
flow reaches up to 45% based on the freestream velocity at the outer edge
of the boundary layer. Traci and Wilcox (31) present a stagnation region
turbuTence amplification model that also predicts dramatic effects.
Depending on the freestream Raynoids number, the turbulent energy ap-
proaching the stagnation region can increase from 30% to 300%.

Ramsey and Goldstein (32) report turbulence intensities for 90° in-
jection at blowing ratios of 1.5 and 2.0. Figure 13(b) shows that maximum
values in ti._ near injection region are of the same order as intensities
generated in the stagnation region due to freestream vortex filament
stretching. At Tower blowing ratios associated with optimum effecltive~
ness levels, the injection generated turbulence should diminish, increas-
ing the dependency of the cooling effectiveness on the relatively high
incident freestream turbulence levels.

Far removed from stagnation-region amplification effects, freestream
turbulence Tevels should not significantly enhance the transport mechanisms
already dominated by injection effects. HNominal turbulent boundary layer
intensities are significantly lower than those turbulent conditions created
by discrete coolant injection. Junkhan and Serovy (33) and Kearney et al.
(34), under zero pressure gradient and strongly accelerated conditions
respectiVQly, show Tittle or no effect on the local heat transfer through
a turbulent boundary Tayer exposed to freestream intensities up to 109,
The'threéAdimensiona1 vortex Stretching phenomenon near a stagnation region
appears to be the only freestream, turbulence-related condition that could
possib1y.inf1uence the mixing behavior characteristic of the highly |

energetic regions of the turbulent injection jets,
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The effects of freestream acceleration due to large imposed pressure
gradients on turbulent boundary Tayer heat transfer without fiim coolant
injection have been well documented. FKays et al. (35, 36, 37, 38, 39)
show a decrease in the local hezt transfer for moderate values of the
acceleration parameter, K, where

v,
o (1m)

é‘%d<

kinematic viscosity

where v

4]

V, = local velocity

]

X = coordinate along surface

Apparently, with increasing levels of K the boundary Tayer turbulence is
suppressed, reaching a lower average turbulence intensity than exists
without acceleration, yet still retaining a turbulent layer appearance.
At K > 3.3 % 10"6 a steep drop in the Stanton number occurs, approaching

a "laminarization" condition in which the heat transfer nearly approaches
values characteristic of a laminar boundary layer.

As applied to film cooling applications, the effects of increased K
on the overali heat transfer to a cooled surface were noted by Kays et al.
(30). Depending upon the blowing ratio, increasing K can elther increase
or decrease the local heat transfer. However, for high transpiration
blowing ratios (M ~ 0.0062), the Stanton number increased as nwuch as 25%
in varying K from 0 to 0.77 % 10'5. For film injection from discrete
Tozations (i.e. holes) much larger blowing ratios are generally maintained
than those noted in the transpiration study. Consequenily, the Stanton

number should rise even higher than noted for the transpired condition

of M = 0.0062. Heat transfer measurements of a film cooled, accelerated

RPN
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boundary Tayer reflect both the boundary layer structure changes due to
blowing as well as any acceleration induced mixing that may occur in the
out>r edges of the boundary layer due to Targe local velocity gradients.
Adiabatic wall temperature measurements for film coolant injection
under varying degrees of freestream acceleration would not reflect
acceleration-induced boundary layer perturbatidns (as do heat transfer
measurements) but would give an indication of the degree of mixing which_
takes place between the coolant and mainstream due to imposed velocity
gradients at injection. Changes in the adiabatic wall temperature
(reflecting the degree to which the hot gas mainstream is reduced in
temperature near the wall) due to acceleration were reported by Carison
and Talmor (40). They measured acceleration effects on AW in the
presence of freestream turbulence for 2-D slot film cooling. They found
that favorable pressure gradients Towered the cooling effectiveness,
except for the case in which high freestream turbuience intensity levels
existed at injection. Initially the favorable pressure gradient tended
to suppress the high turbulence level, and, hence, reduce the effective
transport mechanism between the coolant and the mainstream. However, a
condition was established once the turbulence was diminished in which the
acceleration led to a deterioration of the film effectiveness.
Acceleration effects on myp, for three-dimensional hole injection
were reported by Liess {27). At x'/d0 of 10 and M = 0.5, Nppy Was reduced

neariy 50% over the unaccelerated case for K near 0.4 = 10'6. At M=1.0,

NapW Was reduced 227% for a variation in K from approximately 0.14=<10"6

to 0.4 x 1070,

R ¥
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In addition to pressure gradient effects, surface curvature intro-
duces additional complications into determining film cooling behavior in
accelerating flows. WNicholas and LeMeur (41) attempted to separate curva-
ture effects from pressure gradient effects. They found that for film
cooling on a convex surface the effectiveness was greater than on a flat
p1ate of zero pressure gradient, but slightly Tower than on a flat surface
with a pressure gradient similar to the convex case, However, their
resu]fs indicating an increase in the effectiveness for injection under a
favorable pressure gradient over a flat plate condition are in disagree-
ment with the majority of cooling studies conducted in the presence of
freestream acceleration, For a concave wall, the effectiveness was
generally lower than the zero pressure gradient results, except at very
high blowing ratios (M = 2.0). The concave wall had a pressure distri-
bution essentially equivalent to a flat plate. The effectiveness reduc-
tion due to concave curvature was as much as 30% far downstream from

injection and negligible near injection for a blowing ratio of 1.0.

I1.2.6. Models for Film Cooling Effectiveness
Numerous models and correlations for both slot and hole cooling have

been developed without achieving applicability under all injection con-
ditions and configurations. Instead of basing predictions on overall
injection similarity parameters, the present trend of fiim cooling re-
search is to understand the micro-nature of injection. Only in estab-
Tishing the dependency of the mass, momentum and energy transport pro-
cesses on injection conditions can a truly universal model be developed.
Direct solution of the boundary layer equations, using various boundary

conditions and transport models that are characteristic of indiviuual
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injection schemes, is necessary to achieve the degree of universality
that is reguired in modern applications.

Until knowledge of the injected boundary layer microstructure is
complete, familiarity with existing correlations is essential from a
design viewpoint. These correlations are almost entirely two-dimensional
but can provide a basis for understanding the trends and importance of
injection parameters common to both two and three-dimensional cooling.
Appendix A summarizes the majority of film cooling models and correlations
for slot and hole cooling with their representative assumptions and appli-
cability. The purpose of Appendix A is twofold: (1) to provide a
foundation for the design of a film coeling configuration for a specific
application under given constraints, and (2) to emphasize the need for

a more fundamental approach to modeling film injection.
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I1I. MODELING CRITERIA FOR GAS TURBINE FILM COOLING SIMULATION

As emphasized in Chapter I, the subject investigation addresses it-
self to the problem of cooling critical components of a gas turbine engine.
Specifically, attention is focused on the high heat-flux, Teading edge
region of an inlet turbine vane. An injection geometry is proposed which
is compatible with leading edge curvature constraints but must be quali-
fied as to its film cooling effectiveness. Chapter Il introduced the
many pertinent parameters previously found to directly influence the cool-
ing effectiveness, but offeréd no basic analytical justification of their
relevance. The mathematical development of relationships which express
the importance of characteristic similarity variables for coolant injec-
tion is a necessary exercise if the subject experimental study is to
provide film cooling information directly transferable to high-temper-
ature, high-pressure gas turbine applications.

The present Chapter will examine the features of gas film cooling
using Fig., 14 as a basic model. A three region model is defined to char-
acterize a film cooled surface: (1) the flow along the surface prior to
injection, {2) the area of intensive coolant-jet and boundary Tlayer inter-
action, and (3) the regime downstream from injection within which the
disturbed, blown boundary Tayer secks to re-establish normal similarity
both hydrodynamica®ly and thermodynamically. By examining the governing
equations characteristic of the three regions, the governing parameters

are identified such that an experimental study can be conducted at

e i —— i
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reduced fiow conditions that closely approximates the heat transfer
environment typical of high-pressure and high-temperature turbine oper-

ation.

I11.1. Heat Transfer Modeling at Reduced Flow Conditions

Equations (12) and (13) are the non-dimensionalized boundary layer
equations for x-momentum and energy (42) representing the initial region,

prior to injection, of the three-vegicn model.

2,
gy ou' voou'y . -9p’ ] ! 1 J_u
p'(u' et v ay" 5K +Re2p ' cos i + 7= (-———-y 5) (12)
1yt 39 v 39 = 229" ap'y . E
p'(u 3o+ v+ B Repr(yz)w( By . Lo (13)
where ' (Ttn =T )
3] 2 | eccem—ec—
Tr =Ty
- 2 3,2
G = Grashof number, p gBO(TT - T) LY/u
Re = Reynolds number, oV _x/u
E = Eckert number, Vg/cp (TT - T )

-
n

angle between surface and direction of gradient of
gravitational potential field

¢ = viscous dissipation function

It will be shown that by reproducing the same Tocal Mach number and
Reynolds number distribution along a geometrically similar surface, the
dimensionless heat transfer will be similar. A relation exists between
the total pressure and total temperature levels of an actual turbine
environment and those at reduced conditions that will insure similarity

in the Tocal heat transfer.
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For the special case of flow over a turbine airfoil, the ratio of
inertial forces to bouyant forces is large {Re >> G), and Eqs. (12) and

(13) reduce to

2
iyt QUL 4 o0 BUy oo=ept 137U
P (U 3% +v ayl) 5% + Re (ay|2) (14)
2
30" a0'y _ 1 .5%", o'y . E
o (u’ %" * v! ay') "~ RePr ( 27 + E(u’ Bx‘) * Re ¢ (16)

oy

Solution of Egs. (14) and (15) implies the functional dependence of the

velocity and temperature fields,

H-= o (x, y', z', Re, Pr, E) (16)
3, U
TT - T (TT - T)
L = - bt ' ' i
9 - TT - Tw - AT (x ] .V -] z 2 RE, PY‘, E) (]7)
o

For conditions in which the Prandtl number does not vary signifi-

cantly, and the Kinetic energy available in the freestream for dissipation

is sma’ll compared to the thermal ehergy, the heat transfer phenomena at
reduced flow conditions will simulate those at elevated temperatures and
pressures if equivalence in the Reynolds number is maintained. For the
remainder of this chapter attention will be focused on maintaining
similarity between actual turbine engine co-uiitions (E) and those at
reduced temperature and pressure characteristic of turbine modeling (M).
Consequently, for similarity in heat transfer

E

M _
ReX = Rex

(18)

313

vhere M = model

E

i

engine

provided similar geometries are considered.
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By definition,

ol
Rex ” (19)
and
V = MaV* = Ma(YgCRT)“ 2 (20)

Using the compressible flow relations to define the freestream

staghation conditions external to the boundary layer,

Tt
o

T= (21)
(1 + %lraaz)

and
Py (1 L 1a®y

=P - _= :
p = ox = - Y/(Y-1) (22)
RT RTy (1 + —-—-"’2‘ Ma®)

The Tocal Reynolds number can now be written as

(vg,)'/? - 'EY—”%

Ma(vg.)'/ %x _ ]

Re, = —%—C 75 Pp (14 lé-l-Ma,,z) (23)
U(RTT ) o ”

[¢=]

Requiring equivaience in the local Reynolds numbers between the model

and the engine results in

172
| e E
Re,! e M) (o) 1/2 (P ] R™Ty
—g == =g F el 7w %
Re, Ma, = | by meJ R'Ty
v
2(vE-1)
1+ Xy Ezﬁl Ey o M o
Z__X uo & (24)
0 w CE
Y] T
2(y '-1)
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Provided the local Mach number can be simulated at geometrically

similar Tocations such that

M_ ., E
Ma, = Ma, (25)

d
" M (L,

(x/L (26)

char char

then Eq. (24) can be rewritten using Eq. (25) and (26) as

1/2
re M » TIZ[PT M RET E} vt E
—A =7 = (L ®_ =2 W
E g el fMag s Mays v Y) Gyt (27)
Rex Y PT R TT U
[++] ©
where
E E
E o {Y-+1)/2(Y"-1)
xSl 5T
= X
fy = N W (28)
(v'+1)/2(y"-1)
[1 + lr-'i!-':l-(Ma M) 1
2 X
and LM
- . . = __char
CMF £ geometric modeling factor = N
char
LE
char = characteristic dimension of engine component
LMchar = characteristic dimension of similar model component

For large differences between engine and model conditions with
MaxM = MaxE, f1 does not significantly deviate from unity. For example,
for Ty = 1922°K (3460°R) and an ASTM-A~1 fuel-to-air ratio of 0.03,

M

vE = 1.263. Using T, " = 700° (1260°R) and a natural gas fuel-to-air

ratio of 0.01 (typical for reduced conditions simulating the engine
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environment), W 1.358. Under these specifications f1 ranges from
0.9895 at Ma, = 1.0 to 0.9998 for Ma, = 0.10. Therefore Eq. (27) can be

approximated as

[+2}

YE P E RMTT MJ

1/2
M [,E+ E
Cur ol = (29)

=]

Equation (29) states that for modeling a given engine condition at a
particular geometric scr'e factor, the reduced operating pressure is
fixed once a total gas temperature is selected. It is recognized at
this point that the development of the similarity criteria has neglected
chemical modeling. For operation at high turbine inlet temperatures,
the effects of the combustion processes may indeed be important., How-
ever, at reduced temperatures and pressures, simulation of chemical

phenomena will not be attempted herein.

I11.2. Identification of Pertinent Film Cooling Parameters

Simulation of the near injection region requires a consideration of
the coolant-jet and hot gas boundary layer interaction. The degree of
cooling achievable in this region is primarily dominated by the jet-
trajectory. Immediately tfollowing injection, the coolant jets are acted
upon inertially rather than in a viscous manner characteristic of turbu-
lent mixing. The initial dynamic interaction of the boundary Tayer with
the cylindrical profile of the coolant jet establishes the form drag
forces that determine the jet trajectory. Keeping the jet axis near the
wall, wholly within the boundary layer, is necessary to realize signifi-

cant cooling effects.

.o
R N
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In the following discussion, a simplified analysis of a jet in a
crossflow is presented. This mathematical description of the trajectory
of the jet, representative of injection from a film cooling hole, shows
that the injection angle, coolant momentum, and boundary layer thickness
at injection are the major parameters governing the jet trajectory.

Figure 15 shows a control volume for the analysis of an issuing
cootant jet. It is assumed that the jet momentum along the y axis is

constant and equal to the initial value,

%y [sin X J pVﬁdA] = 0 (30)
JET
which can be integrated to give

. 2. 2 .
sin X J pVJdA = pCVC AO sin Xo (21
JET
where pcvg = initial coolant momentum flux
Ao = area of coalant hole
Xo = qinitial injection angie

d 2 Vwi:‘le'l'fdo
o leos % [ oV3aR) - TR = g (32)
JET
1]
where Me is the mass flux entrained from the freestream and Fx is a
drag force.
Assuming the entrainment is initially small, Eq. (32) can be

approximated as

d 2 -

JET
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Figure 15. Illustration of Control Volume For Analysis
of ¥ilm Coolant, Jet Trajectory.
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The cylinder-in-crossfiow drag force can be estimated as follows

_ 1 2
Fy =5 P Y d

X Vedy tan X Cp (34)

where pmyi

= freestream momentum F1ux
dO = coolant hole diameter

CD = cylinder~in-crossflow drag coefficient

‘Equation (34) represents the drag force per unit Tength on the jet core
assuming no spreading and sTug type flow. To account for the jet spread,

Abramovich (43) suggests a Tinear relation

d=dy(1 +a HXE) | (35)
where a = empirical spreading constant

Also a correction factor, C*, for non-slug type flow of an actual
boundary layer can be used to adjust the drag force term. Equation {34)

can now be expressed as

F =

o= 3o VA Crdy (14 a ) tan x (36)

0
Thus Eq. (33) reduces to the form

& [cos X J oVIdAT = 1 o, V20 C¥d, (1 + -—) tan X (37)

JET
To simplify Eq. (37) further, the integral term may be expressed
as ' '

2.0 . 1COS ¥% A
cos X J pVJdA = (s1n x) sin X [ pVJdA (38)

JET : JET

e S aand

rew
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and by using Eq. (31) in the following form

2.8 P .
cos X J pVJdA = pCVCAo sin X cot X (39)
JET

Eqn. (37) can be rewritten as

pCVEAO sin Xy %;-(cot X) = %-pmyz CDC* do (1+a %—) tan X (40)
0
where
cot X = 5 (a1)

Upon substitution of Eq. (41), Eq. (40) becomes a second-order, ordinary

differential equation that can be integrated twice to yield,

arx'? + BBy g T 4 L Lo
1 tanz)(0 i
yt = —anl[ y (42)
V& 1. /73
* 7
tanz)co
46,
\ k- J - A
where &% = Tsin Xy
I = pVs/o, V2
y' = y/do; X' = x/d0

The ratio of the coolant momentum flux to the freestream momentum
flux (1), together with the initial injection angie (xo) and character
of the boundary layer at injection (C*) are shown in Eq. (42) to be
important pavameters in modeling the near injection regime.

Some caution must be exercised in using this jet trajectory model
to fully explain film cooling effectiveness trends with variations in

certain injection parameters. Freestream mass entrainment was neglected
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in the development of Eq. (42). *Tthough Eq. (42) may provide a reason-
able estimate of the general jet location with respect to the wall, the
film cooling effectiveness is expected to be strangly influenced by a
mixing term (as represented by the jet entrainment). Thus, while Eq.
(42) provides a reasonable representation of some of the more important
Film injection hydrodynamic parameters, an evaluation of the cooling
effectiveness would require a more accurate treatment of the important
mixing phenomena.

| The final region of the film cooling model characterizes the mixing
process between adjacent jets and the boundary layer. Up to this point,
each jet development was analyzed individually and assumed to be indepen-
dent of the proximity of neighboring jets (i.e. a row of holes). The
third region of the film cooling model is now discussed in which it is
assumed that all adjacent jets have coalesced and mixed to a uniform
degree. Figure 16 is a sketch showing a control volume for analysis of
the mixing between the coolant and the mainstream. The important coolant
and freestream parameters that can be expected to govern the film cooling
performance are deduced from a basic heat sink analysis following that
presented by Goldstein (44). A characteristic temperature, representative
of the average, mixed temperature of the film cooled boundary layer can
be defined by an application of the conservation of mass and energy for

a station, x, downstream from the near injection region. The mass flow

in the boundary layer can be expressed as

Moyt = Mo + MW, (43)
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film coolant mass flow injected

n

where ﬁc
M,y

boundary layer mass flow entrained from the freestrean

If the wall over which the fluid flows is adiabatic, the energy equation

yields

MaCon T + M _C. T, =

cCpcTc G Ty (44)

Po® out ”p

And combining Egs. (43) and (44), assuming a constant specific heat
(i.e. Cpc % Cpco S E;), the average temperature characteristic of the
completely mixed, film cooled boundary layer is obtained.

= maTe o m T
T =L == (45)
(me + my,)
T; approximates the film cooled adiabatic wall temperature which governs
the heat flux to the wall for the case of a cooled (non-adiabatic)
surface (44).

The mass flow of the mainstream into the boundary layer control

volume, ﬁm, can be approximated by assuming a 1/7 power velocity profiie
and p = p_.
8 117
W = J pul.gdy = p VLo I hy  dh (46)
0 0
where
Lsp = span of cooled surface

Equation (46) then reduces to

vhere 5 =

X boundary layer thickness at x
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The coolant flow rate can be written as

. wdg )
s = (pgVe) WA g1 = (ogVg) N —— (48)
wnere N = number of fiim coolant holes

The average boundary layer iemperature may then be written,

2
ch‘lc N dO TC e T
Y §.L ©

T, = [—=2X3P ] (49)
“ ZpCVC N df)

7pmvw stsp

+ 1

For L. = S]N, Eq. (49) can be expressed as

p

EMWTC

B (VLIS
X 28m
T(5,730) (577d)

+ i

1T (50)
+ ]

Equation (50) has been developed simply to bring out the important
features of coolant injection that are responsible for lowering the
vemperature of the mainstream boundary layer downstream of the coolant
holes. Equation (50) indicates that as M -+ 0 {i.e. no coolant injection
into the hot gas boundary layer) T% = T,. Also, as the coolant film
moves Tarther from the injection site, for any M, (6x/d0) will increase
resul ting in diminished e¥fecis of injection and T; approaching T_.

Drawing on the information derived from the three-vegion film injec-

tion model, the following guidelines for proper experimental modeling

vere observed:
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(1) to maintain similar velocity and temperature fields at reduced
fiow conditions, a unique relation between the total gas tem-
perature and pressure is required,

(2) the momentum flux ratio, pcvglngi, freestream mass entrain-
ment (ﬁe), the injection angle (XQ) and the state of the
momentun boundary layer thickness at injection (C*) are
significant parameters for the near-injection region, and

(3) the film coolant blowing ratio (M), the hole spacing (Sl/do)’
the boundary layer thickness ratio (Gx/dﬂ), as well as the
coolant-to-gas temperature ratio (TC/IE) determine the down-
stream film cooling performance.

To achieve the objective of determining the cooling effectiveness of a

proposed turbine vane leading-edge injection configuration, it is impor-
tant to properly model each of the items described in the aforementioned
film cooling model such that results obtained at reduced flow conditions
(model) are applicable %o film cooling under realistic engine conditions.

To maintain similarity between an engine cooling condition and a

model simulation, for a typical hole spacing configuration and injection

angle, equivalence of the mass and momentum flux ratios must be maintained.

(oY M (pv)E
V)" (o v )F

and
M ( DCVE)M ( chc) E E
g5 ! (52)
e VD) (o VD)
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Equations (51) and {52) can only be satisfied simuitaneously when

V. M V. E
() = @ (53)

= (=) (54)

PC M PC E
S S e

A
) &

Rearranging Eq. (55), one finds that

N RT,E PC E P M M
(RT) = (g7 9 () (RTR) (56)
ccC o c
With the mass flux ratio and momentum flux ratios referenced to the exit
conditions of the coolant holes,
P. E PC M
(9 = G =1 (57)

Lo o«

Eq. (56) reduces to
(R.T )M = (EEIEUE (R.T )M (58)
o oo RCTC C'C

To simulate turbine cooling conditions (TmE, TCE), a hot gas static
temperature at injection, TwM, can be determined from Eq. (58) by

specifying a reduced coolant temperature, TCM. Knowing the Mach number
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at injection (assumed to match the prototype} a total gas temperature,

M, can be determined. Using Eq. {29), a reduced total pressure, PT M,
M and the local Mach number dis-

Ty

[++]
is uniquely specified. With PT M, TT
tribution specified, similarity in heat transfer between the model and
engine conditions is estab!ished.

By requiring an equivalence o7 IE and IM

s sizing of the injection
hole diameter relative to actual hardware can be accompiished. To main-
tain proper dynamic interaction between the coolant jets and the boundary
layer, the ratio of the drag forces exerted on the issuing jets to the
change in the coolant momentum flux from = plenum to the exit of the
coolant hole must be maintained. Assuming that the coolant jet trajectory

is influenced by drag forces indicative of the local momentum-thickness

boundary layer, the following can be written

(oo ¥2) (05d0) B
2y a2
(pcvc)(do) ;
(0,¥2)(0;dg) "
AP

(pcvc) ( do)

(59)

where ei = momentum boundary layer thickness at injection

However, since 1F = 1M, Eq. (59) can be expressed
E M
(Bi/do) = (Bi/do) (60}
At similar locations along the film cooled surface,

Mo oF

% = G & (61)
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Substituting Eq, (67) into (60}, determines the model coolant hole

diameter as

Mo E
dy = Cyr 9o - | (62)

Under the condition stated in Eq. (62) and assuming that the

viscosity of the air varies as

By - T
(uref) (Tref)

over the rangs TcM < T< IwE

(63)

. the coolant Reynolds numbers based on the

coolant ho\e diameters are equivalent.

M

.
Reg,q = Reg g (64)

0 0

For a simulation in which L'/d0 remains close to the actual wall thick-
ness-to-hole diameter ratio for a turbine vane, Eq. (64) establishes the
necessary condition for correctly modeling the dimensionless pressure
drop and heat transfer through the coolant holes.

A mathematical justification has been presented for those film
cooling similarity parameters previousily noted to be important in model-
ing gas film cooling configurations (Chapter II. Literature Survey).

The attention of the reader is now shifted to a description of the sub-
Jject experimental investigation in which the concepts of Chapter III.
(modeling) are applied to assess the cooling effectiveness of a proposed

turbine-vane, leading-edge, cooling configuration.
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IV. THE EXPERIMENTAL INVESTIGATION

IV.1. Experimental Apparatus

One of the major objectives of the present investigation was the
simulation of the high pressure and high temperature turbine environment
{as specified by Chapter III) suitable for modeling the heat transfer to
a Tilin cooled turbine vane. A geometric modeling factor was chosen such
that the test vane was a 3X size representation of a prototype vane
design for a high temperature &4 high prescure gas turbine engine.
Figure 17 shows the prototype vane contour described by the tabulated
nondimensional coordinates. The model leading edge radius was 0.0152m
(0.6 in) with a vane span of 0.114m (4.5 in). A two-dimensional test
section was constructed housing the suction and pressure surfaces of the
vane model. The test section was located downstream from a hot-gas

generator, capable of matching the test section inlet Mach number,

Reynolds number and turbutence Vwiensity with those characteristic of
the prototype turbine inlet conditions. The details of the vane model
were such that film coolant could be injected through a single row of
holes with three different locations of the row relative to the stagna~
tion point (3 locations on the suction surface and 3 on the pressure
surface).

The following sections present a complete description of the
capabilities of the experimental system, a description of the overall

flow system, the turbulence generating inlet section, the two-dimensional

e
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R = 0.0015m (0.6in)
*/R Y1./R Yy/R
0 0.333 0.333
0.082 - 0.550
-164 0.645
.246 0.723
-328 0.782
410 0.830
.492 0.041 0.866
-374 0.075 0.897
856 0.105 0.920
.738 0.130 0.925
-820 0.153 0.945
-902 0.172 n.950
282 0.189 0.953
1.148 0.212 0.943
1.312 0.231 0 820
1.476 0.243 0.%86
1.640 0.248 0.848
1804 07246 TOTHLO
1.969 0.238 0.766
2.133 0.228 0.717
2,297 0.213 0.€63
2.461 0.192 0.609
2,625 0.169 0.548
2,789 0.143 ‘0.482
2.953 0.115 0.410
3.117 0.084 0.336
3.280 0.054 0.256
3.445 0.014 0.172
3.586 0.057 0.057

FPigure 17. Dimensionless Coordinates of

Vane lModel,
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vane channel, and a review of the various measurement techniques em-

ployed.

IV.1.1. General Flow System “ _

'Figufé 18 is a siﬁp?ified schemafic.of the overall flow system
used in conducting this investigation. A high pressure air supply
delivered air at pressures from 9.7 - 11.4 x 105 N/m2 (139.7 - 164.7
psia} with mass low rates up to 7.73kg/sec (17 lbm/sec). To provide
control of the temperature to the test channel, the supply air was
split into two  ths: a by-pass Tine and a supply line for a natural
gas combustor. Combustor exit air temperatures up to 1033°K (1860°R)
were available with mixing of the combustor exit and by-pass air to
provide a wide range of operating temperatures. The mixed heated air
flowed through an S-shaped duct anc & straight section 6.10m (20 ft)
Tong x 0.254m (10 in} diameter, and then through a turbulence generation
assembly before entering the vane channel test section. The flow into
the vane test section was split into three legs: two .7152m {6 in) by-

pass Tines and a .208m (8 in) mainflow Tine that were individually

thkdttTé&nbé%séé_;#hausting to a collection manifold. The manifold air
was throttled prior to exhausting intc an altitude chamber capabie of
back pressures from .254m (10 in) of mercury to atmospheric conditions.
Figure 19 illustrates the flow system upstream from the test section.
General features (indicated by the numbered arrows) include the natural
gas combustor (1), the dilution~air supply line {2) and the S-duct Jead-
ing to the test section (3). Figure 20 shows the turbulence generator

section (1) and the vane channel (2) with the side cover-plate removed.

e
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IV.1.2. Turbulence Generation Assembly

The turbulence generation assembly was designed to permit variation
of the vane channel inlet freestream turbulence intensity from low to
relatively high levels by utilizing screens of varying sizes located at
selected positions upstream from the vane channel. Turbulence intensity
measurements, using a hot film probe and anemometer, were made at the
test section inlet as a function of screen size and eight upstream
lTocations. Based on the screen wire diameter, d,, the nondimensional
distance from the screen to the hot film probe, x/dw, could be varied
Trom x/dw = 30 to x/dw = 335. Using the theory for decay of isotropic
turbulence downstream from screens (45, 46), the turbulence intensity
Tevel (Tu ) created by the turbuience generation assembly was estimated
to range from 1.4% to 12%.

Two types of screens were used in this investigation: (1) a screen
with 1.59 x 10'3m (0.0625 in) diameter wires (dw) at 7.94 x 10"3m
(0.3125 1in) center-to-center spacings (MS), and (2) a 3.18 x 1073
(0.125 in) diameter wire mesh with 6.36 x 10'3m (0.250 in) center-to-
center spacing. The full details of the design of the turbulence section

can be found in Appendix B.1.

IV.1.3. Test Section
The 3X size vane test section consisted of the two-dimensional
channel formed by the suction and pressure surfaces of two adjacent tur-
bine vanes. Figure 21 is a close-up itlustration of the vane test
section shown as item (2) in Figure 20, Figure 21 shows the test section
(with cover plate removed) comprised of three flow channels: two by-pass

legs (1, 2) and a main flow channel (3) formed by the suction surface of
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one vane and the pressure surface of the adjacent vane. This channel
design was chosen for its ease in instrumenting the vane test surface.
As shown, the back sides of both vanes were open to the surroundings to
facilitate access to all vane surface instrumentation. The two by-pass
channels were throttled independently in order to split the test section
inlet flow in the right proportions for proper control of the stagnation
point at the vane ieading edge.

Three main items constitute the test section when assembled: the

main housing, the individual vane surfaces, and the side cover-plate.

With the cover-plate removed (see Fig. 21), the vane surfaces were bolted

to the opposite wall of the housing and to the exit ducts of the three
flow passages. The two surfaces were positioned with their chord Tines
at 44.5° with respect to the mainstream flow direction, matching the
orintation of the prototype vane. The cover plate was installed by
bolting it to both the housing and the vane surfaces. Removal of the
cover plate aliowed immediate access to the vanes for both inspection
and repair.

The stainless steel, main housing had a rectangular inlet area of
0.144m % 0.244m and, at the vane leading edge, was divided in the ratio
of 1:1:2 for the two by-pass ducts and the vane channel, respectively.
Three water-cooled access ports {0.0127m (0.5 in) diameter) for intro-
ducing traversing probes were located at the bottom and side walls of
the housing, 0.0762m (3 in) upstream from the vane leading edge.

Figure 22 illustrates the construction details for the vane suction
surface and Fig. 23 presents similar information for the vane pressure

surface. The test vanes were constructed of contoured stainless steel
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Figure 23. Construction Details For Pressure Surface.
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inner structures over which copper skins {1.588 » 10™3n {0.0625 in)
thick, oxygen-free, high-conductivity copper) were attached. The copper
skins were furnace brazed to the inner bodies along 1.588 x 10'3m
(0.0625 in) wide Jands that separated water coolant channels running
along the span of the vanes. The coolant channels were 1.588 x 10'3m
(0.0625 in) deep and 0.0127m (0.50 in} wide (along the surface contour)
and carried a water flow of 0.063 to 0.126 1iter/sec (1 to 2 gal/min)
per channel. The coolant channels were closely spaced along the surface
contours of both vanes and were individually throttled to provide
variation of heat removal from the copper test surfaces. This design
insured the capability of maintaining a uniform wall-temperature for
the heat transfer experiments and, at the same time, permitted the vane
surfaces to operate at a temperature level that simulated the freestream
gas~to-wall temperature ratio of the prototype vane. Moderate wall
temperatures were also necessary for proper operation of the heat flux
sensors selected for use in this study.

Figure 24 il11strates another basic feature of the test vane design.
Both the suction and pressure sur+aces had removable Teading edge
sections. Three leading edge pieces were designed for each of the
suction and pressure surfaces such that film coolant could be injected
at three different locations relative to the stagnation point. Figure
24 shows typical cross~sectional views of the Teading edge pieces,
illustrating the film coolant supply line, the film coolant plenum
chamber, the water coolant channels, and the stainless steel inner

structure. The leading edge pieces for the pressure surface had film

coolant plenum chambers located at 0.0054m (0.214 in), 0.020m (0.783 in)
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Figure 24. Details of Removable Leading Edge Pieces.
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and 0.0315m (1.24 in) from the stagnation point. The configuration.for
film coolant injectionh at X; = 0.0054m is shown in Fig. 24, The Teading
" edge pieces for the suction surface had plenum chambers Tocated at
0.077m (0.669 in), 0.0307m (1.209 in} and 0.047m {1.831 in) from the

stagnation point.
IV.1.4. Instrumentation

1V.1.4.1. Mass Flow Measurements

Flowrates for the by-pass air, fuel, and combustion air and the hot
- gas flowrate through each leg of the vane channel were measured using
thin plate orifices constructed to ASME standards. Film coolant flow-
rates were measured with small diameter venturi meters for Tow and
.1ntermediate coolant flowrates and turbine flowmeters for higher coolant

flowrates.

IV.1.4.2. Inlet Flow Conditions

inlet flow conditions to the vane channel were measured in a single
plane perpendicular to the flow 0.0762m (3 in) upstream from the vane
" Teading edges. Vertical and horizontal traverses in that plane were
made with wedge-shaped, pitot-static and total temperature probes to
map the total preSsuﬁe,'stﬁtTc pressure, and total temperature. The
vane test section inlet total pressure (PT ) and total temperature (TT )
were defined as the mass average of the mé:sured values averaged over "
the sector of the inlet plane which represented the flow viewed by the
central vane test channel. This "averaging sector" éxtended from
0.3 < y/H <£0.7 and 0.2<2/H<0.81n the measurement plane upstream

‘from the test vanes (where H is the duct height ahd W is the spanwidth).
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Measurements of the vane channel iniet turbulence intensity were
made prior to the initiation of the vane film cooling test program. .A
hot film probe (Thermo-Systems, Incorporated (TSI) 1220-20) was used to
measure inlet turbulence intensity levels, generated by upstream grids,
over a range of in]et Reynolds number. Additional details of the

measurenent inlet flow conditions are presented in Appendix B.

1V.1.4.3. Test Surface Temperature Measuremsnts

Wall temperature measurements were made using small diameter,
swedge-type copper constantan thermocouples. The thermocouples were
furnace brazed into designated hole Tocations on the vane test surface
- and were finished flush to the wall. Exposed-ball or bead-type therno-
couples were used to measure coolant temperature in the film coolant
plenum chamber. The exposed couples were positioned with the junctions
at the center of the plenum chamber. Further details of the wall tem-

perature instrumentation are jncluded in Appendix B.

IV.1.4.4, Test Surface Wall Pressure Measurements

Vane surface static pressure measurements were made with flush
mounted copper tubes brazed inte the vane suction and pressure surfaces.
Ports to monitor film coolant plenum pressure consisted of holes drilied
through to the plenum and sealed on the back side with larger diameter
stainless steel extension tubing. Details of the static pressure

instrumentation are included in Appendix B.
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IV.1.4.5, Test Surface Heat Flux Measurements

Direct measuranénts of the vane surface heat Tiux were made using
miniature, Gardon-type, thin-foil heat flux gages (Model No. 2000,
Thermogage, Inc.). The basic operating princip]e for the thin-foil
Gardon transducer is illustrated in Fig. 25. A thin, circular constantan
foil is fused to the end of a tubular, copper heat sink, forming a con-
#inuous copper-constantan thermocoupie junction along the circumference
of the foii. On the underside of the foil, a fine copper wire is Jjoined
to the center of the foii, forming a second thermocouple junction. Under
operating conditions, the incident heat flux travels radia11y along the
foil to the copper heat sink, establishing a paraboiic radial temperature
profile with a temperature difference from the center to the edge of the
foil that is dependent on the magnitude of the incident heat flux (47);
Due to the physical property variations of the constantan foil, and the
change in the junction emf between the two copper-foil junctions, the
differential emf between the two foil Jjunctions becomes 1linearly depen-
dent upon the mﬁgnitude of the incoming heat flux (48). ‘

In order to minimize vane surface irregularities with gage instal-
lation and, at the same time, approach point-source measurements, a
miniature gage design was chosen with a sensing surface dimension smail
in comparison to the characteristic dimensions of the vane test surface.
Figure 26 is a detailed drawing of a heat flux sensor and the installa-
tion technique used in this investigation. The basic sensor was pressed
into a 0.0037m (0.145 in) threaded (5-40 UNC) oxygen-free, high-conduc-
“n (0.02 in)
in diameter with a fni1 2.54 x 10"%n (0.007 in) thick. A 5.08 x 1075

tivity copper plug. The sensor area itself was 5.08 x 10°



89

it
YWALL

§44

§ Y /
% Parabolic Temperature
: Distribution
AT - /
l — : o

Constantan Foil

“‘T"(gigggﬁ‘ - .
NEe \
%%a?‘é’éiim“‘ . §
§ Zéiﬁ}é%%ﬁe§
\ N

covoum | vmw |

Copper Wire

Figure 25. Details of Thin-Foll, Gardon
Heat Flux Transducer.

- e

JE S,



S e e TS S LRRYLE

0.00l6m

{0.06251in)

304 s.

90 S

5.08x10" %m 7.1x10"%
(0.0204in) (0. 0284n)

| - _
Sensor.. "@"
Area
.0 Ty
T_L ' X 71x107%
0.l001l6m L..

(0.062in) | | HNEY
} — No.5-40 UNC
.0085m .

‘-l--'
' (o 37511‘1) ‘——" SN

Steel

| 304 8, Steel

0.0051m
(0.20in)
OD QFC

Plug ——wps-

0.0032m
(0,125in)
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(0.002 in} diameter copper wire was laser-welded to the center of the
foil From beneath. This wire and a 1.27 ¥ 10" 'm (0.005 in) diameter
copper, ground-wire (attached to the heat sink) were both coated with
5.08 x 10"°m (0.002 in) of teflon, fully shielded, and brought out the
bottom of the threaded pTug. The heat Tlux gage was installed into the
vane test surface by threading into an oxygen~free, high-conductivity
copper plug mounted in the test surface wall. Each mounted gage was
Tocated within a water coolant channel, providing the maximum in heat
sinking capabi]ity. The threaded portion of the gage was long enough to
‘provide 10 to 11 threads of contact with the water-cooled plug.

With the sensor designed for a masdrium temperature diffefence
between the centér and edge of the sensing foil of only 25°F, the maximum
output Tevel of the gage was in the microﬁolt range, Each gage, there-
fore, nad an individuaily calibrated operational amplifier with a gain
near11000, to convert the transducer microvolt signal to a more conve-
nient mi1livolt signal. The gages were calibrated with the ampiifiers,
and the gain adjusted to obtain a sensitivity of 8.64 x 10'3mv/jou1efsec
- m2 (10 mv/BTU/sec~ft2). | |

Due to the extreméTy Tow 1eVé1 of the sensor output, caution was
__exercised in isolating the entire system from such environmental factors
as random noise and changes in the ambient temperatufe. A1T solder
connections were made with low-noise, cadmium-tin solder to_eiiminate
any additional emf sources between the sensors and the émp1ifiefs.

The amplifiers have a characteristic drift of 3 m111ivblts per 10°F
change in the ambient temperature (a zero shift and not a calibration

change). Therefore, all amplifiers and associated electrical connections
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were thermally isolated from ambient conditions using a sealed, styrofoam
enclosure.

Calibration of the sensors followed the technidue depicted in Fig.
27 and was performed by the sensor manufacturer, Thermogage, Inc. Each
sensor was mounted on the center axis at the entrance to one of two,
back~-to-back (symmetrical) black-body cavities. The black body was a
graphite assembly, tapered to achieve a uniform inside wall temperature
with resistance heating. The heat flux source-temperature was monitored
on the-dpposii, side of the apparatus in a similar b1ack'bddy cavity
using an optical pyrometer, with a calibration traced to the National
Bureau of Standards, The Tength-to-diameter ratib of the cavity was
large enough, coupled with the high emissivity of the walls, to simu1ater
an emissivity of near unity in the vicinity of the sensoﬁ. A view.factor
between the black body opening and the sensor surface can be easily
calculated dnd, kﬁowing the radiative properties of the previously
coated sensor, an accurate nalibration was performed {49). Output from
a typical calibratioh test is shown in Fig. 28. The caTibfation was
accurate to w1th1n 3% of full scale with repeatability within 1/2
and a typical sensor response time of 2 4 m1111seconds.

Interpretat1on of the sensor output requires some qualification.
In order for the calibration to be valid, the sensor body temperature
~must be greater than 283°K (570°R) and Tess than 506°K (970°R}. Outside
this rahgé, the change in emf of the thermucoup}e.junctions is not com-
pensated by the physical property changes of thé fﬁil to produce the
typica1 1inear calibration curve. Second]y; the gages must operate in

a field of heat flux uniform over an area that is much greater than the
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sensor area. These two rastrictions posed no difficulty in conducting

this ‘investigation.

1V.1.4.6. Instrumentation Locavions

Except for the heat flux sensors, all vane surface instrumentation
was located at the lands separting the water coalant channels. At
various stations along the vane surface contours, pressure t=ps and
thermocouples were installed to determine the iwo-dimensionality of the
flow and the uniformity of the wall femperature boundary condition. The
heat flux sensors were positioned between lands at the center of the
coolant channels. The requirement of maximum heat sinking for the
sensors determined the spacing between gages in the chordwise direction.
No more than one gage was installed per coolant channel to minimize
pressure loss in the water coolani channel. Sensor mounting plugs were
approximately one half the width of the coclant channel. The sensors
were staggered with respect to the center span line to minimize the
possible disturbance of 1ecal heat fiux due to the influence of an up-
siream gage.

Tabies 1, 2, and 3 1ist the Tocations of all suction and pressure
surface-instrumentation giving the coordinate x/Ls're1ative to the
stagnation Tine for the three film coolant pienum configurations em-
ployed. Lateral (spanwise) spacing of the pressure taps, thermocouples

and heat Flux gages; z/LS, are referenced with respect to the center

“span Tine. Film coolant plenum instrumentation is also referenced to -

* the center of the plenum.



SUCTION SURFACE ( ¥;/ILg = 0.083, Ig = 0.020m) PRESSURE SURFACE ( x;/Ip = 0.033, I, = 0.016m)

Pressure Temperature Heat Flux Prassure Tenmcerature Heat Flux
x/LS 2/Lg* x/I.S Z/IS xﬂs z/Ig X/IP z/Ip  %X/Ip z/Ip x/IP z/IP
1 0.04 0.16 0.04 -0.18 0.14 0.004 -0.06 0.20 -N,06 0.09 0.11 0.04
2 0.04 -0.06 0.04 0.07 0.21 0.008 -0.06 -0.08 -0.06 -0.02 0.19 0.005
3 0.12 0.05 0.12 -0.05 0.32 0.00 0.06 0.26 0.06 -0.07 0.32 0.00
4 0.2 -0,02 0.1 -0.04 0.39 0.02 0.06 0.06 0.15 -0.05 0.40 0.03
5 0.19 0.15 0.19 -0.09 0.46 -0.02 0.15 0.19 0.13 -0.11 0.48 ~0.03
G 0.19 0.03 0.36 0.13 0.53 0.05 0.15 -0.04 0.36 0.16 0.57 0.06
7 0.19 -0,15 0.36 0.00 0.67 -0.05 0.15 0.19 0.36 0.90 0.74 -0.06
8 0.2& 0.02 0.36 -0.13 C.81 0.00 0.27 0.02 0.36 -0.16
9 0.43 0.11 0.50 0.00 0.44 0.14 0.53 0.00 4
10 0.43 0.00 0.64 0.00 0.44 0.¢0 0.69 0.00
Ak 0.43 -0.11 0.77 0.00 0.44 -0.14 0.87 0.00
12 0.57 0.00 0.91 0.00 0.61 0.00
13 0.70 0.00 ' 0.78 0.1
14 0.84 0.11 0.78 £.00
15 0.84 0.00 0.78 -0.14
16 0.84 -0.11 *z is referenced to centerspan
PIENUM INSTRBENTATION o
1 0.24 0.26 0.24 0.26 I
2 -0.01 -0.26 ~0.01 ~0.26 &
3 ~0.24 -0.24 H s
ol
Teble 1. Pressure, Temperature and Feat Flux Measurement Locaticns For Suction &
end Fressure Surfaces For Configurations of %;/Ig = 0.083 and % /Ip = 0.033, =
v : s —. R .
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SUCTZON SURFACE ( X, /Lg = 0.150, Ig = 0.020m) PRESSURE SURFACE ( %/Lp = 0.121, I, = 0.016m)

Pressure Temperature Heat Flax Pressure Tenperature Heat Flux
Wi #figt W s ¥y Wy W o Wy Wy ®,

1 0.04 0.16 0.04 -0.16 0.22 0.004 -0.05 0.20 ~0.05 0.09 0.20 0.005
2 0.04 -0.06 0.04 -0.07 0.32 0.00 -0.05 -0.08 -0.05 -0.21 0.32 0.00
3 0.12 0.05 0.12 -0.05 0.39 0.02 0.07 0.26 0.07 -0.07 0.40 0.03
4 p.12 ~0.02 0.18 -0.04 0.46 -0.02 .07 0.16 -~0.05 -0.05 0.48 -~0.03
5 0.1i8 0.15 0.18 -0.09 0.53 0.05 0.16 0.19 0.1 -0.11 0,57 0.06
6 0.18 0.03 0.36 0.13 0.67 -0.05 0.16 =-0.04 0.36 0.16 0.74 -0.06
7 0.18 -0.15 0.36 0.00 0.81 0.00 0.16 0.19 0.36 0.00
8 0.28 0.02 0.36 -0.13 0.27 0.02 0.36 0.
9 0.43 0.11 0.50 0.00 0.44 0.14 0.53 0.00
10 0.43 0.00 0.64 0.00 0.44 0.00 0.69 0.00
11 0.43 -0.11 0.77 0.00 .44 -0.14 0.87 0.00
12 0.57 0.00 0.81 0.00 0.61  0.00
13 0.70 0.00 0.78 0.14
14 0.84 0.11 0.78 0.00
15 0.84 0.00 *z is referenced to centerspan 0.78 - -0.14

PIENIT! INSTRIMENTATTON
1 0.24 0.26 0.24 0.26
2 -0.03 0.05 ~0.03 0.05
3 -0.24 -0.26 -0.24 -0.26

Table 2. Pressure, Temperature and Feat Flux Measurement Locations For Suctiom
znd Pressure Surfaces For Configurations of x;/Ig = 0.150 and xj/Ip = 0.12L.

L6



SUCTIQN SURFACE { XE/IB = 0.228, IS = 0.020m) PRESSURE SURFACE F Xif;p = 0.193, Ip = 0.016m)

Pressure Temperature Heat Flux Pressure Temperature Heat Flux

®/Ig z/lgx  x/Ig zyIS %/ Ig z/Is X/ Ep z/Lp xyIP z/Ip xyIP z/Ip
1 0,03 0.16 . 0.03 -0.16  0.32 0.00 -0.05 0.20 -0.05 0.09 0.32 0.00
2 0,03 -0.06 0.03 0.07 0.39 0.02 -0,05 -0.08 -0.05 -0.21 0.40 0.03
3 0,11 0.05 0.11 -0.05 0.46  -0.02 0.04 0.26 0.04 -0.07 0.48 ~0.03
4 0,11 -0.02 0.18 -0.04 0.53 0.0% 0.04 0.06 0.14 -0.05 .57 0.06
5 0.18 0.15 0.18 ¢.09 0.67 -0.05 0.14 0.19 0.14 -0.11 0.74 -0.06
6 0.18 .03 0.36 0.13 0.81 0.00 0.14 -0.04 0.36 0.16
7 0.18 =-0.i5 0.36 0.00 0.14 -0.19 0.36 0.00
8 0.28 06.02 0.36 -0.13 ' 0.27 0.02 0.36 -0.16
9 0.43 ° 0.11 0,50 0.00 ‘ G.44 0.14 0.53 0.00
16 0.43  0.00 0.64 0.00 0.44 0.00 0.69 0.00
11 0.43 ~-0.11 0.77 0.00 0.4 -0.14 0.87 0.00
2 0.57 0.00 0.91 0.00 0.6l .00
i3 0.72 0.00 0,78 0.14
14 0.84 0.11 0.78 0.00
15 0.84 0.00 : 0.78 -0.14
16 0.8 -0.11
17 -0.03. 0.0 +#z is referenced to centerspan
: PLENTM INSTRIMENTATION
1 0.24 0.26 0.24 0.26
2. - =0.03 0.05 -0.03 0.05
3 -0.24 -0.26 : -0.24 -0.26

Table 3. Pressure, 'Iéni_ieratuxe and Heat Flux Measurement Locations For Sucticn
- and Pressure Surfaces For Configurations of xj/Lg = 0.228 and xj/Ip = 0.193.

86
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i¥.1.5. Measurement Systems

A1 pressure measurements were made using two methods: strain-gage
type transducers or a digital automatic multiple pressure recording
system. Each thermocouple was referenced to a 338°K (610°R) oven.
The output from each heat.f1ux sensor was amplified using operational
amplifiers with a gain near 1000. |

A11'data was digitally sampled and Tinked to an on-Tine computer
as well as a central IBM 360 processing center. The on-1ine computer
provided continuous information to a visual display unit for purposes
of monitoring current Flow conditions.

A detailed description of the measurement system including raw.
data conversion techniques, data monitoring, acquisition, storage and

processing is presented in Appendix B.

1V.2. Description of Experiment

The reductioh in the TDCai'héat.f1ux due fo film cooling from a
single row of Taterally angled holes in the Teading edge region of the
modé1 turbine Vane was measufed undeh reducéd flow conditions simulating
a high temperature, high pressure turbine environment. The test surface
was a 3X scale mddel of a protbfypé turbiﬁe ihlet vane designed for
_operat1on at 1922°K (3000°F) intet total temperature and 3.04 % 10 N/m
(447 ps1a) inlet total pressure. Simulation of these h1gh temperature
and pressure conditions was achieved in the subject investigation at a
model inlet total pressure and total temperature of 3.7 x 10° N/m
(44.67 ps1a) and 698°K (1240°R), respect1ve1y, thh a vane surface Mach

number d1str1but10n that closely dupiicated the prototype design. An
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inlet Mach number of 0.22 and Reynolds number of 8 x 104 (based on the
vane leading edge radius (0.0152m (0.6 in}) were employed throughout the

~ film cooling experiments. The model inlet turbulence intensity (Tu,) was

held constant at 6.6% by placement of a fine mesh screen (Msldw = 5.0) at
a location 0.533m (21 in) upstream from the model vane Teading edge. The
vane wa11vtemperature was maintained at approximately isothermal cdnditions
with Ty /Ty = 2.15, thus approximating a boundary layer with Targe density
variatizns. Using ambient cooling air the dimensionless coolant temper-
ature, 8¢, was near 1.03, With T, at ambient conditions (294°K‘or 530°R),
the inlet temperature (Ttm) of 698°K (1240°R) resulting from Eq. (58)

satisfies the modeling requirement that M and I be maintained equivalent

. between the medel and the prototype vane.

The film coolant injection geometry was chosen for possibie apptica-

- tion to future turbine designs. Coolant hole diameters were specified at

1,17 % 10'3m (0.046 in) in an attempt to keep the local momentum boundary

Tayer thickness-to-hole diameter ratio (Gildo) simiTar to expected engine
conditions. Typically., at high temperatures and pressures, 0; may vary
from 5 x ]O"Sm (1.97 % 1074 in) near x/L¢ = 0 (stagnation) to 2 x 10-5m
(7.87 % 1074 in} at x/Lg = 0.20 (50). For a typical coolant hole diameter
of 3.8 x 107 n (0.015 in), 0./d, may range from 0.013 to 0.0525 in the

Teading edge region. Length-to-diameter ratios-(L'/do) of the coolant

-hole passages were specified at 3.0 for 8 = 35° and 4.4 for B = 18°. A

surface spacing-to-hole diameter ratio S1/d0 of 4.0 was selected to avoid
highly non-uniform, spanwise film coverage.

The film cooling effectiveness of the subject cooling configuration

was determined by comparing the measured heat flux with Film cooling,
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'q;c, to that without cooling, qa, at dimensionless distances from injec~
tion, (x-xi)/do, ranging from 10.45 to 126.11. The heat fiux reduction
was determined as a function of the blowing ratio, M, ranging from M =
0.1 to M = 2.2, To determine M (M = p.V./pV,,) the coolant mass Flux was
assumed uniform across the span of the holes and equal to the total
coolant mass flow divided by the total area of the coolant holes (19
coolant holes across a span of 0.114m (4.5 in)). The hot gas mass Tlux
was determined from density and velocity values at injection, calculated
from total gas temperature, total pressure and wall static pressure
measurements.

- Two injection angles were investigated: £ = 18° and 8 = 35°.
Injection was from a single row of holes on both the suction and pressure
surfaces with three different locations for the holes being investigated.
On the suction surface, injection occurred at x/LS values of 0.0833,
0.150 and 0.228 corresponding to 6, /d values of 0.013, 0.036 dnd 0.0574
with acceleration parameter, K1, values of 7 9 x 10 5, 0.723 x TO -6 and
0.656 % 10 6, respectively. On the pressure surface, 1naect1on occurred
at x/L values of 0.0333, 0.122 and 0.799 correspond1ng to e /d values
of 0.0111, 0. 0514 and 0.0827, and K, values of 6.6 x 107, -6.0 x 1070
and 4.267 x 107° N respect1ve1y These coolant hole locations were
selected fo represent possible regions of cons1derab1e curvature in
| which streamwise 1nqect1on schemes may prove difficult.

Tabie 4 Tists in detail a direct comparison‘betWGen the freestream
flow and film coolant parameters for a high temperature, high pressure
.enginé environment and those canditions maintéined iﬁ the subjecﬁ'mddél

study.
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PARAMETER ENGINE MODEL
'1‘T r °K 1922 698
Po s N/m2 3.04x106 3.1}:105
Tcr °K B0OO 294
Ma. Design Design
TTm/TW 2.0 2.15
Tu_, % 10-20% 6.6%
MaINLET_ 0.22 Q.22~0.23
L.BE. Radius, m 0.0051 0.0152
4 4
--RELER,INLET 8x10 8x10
INJECTION PARAMETLRS
(V) o/ (oV) 0+ 2.5 0+ 2.5
Injection Angle 15° -+ 90° (o oxr B) 18°, 35° (B)
5,/4, 3.0 + 8.0 4,0
dg, m 2 » 3.8x10 % 1.17x107°
L7d, 3,0 + 5.0 3.0, 4.4
@i/do 0.013 -+ 0.0525 0,011 » 0.0827
xi/LS,P 0+ 0.25 0.083 » 0.228
Table 4. Comparison of Main Flow and Pilm Cooling

Parameters For a Gas Turbine Engine With
Those of the Subject Investigation.

REPROTI
ORIGINAL &
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The actual mechaﬁics of recording the film coo]iﬁg data are dis-
cussed in Appendix B.4. The essential featuraes of the procedure include:
(1) a horizontal and vertical traverse of the inlet plane to define the
freestream total and static pressures and tota?_temperature for each heat
flux survéy,.and (2) a survéy of the measured.wa1i'heat flux with the

probes retracted to eliminate the affects of the probe wakes.

IV.3. Data Analysis

Heat flux measurements were made downstream of injection at Tocations
ranging from (x-xi)/d0 of 10.45 to 126.11 for the suction surface and
(x-xi)/d0 of.10.35 to 98.06 for the pressure surface. Heat flux levels
with film cooling at these Tocations were compared to measurements at
the same Tocations with no coolant flow. From this comparison a frac-
tional reduction.in the heat flux due to coolant flow was calculated and
preéented as a measﬁre'of the cooling effectiveness.

Under. normal hqundany_Iayer conditions, the local heat flux to a

surface can be written

g5 = hy (TTco - T - - (65)
where qa_ = Tocal heat flux without film cooling.
h0 = Jocal convective heat transfer coefficient
Tf = total gas temperature

Tocal wall temperature

With the addition of film cooling, the local heat flux can be expressed

in a similar manner.



LA L

104
akc = hee (Tr = Tu,rc? (66)
where
qge = heat flux with fiim cooling
hFc = Jocal heat transfer coefficient with film cooling

Tw Fe Tocal wall temperature with film cooling
H

Equation (66) combines all éffects of the film injection phenomena finto
the single parameter, hFC’ which can be expected to depend on the follow-

ing variables

This is in contrast to the use of an adiabatic wall temperature to char-
acterize film cooiing (5,44) in which the 1oca1 film temperature is
presented in terms of an adiabatic film cooling effectiveness while the
.heat transfer coefficient ref1ects only the hydrodynamic effects of
coolant injection. o

The film cooling resultis are presented'as a fréctional reductioﬁ in

~ the Tocal Stanton number where the Tlocal Stanton number is defined as.

. q
ST [T

(68)
Peo ,

Since the freestream parameters do not change with ilm cooling (i.e.

P> Vs C, remain constant with or without coolant injection), Eq. (68)

Peo
can be used to express the local Stanton number reduction due to film

cooling in the following manner
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(T = Ty o)
STeg _ 9 T W0

———ia

To 95 (7 = Ty,rc)

Under isothermal conditions, T, o = 'w rc (which holds for the

highly cooled walls in this 1nvest1ga,1on}, the heai f]ux data g1ve the

Stan%on number rat1o directTy Thus,

i ...
STee _ 9k
STy 95

The isothermal film cooling effectiveness,'nlso, is defined as

_ 95 - e

n ;
IS0~ T qp

which gives the Stanton number reduction as

Having described the objectives, methodology and details of the

subject investigation, Chapter V. will now present a summary of the

(69)

(70)

(71)

(72)

experimental results. These results are divided into three categories:

(1) documentation of the turbine ehvironmént, (2) non-fitm coo]ed'(dhy—

wall) vane heat transfer, and (3) actual film cooling heat flux reduc-

tions. A detailed discussion is also included for each of the above

items.
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V. RESULTS AND DISCUSSION

V.1. Documentatjon of ModeTing of Turbine Environment

The experimenta} model was employed to simulate both the inlet free-
stream conditions and the_1oca1 vane surface conditions representative of
& high temperature, high pressure gas turbine environment. At the inlet
to the model vane channel the following conditions were maintained: (a)
freestream Reynolds number (based on vane Teading edge radius) of approx-
imately 8 x ]04, (b) freestream Mach number of 0.22, and (c) an inlet free-
stream turbulence intensity of 6.6%. Along the vane contour, the vane
lTocal conditions were as follows: (a) Mach number distribution approx-
imating the prototype vane design calculations, (b} nearly uniform wall
temperature with Ttn/Tm near 2,15 {representative of density variations:
through the boundary Tayer for a gas turbine vane), and (c) approximately
constant dimensionless coolant temperatura, 86, of 1.03 (representative
of coolant-to-gas density ratio typical of high temperature turbine
operation)..

Simulation of the inlet conditions for the vane prototype was achieved
at a reduced inlet total pressure and total temperature of 3.1 x 105 N/m2
(44.67 psia) and 689°K (1240°R), respectively. Under these conditions the
- following inTet velocity and temperature profiles were measured.

Figure 29 shows the nondimensional finlet velocity profile in the
vertical dikectidn. The inlet velocity, as compared to the sector-average
velocity, is shown as a function of the duct height. The sector average

~ velocity, representative of the flow through the vane channel, was defined
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as the mass average velocity for the sector, 0.3 < y/H < 0.7 and

0,2 < z/Wl £ 0.8. Within the sector Timits, the velocity did not vary
more than 5% from the average, All vertical traverses were made at a
fixed position spanwise in the channel at z/W = 0.5.

Figure 30 shows the variation of the nondimensional inlet velocity
in the horizontal direction across the span of the duct. The profile is
less flat in the spanwise direction than shown in Fig. 29 possibly due
to a contraction in the lateral direction (2.22:1 area ratio) as the
flow transitioned from a 0.254m (10 in) 0D eircular pipe to the 0.244m
0,114m (9.6 in x 4.5 in) test channel. Within the "sector-average"
Timits defined above, the velocity is shown to vary by as much as 10%
from the sector average. This variation did not have a significant
effect on the local vane surface measurements such as wall heat Flux or
calculated Tocal velocity. The total and static pressure at the inlet
plane was uniform within 1/2% of the calculated mean values.

Figure 31 presents the variation of the measured inlet total tem-
perature, nondimensionalized with respect to the sector mass average
total temperature, as a function of the inlet duct height. For the data
shown, the inlet total temperature was uniform to within 1/2% of the
sector average. Figure 32, presents similar data for the horizontal
temperature variation, which shows some nonuniformity due to the lateral
contraction from the initial circuiar duct. However, the deviation of
" the temperature in the spanwise direction (for the sector limits definec
above) was never more than 1/2% of the sector average.

Based on the sector average values of the inlet velocity and total

| temperature shown previousiy, tha experimental values of the inlet
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Reynolds number and the inlet Mach number ranged from 8.0 to 8.4 x 104,
and 0.22 to 0.23, respectively. The prototype vane row is designed to
oparate at an inlet Mach number of 0.22 and an inlet Reynolds number of
8 » 10% (based on Teading edge radius) with an inlet total temperature
of 1922°K (3460°R), inlet total pressure of 3.06 x 10° W/n® (441 psia),
and 55.67 kg/sec (122.5 1bm/sec) total air Flow through the 36 vane ring.

- To compleie the documentation of the vane channel inlet conditions,
the inlet turbulence intensity, Ty , was measured 0.076m (3 inches) up-
stream of the vanes as a function of various screen types and positions.
A hot film probe was oriented perpendicuiar to the flow at the midspan
of the channel and a vertical traverse of the inlet turbulence intensity
was made. A sector average intensity was calculated from those measure-
ments for the sector between 0.3 £ y/H < 0.7.

The sector average turbulence intensity at the vane channel inlet
are presented in Fig. 33 as a function of distance from the upstream
screen. Intensity values of 6.6% o 10.5% were measured at inlet Reynolds
numbers of 4.34, 6.51, 9.98, 11.29 x 104 (corresponding to inlet veloc-
ities of 30.5, 456.7, 70.7 and 79.2 m/sec). As suggested by Von Karman
(51), the intensity dats was found to correlate with the nondimensional
distance from the grid based on the grid wire diameter rather than the
grid mesh length. Three significant conclusions were drawn from the
turbulence study: (1) the absolute Tevel of the measured intensity is
higher than values reported by Baines and Peterson (52) and Eckert,
Sparrow and Newman (53) for turbulence decay downstream of a grid as
shown in Fig. 33, (2) the variation of the gradient of the one-dimensional

turbulent Kinetic energy is representative of typical decay downstream
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