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ABSTRACT

The current status of research on a proposad micro-
computer-based, low-cest Cnega Mavicaticn System (CNS) is
described. Tne desicn approacn emphesizes minimum hard-
ware, maximum software, and the use of 2 iow-cost, cormer-
cfally-availatle microcomputer. CDesign cbiectives are to
provide an accurate navigation aid for general aviation in
the $1000 price range.

ADF Sense
Antenna

Previous reported research has resulted in the develop-
ment of a very low-cost Omega sensor processor [1,2,3,4].
Currently under investigation is the implementation of 3
low-cost naviqgation processor and 1ts interrace with the
sensor to complete the hardware-based Ohio University ONS.
The tundamental concept under investigation in this study
is: If navigation processor functicns can be performea by
an inexpensive microcomputer, how many of the sensor pro-
cessor functions can also be handled by innovative soft-
vare?

To explore this concept, computer simulaticn of sensor
processcr functicns is underway. FAn input data base of
live Omega ground and fiight test data has been created.
The Omega senscr ang microcomputer nterface medules used
to collect the data are functionally described. Automatic
synchronizaticn to the Omega transmissicn patiern is des-
cribed as an example of the algorithms developed using
this data base.

INTRCOUCTION

Orqoing work at the Avionics Engineering Center, Chio
Yniversity, is aimed at developing a simplified Gmega
havication System (GNS) in the $100C price rengce for use
in general aviation aircraft. A lcw-cost Cmeza sensor
preccessor and unique hardware phase-processirg technigues
have been developed and reported. See Burhans [1],
Chamberlin [2,3] and Lilley [4].
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In a related effort, a software-based ONS using an in-

nsive microcomputer and minimun receiver hardware {s
¢lpcb ing explored.  Lomputer simulations of the proposed
oKS ﬁe underway which use a4 ¢ data tase live (nega phase
222.‘¢ox|cc:ua with the Uhio University Oueqa sensor and
fcrocomputer interface modules. Once the navigation
.lc fthms have been fully developed n FCRTRAN language,
‘ gorwill be translated into micrcprocessor coae and loaded
:h:g the dedicated ONS microcomputer, first as volatile
p:oqramulnq. subject to change, and later as read-enly-

rams. -

'"“?;{spggger describes the (ncga sensor medule, micro-
computer interface module, the establishment of tpe data
base, and cencludes with an ex.uple of the algerithms
being developed. Operational results and low-cost con-
siderations are emphasized f?:vuqhou:,

The authors acknowlecge HASA/Lungley Reﬁgarch Center
which has supported this vork under Grant NGR-36-009-017
for the application of VLF techniques to general aviation

afr transportation systems.

OMEGA RECEIVING SYSTEM

Figure 1 illustrates in general form the receiving
system to be descrited in tnis p?:er. Te m!nzrizg cost
and complexity of installation, tre system is cesigned to
share the sense antenna of an aircraft autcratic direction-

receiver,

flng:: éﬁggzp]?fier module, Tocated very reer tne antenna,
provides Omega signal to coaxial ceoie at Tow impecance.
Simultaneously, the preariplificr cutputs lezgnal_?gpro-
priate for the sense antenna input of tre ACF receiver.
Onega si nals arrive at the receiver 7rontfe"d nocuie
which (Ig powers the preampllflc( through the ?IQnal
cable, (2) amplifier the Onqu“stgral furtner zna filters
to provide approximately a 30 rz tandwicth and (3) orecuces
output pulses coincident with Ureda signal zero-crossings.
After processing in the microcomputzr l:tcrracelﬁgfule,
the resulting Crmega pnase data is pessed to 2 cigital tape
recorder (in the simulation configuraFIQn?-gr to‘the micro-
computer as input to tne sensor &nd naévigaticn elgerithas,

PREAMPLIFIER MODULE

amplifier utilizes a field-effect transistor
cirzzztp;:ov?ding a gain of 20 cecipels at the 10.2 iHz
frequency. The phase shlrg gt tnis frequency is adgustgd
for zero degrees. At the ADF output, zero phase shift is
seen across the ADF tand, and the ret gain is acproxi-
‘mately -6 decitels. See figure é‘for details cof pre-
amplifier circuitry and Figure 3 ¥or performance

curves [5].
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RECEIVER FRONT-END MODULE

Tre front-end module, cescribed in
provides additioral gain, indication o
and digital puise outputs at Cm
Tre unit consists of three inte
t«Wo ceramic filters
290 Hz at 10.2 KMz,
and Figure §
caticns. . .

The preamplifier and front-end module have been tench-
and flight-tested as reported by Wrignt {6]. Crega phase
data taker freom the 30 Mz bandwidth system has been ana-
lyzed and reported by Zervos [7].

detail by Burhans 1]
€ sicnal strength,
2ga signal zero-crossings.
qrated-circuit chips plus
providing a bancwidth of epproximately
See Ficure & for the response curve

for a summary of front-end module specifi-

MICROCOMPUTER INTERFACE MODULE

The microcomputer interface module performs the func-
It generates
e cata into

tions of phase detection and data semplirg.
microcemputer interrupts for reading the pnas
the microcemputer.

R T 1C e 100 a4a
S Mgt Lt
Figure 4. 10.2 ¥Hz Filter-Amplifier Response.
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As a special case of @ multiple-frequency ONS, a func-
tional description will be given for a 10.2 KMz sinale-
frequency system. However, the cescrited technicues are
directly extenditle to the muitiple-channel case by simply
deriving one additicnal clock treguency per channel from
the existing common reference oscillator (TLXO) A further
specialization emplcyed nere is the use of a z° x 10.2 Kz
= 2.6112 MHz reference clock to obt2in 8-bit data word
lengths. Longer or shorter word lergths can te obtained
by using higher or lower reference clock fregquencies.

For design oeneraiity, the clock frequercy neoedzd for
the phase detector's reference ccunter is prasentiy derived
from a 5 MKz TCX0 and a rate rultipiier countdown cnain,

A multiple-frequency system cculd utilize a cerrmon TCXC

and multiple synthesizer chains. 7o obtain 2.6112 iz, the
5§ M4z is multiplied by 0.52224 in five decades of binary-
coded-decimal rate multipliers. The rate multiplier pro-
vides for any rultiplication factor between 0.1 arc 0.9
using BCD inputs to set the output rate. The cutput con-
tains the required numter of pulses in unit time, but due

“to the basic operation of the rate multiplier, the output

pulses are not evenly spaced on the time axis. Phase jit-
ter, therefore, is inherent. However, the amount of jitter
introduced is thought to be insignificant at the 8-bit pro-
cessing level. A single crystal oscillator circuit will be
implemented in the final ONS design.

PHASE DETECTION

The phase measurement of each Omega zero-crossing with
respect to a local reference clock is performed in an open
loop fashion as shown in Figure 6a. The functional des-
cription of the phase dctection process is as follows: A
clock signal of frequency 28 x 10.2 KHz = 2.6112 MHz {s
applied to an eight-stage binary ripple counter. The out-
put of the first stage (LSB) of this binary divider is,
therefore, a sauare wave of frequency 27 x 10.2 KHz. Simi-
larly, the last stage output (MSB) is chenging at a 20 x
10.2 KHz rate. The eight counter outputs 2re used as data
inputs to an 8-bit latch.

The latch is ccmposed of eight edge-clocked D flip-flops
which are simultaneously clocked by the inceming Cmega
zero-crossings supplied frem the receiver front-end. Since
data is transferred frcm the D inputs to the Q outputs of
the latch only when it is clocked by an Omega zero-cross-
ing, an 8-bit viord representing the phase of the incomirg
Omega edge with respect to the local clock appears at the
latch output approximately 10,200 times per second.

Note that no attempt is made to meke abscliute phase
measurements; only a measurement-to-measurement relative
phase is obtained at this point. For example, if the
Cmega signal was roise-free (a stable 10.2 K¥z signal),
the letch would te clecked at rejular intervels of T =
1/10.2 Kdz = 9.8 x 10-5 seconds. This wcuid result in the
output remaining constant for each measurement (see Figure
;a). This censtant nurber would represent the initial
phase offset between the inceming 10.2 KKz signal and the
2% x 10.2 ¥4z reference clock. Real1stica]1v. however,
sirce Omeva signals off-the-air are centeminated by noise
(phase jitter), tre Cmega zero-crossings used to_ c1ock the
data latch will be irregularly spaced in tire his re-
suits in nonconstant prase measurement nurters a: the jaten
output, the short term variations in this prase measure-
ment being caused by the noisy CGmega signal (Figure 7b).

r B el Sy Tte Thaat spiie: Semb e tiedhanihads i bl —
| | ° )
| 3 I Q D - Flip-FI c
s
: D Cleor B
B MS3 |
CLK N
8-8r Latch g Solvd
Omego
| Edzes
|
|
|
|
I
|
|
22102 KHe |
x 10. S
©.6112 MHz) e b |
From Reference | p=———m— ——— e ———— e — ——— -y
Clock B8-Bit Reference Counter : : :
11 [}
(! i
1 el l. One~
10.2 KHz | | Progrommable Divider (+102) !
] 100 Hz Shet Micro4
I | Compuler
: ] Interngor
) ]
i |
Lo _”:i:_&'::'-l_m—_— et _‘l L e -—b_.. _Dl'a_k:p_"wgllnwln Generatlon J

Figure 6.

Microcomputer Interface Module.



Noise-Free
10.2 KHz
Signol

!

2551
8-Bit
Reference
‘Counter
Output

e

K

B S PR

& Larch Points 4

Time

’

Lotch
LPoinu‘J

Time

Figure 7. Phase Detection Waveforms.

DATA SAMPLING AND INTERRUPT GENERATION

There are several considerations which suggest sampling
the phase measurements at a rate slower than tne 10.2 Kiz
carrier rate.

(1) The high degree of correlation of the Cmega signal

makes it unnecessary tc use the phase measurement from

every cycle of the carrier.

(2) Sampling of the data provides, in effect, an amount

of needed integration if the sampiing rate is slow

enough to undersample short-term phase variations due
to noise.

(3) Using the data at the maximum available raw-data

rate implies a pronibitively nigh interrupt rate for

most nicrccomputers.
The choice of a particular sampling rate is based on
these considerations.

In this particular hardware implementation, a sampling
frequency of 100 Hz has been chosen for the following
reasons:

(1) A front-end receiver bandwidth of 30 Kz implies

that samples must be taken at grcater than a 60 Hz

rate for the sampled signal to contain 211 the informa-
tion of the raw input signal (Nyguist Rate).

(2) Previous experience with hardware processing

schemes indicates that atout 10 bits (1024 sanples)

of integration is optimum for this receiver configura-

tion [3]. A 100 Hz sampling rate accepts every 102nd

phase measurcment, in effect, resulting in nearly 7 bits
of integration.

(3) 100 Hz is an acceptable microcomputer interrupt

rate, and it is easily generated from the existing

receiver timing circuitry.
Figure 6b shows the derivation of the 1C0 Kz sampling
frequency from existing timing signals. The ripple
counter's MSB which is toggling at a 10.2 KMz rate is
further divided by 102 in a prograwrable divider chain.
Simiiarly, for a multiple-frequency system, this same
100 Hz could be used to sample simultancously tne other
data channels as well. The resulting 100 Hz square wave
i{s then fed to a positive-edge triager to generate a
microcomputer intcrrupt every 10 msec,

To insure that the data at the output of the latch
{s stable when the microcomputer interrupt occurs

(1.e., to fnsure that the pseudo-random Omega zero-cross-
ings do not clock new phase measu‘ements through the
latch while the data 1s being read), the Omeqa zero-
crossings are gated with the interrupt pulse as <hown in
the micrecomputer interface module block diagram in
Figure 6.

In keeping with the design objectives of low-cost,
simplicity and small size, this single-frequency version
of the microcomputer interface module has been brass-
boarded vsing ten TTL integrated circuit chips. Further
plans call for a CMOS version of this module to be im-
plemented using just four chips.

DATA BASE

Before attempting to use 2 commercially available micro-
computer dedicated to the ONS, it is desireble to simu-
late the navigation system functions and develop efficient
(and simplified) algorithms using a high level proaramming
language and a rultipurpose cemputer. The classical
approach to system simulations is to use cormputer number
generators to approximate the signal and noise inputs
from the known statistics of both. This agproach would
involve passing an Nth order Markov signal (highly cor-
related Cmega) and White Gaussian noise plus inpulse noise
(VLF atmospheric noise) thrcugh an MU0 order bandpass
filter (narrowband receiver front-end).

However, a much more powerful epprcach has been taken
to insure that the data for the navigation prccessor
simulations is exactly the sare cdata that will ulti-
mately be seen by the dedicated microcomputer. Since
the Cmega sensor and microcomputer interface modules
of the proposed 0!S have been fully develcped in ha:  .are
and flight tested, it has been possible to uce these sane
modules that will supply the navigaticn processor with
Omega data to collect actual off-air data for use in the
navigation processor simulations. For the colliection of
ground and flight cata the Cmega sensor and microcomputer
interface modules have been used %o supply Orega prise
data to an incremental megnetic tepe recorder., The
microcomputer interrupt pulse is used as the tape recuicer
"write" pulse.

Twenty-four continucus hours of ground cata and five
kours of flight data have teen collected as a data base
for simulations., The Cmeqga sensor and microcomputer
interface rodules and Kennedy tape unit viere installed
in an Ohio University CC-3 flight test aircraft and used
for airberne cata collection.

NAVIGATION PROCESSCR SIMULATION

One gcal of this project is to investigate the ccncept
of a microcomputer-based ClS; that is, to develop &
cempletely software-based system recuiring as litt'e
hardware as possible. Previously recorted research [4]
has resulted in 2 hardwuare senscr processor includirg a
hardware Cnega synchronization scheme and cerreliticn
detector. The proposed software-based system would per-
form these functions as well as Skywave Correction,
Position Location, Coordinate Cenversion, and (ockpit
Dicplay Gereration via software routines., Ffoliowing the
cempletion of this study, a direct comparison of hardware
versus software performance will be possible. A quantita-
tive evaluation of the hardware/software encineering
tracdeotfs in terms of performance, cost, and physical size
can be performed.

An example of the ONS algorithms being developed is
the automatic synchronization to the Omeg: transmission
pattern which is described below.

AUTOMATIC SYNCHRONIZATION

The Omeca system consists of eight stations transmitt-
irg on three frequencies in a fixed, time-multiplexed
forrat. A unique pattern is formed by the scheduled
lengtn of cach station's transmission which repeats
every ten seconds (see Figure B). Thus, to use the
phase measurements supplied by the microcomputer inter-
face mocule, some means nust be provided for synchrenizing
the QNS timing with the Greqa transmission pattern. Only
after the ONS is "in sync"” can the phase of each statifon's
signal be followed by tracking loops to give position-
fixing information,

A
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It should be pointed out that precision sync (within
+ 100 msec) is unnecessary. A .2 second gap between each
transmission burst allows for propagaticn delays from
trensmitter to receiver without signal overlap into
another station's time slot. Therefore, sync within
+ 100 msec insures that only one station will be received
during each of the eight time slots.

A description of the autcrmatic synchronization procedure
developed and simulated at Ohio University follows, and
a logic flow diagram is given in Figure 9. Although the
routine is described here in terms of a single-frequency
system, the technique is applicable to a multiple fre-
quency system as well. Performing the routine on multiple
channels simultaneously would give the navigation pro-
cessor a redundancy check. By averaging the results
obtained for all channels, a best estimate of the sync
point could be obtained.
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To establish sync we must obtain a transmission pattern
from the live data and shift the entire ten second frame
until the live pattern coincides with the unique Omega
transmission pattern stored in the computer. The live
transmission pattern can be established by determining
the amount of correlation between consecutive 10-msec
phase samples. High correlation indicates the presence
of a strong signal, while the lack of phase coherence is
indicative of a weak signal or noise. The absolute value
of phase measurements is meaningless durina the sync pro-
cess; only the phase correlation from sample to sample is
useful in determining the live transmission pattern (i.e.
in determining whether the sample point is signal or
noise).

An Omega phase measurement is supplied by the micro-
computer interface module every 10 msec (100 Hz sampl-
ing rate). Starting at a random point in time and tak-
ing data for ten seconds (one corplete Omega frame)
yields 1000 phase samples. This is all the information
needed to accomplish sync: One ten second record con-
taining 1000 bytes of phase data, each byte being 8-bits
long. To simulate a random ONS start time, a call to
a subroutine returns two random numbers. These represent
the number of records and bytes in the data base tape to
be skipped to get to the random starting point. Begin-
ning at this point on the data base tepe, 1000 phase bytes
are read.

The Omega signal is contaminated with noise, causing
a series of measurements to result in a dispersion of
phase points rather than a constant value. If the phase
of a signal with respect to the receiver clock is near
the 0 to 255 measurement extremes (near the “edge" of
a cycle), the measured value may "bobble" between the 0-
255 extremes. To remove this bobble each data point is
"mirrored" about tve 50% full scale value (mirrcred about
127). Points at x = 255 are thus reflected to 255 - x = O.
Since we are interested only in the phase correlation
and not the absolute vilue of phase, the mirroring pro-
cess merely puts the data into a better form from which
the correlation can be determined.

A simple routine yielding @ weasure of the point-to-
point correlation is to taks the difference cf each two
successive phase points. That is, subtracting each
measurement from the previous yields iC00 difference
values: each difference is inversely proportional to
the correlation between two sample slots.

By comparing each difference value to a predeter-
mined “threshold constant”, a decision can be made as to
whether signal or noise exists in each 10-msec sample siot.
However, it may be desirable to smcoth cr average the
difference values over several sample slots before com-
parison to the threshold constant s wade. If the differ-
ence is less than the threshold, a "1" is stored in the
sample slot (low difference —> high correlation —> signa?
present). If the difference is greater than the threshold,
a "0" is stored in the slot. After all 1000 comparisons
have been performed, a pattern of 1000 1's and 0's re-
presents the signal and noise sample slots, respectively.

Note that the 1000 bits can be stered in 125 E-bit
bytes of memory (an emount of stcrage not prohibitive for
simple microcomputer systems). Also bear in mind that
virtually the entire microcomputer will be dedicated to
the autosync routine during the sync process, since no
Omega navigation information is available until after sync
is complete.

The 1000 sample bits are next compared to the stored
Omega pattern in a bilevel correlation process. Use is
made of both time slot and transmission gap information;
whenever the sample slot binit is equal to the stored slot
binit, the correlation countcr is incremented by cne.
After all 1000 slots have been compared, the stored
pattern is shifted by one slot and the comparison process
is repeated. This shift and ccmpare iteration is con-
tinued until all 1000 possible shifted patterns have becen
tested. The number of shifts necessary to obtain the
highest bilevel correlation value represents the starting
point for the "A" time slot.

Having gone to the sync point in the data, Figure 10
shows the resultant 1000 byte record plotted 10 points per
line. The higher the signal-to-noise ratio of the staticn
being received in each time slot, the less dispersion there
{s in the phase points plotted.

For a confidence measure, the entire sync process can be
performed several times and a best estimate of the sync
point computed. If multiple frequencies are available, the
process can be performed on each channel and the sync
points averaged (or a sync point can be considered accept-
eble only if it results on 2 out of 3 channels, etc.).
Another possibility is to save the second highest correla-
tion value as well as the highest, and consider the sync
point acceptable only if the highest value is better than
the second highest by a predetermined amount.

Hothing has yet been said about operator assistance dur-
ing the sync process. However, the operator's a priori
knowledge of which stations are on the air and which ones
will be well-received in his particular geographic area
can be incorporated into the creation of the unique trans-
mission pattern stored in the computer. This facilitates
the bilevel correlation process, resulting in a more
accurate sync point.

Besides the sync point information made available by the
zuto-sync routine, a signal-to-noise ratio measurement
c2n be derived very simply from the bilevel sample slot
pattern. After the sync point has been determined, the
first 90 binits in each time slot can be summed; the sum
cbtained for each time slot is proportional to the SNR in
each time slot. This information can be used by the
navigation processor to automatically determine which
stations are best for navigation (in the SNR sense).

After the sync point has been determined and the ONS
timing synchronized with the transmission pattern, the
125 bytes of sample slot binits need not be saved unless
it is desired to check the sync point at later times to
insure that sync is maintained. Several methods for
periodically checking the sync point are now being in-
vestigated.

In summary, the technique presented requires very simple
microcomputer instructions (compare, subtract, and shift);
uses very little storage (125 bytes maximum); usually
eccomplishes sync in less than 20 seconds (depending on
the number of redundancy checks desired). The routine has
demonstrated acceptable accuracy (within + 100 msec) using
the Omega data base described earlier. Ccntinued research
utilizing decision theory techniques is ongoing to deter-
mine the threshold constant in an optimel fashion. Several
types of data smoothing routines have been used to obtain
the smoothed difference values; a 9-point straight averag-
ing filter seems to give best results.

FUTURE ACTIVITY

The automatic synchronization algorithm is only the
beginning. Immediately following acceptance of the pre-
liminary sync 2lgorithm, work will begin on the Omega
tracking loop software, to be followed by navigation
eigorithms and display drivers. Current plans call for
physical implementation of the microcomputer after simula-
tions of the sensor processor functions are complete.
Flight tests of the software sensor processor are planned
for summer 1976.
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