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PREFACE

On May 15–16, 1975, a symposium was held at the Goddard Space Flight Center on the Study of the Sun and Interplanetary Medium in Three Dimensions. The symposium brought together more than 200 scientists from the U. S. and Europe to discuss the importance of exploring the interplanetary medium, and viewing the Sun over a wide range of heliographic latitudes. Among the topics discussed were the missions that NASA and ESA are currently considering for possible flight out of the ecliptic plane, and the likely scientific returns of these missions in the areas of solar, interplanetary and cosmic-ray physics. The symposium was sponsored by NASA and ESA, and was a topical meeting of the American Astronomical Society and the American Geophysical Union.

In this proceedings an attempt has been made to provide a complete summary of the content of the symposium. J. A. Simpson has kindly summarized the various options for out-of-the-ecliptic missions. The speakers who addressed the likely scientific returns from these missions have in most cases provided detailed summaries of their remarks. In cases where a full summary was not available, an abstract has been provided. In addition, K. C. Hsieh has kindly provided an article on direct measurements of neutral gas out of the ecliptic. Time was not available at the symposium for presentation of these interesting ideas.
The organizing committee of the symposium is very grateful to the authors, all of whom have busy schedules, for providing detailed summaries of their talks. We would also like to express our sincere appreciation to Mrs. Sandy Schraeder and Mrs. Martha Harding for their invaluable help in organizing the symposium.

A list of all the speakers at the symposium, and their topics is given in Appendix A to this proceedings. A list of all the attendees at the symposium is provided in Appendix B.

L. A. Fisk
W. I. Axford
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Some Introductory Remarks

Over the years studies of the Sun and interplanetary medium have occupied the attention of a sizeable fraction of the space community, and have constituted a considerable portion of NASA and ESA's efforts in space science. And rightly so. We attempt in this subject to understand our local environment in space.

With our continuous and in some cases in situ observations, we also provide in this subject detailed testimony as to what physical processes are possible on a star and in an astrophysical plasma. Our studies of the solar environment thus influence our thinking as to what is possible in other astrophysical settings. In some cases the influence is quite direct. For example, the solar wind should exhibit many of the properties of stellar winds. Shock waves in interplanetary space may resemble those in interstellar space. The behavior traits of cosmic rays propagating in the interplanetary magnetic field should be similar to those of cosmic rays in the galaxy. And so on.

All of the spacecraft that NASA and ESA have flown to study the Sun and interplanetary medium, however, have been limited in one major respect. None of these spacecraft have penetrated off the equatorial plane of the Sun by more than about \( \pm 10^\circ \) in heliographic latitude. We have thus sampled particle emission from the Sun, or interstellar matter.
impinging on the solar cavity (e.g. galactic cosmic rays), only over a narrow range of latitudes. The look-angle for studying photon emission from the Sun is similarly limited.

This latitude limitation would not be serious, of course, if we had any expectation that conditions in the solar environment were invariant with latitude. However, even the most cursory of examinations of a white light photograph of a solar eclipse reveals a strong latitude dependence for conditions in the corona. Sun-spot and flare activity is known to be concentrated in the mid-latitude regions on the Sun. Interplanetary scintillation studies suggest that the flow of the solar wind is faster and more turbulent over the solar poles, than it is in the equatorial plane (See Coles and Rickett, in this proceedings). The expected Archimedes spiral pattern of the interplanetary magnetic field may cause the ratio of thermal to magnetic pressure of the solar wind to vary strongly with latitude, thus resulting in a plasma over the poles which has substantially different properties from the local solar wind. This same field pattern may let low energy galactic cosmic rays ($\sim 100$ MeV) penetrate unopposed into the region of the solar poles, whereas such particles are excluded from the inner solar system near earth. And the list goes on.

We are thus forced to conclude that, to date, spacecraft exploration of the interplanetary medium, and measurements of the Sun which are look-angle dependent, have studied a non-representative sample of our total solar environment.
We have studied in only two dimensions, what is a three-dimensional structure. We have not sampled the full variety of astrophysical conditions that are available to direct measurements in our local environment. Thus, we have not adequately broadened the base of knowledge that we can use for deciding what is possible in other astrophysical settings.

An Out-of-the-Ecliptic (O/E) Mission, in which the interplanetary medium is explored, and the Sun is viewed over a wide range of heliographic latitudes, will provide the measurements that can help replace our current parochial view, with a more accurate assessment of our local environment in space.

The Current Status of the O/E Mission

At the time of the publishing of these proceedings, NASA and ESA are engaged in a Phase A study of an O/E mission, which could be launched in the early 1980's. Two possible missions, a primary and a backup, are currently under consideration. In the primary mission two spacecraft are to be launched simultaneously by the shuttle, with the Interim Upper Stage (IUS) - 4 stage booster. The spacecraft, which would be similar in design to Pioneers 10 and 11, would then fly to Jupiter. There, one of the spacecraft would be targeted so that after encounter it passes up out of the ecliptic plane and over the north pole of the Sun. The other spacecraft would be targeted so that it passes over the south solar pole. Following their polar passes, each of the space-
craft would return to the ecliptic plane, and then would fly up over the opposite solar pole. In the backup mission, one spacecraft is launched from the shuttle /IUS - 2 stage. This spacecraft is targeted at Jupiter to pass over one of the solar poles, return to the ecliptic plane, and then fly up over the opposite solar pole. In both missions the spacecraft can obtain high heliographic latitudes (80°).

The major advantages to the primary mission are:
(i) It will provide simultaneous measurements of conditions in the northern and southern hemispheres of the Sun. (ii) The total science payload (both spacecraft) carried in this mission is large (60 kg). (iii) The two spacecraft passing by Jupiter will provide an interesting opportunity to distinguish spatial from temporal effects in the Jovian magnetosphere. Indeed, this mission may provide the only opportunity in the foreseeable future when two spacecraft are simultaneously near Jupiter. The advantage for the backup mission is, of course, in cost. It costs less than the primary mission, and yet it still provides a survey of conditions at high heliographic latitudes.

In the primary mission, it is planned that ESA would build one of the spacecraft, and NASA, the other. In the backup mission, the spacecraft would be provided by ESA. In both missions, NASA would provide the launch vehicle and the RTG power supplies.

The Phase A study will be completed in the spring of
1976. After this time, NASA and ESA will decide whether or not to proceed with a joint O/E mission. A decision can be expected in the summer of 1976 as to whether a Phase B study of one of these mission options (or some other option) will be undertaken.

Details on the primary and backup mission, as well as on other options for O/E missions, can be found in the review paper that J. A. Simpson has kindly written for this proceedings. It should be noted also that a particularly interesting variation on the O/E mission is discussed in the proceedings in the paper by G. Colombo, D. A. Lautman, and G. Pettingill. In this variation, one of the two spacecraft in the two-spacecraft, Jupiter-swingby mission is a solar probe, which after encounter with Jupiter is directed back at the Sun along a nearly rectilinear path. Accurate measurements of the quadrupole moment of the Sun can be made from the solar probe, as well as in situ measurements of the solar wind in the corona.

O/E Science

Some information on the flow speed of the solar wind at the higher heliographic latitudes can be obtained from observations of interplanetary scintillations, and also from observations of ion comet tails. In this proceedings we have included a paper on scintillation observations by W. A. Coles and B. J. Rickett, and one on studies on comet tails by J. D. Brandt. It is interesting to note, however,
that the conclusions of these two papers on the behavior of the average wind speed are substantially different. These differences may be reconcilable, as Coles and Rickett suggest. However, such discrepancies in indirect observations emphasize the need for direct in situ measurements.

The remaining papers and abstracts in this proceedings discuss the impact that an O/E Mission will have on studies of the solar corona, solar x-ray and EUV emission, solar radio astronomy, the solar wind, the interplanetary magnetic field, solar and galactic cosmic rays, interplanetary dust and zodical light, and interstellar neutral gas. It is recognized immediately from this list that O/E science is highly multi-disciplinary, involving many areas of solar and cosmic-ray physics, and all areas of interplanetary physics. There are also many different topics in each area which will be affected by O/E measurements. It is not the purpose of this proceedings to give an exhaustive survey of all possible topics. Rather, we have simply highlighted here some of the more interesting problems in O/E science. In this same context, it should be recognized that an O/E mission is exploratory, and as such is certain to uncover new phenomena. It is one of the axioms in the space program that when we fly where we have never been before, we uncover phenomena that we cannot anticipate in advance.

The papers and manuscripts in this proceedings have been reproduced directly from the typescripts provided by the authors. In addition to considering scientific questions,
the authors in some cases have discussed the heliographic latitude that an O/E mission must obtain for best results in their particular area. NASA and ESA requested that such information be provided in the talks at the symposium.
CHAPTER I

THE MISSIONS
Experiments Out of the Solar System

Ecliptic Plane: An Introduction to the Excliptic Mission*

J. A. Simpson
Enrico Fermi Institute and Department of Physics
University of Chicago
Chicago, Illinois 60637

February 28, 1976

1. Introduction

The dramatic step made possible by direct measurements in space with satellites and probes during the past 18 years has totally altered our concepts of the Sun, the interplanetary medium, and their influences upon Earth. This has been achieved with observations confined solely to the vicinity of the equatorial plane of the solar system. From these two-dimensional investigations we have made dubious attempts to extrapolate our knowledge to deduce what the Sun and space in the solar system is like in three-dimensions. However, the solar, interplanetary and galactic phenomena discovered in these years have raised many urgent scientific questions which can only be answered by direct observations and experiments far out of the ecliptic plane and over the solar pole to achieve a "global" concept of the Sun, the interplanetary medium, and their relationship to Earth and the boundary of the heliosphere with the interstellar medium. We have been faced for many years with this age-old problem which occurs often in science, namely, the extrapolation of physical phenomena from two-dimensions to deduce phenomena in three-dimensions. The uniqueness and importance of

a scientific mission which can directly achieve this global study and the recognition of its potential for discovery has been clear for many years. In describing such an exploratory mission, it is not unfair to make a comparison between the importance of Man's exploration of the spherical surface of the Earth, and an ecliptic mission, which is qualitatively similar in its conceptual and practical consequences for space science to the impact of the full exploration of Earth on Man's intellectual advancements.

If a mission out of the ecliptic is so vital to the advancement of science then why has it not become a reality by now since the technology for its accomplishment has been with us for several years, and Pioneers 10 and 11 have demonstrated that a Jovian gravity-assist to drive a probe out of the ecliptic is safe? Among the reasons appears to be the broad, interdisciplinary character of the most important investigations on the mission which, on the one hand, represents the greatest strength of the mission, but, on the other hand, becomes a source of weakness for marshalling the sources and the support of the scientific community, or even leadership within the federal agencies where the missions must successfully compete with other important types of space missions. Since the late 1950's an out of the ecliptic mission has been under discussion. Now, hopefully, it is a mission whose time has come since it has recently elicited support from a wide segment of the scientific community on the basis of its uniqueness and importance for science and the applications of science to our understanding of the Sun and its influence upon Earth. Furthermore, as has been the case for the space program to date in the equatorial plane, out-of-the-ecliptic observations are almost certain to yield important, unanticipated discoveries. We can best describe the quality of the mission objectives as exploratory and interdisciplinary and, therefore, the investigations must be designed to encompass the unexpected.

The purpose of this note is to summarize the most likely alternatives for carrying out a mission to achieve these broad scientific goals and to illustrate with specific examples drawn
from charged particle astronomy, interplanetary and solar physics some of the experiments and observations which may be carried out. It is not within the scope of this note to describe in detail the many exciting scientific challenges opened by the mission, but the reader easily will perceive this wide range of possible investigations, many of which are discussed in the Proceedings of this Symposium or outlined by Page. As a basis for discussion of the regions of the Sun and interplanetary space which may be explored by ecliptic missions I have prepared in Figure 1 a schematic representation of the main solar latitude zones of highest interest and their possible interfaces with the interplanetary medium. In the following discussion we will summarize some of the alternative missions which reach into these regions of space and the constraints they place upon experiments. As a secondary objective we shall also describe the opportunities which some of these missions provide for unique studies of the magnetosphere of Jupiter since, for the most likely mission choices, Jupiter becomes the "gateway" to space out of the ecliptic.

II. Ten Ways to Get There

Table 1 is a summary of the most outstanding mission alternatives. There is a long history of successive proposals for these missions based primarily on available launch vehicle technology, hence some of the alternatives presented in Table 1 now are only of historical interest. Basically, the mission options are dependent on launch vehicle capabilities. Direct ballistic injection at \( \sim 1 \) a.u. (option 7 and 8) even under optimum conditions will take a spacecraft only to \( \sim 37^\circ \) heliographic latitude. The addition of solar electric propulsion (SEP) makes it possible to achieve a spacecraft trajectory oscillating in latitude at 1 a.u., and synchronous with Earth thus scanning over a north-south latitude range that reaches a limit of \( \pm 60^\circ \) within 2.7 years, under maximum launch capabilities (option 9, for details see reference 4 and 5). The trajectory plotted in a plane at 1 a.u. is shown in Figure 2. This type
latitude scanning spacecraft, which must be triaxially stabilized would place a strong emphasis on extending present solar observations being made at Earth to stereoscopic viewing of these solar phenomena. The rate of technical development of solar electric propulsion, however, is such that no possibility exists for considering this option in the early 1980's. Furthermore, from Figure 1 see that all of the direct injection missions discussed above do not allow observations in situ beyond the zones of solar activity and leave open all questions which could only be answered by attaining higher solar latitudes. As will be shown below, the polar cap-to-polar cap passes of Jupiter swingby missions will achieve the latitude scans of the SEP missions, although for a shorter interval of the solar cycle.

The alternative to direct injection is a gravity assist by Jupiter, i.e. by a Jupiter swingby (JSB) -- a technique first proven by Pioneer-10 to achieve a solar system escape trajectory. This technique makes it possible to achieve solar polar cap passes with maximum latitudes depending on the launch constraints (options 1 - 6). Among those options that achieve polar cap passes of \( \pm 80^\circ \), options 1, 2, 3 and 6, offer the greatest potential for achieving our stated prime objectives of exploration and discovery. Option 6 enables a single spacecraft to reach \( \sim 79^\circ \) solar latitude with an Atlas/Centaur vehicle by requiring an Earth swingby as shown in Figure 3. However, in addition to the increased time to reach solar maximum latitude (1.7 years longer), this mission suffers further from reduced reliability because it requires an additional spacecraft propulsion subsystem to undertake two additional and critical spacecraft maneuvers as described in Figure 3. We focus on the most fruitful of all the JSB options, hopefully the most likely to be adopted, namely a dual spacecraft launch to Jupiter (options 1 or 2) which will result in spacecrafts over both solar polar caps simultaneously with trajectories as shown in Figure 4 passing from pole-to-pole in opposition. We refer to this type of mission as the tandem Jupiter swingby (TJSB).
III. The Tandem Jupiter Swingby Mission

In Figure 4 we have identified the two spacecrafts as A and B and have shown their trajectories from Jupiter swing-by until after their respective pole-to-pole passes at the Sun, all as a function of time. Although this example is for option 2 in Table 1, the trajectories for option 1 will be similar. From the point of view of scientific investigations in different disciplines, e.g., solar physics, interplanetary plasma and magnetic field, the magnetosphere of Jupiter, cosmic rays, etc., the mission is logically to be divided into five phases identified by portions of the spacecraft trajectories. These are: (I) from Earth to Jupiter, (II) through the Jovian magnetosphere, (III) out-of-the-ecliptic simultaneously in the northern and southern hemispheres over the radial range \(1.5 - 5\) a.u., (IV) over the solar pole, and pole-to-pole transits of the two spacecrafts, and (V) post solar pole trajectories. In each phase there are some prime mission goals for one or more of the scientific investigations. In the following discussion we take the reader on a "guided tour" through these five phases of the TJSB missions using illustrative scientific investigations which will lead to discovery or the answer to old questions. Although it is not possible to discuss in this note all the important scientific objectives of each phase, these trajectories provide a rich source of new investigations with each phase of the mission possessing its own set of unique scientific objectives.

Phase (I): Earth to Jupiter

The two spacecraft travel near the ecliptic plane with a radial-spatial separation of order \(10^6\) kilometers and with simultaneous transmission of data. This separation makes it possible for us to undertake a new family of studies, since never before have spacecraft been so separated for a long period of time free from the influence of a nearby planet and never before have we had the opportunity to do correlative studies between closely spaced observation points over a large radial range. For example we may undertake:
a) the study of charged particle-magnetic field interactions, especially for very low energy nuclear particles in the range 0.1 to 1 MeV. This spacecraft separation distance becomes comparable to the correlation length of the interplanetary magnetic field and to the scattering scale size of the particles. 8

b) the study of the modes of propagation and interaction with magnetic fields in interplanetary space of the electrons which have been recently found to be escaping from Jupiter. 9-11

c) measurements of the interplanetary acceleration of protons12 and electrons in the regions surrounding blast waves from the sun. 13 It will also become possible to investigate in detail the forward-backward moving shocks which are now observed to be associated with so-called "interplanetary active regions".14 These active regions and shocks are also associated with enhanced fluxes of ~ 1 MeV protons. 15

This phase of the mission corresponds to an interplanetary version of the smaller scale Mother-Daughter satellite combination devoted to magnetospheric studies in the period 1977-1980. No other interplanetary mission studies of the above type have been made, or are contemplated in the foreseeable future.

Phase (II): Jovian magnetospheric studies

Since for operational reasons the two spacecrafts in opposite hemispheres will have times of closest approach 2 to 3 days apart, we obtain a unique and valuable separation of the two spacecrafts in the Jovian magnetosphere capable of attacking problems that could not be investigated by the Pioneer 10-11 spacecraft, the Mariner-Jupiter-Saturn spacecraft, or even a single Jupiter orbiter spacecraft. In Figure 5 we display a meridional plane projection
of the trajectories of the two spacecrafts A and B. Figure 6 is a projection of the two spacecraft trajectories on the ecliptic plane. For comparison the Pioneer-11 encounter trajectory to Saturn is shown. At the time of closest approach for spacecraft A (position 1), spacecraft B is at a distance of \( \sim 50 R_J \), and when spacecraft B is at closest approach (position 10) spacecraft A has moved to \( \sim 50 P_J \). Thus it should be possible to separate large scale spatial from temporal effects in the Jovian magnetosphere. It will also be possible to obtain measurements at four magnetic latitudes for each radial distance. Some of the key problems to be attacked are: (a) investigations of the variation of the radial position of the bow shock with time, and (b) the distortions of the magnetospheric boundary in response to fluctuations in the strength and direction of the solar wind and the rotation of the magnetosphere. An important feature of the Jovian magnetospheric observations possible with the TJSB mission is the simultaneous measurement of the solar wind outside the magnetosphere by one spacecraft while measurements within the magnetosphere are under way with the second spacecraft. (c) The nature of the "global" time dependent 10 hour variations of electron intensity and spectrum within the magnetosphere \(^6, 9, 16\); how is this effect related to the rotation effects of the equatorial plasma sheet and the spatially dependent 10 hour variation? This in turn is related to the problem of the mechanism for the release of electrons from Jupiter into interplanetary space. (d) Jovian satellite interactions with the trapped radiation; special opportunities exist whereby it is possible to cross the flux tubes associated with the satellite Io and thus to investigate the nature of the control exerted by Io over decametric radio bursts. \(^6\)

In sum, the dual spacecraft out-of-the-ecliptic mission will answer questions which would otherwise remain a puzzle for studies made with a single spacecraft.

Observations made with Pioneer 10 and 11 have established the importance of transient phenomena \(^6, 16\) for the magnetosphere of Jupiter, such as large scale distortions.
Observations with a single spacecraft cannot unambiguously separate the temporal and spatial dependences of such transient effects, so that a dual spacecraft mission offers our best hope for gaining a further understanding of the physics of the Jovian magnetosphere.

**Phase (III): Out-of-the-ecliptic at large radial distances**

Figure 4 illustrates the trajectory characteristics for spacecrafts A and B as a function of time after a Jovian swingby. In a period of ~2 years, the two spacecrafts traveling in the opposite hemispheres of the interplanetary medium cover a radial distance of ~4 a.u. while slowly traversing a solar latitude range of up to nearly 90°.

This phase of the mission offers the opportunity to take snapshots of solar active regions on the sun, (EUV, UV, x-rays, radio, etc.) for comparison with identical observations from Earth to form stereoscopic pictures of solar phenomena. It also becomes possible to investigate new aspects of the Gegenschein.

This phase of the mission also offers the opportunity to study the behavior of magnetic sector structure at large radial distances from the Sun in the solar activity zone (Figure 1) to answer such questions as: (a) What role does the region of solar activity (10 to 35 degrees) play in determining the sector structure of magnetic fields extending from 1 to 5 a.u.? (b) To what extent does the magnetic sector structure persist at high latitudes and at great distances from the Sun? (c) How does the Sun's differential rotation, which produces a rotation period 9 days longer at the pole than at the equator, change the structure of interplanetary magnetic fields?

These questions concerning the "global shape" of blast waves in the two hemispheres constitute major magnetic field and plasma studies for this phase of the mission. The characteristics of this region for charged particle propagation for both solar and galactic particles are entirely unknown, and their determination would be the prime goal of charged particle studies in this region.
Phase (IV): The polar observations at the Sun from ~ 1.2 - 2 a.u.

A. Solar observations from the solar viewpoint.

The evolution of coronal features above solar active regions, coronal streamers and related transient, large scale phenomena -- now observable only by solar limb studies from Earth -- may be undertaken from the A or B spacecraft by time-lapse observations obtained simultaneously at all solar longitudes. Coronagraphic studies on a spinning spacecraft are difficult, but the potential is great for understanding the origin and dynamical structure of the inner and outer corona from simultaneous, polar and equatorial observations (J. A. Simpson to G. Newkirk, private communication, 1968).

B. Solar interplanetary studies.

Somewhere in the region tentatively identified as the transition region above solar latitude ~ 60°, characteristics of the interplanetary medium increasingly become determined by the properties of the sun and corona in the polar regions. For example, it is currently believed that the polar region may be represented by a coronal hole where a continuous emission of the solar wind at high velocities (> 700 km/sec) is expected. It is in this region that the rotational effects of the Sun cease to play a major role in the large-scale structure of the magnetic field carried into interplanetary space by the solar wind. The properties of this region are unknown and expected to be totally different from those so far studied in the vicinity of the equatorial plane. For studies in this region it is vital that measurements in the north and south polar regions be made simultaneously since it is well-established that both the temporal and spatial distributions of observable solar phenomena in the polar regions are frequently different at the two poles. In addition to the particle, magnetic field and plasma interactions which will be studied for the first time under these new physical conditions, we point out that low energy particles from the galaxy may find a relatively easy entry to this
As shown in Figure 1, the two spacecrafts pass from pole to pole in periods of the order of 260 days (or on average of \( \sim 0.7^\circ \) per day). This corresponds to an elapsed time of \( \sim 10 \) solar rotations when the two spacecrafts are at radial distances \( \sim 1.2 \) to \( 1.5 \) a.u. Clearly, radially dependent effects are likely to be small compared with latitudinally dependent phenomena being studied simultaneously on the two spacecrafts. The observations to be made and the scientific objectives of Phase IV of the dual spacecraft are essentially the same as those for the SEP mission (options 9 and 10). Both missions provide a scan of solar latitude at a rate of \( \sim 0.4 \) to \( 0.7 \) degrees per day at approximately constant radial distance from the Sun, although the dual spacecraft mission provides coverage of the polar region of the Sun, while the SEP mission does not. Among the latitude dependent phenomena to be investigated are (a) the effect of differential rotation on the magnetic field structure in interplanetary space; (b) the nature of the transition region from the polar coronal holes to the band of solar activity (Figure 1); (c) the nature of transient phenomena such as shocks and high velocity streams at high solar latitudes. Measurements relating to these questions made in Phase IV are distinguished from similar measurements in Phase III by the fact that the radial position of the spacecrafts is not an important parameter during Phase IV, thus providing a clean separation of latitudinal and radial effects.

It is likely that the combined direct solar observations, magnetic field, plasma and high energy particle studies will introduce a qualitative change in our understanding of the differential rotation of the Sun, of the \( \sim 22 \) year magnetic cycle and, thereby, in our understanding of the internal dynamics of the Sun.

C. Galactic composition of cosmic radiation.

In part B above, measurements during the pole-to-pole excursion of the
Two spacecrafts were concentrated on the electrodynamics of the interplanetary medium and the role of the solar features in determining the dynamics of the medium. If conditions over the solar poles are anywhere near those predicted it would appear that cosmic ray particles of low energy from the galaxy which cannot otherwise propagate into the inner part of the solar system near the equatorial plane because of solar modulation may be able to penetrate by way of the solar polar magnetic fields to within ~ 1 - 2 a.u. If so, we may be able to obtain for the first time samples of the energy composition of galactic cosmic rays; that is, the relative abundances of the elements in the nuclear component of the cosmic rays and the relative isotopic abundances of hydrogen to nickel. Through such studies it may become possible to identify the low energy component of cosmic rays accelerated in our local region of the galactic arm. These studies will be of vital importance for deciding among models of nucleosynthesis of the elements in the sources of cosmic rays. Furthermore, under such circumstances, it would become possible to obtain the energy densities in interstellar space for these very low energy particles (a problem concerned with the heating of interstellar clouds).

Finally, all of these investigations over the solar pole when taken together with observations in the equatorial plane will yield a "global" model for solar modulation which takes account of the propagation of nuclear particles and electrons extending downward in energy to energies where at present their modulation is not understood. Recent observations\textsuperscript{19, 20} show that even at higher energies, revisions of our ideas about modulation may be required, possibly involving processes taking place off the ecliptic plane\textsuperscript{21}, or introducing interstellar neutral particles in the heliosphere.\textsuperscript{22} The IMP satellites and Pioneer 10/11 deep space probe observations have raised a number of interesting questions regarding whether or not low energy particles could have access to the solar equatorial zone.
D. Energetic particles of solar origin.

The role of coronal transport in the propagation of solar particles from flare sites to the interplanetary medium has been much studied but is not well understood. Out-of-the-ecliptic missions will play a major role in deciding on the transport mechanism, on the storage time and distribution of particles at the sun, and, in turn, while using solar particles as probes of the intervening magnetic fields, will obtain information on the near-sun magnetic field structure including the distribution of irregularities in the magnetic field. It may be possible that the effects of differential rotation can be analyzed best by studying the emission of solar flare particles at high solar latitudes.

E. Models of the heliosphere.

At the present time we cannot choose conclusively among models of the heliosphere with boundaries for particle modulation which, for example, could be a) pancake-like in character, extending the order of say 20 to 50 a.u. in the equatorial region, but only a few astronomical units thick over the poles, or b) with distant boundaries over the solar poles and therefore much more spherical in character, as sketched in Figure 7. Although these two examples represent extremes, it would appear that data obtained out-of-the-ecliptic plane could assist in deciding between them by using galactic cosmic rays as probes of the outer magnetic fields of the interplanetary medium. Predictions for the charged particle gradients, particle anisotropies and energy spectral changes as a function of solar latitude can be made; therefore a wide range of models can be tested by the dual spacecraft mission (e.g. reference 28).

Phase (V): Post solar polar observations

The above four phases of the dual mission illustrate the wide range of physical processes which can be studied during the mission. After leaving the sun the dual spacecrafts again travel outward from the Sun where they are able to repeat some of the observations which were obtained between Jupiter and the Sun in Phase III as much as a half solar cycle earlier.
These latter measurements would indeed be very interesting since they can provide further evidence on the long-term changes in the heliosphere, especially in the latitudinal structure of the interplanetary magnetic fields.

IV. Summary Remarks

We conclude from the mission alternatives that the latitude scan missions such as the SEP options 9 and 10 (Figure 2) are dedicated to more detailed observations and exploration of the solar active zones (Figure 1) with a strong emphasis on extending the stereoscopic viewing of the solar phenomena now under observation with Earth orbiting satellites. On the other hand, the solar polar cap passes further extend the exploration of new regions of the Sun and interplanetary medium, the evolution of solar coronal features seen simultaneously at all solar longitudes, and the possible access of low energy particles from interstellar space via the polar magnetic fields. Such particles can not be detected with deep space probe missions near the equatorial plane in the foreseeable future. Thus, in many aspects both types of missions are important for science, but are qualitatively different in their goals.

With regard to strategies, the TJSB missions offer the unique advantage of providing well-defined interfaces for international collaborations since one spacecraft could, for example, be the responsibility of the European Space Agency while the second spacecraft could be the responsibility of the NASA.

Some instruments should cover the same measurements simultaneously on both spacecrafts, e.g. magnetic fields, plasmas, charged particles and x-rays. However, in addition one spacecraft could carry a set of complex instruments to complement the other spacecraft, viz. a coronagraph on one spacecraft, and a complex super-thermal particle spectrometer and solar radio emission detector on the other spacecraft.
Although Table 1 suggests a wide range in costs based upon the launch vehicle, the ultimate difference between a single spacecraft JSB mission and TJSB mission is really less than indicated because the same magnitude of commitment and resources is required for scientific instrument preparation and integration, for data acquisition throughout the years of the mission and, most important, for the level of commitment of those in the scientific community motivated to undertake such a long term enterprise.

The need for simultaneous measurements at Earth during an exoeliptic mission must not be overlooked in order to separate spatial from temporal changes in solar interplanetary phenomena, and to relate these observations to the present day scientific knowledge derived from equatorial measurements.

Ingenious experiments and observations have been reported for many years to explore the high solar latitudes near the Sun and interplanetary space. These include the use of radio waves from distant stars to study the magnetic irregularities and electron densities near the Sun, the observation of comet tails at high latitudes and the scintillation effects of galactic cosmic rays to deduce properties of the solar wind, and the large-scale probing of the interplanetary medium by high energy cosmic rays to estimate the scale size of the heliosphere. However, they cannot substitute for direct observations in the regions of the solar system to be penetrated by an exoeliptic mission.

The author apologizes for not adequately covering in this note the many alternate mission options with their unique scientific objectives.

He wishes to thank Dr. Bruce McKibben and Mr. John Niehoff for assistance with the preparation of materials for this manuscript, and Mr. Dan Herman of NASA and Mr. H. F. Matthews of the NASA/Ames Research Center for providing essential background material. This work was supported in part by NASA grant NGL 14-001-006.
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<table>
<thead>
<tr>
<th>Option</th>
<th>Flight Mode</th>
<th>Launch Vehicle</th>
<th>No. of Spacecraft</th>
<th>Total Mass (SC)</th>
<th>Max. Solar Lat., Deg</th>
<th>Spin (SP) or Stable (ST)</th>
<th>Launch Year(s)</th>
<th>Time to Max. Lat., Years</th>
<th>Heliographic Coverage</th>
<th>Cost Bracket(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) JSB</td>
<td>Shuttle/US(2)/TE 364</td>
<td>2</td>
<td>550(60)</td>
<td>84</td>
<td>SP</td>
<td>1981, 83</td>
<td>3.9</td>
<td>Opposed passes, opposite latitude scans</td>
<td>Med-Hi</td>
<td></td>
</tr>
<tr>
<td>(2) JSB</td>
<td>Titan/Centaur/SP</td>
<td>2</td>
<td>500(60)</td>
<td>90/90</td>
<td>SP</td>
<td>1980, 81, 83</td>
<td>~4</td>
<td>Opposed single pass, opposite latitude scans</td>
<td>Hi</td>
<td></td>
</tr>
<tr>
<td>(3) JSB</td>
<td>Shuttle/US(2)/TE 364</td>
<td>1</td>
<td>300(30)</td>
<td>88</td>
<td>SP</td>
<td>1981, 83</td>
<td>3.9</td>
<td>Single pass to -88°</td>
<td>Lo-Med</td>
<td></td>
</tr>
<tr>
<td>(4) JSB</td>
<td>Atlas/Centaur/SP</td>
<td>1</td>
<td>250(39)</td>
<td>39</td>
<td>SP</td>
<td>1990</td>
<td>~4</td>
<td>Single pass</td>
<td>Med</td>
<td></td>
</tr>
<tr>
<td>(5) JSB</td>
<td>Delta 3914/#22</td>
<td>1</td>
<td>150(15)</td>
<td>77</td>
<td>SP</td>
<td>1980</td>
<td>4</td>
<td>Single pass</td>
<td>Lo-Med</td>
<td></td>
</tr>
<tr>
<td>(6) Vega</td>
<td>Atlas/JSB /Centaur/TE 364</td>
<td>1</td>
<td>300(39)</td>
<td>79</td>
<td>SP</td>
<td>1982</td>
<td>5.6</td>
<td>Single pass to -79°</td>
<td>Med</td>
<td></td>
</tr>
<tr>
<td>(7) DB</td>
<td>Titan/Centaur/SP</td>
<td>1</td>
<td>250(39)</td>
<td>34</td>
<td>SP</td>
<td>1980-83</td>
<td>~0.2</td>
<td>Single lat. scan ~ 1 a.u.</td>
<td>Med-Hi</td>
<td></td>
</tr>
<tr>
<td>(8) DB</td>
<td>Delta 3914/#22</td>
<td>1</td>
<td>150(15)</td>
<td>37</td>
<td>SP</td>
<td>1980-83</td>
<td>~0.2</td>
<td>Single lat. scan ~ 1 a.u.</td>
<td>Med</td>
<td></td>
</tr>
<tr>
<td>(9) DSEP</td>
<td>Titan/Centaur</td>
<td>1</td>
<td>250(39)</td>
<td>29</td>
<td>ST</td>
<td>1981, 82, 83</td>
<td>~2.2</td>
<td>Latitude scans ~ 1 a.u.</td>
<td>Med-Hi</td>
<td></td>
</tr>
<tr>
<td>(10) DSEP</td>
<td>Atlas/Centaur</td>
<td>1</td>
<td>150(15)</td>
<td>34</td>
<td>ST</td>
<td>1981, 82, 83</td>
<td>~2.2</td>
<td>Latitude scans ~ 1 a.u.</td>
<td>Med-Hi</td>
<td></td>
</tr>
</tbody>
</table>

---

a. This vehicle or shuttle/US (interim upper stage) equivalent for ≥1981 launches.
b. Delta 3914/#22 solid kick motor with spin table.
c. 27: Star 27 solid kick motor.
d. Cost bracket determined on basis of launch vehicles shown, not shuttle equivalents (see footnote a).

* Science included in spacecraft masses.

** Latitudes: Latitudes are heliographic. Hence when Titan spacecraft are launched to solar latitudes less than 90°, one SC goes below the ecliptic and the other above after swingby, with ~14° difference in solar latitude. If the swingby is at the solar node...

D SEP: Jupiter Swingby
VEGA: ΔV = Earth Gravity Assist
DB: Direct Ballistic
DSEP: Direct Solar Electric Propulsion

---

RePRODUCIBILITY OF THE PAGE IS POOR -27-
Figure Captions

Figure 1 Idealized meridional plane view of the interplanetary regions associated with principal features on the sun. The shaded region represents a region $\pm \theta$ in solar latitude within which all measurements to date have been made. The region of principal solar activity over a solar cycle extends from 10 to $\sim 35-40$ degrees north and south latitudes and is highly variable. A region from $\sim 40$ to 70 degrees is a transition region between the region of solar activity and the polar region where the rotational effects on the magnetic field carried out by the solar wind begin to subside. It is believed that the polar region is mainly occupied by a coronal hole-like structure and therefore that the solar wind has a high velocity in this region.

Figure 2 The solar electric propulsion mission is one in which the spacecraft remains in a 1 A. U. orbit from the sun and is therefore synchronous with earth. The orbit inclination is increased by thrusting about the nodes. In a period of $\sim 3 1/2$ to 4 years a full excursion of the spacecraft is expected to be between 50 and 60 degrees. The spacecraft is normally thrusting except for $\sim 100$ days per year at the anti-nodes. However, the spacecraft propulsion can be turned off for a day or so during the normal operating periods to obtain scientific data.

(See references 4 and 5.)

Figure 3 The $\Delta$VEGA flight mode ($\Delta V$-Earth Gravity Assist). In this mode the transfer event points are:

Point 1: Earth launch 4/18/82, $C_3 = 27 \text{Km}^2\text{-sec}^{-2}$.

Point 2: Perihelion modification maneuver, $\Delta V = 900 \text{ m-sec}^{-1}$.
Point 3: Earth powered swingby, $\Delta V = 1000 \text{ m-sec}^{-1}$.

Point 4: Jupiter encounter 3.2 years after launch.

The trajectory is not to scale.

Figure 4 The out-of-the-ecliptic trajectory for the dual mission after Jupiter swingby, showing the radial distance of the spacecrafts from the sun and the heliographic latitude of each spacecraft as a function of time. (Adapted from reference 7.)

Figure 5 The dual spacecrafts A and B enter the Jovian magnetosphere approximately 2 or 3 days apart. The figure is a meridional projection of the spacecraft trajectory with Jupiter at the center of the coordinate system. The fiducial marks on trajectory A represent 6 hour intervals which correspond in numbers to the 6 hour intervals along trajectory B. Thus it is seen that one spacecraft is near closest approach when the other spacecraft is at 50 Jovian radii. The trajectory of Pioneer 11 is shown for comparison.

Figure 6 Projection on the ecliptic plane of the trajectories of spacecraft A and spacecraft B. For comparison the trajectory of Pioneer 11 is shown.

Figure 7 Two alternate models for the shape of the heliosphere. (See reference 27.)
Idealized Meridional Diagram of Solar Regions Connecting with the Interplanetary Medium

Figure 1
HELIOPHORIGIC LATITUDE PROFILE

(From J.P.L. Report by J.H. Duxbury, 9/26/74)

Figure 2
Out of Ecliptic Trajectory, Heliographic Distance and Latitude
Dual Pioneer Spacecraft, Single Titan 3E/Centaur/TE 364-4

Figure 4

(out adapted from Figure by H.F. Matthews, NASA/ARC)
Figure 7
AN ALTERNATIVE OPTION TO THE DUAL-PROBE OUT-OF-ECLIPTIC MISSION
VIA JUPITER SWINGBY
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and
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We have recently conducted a preliminary study on the possibility of combining the out-of-ecliptic (OOE) mission with a solar-probe mission. In particular, we have been looking at the possibility of having a high-inclination OOE probe complemented by a second probe going from Jupiter to the sun along a rectilinear path (at least for the segment from 0.3 a.u. inward to the sun).

The scientific interest in approaching close to the sun is obvious since it enhances observation of particles, fields, and gravitational harmonics. Our particular choice of path results from the associated simplicity of the spacecraft configuration needed to provide, for example, good thermal control, a drag-free system, and good communications with the earth.
A preliminary error analysis conducted by J. D. Anderson of the Jet Propulsion Laboratory leads to very interesting conclusions for an elliptical orbit with a perihelion distance of $16R_0$. Assuming that the nongravitational forces are compensated by a drag-free system (with three degrees of freedom) and that the spacecraft is tracked down to perihelion, the quadrupole moment of the sun can be determined with an accuracy of 3 parts in $10^7$. Since the estimated value of $J_2$ ranges from $3 \times 10^{-5}$ (applying Dicke's theory) to $1 \times 10^{-7}$ (assuming rigid rotation of the interior with the observed surface), the interest in determining this moment with an accuracy of at least 1 part in $10^7$ is clear. We remember that $J_2$ gives a fundamental constraint to the moment of inertia (or the ratio $C/MR^2$) and, therefore, on the internal density distribution of the sun.

As mentioned above, the result obtained by Anderson implies a three-axis drag-free system with an accuracy of $10^{-8}$ cm/sec$^2$. A drag-free system having this accuracy has recently been flown in the TRIAD satellite. If, however, we choose a solar-impact trajectory, then by using a spinning spacecraft, a one-axis drag-free system can be implemented that requires much less complexity. In fact, a spacecraft spinning about an axis aligned with the rectilinear path would allow 1) gyrostabilization (from 0.3 a.u. to the sun), 2) an easier design for thermal shielding, and 3) a one-degree-of-freedom drag-free system. In particular, a sphere with an electrostatic
suspension is free to move along the spin axis with no exchange of forces along the path. The displacement of the sphere along the spin axis will be sensed, causing the thruster (oriented along the spin axis) to compensate the nongravitational forces along the path to the desired accuracy. The spacecraft will be forced to follow the proof mass and, therefore, to follow a purely gravitational path. Transverse forces should be 4 orders of magnitude smaller and need not be compensated. The drag-free system can be calibrated when the probe is far from the sun (5 a.u.) in order to find the equilibrium position along the spin axis of the proof mass in the gravity field of the spacecraft.

During the 3.5 days that the spacecraft will spend in going from 0.25 a.u. to 0.01 a.u. and closer, the earth-sun-probe geometry will permit the earth to be in the beam of the 0.2-m-diameter antenna pointing parallel to the spacecraft spin axis. The Jupiter-swingby technique has enough flexibility to enable the mission to be timed so that the earth-spacecraft line remains within a few degrees of the direction of the spacecraft track. A 20-cm dish mounted on the spacecraft operating in the X band has a beamwidth of 8° and a gain of 27 dB. By using a 6-m dish on the earth, this will allow a transmission data rate from 50 to 100 bits/sec, even with the noise of the sun in the background. Doppler tracking using two frequencies in the X band (8 and 12 GHz) should yield a relative-velocity measurement accuracy of the order of $10^{-2}$ cm/sec ($1 \sigma$) with 60-sec integration time.
From Jupiter inward to 0.5 a.u., the spacecraft will operate in the Pioneer mode, performing selected experiments related to the solar stereoscopic and OOE missions. The two-frequency radio-science experiment will allow the integrated electron content to be determined at each instant, and perhaps a weighted component of the integrated magnetic field (from Faraday rotation).

From 0.5 a.u. inward, however, the mission will become more sun-oriented. The spacecraft spin axis will be directed sunward at this time, and the drag-free servo system will be activated. Some relevant probe parameters inside 0.5 a.u. are given in Table 1.

Table 1. Probe parameters.

<table>
<thead>
<tr>
<th>Solar Distance (a.u.)</th>
<th>(R⊙)</th>
<th>Time to 4R⊙ (days)</th>
<th>Velocity (km/sec)</th>
<th>Equilibrium Temperature (°K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>100</td>
<td>10.5</td>
<td>54</td>
<td>215</td>
</tr>
<tr>
<td>0.4</td>
<td>80</td>
<td>7.4</td>
<td>60</td>
<td>235</td>
</tr>
<tr>
<td>0.3</td>
<td>60</td>
<td>4.8</td>
<td>70</td>
<td>275</td>
</tr>
<tr>
<td>0.2</td>
<td>40</td>
<td>2.6</td>
<td>85</td>
<td>335</td>
</tr>
<tr>
<td>0.1</td>
<td>20</td>
<td>0.9</td>
<td>121</td>
<td>470</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>0.25</td>
<td>171</td>
<td>680</td>
</tr>
<tr>
<td>0.02</td>
<td>4</td>
<td>0</td>
<td>270</td>
<td>1060</td>
</tr>
</tbody>
</table>
The temperatures shown in the table are surface temperatures related to a properly designed reflective heat shield that covers the "front" side of the spacecraft; the internal temperatures of the spacecraft will not necessarily be so high. Furthermore, the last few solar radii are traversed in less than an hour, during which time, thermal equilibrium will not be established. It is entirely possible that the system will survive to $2R_\odot$. If it does, a straightforward calculation shows that tracking to a doppler accuracy of $10^{-2}$ cm/sec over the half-hour interval required for the spacecraft to fall from 3 to $2R_\odot$ would permit $J_2$ to be determined to an accuracy of $10^{-8}$. Since a realistic estimate of the magnitude of $J_2$ is about $10^{-7}$, as is shown in the Appendix, an extremely valuable result would be guaranteed.

Obviously, many details of engineering design and scientific applicability remain to be worked out for this mission. But the preliminary effort so far expended appears more than sufficient to warrant this further pursuit.
APPENDIX

J₂ OF THE SUN

The value of $J₂$ can be inferred for a rotating axially symmetric body by means of the first-order formula (Jeffries, 1970)

$$\frac{3}{2} J₂ = f - \frac{1}{2} m$$  \hspace{1cm} (1)

where $f$ is the flattening and $m = \omega² R_e / g_e$ is the ratio of centrifugal force at the equator to gravity at the equator. The assumptions made are that the gravitational potential is given by its first two terms only,

$$V_g = \frac{M}{r} \left[ 1 - J₂ \left( \frac{R_e}{r} \right)² P_2 (\sin φ) \right],$$  \hspace{1cm} (2)

and that the surface is rotating uniformly so that the centrifugal force can be derived from the potential

$$V_c = \frac{1}{2} \omega² r² \cos² φ$$  \hspace{1cm} (3)

Then the actual surface will be a level surface of the potential $V = V_g + V_c$.

If the surface is not rotating uniformly, we can modify equation (1) by assuming that, at any latitude, the surface will be perpendicular to the resultant of the gravity force given by the gradient of equation (2) and the centrifugal force equal to $\omega²(φ)r \cos φ$ and directed away from the axis of rotation. Assuming that the shape of the surface is given by $r = R_e (1 - Y)$, we find, to first order,
We assume that the angular velocity of the sun's surface can be approximated by \( \omega(\phi) = \omega_0 - \omega_2 \sin \phi \) and obtain

\[
\frac{d\psi}{d\phi} = (3J_2 + \frac{R_e^3 \omega_2^2(\phi)}{\mu}) \sin \phi \cos \phi ,
\]

where \( R_e = \omega_0^2 R_e \). For the sun, we have \( m = 2.14 \times 10^{-5} \), \( \omega_0 = 14.4^\circ/ \text{day} \), and \( \omega_2 = 4.5^\circ/ \text{day} \), so the second term in equation (5) lies between \( 7.7 \times 10^{-6} \) and \( 10.7 \times 10^{-6} \), depending on whether the differential rotation is included or not. The best determination of the flattening of the sun (Hill, 1974) is \( f = (9.6 \pm 6.5) \times 10^{-6} \). It is clear that \( J_2 \) cannot be derived with any accuracy from equation (5), since it is the difference between two not very well-known quantities of nearly equal magnitude.

If the sun is rotating uniformly and if the density distribution is known, \( J_2 \) can be directly calculated. Following an analysis by Sterne (1939a), we define the "apsidal motion coefficient,"

\[
k = \frac{3 - \eta_s}{4 + 2\eta_s} ,
\]

where \( \eta_s \) is the value at the surface of the variable \( \eta \), which is zero at \( r = 0 \) and which satisfies Radeau's equation:

\[
r \frac{d\eta}{dr} + \eta^2 - \eta - 6 + \frac{6\rho}{\rho_m} (\eta + 1) = 0 .
\]

In equation (6), \( \rho \) is the density at \( r \) and \( \rho_m \) is the mean density interior to \( r \). Then,
where \( m \) has been previously defined. The coefficient \( k \) depends solely on the distribution of mass within the star, ranging from zero for a completely concentrated star to \( 3/4 \) for a homogeneous star. Values of \( k \) have been calculated (Motz, 1952) for solar models by Schwarzschild (1946) and by Epstein (1951). Motz obtained \( k = 0.00585 \) and 0.00599, which leads to \( J_2 = 8.3 \times 10^{-8} \) and \( 8.5 \times 10^{-8} \), respectively. Calculating \( J_2 \) for three later solar models, we found \( J_2 = 1.56 \times 10^{-7} \) for a zero-age sun (Schwarzschild, 1958) and \( J_2 = 1.41 \times 10^{-7} \) and \( 1.20 \times 10^{-7} \) for two models of the present sun (Weymann, 1957, and Sears, 1964). Although we do not at present have detailed calculations of later solar models, we note that a recent one (Hoyle, 1975), proposed to explain the low neutrino emission from the sun, has the unusually low central density of 75 g/cm\(^3\). The ratio of central to mean density is then 53.2, which is quite close to 54.2, the ratio of central to mean density of the "standard model," a polytrope of index 3. Russell (1928) found \( k = 0.0144 \) for a polytrope of index 3, so we consider \( 2 \times 10^{-7} \) to be a reasonable upper limit to the value of \( J_2 \) for a uniformly rotating sun.

It is of interest to consider a lower bound to \( k \) and, hence, to \( J_2 \). The most concentrated star with a given central density is the generalized Roche model, which consists of a homogeneous core, with a density equal to the central density containing all the star's mass, and an envelope with infinitesimal

\[
J_2 = \frac{2}{3} \text{ km}^2, \tag{7}
\]
density. Radeau's equation can then be solved analytically (Sterne, 1939b) to obtain

$$J_2 = \frac{1}{2} \frac{m}{M} \left(\frac{\rho c}{\rho}\right)^{-5/3}$$

With current estimates of the central density of the sun ranging from about 75 to about 150 g/cm³, we find the lower limit of $J_2$ to be between $1.4 \times 10^{-8}$ and $4.5 \times 10^{-9}$.
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CHAPTER II

SOLAR PHYSICS
OUT-OF-ECLIPTIC
STUDIES OF CORONAL HOLES AND THEIR RELATION TO THE
SOLAR WIND

R. W. Noyes
Center for Astrophysics
Harvard College Observatory and
Smithsonian Astrophysical Observatory
Cambridge, Massachusetts 02138

Recently solar physicists have gained the ability to view the solar corona from a new perspective, by means of space observations at x-ray and extreme ultraviolet (EUV) wavelengths, which permits us to observe the forms of the hot, but very tenuous, corona against the relatively cool solar disk (Figure 1). Ground-based observations of the corona, except for relatively low-resolution radio data, require natural (via eclipse) or artificial occultation of the bright disk, limiting coronal observations to "side views" through the atmosphere extending beyond the occulting disk. The direct face-on view provided by EUV and x-ray space observations, combined with detailed information on density and temperature of the emitting regions conveyed by the spectral character of the ultraviolet and x-ray data, has given us the first detailed information on the complex structures of the corona and their interrelations.

The possibility of looking down on the sun from a spacecraft high above the ecliptic plane opens up yet another perspective on the sun, one that is certain to help us understand the nature of coronal holes at high latitudes, and their relationship to the expansion of the three-dimensional solar wind.

The large dark area on the x-ray image of Figure 1 is a coronal hole — a phenomenon whose properties are just now becoming understood, largely through EUV and x-ray observations. Although the existence of large regions of low coronal density had earlier been inferred from coronagraph "side views", we are now obtaining detailed knowledge of their size, shape, density, temperature, magnetic field, and evolution from spacecraft observations at EUV and x-ray wavelengths.
Briefly, coronal holes are large regions of the corona whose density is some 3–10 times less than that of the "average" quiet corona. The temperature, at least at the level where measurable x-ray and EUV radiation is emitted, is also less, having a value of about $1 \times 10^6 \text{K}$ instead of about $1.8 \times 10^6 \text{K}$, as in the average corona. Analysis of low-resolution OSO data (Munro and Withbroe, 1972) suggested that the temperature gradient between the $10^4 \text{K}$ chromosphere and $10^6 \text{K}$ corona is about an order of magnitude less in coronal holes than in the average sun. As a result, the energy loss to the corona by thermal conduction back to the chromosphere, which is a very important energy sink for the average corona, may be much less significant for coronal holes. Due to the low density in holes the radiative losses are also less (which is of course why they appear dark in the x-ray image of Figure 1). Since energy losses by radiation and conduction are both drastically decreased in holes, we may conclude that either the heating of the corona is less in holes or some additional mechanism of energy loss is present in holes that is not found in other regions of the quiet sun.

Coronal holes are assuming great importance today because of their apparent association with high-speed streams of the solar wind. The association, first suggested by Krieger et al. (1973) on the basis of rocket x-ray data, has been put on a much firmer footing from detailed correlative studies of OSO-7 and Skylab data during the period 1973 to 1974. Nolette et al. (1976) found that every large near-equatorial hole observed during the Skylab mission was associated with a high-speed stream at 1 a.u. Furthermore, there was a clear positive correlation between the velocity of the observed solar wind stream and the area of the associated coronal hole as measured from Skylab x-ray photographs. Finally, a very high correlation was found between the polarity of the interplanetary magnetic field associated with the high-speed streams and the magnetic field underlying the associated coronal holes.

During the Skylab mission coordinated ground-based and space data revealed that the location of coronal holes can also be detected through ground-based observations of subtle properties of certain Fraunhofer absorption lines, notably He I, λ10830 (Harvey et al., 1975). This discovery has permitted the mapping of coronal hole
boundaries during the two years after the termination of the Skylab mission. These two years were a time of large and persistently recurring high-speed solar wind streams, and significantly, a pattern of long-lived coronal holes was detected from the He I 10830 observations. Harvey et al. (1976) have shown that, as before, there is a good correlation between central meridian passage of holes that cross the equator and high-speed streams during that time. In addition, when the data also include high latitude holes that also extend down to ± 40° latitude, the correlation becomes even better. Thus there appears little question that the high-speed streams are related to coronal holes, and in addition there is evidence that some of the streams observed in the ecliptic plane are associated with holes at latitudes at least as high as 40°.

To establish that the holes are the origin of the high-speed solar wind streams, however, it is necessary to identify a physical mechanism in addition to finding a high correlation between the two phenomena. In a search for a physical mechanism, we first note that coronal holes occur over areas of unipolar photospheric magnetic fields. Although magnetic fields are measurable only in the photosphere, they may be mapped upwards into the corona, using potential theory along with the assumption that above about 1.6 to 2.5 solar radii they are stretched out radially by the expanding solar wind (Newkirk, 1972). Such calculations show the magnetic fields underlying holes to reach the source surface and thus to open out into the interplanetary medium, while fields underlying other regions in the corona generally close back on themselves (Altshuler et al., 1976). Thus holes seem an easy pathway for the escape of coronal plasma into the solar wind.

We have already noted that the density and temperature structure of holes in the low corona suggest that either the coronal heating rate is less in holes or excess energy may be available to accelerate the solar wind outward in holes. It is interesting that coronal holes are almost impossible to detect in the chromosphere or below, suggesting that at those levels the atmospheric structure does not depend on whether or not a hole exists in overlying corona. This suggests (although it does not prove) that the amount of mechanical heating that passes upward through the photosphere is independent of
the existence of coronal holes. Under that assumption Pneuman (1973) and Noci (1973) showed that the solar wind, expanding outward in regions of open field lines, would carry off energy through acceleration of the solar wind and through outward thermal conduction, sufficient to compensate for the decreased energy losses from holes by radiation and inward thermal conduction. The exact mechanism by which originally closed field lines break open to allow the expansion of the solar wind and the creation of a hole is not yet clear, but arguments based on energy flow support the reality of the process.

If radial outflow really occurs over coronal holes, it should give rise to observable doppler shifts of XUV emission lines. Preliminary reports (Cushman and Rense, 1976) indicate the detection of outward velocities of the order of 16 km/sec, which may in fact be the beginnings of the solar wind expansion. However, the data are scanty and further verification is needed.

What does all of this have to do with the out-of-ecliptic mission? The significance lies in the fact that coronal holes have been found to occur very frequently at the solar poles. The polar holes appear to be very similar to equatorial holes in their physical properties, with a major difference that they are much larger. A plausible hypothesis is that they too give rise to high-speed solar wind streams. These streams may emanate from the poles but spread out to lower latitudes, even reaching the ecliptic plane if the polar hole extends to low enough latitudes.

Unfortunately observations of polar holes from the orbit of earth still suffer partly from the projection problem described at the beginning of this paper. Because polar holes always occur near the limb (as opposed to near-equatorial holes, which are carried past disk center by rotation), we always observe them from the side. This of course leads to loss of spatial resolution due to foreshortening. In addition, observations from the side are particularly troublesome for observations of coronal holes, which are by their nature only very weakly emitting, and therefore are very easily obscured by foreground and background emission from the neighboring "normal" corona.
It is also extremely difficult to get accurate measurements of magnetic fields associated with polar holes. Firstly, projection effects lead to loss of resolution. Secondly, the sensitivity of a magnetograph is proportional to the line-of-sight component of the field direction; for vertical fields near the limb this becomes very small.

Finally, of course, velocities of radial outflow above a coronal hole at the polar limb would not give rise to a line-of-sight doppler shift when observed from the orbit of earth.

What might one hope to observe from a spacecraft situated over the pole? Figure 2 shows a reconstruction of the appearance of the south polar hole as it would have been observed from such a vantage point during nine months of the Skylab mission. The images of Figure 2 were rectified using Skylab data from the Naval Research Laboratory XUV monitor instrument (Sheeley, 1975, personal communication). The large size of the hole compared to typical equatorial holes (cf. Figure 1), and its extended lifetime, are immediately apparent.

A spacecraft able to observe the sun from higher latitudes (say greater than 60°) for several months at a time, and properly instrumented, should be able to accomplish many significant observations of coronal holes. Large and sophisticated instruments such as have been flown on Skylab are by no means necessary, and are probably out of the question for the foreseeable future. The following are examples of important observational objectives, that could be met by realistic instrumentation aboard an out-of-ecliptic mission.

1) Continuous mapping of the location of polar holes, and study of their evolution. A simple imager at any of a number of XUV or x-ray wavelengths, chosen such that the emission within the band pass largely originates at temperature in excess of about $1.5 \times 10^6$K, would be adequate. Spatial resolution of about 30 arcsec would be sufficient. For a small instrument, count rates would be quite low, but time resolution need be only of the order of many hours. so long integration times are
possible. Images could be built up by scanning a point detector (perhaps using the rotation of the spacecraft for scanning). Data on the location of the hole and its boundaries would be correlated with measurements from the same spacecraft of local plasma parameters (density, velocity, magnetic field, composition, temperature), and as the spacecraft traverses directly above different parts of the hole or its boundaries, some idea of the three-dimensional flow field could be obtained. In addition, from the absolute intensities recorded, some useful limits on the density and temperature of the emitting plasma inside the hole could be obtained.

2) With imagery at two or more XUV or x-ray wavelengths, one can obtain much better information on the physical conditions in the coronal hole itself. Approximate values of density and temperature can be determined independently, and combined with modeling techniques, the data can give information on the variation of the parameters with height. Since both the density and temperature distribution in the low corona strongly determine the plasma flow properties at one a.u., correlation with these properties measured at the spacecraft itself will be very important.

3) XUV spectroscopy at high spectral resolution \((\lambda/\Delta \lambda > 3 \times 10^4)\) would be very useful to measure the outflow velocity of material in the polar hole, in the manner already reported by Cushman and Rense (1976) for equatorial holes. Unfortunately the weakness of XUV emission lines in coronal holes, combined with the requirement for high spectral resolution, implies either a rather large instrument or extremely long integration times. This experiment, while very important, may therefore not be a suitable candidate for a very early exploratory out-of-the-ecliptic mission.

4) Measurement of the polar magnetic field from an out-of-ecliptic spacecraft appears to be a natural and important objective. As mentioned above, there are considerable advantages in observing polar magnetic fields from more nearly above the poles. Spatial resolution of 30 arcsec would be adequate to determine the gross structure of the fields and to follow their evolution. A small magnetograph operating with a solid etalon Fabry-Perot filter in visual wavelengths might well be feasible for inclusion on an exploratory out-of-ecliptic mission.
All of the above objectives would be considerably furthered by simultaneous measures from the ecliptic plane, in order to obtain stereoscopic information. In the case of magnetic fields, for instance, observations from the earth would record those fields not recorded from the out-of-ecliptic spacecraft, and vice versa. Comparison of relative signal strengths from such paired observations could help determine the vector field in the photosphere, thus putting potential mapping of high-latitude magnetic fields on a more secure footing. Similarly observations from an earth-orbiting satellite of the XUV or x-ray structures in coordination with simultaneous out-of-ecliptic observations of the same structures would yield the 3-dimensional structure unambiguously.

We should note that the success of a program to study polar holes from out-of-ecliptic may depend strongly on the phase of the cycle during which the program is carried out. It appears that polar holes may shrink and even disappear near sunspot maximum, doubtless reflecting the shrinkage and disappearance of the unipolar magnetic field cap associated with reversal of the general dipole field of the sun, which occurs about that time. At about sunspot minimum, unipolar magnetic fields at the poles and polar coronal holes appear to reach their greatest extent. From the point of view of studying polar holes and their relation to the solar wind, then, it may be useful to time the passage of an out-of-ecliptic satellite over the solar poles, or at least over high latitudes, to occur with a few years either side of sunspot minimum.
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Figure 1. Skylab soft x-ray image of the sun, June 1, 1973. Filter bandpass 2-32A and 44-54A. See Vaiana (1976) for details. Photo courtesy American Science and Engineering, Inc., and Harvard College Observatory.

Figure 2. Diagram of the evolution of a coronal hole as it would have been seen from above the south pole. Data are rectified from ATM Skylab observations, May 1973 to February 1974, made with the Naval Research Laboratory XUV monitor instrument. Data courtesy N.R. Sheeley, Naval Research Laboratory.
SOUTH POLAR HOLE, 1973-1974,
RECTIFIED FROM
NRL XUV MONITOR DATA

MAY 29 - JUNE 19
AUG 7 - SEPT 2
SEPT 3 - SEPT 19

NOV 26 - DEC 22
DEC 24 - JAN 19
JAN 20 - FEB 7
Out-of-Ecliptic Mission
Seminar

Solar Magnetic Fields
and the
Corona

Gordon Newkirk, Jr.
High Altitude Observatory
National Center for Atmospheric Research*

*The National Center for Atmospheric Research is sponsored by the National Science Foundation.
The state of the solar atmosphere, which is considered to include the solar wind, is largely determined by magnetic fields. Both the magnitude and the configuration of fields at photospheric level appear to determine the flux of non-radiative energy, mass, and momentum into the base of the corona. Likewise the interaction between coronal field and plasma modulates the flow and produces the density distribution we see in the corona as well as the state of the interplanetary medium. Rapid annihilations of the field in the lower atmosphere associated with flares and slower readjustments of the field associated with eruptive prominences both lead to disruptions in the structure of the overlying corona and solar wind.

Although a definitive test of the relation between coronal morphology and magnetic fields is still lacking, several characteristic coronal structures are associated with distinct topologies of the field:

1. The tightly closed coronal loops and arches above active regions with similar configurations in the field.
2. Coronal holes at low latitude or over the poles with magnetic fields which open directly into the solar wind. Such regions appear to be the origin of fast streams in interplanetary space.
3. Coronal streamers with large arcades in the magnetic field below 2 to 2.5$R_\odot$ and a current sheet above that height. Such features are detected as the "sector" boundary between large scale, oppositely directed fields in interplanetary space.
4. Hot, dense knots of plasma in the very low corona and visible as "bright points" in X-ray images with minute bipolar regions.
distributed more or less uniformly over the surface. In the upper corona and interplanetary space such regions are hypothesized to give rise to minute current sheets which play a role in determining the electrical and thermal conductivity, the propagation of radio waves and energetic particles, and, possibly, coronal heating.

The characteristics of the photospheric field in magnitude, spatial extent, and lifetime suggest that the corona and interplanetary medium can be divided into 3 regions having relatively distinct properties as shown in the table. We note that although interplanetary measurements have sampled both the plasma originating in the latitude zone ≤ 10° and shocks originating at higher latitudes, the influence of the 10° - 50° zone, which contains active regions, on the interplanetary medium is still uncertain.

A real understanding of the structure and evolution of the corona and interplanetary medium can be claimed only after we have constructed a self-consistent 3-D model of the entire region and have tested it with concomitant observations in the lower solar atmosphere, in the corona, and in interplanetary space. The Out-of-the-Ecliptic Mission will provide not only the critical tests of such models but will also afford insight into the fundamental mechanisms governing this entire region through the sampling of zones where different field topologies, magnitudes, and evolutionary timescales (and presumably different mechanisms of mass, energy and momentum transport) dominate. Several specific questions may be considered:
Are the polar regions identical to the coronal holes at low latitude?

If this is so, how do we account for the fact that polar regions with apparently identical magnetic configuration display a vastly different appearance in the corona?

Does the coronal and interplanetary microstructure change with latitude? What influence does this have upon the heating, electrical and thermal conductivity, wave content, and energetic particle propagation of the medium?

How is the corona "mapped" into interplanetary space?

How does the solar-interplanetary field couple to the interstellar field?

What role does the continuous occurrence of coronal transients, which originate at $\lambda < 60^\circ$, play in determining the state of the interplanetary medium and energetic particle propagation?

What mechanisms control coronal and interplanetary abundances?

These are but a few of the questions concerning the role of solar magnetic fields in determining the structure of the corona and interplanetary medium which will be explored by an Out-of-Ecliptic Mission.

Concerning the mission options two points should be kept in mind:

1) Although the appearance of the corona suggests that a mission restricted to $\lambda < 40^\circ$ might be successful in reaching the polar zone, only a polar mission can guarantee that a truly new region of the interplanetary medium is to be explored.
2) The corona and interplanetary medium are continually evolving.

To assure success the Out-of-Ecliptic Mission must encompass a coordinated program of solar and interplanetary measurements so that a coherent attack can be made upon the important problems which beckon.

This presentation was made possible through the generosity of colleagues at Kitt Peak National Observatory, High Altitude Observatory, Smithsonian Astrophysical Observatory, and American Science and Engineering who kindly allowed the use of illustrative material.
<table>
<thead>
<tr>
<th>Latitude</th>
<th>Field Pattern</th>
<th>Lifetime</th>
<th>Counterpart</th>
<th>Counterpart</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;10°</td>
<td>Large</td>
<td>Months</td>
<td>Open Field-Hole</td>
<td>Fast Streamer</td>
</tr>
<tr>
<td></td>
<td>Scale</td>
<td>to</td>
<td>Large Closed</td>
<td>Sector Boundary</td>
</tr>
<tr>
<td></td>
<td>Weak</td>
<td>Years</td>
<td>Field-Streamer</td>
<td></td>
</tr>
<tr>
<td>10° to 50°</td>
<td>Active</td>
<td>Minutes-Hours</td>
<td>Transient</td>
<td>Shocks +</td>
</tr>
<tr>
<td></td>
<td>Region</td>
<td>Month</td>
<td>Open B - ?</td>
<td>Closed B - Arches</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>None</td>
</tr>
<tr>
<td>&gt;50°</td>
<td>Large</td>
<td>SAME A S</td>
<td>Open B - Hole</td>
<td>?</td>
</tr>
<tr>
<td></td>
<td>Scale</td>
<td>Years</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Very Small Scale Patterns With Lifetime ~ Hours Exist at All Latitudes With Only a Weak Decrease Towards the Poles*
Solar radio bursts are intense radio emissions from localized regions in the corona and interplanetary medium. Their brightness temperature is so much higher than the electron temperature of the ambient plasma that the mechanism which produces them is certainly non-thermal; the necessary energy is brought into the source region by energetic electrons which can give rise to different types of transient radiation. One of them is the type III radioburst produced by energetic electrons travelling along open magnetic lines of force. Another quite usual form is the type I burst, typical of the meter wave lengths range.

We do not fully understand yet how the non-thermal energy is converted into electromagnetic energy; but we know that, to be efficient enough, the conversion must take place at frequencies close to the resonant frequencies of the medium. At these frequencies, the refractive index for radio waves takes extreme values: close to 0 for the plasma resonance, much larger than 1 for the gyro-resonances. As electromagnetic waves travel away from their source, those resonance conditions are no longer fulfilled because of the non-uniformity of the electron density or magnetic field; the refractive index comes back quickly to unity; such a variation of the refractive index is favourable to beaming effects. The radiation mechanism itself which can involve some amplification may also produce a directive primary emission. In both cases, the beam will be oriented along or at definite angles to the principal directions of the medium: the electron density gradient or the magnetic field.
Using results from the STereo-1 experiment, it is shown that stereoscopic observations in the deci to decameter \( \lambda \) range can provide information on:

- the burst emission mechanisms
- the local electron density gradient and magnetic field vector at the source
- the macrostructure of the corona and the solar wind
- the characteristics of small scale electron density inhomogeneities.

Radio bursts of type III can also be used to map solar magnetic field lines of force throughout the interplanetary medium up to the earth orbit and beyond.

Future experiments of these kinds should be carried out between an out-of-the-ecliptic probe and the earth or an earth satellite.
Beaming of the radiation of type I and type III bursts was predicted long ago, but not observed until recently. Rather than giving up the basic mechanisms which seemed capable of explaining many observed properties but implied beaming effects, radio astronomers suggested that random inhomogeneities of the refractive index scattered the radiation. (Roberts, 1959). This suggestion received strong support when scintillations from radio stars seen through the upper corona were discovered. Fokker (1965), Steinberg et al (1971), and Riddle (1972) carried out Monte Carlo numerical computations of the scattering of the radiation from a source embedded in the inhomogeneous medium. These authors used models which were extrapolated to low coronal altitudes from measurements of radio scintillations made for paths which did not cross the corona lower than 5 solar radii or so. However, these studies were successful in accounting for several observations which could hardly be explained in any other way. They showed that the inhomogeneous medium produces a scattered image broader than the source and appreciably displaced from it; at the same time, the random propagation tends to suppress any beaming of the radio waves and smoothes the radiation pattern of the source.

Measurements of the angular distribution of the intensity of a source of radio bursts can therefore yield information on:

- the orientation of the principal directions of the medium: $\nabla N_e$ or $\mathbf{H}$, the radiation mechanism and beaming processes.
- the characteristics of small scale inhomogeneities which cannot be obtained in any other way.
To measure directivity, observations from the ground only are inadequate. For many years, authors tried to reach at least a statistical view of the directivity of radio bursts; for instance, from their E.W. probability of occurrence; but, if the orientation of the radiation pattern of individual bursts relative to the local vertical through the source is not constant, no information on the directivity can be obtained from a single observing site. Simultaneous observations should be made in at least two widely different directions (Steinberg and Caroubalos, 1970).

We have seen that the suprathermal electrons which produce type III bursts are guided along open magnetic lines of force. These lines are carried away by the solar wind into interplanetary space so that type III are observed from low in the corona to the earth orbit and beyond. If we were able to map the successive positions of the type III source, we could also draw 3-D maps of some solar magnetic lines of force.

Stereoscopic observations of radio bursts are powerful tools to study the corona and solar wind. This may be illustrated by some recent results obtained with the STereo-1 experiment carried out in 1971-1972 at 169 MHz in cooperation between France and the Soviet Union. (Caroubalos and Steinberg, 1974; Caroubalos, Poquerusse and Steinberg, 1974; Steinberg, Caroubalos and Bougeret, 1974). At 169 MHz, radio bursts of types I and III occur at altitudes in the range 0.3 - 0.5 solar radius.

STEREO RADIOASTRONOMY OF TYPE I BURSTS

Let $\theta$ be the stereo angle between the two observing directions. When $\theta$ increases, the correlation between the two intensity-time -
records taken simultaneously (in the source time scale) decreases in general. Even with $\theta = 15^\circ$, this is clearly visible, but when $\theta = 35^\circ$, the correlation coefficient is less than 0.1. This means that the beamwidth of type I radiation is sometimes smaller than about $25^\circ$. However, on some consecutive days, the same intensity may be received at both observing sites and then the beam pattern looks nearly isotropic. Such an apparent contradiction can be resolved if we note that the STEREO-1 observations were carried out in the ecliptic; so that we are actually analyzing only a plane section of a 3-D beam pattern and we do not know the configuration of the beam pattern out of that plane; we cannot, for instance, know if the 3-D beam pattern is solid, multilobed or even hollow. It is easy to conceive beam shapes whose cross sections by different planes can be either narrow or broad.

The ratio $R$ of the burst intensity measured in space $I_S$ to that measured at the earth $I_E$ varies widely from event to event; so that the beam has to be randomly oriented if its shape is assumed almost constant; the rms deviation of the orientation is about 0.25 of the beamwidth and this is a rather clear indication that the source does not contain a large number of inhomogeneities.

This is, in turn, connected to an old problem: type I burst intensity can vary by a large factor in 0.1 second; but the observed source size is about 3 arc min or 0.3 light-second; so that it was suggested long ago (Högboöm, 1960; Fokker, 1960) that what we see is actually the scattered image of a deeper and smaller source. In a scattering corona, the assumed small scale inhomogeneities do produce a broad scattered image of a point source but at the same time they
broaden the angular distribution of the radiation from that point source. Both effects are intimately connected together via the scattering power distribution along the path. The total rms random angular deviation of the radio rays over their trip from the source to us cannot be larger than half the observed beamwidth; STEREO observations yield directly a measure of the beamwidth and, thus, an upper limit to the rms angular deviation along the path. This limit is too small for the existing models to account for more than a small part of the image size. Therefore either there is less scattering than generally assumed to account for most of the source apparent size or the inhomogeneities built in the models are inadequate.

In any case it has been demonstrated that very interesting information on the beam orientation and shape can be obtained from stereoscopic observations. To learn more, it is necessary to go out of the ecliptic plane for the following reasons:

- to compare the beam orientation to that of the density gradient we must know the latter and therefore the 3-D electron density distribution in the source region. This can be obtained from coronagraphic measurements on the limb where the electron density distribution as a function of latitude will always be better known than the longitudinal one. It is therefore much more effective to measure the beam orientation in a plane perpendicular to the ecliptic than in the ecliptic.

- operating a stereoscopic experiment between an out-of-the-ecliptic probe and the earth will also provide a larger variety of cross sections of the beam pattern using solar rotation (fig.1); in the ecliptic, solar rotation moves the same cross section of the beam across our lines of sight. Using an out-of-the-ecliptic set-up
one should be able to get much closer to a complete description of the 3-D beam pattern of the bursts.

If the out-of-the-ecliptic probe is on a 1 AU orbit, in a plane tilted to the ecliptic, the stereo angle will also vary quite rapidly and this is again favourable to a detailed description of this beam pattern.

STEREO RADIOASTRONOMY OF TYPE III BURSTS

The spectrum of a type III in a frequency-time domain (dynamic spectrum) shows a band of noise drifting from high to low frequencies. This band is sometimes split in two components which, at a given time, are centered on harmonic frequencies. Some type III's are therefore made of two components which are believed to be produced, one (the "fundamental") at the local plasma frequency $f_p$, the other at twice that frequency. When observed with a single frequency receiver, the first component is recorded first and the second some seconds later, making up a "pair" of type III's.

This interpretation of pairs as fundamental-harmonic pairs has been questioned in recent times but not in a convincing way; and to settle that question, directivity measurements are important: indeed, the conversion mechanism and the propagation conditions are different for the fundamental and the harmonic; for instance, the fundamental is generated at about the local plasma frequency so that it should be beamed into a narrow cone; and if the corona is assumed quasi spherical this cone should be about radially oriented so that few fundamental components should be seen in high longitude events; this is not the case:
fundamental components are seen nearly all over the disc.

Stereoscopic observations showed that the first (fundamental) component of a pair is systematically more directive than the second (harmonic) and this is a strong argument for the fundamental-harmonic interpretation of pairs (fig.2).

The time profile of a type III at a fixed frequency is also rich in information as it is the convolution of an exciter function by the transient response of the corona which includes the effects of multipath propagation. At 169 MHz, it was found independent from the direction of observation; therefore propagation conditions do not play an important role in the formation of the time profile.

While the time profile is independent of the direction of observation the intensity ratio \( R = I_g / I_e \) can take values very different from unity; the rate of change of the intensity with the observing directions can reach \( \pm 10 \, \text{dB} \) and more over 30°. This proves, again, that coronal scattering is less effective than previously thought; even less effective than necessary to account for some other observations; for instance, scattering has been invoked to explain that, at a given observing frequency \( f \), the fundamental component (local plasma frequency \( f_p = f \)) and the harmonic component \( (2f_p = f) \) are observed at the same position although the first should take place at the \( f \) critical level and the second at the \( f/2 \) critical level, higher up in the corona. This observation is indeed explainable in a scattering corona (Riddle, 1972; Leblanc, 1973) but the scattering power has to be larger than the one deduced from directivity measurements.

Another result from STEREO observations is that the directivity ratios of various type III's can be very different. This can be
interpreted if the observed directivity is produced by coronal macrostructure, mostly in the form of streamers. On Nov. 14, 1971, for instance type III have been observed through a streamer; the overdense streamer material reflects, absorbs and scatters the type III radiation, away from its source and produces the observed directivity. If this interpretation is correct, the streamers or "lames coronales" detected by Axisa et al (1971) do control the type III image size and shape as a piece of ground glass or a light shade. Observations of these images with radioheliographs together with Stereoscopic observations can be used to study the streamer structure which is hard to resolve optically because of line of sight integration effects. We still do not know where are the type III sources located as compared to streamers; to settle that question 2-D position measurements at radio frequencies are necessary but at the present time, they are no more accurate than 1 arc min or so. Occultation effects are only detectable with Stereoscopic observations but they are very sensitive to the position of the source relative to the occulting structure. They open up new ways to localize the path of the type III electrons relative to streamers and the sites where these electrons are accelerated in the active region. Here again the stereoscopic observations should be carried out on an out-of-the-ecliptic probe because the macrostructure of the corona is better known from optical observations as a function of latitude than of longitude.

One of the most useful properties of type III's is that they are produced over trajectories which span the interplanetary medium. At each altitude the 10-100 keV electrons induce plasma waves which are scattered into electromagnetic waves at the local plasma frequency $f$, or at twice that the frequency. Therefore from the measurement of the position of type III's at several frequencies, a map of the electron density along the trajectory and a map of that trajectory itself can be drawn.
As the energetic electrons travel most probably along magnetic lines of force, we have a way of plotting such sun-rooted lines of force up to the earth orbit and beyond even out of the ecliptic.

Such an experiment should be carried out at frequencies lower than 10 MHz if we are interested in the coronal and solar wind structure higher than 10 $R_\odot$; this means that observations should be made from space as radiation of these frequencies do not reach the earth. As a matter of fact IMP-6 has just done that (Fainberg and Stone, 1974). IMP-6 was spin stabilized around an axis perpendicular to the ecliptic and carried a dipole perpendicular to that axis. Using the nulls in the receiving pattern of a short electric dipole it is quite possible to measure the direction of a source as projected on the ecliptic plane. An experiment jointly designed and built by Paris Observatory and Goddard Space Flight Center teams will measure the direction of the type III source at 24 frequencies on ISEE-C. Using a spin plane and a spin axis dipole, the experiment will measure a complete direction (two angles) at each frequency and will produce 3-D maps of some magnetic lines of force from 10 $R_\odot$ altitude to the earth orbit and beyond. It will, however, be necessary to assure that these lines of force rotate with the sun as a solid body. The use of a second remote satellite equipped in such the same way as ISEE-C could eliminate this restriction (fig. 3).

There are some indications from the radioastronomy experiments on IMP-6 and other experiments that few type III have been detected far out from the ecliptic. This might very well be due to some directivity of the radiation, but this difficulty can be overcome by going out of the ecliptic.
One of the main purposes of any out-of-the-ecliptic mission will certainly be to explore the 3-D topology of the interplanetary magnetic field and more specifically its latitude variation; the role of solar active regions in the determination of this topology will be studied. Equipments designed to measure the local magnetic field vector will be flown to achieve this goal but it will be very hard to reconstruct the magnetic configuration in the whole heliosphere from local measurements only. Type III tracking at several frequencies can provide the overall description of this field topology which will be essential to the interpretation of most local measurements made on the O/E probe: for instance the modulation of cosmic rays by the interplanetary magnetic field cannot be understood without a description of this magnetic field in the whole heliosphere.

CONCLUSION

Stereoscopic observations of solar radio bursts are not needed only to improve our knowledge of the physics of these transient radio emissions. In the deci- to decameter-\( \lambda \) range, they can be used to probe the macro and microstructure of the corona. In the \( \text{hm to km-} \lambda \) range, type III's are natural tracers of sun-rooted magnetic lines of force; tracking them as a function of frequency will give a 3-D map of some lines of force from low in the corona to the earth orbit and provide an overall picture of the interplanetary medium which is essential to the interpretation of local measurements.

The choice between the two wavelength ranges depends upon the scientific objectives of the mission; but it has been shown that, in \( \text{hm-} \lambda \) emissions, observations should be carried out from an out-of-ecliptic probe.
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3-D Solar radioastronomy

Figure Captions.

Fig.1 Exploration by stereoscopy in a plane perpendicular to the ecliptic of the radiation pattern of a radio burst using solar rotation. The plane sections 1 to 3 are analyzed at different times. If the exploration was carried out in the ecliptic, only one plane section would be studied.

Fig.2 A typical pair of type III bursts at 169 MHz as recorded from the earth (top) and from the Mars-3 Soviet space probe on Nov. 14, 1971. The intensity ratio $I_{\text{Space}}/I_{\text{Earth}}$ first component (fundamental) is always greater than that of the second component (harmonic).

Fig.3 3-D mapping of a solar magnetic line of force using a type III burst as a tracer.
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Abstract

Interplanetary scintillation (IPS) observations from 1971-1975 show that the average solar wind speed increases away from the solar equator, with a mean gradient of 2.1 km/s per degree. These results are compared with spacecraft observations over the ± 70° attainable in the ecliptic and with those deduced from comet tails. The role of temporal variations, especially those caused by latitude dependent solar wind streams, is emphasized. This points to the need for extensive ecliptic and ground-based observations during an out-of-the-ecliptic spacecraft mission.
Introduction

The solar wind both in and out of the ecliptic can be studied from the earth by the method of Interplanetary Scintillations (IPS). The method was pioneered by Hewish and his colleagues, who deduced the solar wind speed from multiple station observations. In 1966 Dennison and Hewish (1967) found an increased speed out of the ecliptic, while in 1967 Hewish and Symonds (1969) found no such increase. Their multiple station observations then ceased. In this paper we report solar wind speeds deduced from 74 MHz IPS observations made at UC San Diego from May 1971 through to April 1975. The observing system was described by Armstrong and Coles (1972) and by Coles et al (1974). Results from 1972 were reported by Coles and Maagoe (1972). We will also mention briefly the relevance of IPS observations simultaneous with an out-of-the-ecliptic spaceprobe mission.

IPS Method

The scintillation signal is the sum of waves scattered along the line of sight from a given radio source. Most of the scattering occurs where the line of sight is closest to the sun, because of the steep decrease with solar distance in the strength of the electron density microstructure which causes IPS. For a spherically symmetric solar wind a weighting function can be defined and the IPS "mid-point" speed (Coles and Maagoe 1972) can be shown to be a spatial average of the solar wind speed centered on the point of closest approach. However, in the presence of solar wind streams spherical symmetry does not apply.

The effect of the spatial average through such streams has been investigated by comparing the IPS observation with those expected by mapping point observations made on the IMP-7 spacecraft out along the line of sight in question.
Harmon (1975) and Coles et al. (1975) demonstrated a close agreement between IPS "mid-point" speed and the IMP-7 data mapped to the point where the line of sight is closest to the sun. More detailed comparisons are in progress, investigating the precise form of the spatial weighting caused by streams. However, for the present purposes the comparison demonstrates that each IPS observation is representative of the solar wind speed at the point of closest approach.

**Results**

This effective observing point changes in solar latitude, longitude and radial distance as the sun rotates and the earth orbits the sun. Thus for radiosources not in the ecliptic, about two months of high solar latitude data can be obtained each year. The geometry, however, is such that the high latitudes occur together with small solar distances. The distance dependence can be separated out by studying the four ecliptic radio-sources, for which the latitude remains within 10° of the equator; Figure 1 shows the solar wind speeds averaged into intervals of 0.1 AU in radial distance during 1971-1975. We conclude that there is no significant variation of average solar wind speed with radial distance between 0.4 AU and 1.1 AU. Figure 2 shows a similar plot for all sources versus latitude and, because there is no radial distance dependence, it can be interpreted as showing the solar wind speed as a function of latitude. The vertical bars are ± 2 standard deviations in the average solar wind speed over latitude intervals indicated by the horizontal bars. The r.m.s. variation in a single speed observation is remarkably constant at about 120 km/s, showing no significant change with latitude. The vertical error bars are larger at high latitudes because there are fewer data points at high latitudes. (In a
typical year, 300 observations from 0-10°N decreasing to 25 observations from 50°-70°N. The major conclusion is that there is a systematic increase of solar wind speed with latitudes both north and south of the solar equator. This is evident in each year from 1971 through 1975 as well as in the grand average of all data. The average gradient is close to 2.1 km/s per degree of latitude. However, the curves are not quite symmetrical but centered near 10°N, giving an apparently steeper gradient in the south than in the north. This asymmetry is only marginally significant and we are still checking for second order systematic errors which could cause this.

Discussion

Our observed latitude gradient must be compared with other data. As already mentioned, the Cambridge IPS observations detected a latitude gradient in 1966 but not in 1967. Whereas this could conceivably be influenced by solar cycle effects, it is more likely that the small number of observations at high latitudes is responsible. Their measurements included only about 30 days each year which corresponded to latitudes above 20°; the long term average behavior could well be masked by the day-to-day and month-to-month variability found in the solar wind speed.

Spacecraft observations have been analyzed to look for effects due to the ±7° latitude range available in the ecliptic (e.g. Hundhausen et al. 1971). Smith and Rhodes (1974) and Rhodes and Smith (1975) deduced large apparent gradients (10-15 km/s per degree) by comparing solar wind speeds observed near Earth (Explorer 33,34,35) and at Mariner 5. They analyzed data from nearly six solar rotations over latitude differences from 0° to 6°. We suggest that a possible explanation of their large gradient over a few degrees of latitude comes from solar wind streams. From our IPS data it is clear that solar wind streams often exist for several solar rotations with steep latitude gradients near the equator (see for example the wide southerly stream in
Figure 13 of Coles et al. 1974). It is likely that such features contribute strongly to a six month average. Figure 2 shows that in 1972 the apparent gradient between ± 5° was + 4 km/s per degree, while in 1973 the apparent gradient reversed to −3 km/s per degree. The influence of steep latitude gradients from specific recurrent streams was probably the cause for such large values.

More difficult to reconcile are the results from comet tail observations. Brandt et al. (1975) have analyzed 678 comet observations spread over 75 years and conclude that the latitude gradient is −0.9 ± 0.7 km/s per degree north or south; that is not significantly different from zero. Their observations are concentrated in the range 0° to 50°N (as are the IPS observations) and are scattered fairly well through the phases of the solar cycle. It would be of interest to see if the high latitude data were uniformly distributed over the phases of the solar cycle. Except for solar cycle effects we cannot suggest any simple explanation for the discrepancy; though long term systematic or random temporal variations could be responsible.

Conclusions

We have presented strong evidence that during 1971 through 1975 the average solar wind speed increased out of the equatorial plane giving an average gradient of 2.1 km/s per degree of latitude either north or south. Our observations show that stream and also slower variations can obscure the average latitude behaviour in the solar wind (as they do also for average properties in the ecliptic). In planning out-of-the-ecliptic spacecraft missions such changes must be expected. Jupiter "swing-by" missions would give 12-18 months at more than 30° from the equator. During this time it will be important to maintain regular observations in the ecliptic in order to
disentangle temporal and latitude effects. A continued program of IPS observations throughout the period would cover a range of longitudes and latitudes and further help build a picture of the spatial and temporal structure in the solar wind. In addition to the average latitude behaviour such joint observations would allow the latitude structure of individual streams to be explored.
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Figure Captions

Figure 1. Solar wind speeds from 1971-1975 measured within $10^\circ$ of the solar equator, averaged into 0.1 AU intervals of radial distance. The vertical error bars are $\pm$ twice the standard deviation in the mean.

Figure 2. Solar wind speeds from 1971 through 1975 averaged into latitude intervals shown by the horizontal bars. Vertical bars are $\pm$ twice the standard deviation in the mean. The lower right graph is the overall average from the other five graphs.
Figure 1.
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LATITUDINAL PROPERTIES OF THE SOLAR WIND
FROM STUDIES OF IONIC COMET TAILS

John C. Brandt
Laboratory for Solar Physics and Astrophysics
NASA-Goddard Space Flight Center
Greenbelt, Maryland 20771

Abstract - Analysis of the orientations of ionic comet tails gives no support for the suggestion that the radial solar wind speed is higher near the solar poles than near the equator. These results refer to a long-term, global flow pattern and do not refer to short-term variations.
Evidence from comets concerning the latitudinal variation of solar wind parameters has been discussed previously by Pflug (1966), Brandt (1967), and by Bertaux, Blamont and Festou (1973). In this short report, I summarize the evidence based on ionic comet-tail orientations as recently analyzed by Brandt, Harrington, and Roosen (1975), and show the distribution of the sample in latitude, time, and phase of the solar cycle.

The basic observation is the position angle of the tail axis on the plane of the sky (Belton and Brandt 1966). The position angle \( \Theta \) is interpreted in terms of a tail vector \( \mathbf{T} \) whose direction in space is determined by dynamical aberration, viz.,

\[
\mathbf{T} = \mathbf{w} - \mathbf{V}
\]

where \( \mathbf{w} \) is the solar wind velocity vector and \( \mathbf{V} \) is the vector velocity of the comet. The astrometric technique developed by Brandt, Roosen, and Harrington (1972) does not assume that the comet tail lies in the plane of the comet's orbit. Each observation determines essentially a half plane in velocity space. A preferred solar wind velocity vector \( (w_r, w_\theta, w_\phi) \) is determined as the one which minimizes the sum of the squares of the residuals between the computed and observed position angles.

At present, a sample of 678 observations are available and these are spread over approximately 75 years in time and between roughly 0.5 to 1.5 a.u. in heliocentric distance. The basic results are a radial velocity, \( <w_r> \approx 400 \text{ km/sec} \), an azimuthal velocity \( <w_\theta> \approx 6-7 \text{ km/sec} \) (varying with solar latitude \( b \) and distance \( r \) as \( \cos^2 315\text{ degree} \frac{|b|}{r} \)), and a
RMS dispersion of $3^\circ.7$. An additional result from comet tail orientations, but not from the astrometric technique, is that \( w_r \geq 225 \text{ km/sec} \) (Brandt and Heise 1970). These values are in good agreement with results from spacecraft and provide confirmation of the basic approach.

This technique has been previously used to search for a meridional flow pattern in the solar wind. A value \( w_m \approx 2.5 \text{ km/sec} \) (at \( \beta = 45^\circ \), varying as \( \sin 2\beta \)) has been found in the sense of a flow diverging from the plane of the solar equator by Brandt, Harrington, and Roosen (1973). This result implies a radial variation in the equatorial density of the solar wind of \( N \propto r^{-2.013} \). If this law held from the sun to earth, the density would be 7% smaller than on spherically symmetric models.

The basic technique can be used to search for a latitudinal variation of the radial solar wind speed by assuming that it varies as

\[
 w_r = w_o + \frac{dw_r}{d|b|} |b|
\]

where \( w_o \) and \( dw_r/d|b| \) are constants to be determined. The results are given in Table 1.
Table 1.

<table>
<thead>
<tr>
<th>$w_r$ or $w_o$ (km sec$^{-1}$)</th>
<th>$dw_r/d\theta$ (km sec$^{-1}$ deg$^{-1}$)</th>
<th>$w_m$ (km sec$^{-1}$)</th>
<th>$w_o$ (km sec$^{-1}$)</th>
<th>RMS Dispersion in ($\theta - \theta_c$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>402.5±11.9</td>
<td>0</td>
<td>+2.6±1.2</td>
<td>7.0±1.8</td>
<td>3.749</td>
</tr>
<tr>
<td>418.5±27.3</td>
<td>(0.9±0.7)</td>
<td>+2.9±1.3</td>
<td>5.3±2.2</td>
<td>3.750</td>
</tr>
</tbody>
</table>

The latitudinal variation found in our sample, if any, is in the sense of decreasing radial speed with increasing latitude. However, the error in $[dw_r/d\theta]$ is almost as large as the value of 0.9 km sec$^{-1}$ deg$^{-1}$ found, and there is clearly no trend. In addition, the best solution as judged by RMS dispersion is still the solution with $[dw_r/d\theta] = 0$. When an additional significant parameter is included in the model, the dispersion must decrease even if only marginally. The lack of a decrease is a definite flag that the additional parameter has no significance. The slight increase in RMS dispersion is simply due to round-off error. The errors in the components of the solar wind speed increase with a latitudinal variation included because then all components are functions of heliographic latitude and can be correlated. Possible correlations between components are calculated and are used to assign the probable errors. This is the explanation for the increase in errors while the RMS residuals remained essentially constant.
The negative result for significant latitudinal variation in \( \nu_r \) refers only to a long-term, global situation. It does not rule out shorter term results such as the one presented by Rickett (1975; preceding paper). It does appear to imply that such short-term variations average out over the long term.

The sample is concentrated in the range \( 0 \leq |b| \leq 50^\circ \) as shown in Figure 1a where the solid line represents the present sample of 678 observations and the dashed line represents the same number distributed at random; only 60 observations lie in the range \( 50^\circ \leq |b| \leq 90^\circ \). If we plot the distribution against latitude instead of the absolute value of latitude as shown in Figure 1b, we find a strong concentration of observations in the northern hemisphere. There is no obvious reason to expect an adverse effect from this observational bias. The sample by year of observation is shown in Figure 1c which reflects the irregular nature of cometary apparitions and the reduction of observations. Figure 1d shows the distribution of the sample with phase in the solar cycle; the observations are concentrated toward solar maximum.

Because the astrometric technique can be applied only to fairly large groups of observations, results on short-term variations in the solar wind speed cannot be obtained directly. Work on an indirect technique is currently in progress.

Nevertheless, there is ample direct evidence for large, short-term variations in solar wind properties. The time required to establish a meaningful measurement of an average property at a
particular latitude is probably at least one solar rotation. This was found to be the case for spacecraft observations of $\Phi$, as reported by Lazarus and Goldstein (1971). Hence, direct out-of-the-ecliptic observations of the solar wind should utilize an orbit with a slowly changing latitude. Several passes through all solar latitudes and possibly several spacecraft will be required to map out the basic structure of the solar wind in three dimensions.
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FIGURE CAPTION

Figure 1. The distribution of the sample of comet observations: (a) in absolute value of solar latitude; (b) in solar latitude; (c) in date of observation; and (d) in solar cycle phase. See text for discussion.
MINIMUM, \( P=0.0 \)
MAXIMUM, \( P=0.4 \)
Implications of Saito's Coronal Density Model on the Polar Solar Wind Flow and Heavy Ion Abundances

William C. Feldman
University of California, Los Alamos Scientific Laboratory
Los Alamos, New Mexico 87545

ABSTRACT

A comparison of polar solar wind proton flux upper limits derived using Saito's coronal density model, with Lyα measurements of the length of the neutral H tail of comet Bennet at high latitudes, shows that either extended heating beyond 2 R⊙ is necessary some of the time or that Saito's polar densities are too low. Whichever possibility is the case, the fact that the solar wind particle flux does not appear to decrease with increasing latitude, indicates that the heavy element content of the high latitude wind may be similar to that observed in the ecliptic. It is then shown that solar wind heavy ion observations at high latitudes allow a determination of the electron temperature at heights which bracket the nominal location of the coronal temperature maximum thus providing information concerning the magnitude and extent of mechanical dissipation in the intermediate corona.
1. Introduction

There is, at present, a lack of information on the physical conditions in the polar regions of the solar corona and solar wind. This lack results in a corresponding uncertainty in the global characteristics and extent of that plasma of solar origin which fills interplanetary space and thereby controls the near solar environment. For example, only little is known about the variation with heliographic latitude of so fundamental a flow parameter as the solar wind mass flux. Similarly, hardly anything is known about latitude variations of the solar wind energy and momentum fluxes. Yet, these parameters may be very important in determining the physical state of the polar corona and the size of the solar dominated cavity over the poles which separates the sun from the local interstellar medium. In addition, the existence of heavy elements in the polar solar wind may depend (Alloucheir, 1967, 1970; Geiss et al., 1970) on whether or not the proton particle flux exceeds a temperature dependent lower limit.

It is therefore useful to consider hypothetical variations of solar wind particle and energy fluxes with heliographic latitude. This task is approached in section 2 of this paper by calculating upper limit values of the polar solar wind particle flux implied by the most comprehensive coronal density model developed to date (Saito, 1970). This model was determined from an average K corona brightness distribution constructed using 15 solar eclipse observations as well as K-coronameter measurements all made at the minimum phases of the solar activity cycle. As a necessary result of the method employed, the model densities (and hence
the upper limit values of the solar wind particle flux derived below) determined for the polar regions are uncertain because it is not possible to uniquely invert the convolution integral which relates the coronal brightness distribution to the average line of sight electron density. Nevertheless, it is shown that if the polar coronal densities are as low as calculated using Saito's model, then without extended heating, the emitted polar particle flux should be substantially less than that observed in the ecliptic plane at 1 AU and less than that necessary to drag coronal heavy elements away from the sun. However, limited evidence based on Ly α measurements of the neutral hydrogen tail of comet Bennet (Bertaux et al., 1973; Keller, 1973), is consistent with a polar solar wind flux at least as large as that observed in the ecliptic at 1 AU. These observations therefore require either an extended coronal heat source distinct from electron heat conduction or that Saito's polar densities are too low. In any event since the particle flux in the polar wind may be comparable to that observed in the equatorial wind, it is possible that coronal heavy ions at polar latitudes do indeed expand with the protons into interplanetary space.

Since it is reasonable to expect that heavy elements will be observable in the polar solar wind, the range of ionization state "freezing in" distances is estimated in section 3 for selected heavy ion species at polar latitudes. It is found that the polar coronal density may be sufficiently low that the ionization states "freeze in" below the nominal location of the temperature maximum. Hence high latitude heavy ion observations may allow a determination of the thermal state of the intermediate and low corona and provide an estimate of the magnitude and
extent of mechanical dissipation. Section 4 summarizes the main conclusions.

2. **Latitude Variations of the Solar Wind Particle Flux**

It is currently thought that the solar wind evolves from open field regions in the corona (see Hundhausen, 1972 for a review). Such regions are generally distinct from regions of activity and are generally characterized by low density. For these regions, the electron density, \( N \), as a function of solar distance, \( r \), and heliographic latitude, \( \theta \), has been modeled by Saito (1970) with the relation

\[
N = \frac{3.09 \times 10^8 (1 - 0.5 \sin \theta)}{R^{10}} + \frac{1.58 \times 10^6 (1 - 0.95 \sin \theta)}{R} + \frac{0.0251 \times 10^8 (1 - \sin^{1/2} \theta)}{R^{2.5}} \text{ cm}^{-3}
\]

(1)

where \( R = r/R_\odot \) and \( R_\odot \) is the solar radius.

Upper limit values for the polar solar wind particle flux can be derived using relation 1 if various subsets of several reasonable assumptions concerning the state of the intermediate corona are adopted. These assumptions are 1) the coronal gas consists of H, He and electrons only, 2) there is no extended heating other than that due to electron heat conduction much beyond the coronal temperature maximum, 3) the energy equation may be closed with the standard relation

\[
\overline{Q} = -k \frac{\Delta T^{5/2}}{\rho T^4} \text{ (Chapman, 1954; Spitzer, 1956)}
\]

which assumes that binary coulomb interactions limit the mean scattering length of a thermal electron, 4) coronal electron and proton velocity distributions are very...
nearly Maxwellian, 5) wave-particle interactions and macroscopic wave pressure effects are negligible above the heating region, and 6) the magnetic field is open but not necessarily radial.

The purpose of this section is to show that if the coronal density over the pole drops off as quickly as implied by Saito's analysis then some of the above assumptions may be tested by in situ solar wind observations. We begin with a standard single fluid formulation of the coronal expansion using equation 1 in place of an energy equation and derive upper limits for the particle flux at 1 AU. A separate treatment based on various possible forms of the energy equation is considered next to provide independent estimates of the 1 AU flux upper limit. The results of this analysis are in agreement with those obtained by Durney and Hundhausen (1974). As will be shown in section 3 these upper limits are substantially lower than that observed in the ecliptic at 1 AU and are sufficiently low, that if all of the above assumptions are correct, He$^{++}$ and many of the heavier ions should not expand with the protons away from the sun at polar latitudes.

(1) Mass Flux, Momentum Flux and Density Equations

The mass and momentum conservation equations are respectively;

$$\rho A(R) = F$$ (2)

$$m_p M N V / dR = - d/dR (n k T) - G M M_p M / R^2 R_\odot$$ (3)

Here $A(R)$ is the area of a flux tube which varies as $R^2$ if the expansion is radial, $G$ is the gravitational constant, $M_\odot$ is the mass of the sun, $m_p$ is the proton mass, $N$ is the mean molecular weight $= (1 + 4 \alpha)/(2 + 2 \alpha)$ where $\alpha$ is the He
abundance by number, \( k \) is Boltzmann's constant, \( n \) is the proton density, \( V \) is the bulk convection speed and \( T \) is the one fluid temperature. Concentrating on the region in the intermediate corona between \( R = r/R_e = 2 \) and \( 4 \), equation 1 for \( \theta = 90^\circ \) can be simplified to the form:

\[
N(R) \approx \frac{7.9 \times 10^6}{R^6} \text{ cm}^{-3}
\] (4)

If it is assumed that \( A(R) \) varies as \( R^s \) then equations 2, 3, and 4 can be integrated analytically to obtain \( T(R) \)

\[
\frac{T(R)}{T_o} = \left( \frac{R}{R_o} \right)^6 \left[ 1 - \left( \frac{GMmN}{TKR_H T_o} \right) \left[ 1 - \left( \frac{R_o}{R} \right)^7 \right] - \left( \frac{mH(NV)^2}{R_o^2 \pi^2 T_o} \right) \left( \frac{6 - s}{6 - 2s} \right) \right] \left[ \left( \frac{R}{R_o} \right)^{6-2s} - 1 \right]
\] (5)

Here the subscript \( o \) refers to parameters evaluated at the base radius \( R_o \).

In the following \( R_o \) is chosen equal to 2.

Equation 5 can be rewritten in simplified form as follows:

\[
T(R) = \left( \frac{R}{R_o} \right)^6 \left[ T_o - C_1 \left( \frac{R}{R_o} \right)^7 - C_2 (NV)_o^2 \left( \frac{R}{R_o} \right)^{6-2s} \right]
\] (6)

Here \( C_1 \) and \( C_2 \) are constants which are readily evaluated by comparing equations 6 and 5. Inspection of equation 6 shows that \( T(R) \) depends parametrically on two variables, \( T_o \) and \( (NV)_o \). Following the analysis of Brandt et al. (1965) it is possible to show that two physically reasonable assumptions imply stringent constraints on the range of realizable values of \( T_o \) and \( (NV)_o \). These two assumptions are: 1) the derived temperature, \( T(R) \), must remain positive throughout the range of validity of equation 1; according to Saito (1970), \( R < 4 \), 2) there is not sufficient external heating \( + \) and \( R = 2 \) to produce a second peak in \( T(R) \).
It is seen from the third term on the right hand side of equation 5 that for a constant $T_o$, increasing $(NV)_o$ eventually drives $T(R)$ negative. The radius at which this happens can be increased beyond $R = 4$ by increasing $T_o$. However if $T_o$ is too large, the $(R/R_o)^6$ term in front on the right hand side produces a second peak in $T(R)$ beyond $R = 2$. Therefore acceptable ranges of $T_o$ and $(NV)_o$ can be determined as follows. The minimum value of $T_o$, $T_L$, is calculated for $(NV)_o = 0$ under the assumption that $T(R) < 0$ for $R > R_x$ where $R_x$ is the limiting distance of validity of equation 1. This gives

$$T_L = \left( \frac{G M m M}{\omega D_0} \right) \left[ 1 - \left( \frac{R_o}{R_x} \right)^7 \right]$$

(7)

Given $R_o = 2$, $M = 0.547$ (corresponding to a $45_{\%}$ abundance by number) and assuming $R_x = 3$ and 3.5 then $T_L = 0.85 \times 10^6 K$ and $0.89 \times 10^6 K$ respectively.

Upper limits for $T_o$ and $(NV)_o$ are determined from equation 5 by finding the largest value of $T_o$ and $(NV)_o$ such that $T(R) > 0$ and $dT/dR < 0$ for $R$ in the range $R_o < R < R_x$. Thus for each $R$ the following two relations must be satisfied;

$$T_o \geq \left( \frac{G M m M}{\omega D_0} \right) \left[ 1 - \left( \frac{R_o}{R_x} \right)^7 \right] + \left( \frac{m M (NV)_o^2}{N_o 2_k} \right) \left( \frac{6 - 5}{6 - 2S} \right) \left( \frac{R}{R_o} \right)^{6-2S}$$

(8)
Inspection of equations 8 and 9 shows that for \( (NV)_0 = 0 \) both conditions can be satisfied simultaneously. However for each \( R \) both conditions cannot be satisfied if \( (NV) \) is larger than some maximum value. This maximum is obtained by equating the right hand sides of equations 8 and 9.

\[
T_o \leq \left( \frac{GM m_p}{\pi R_o R_e} \right) \left[ 1 + \frac{1}{6} \left( \frac{R_o}{R} \right)^7 \right] + \left( \frac{m_p N(NV)^2}{\pi R_o^2 k} \right) \left( \frac{6 - S}{6 - 2S} \right) \left[ \frac{6 - S}{3} \right] \left( \frac{R}{R_o} \right)^{6-2S} - 1
\]

(9)

Setting \( S = 2 \) (radial flow) and \( (NV)_e = (NV)_0 (R_o/R_e)^2 \) (the subscript \( e \) refers to parameters evaluated at the orbit of the earth), equation 10 is plotted in Figure 1 for \( R_e = 3 \) and 3.5. The minimum value of the right
hand side of equation 10 for R in the range $R_o < R < R_x$ is the maximum flux at 1 AU consistent with the assumptions $dT/dR < 0$ for $R > 2$ and $T > 0$ for $R < R_x$. Thus for $R_x = 3.0$, $(NV)_e < 0.4 \times 10^8$ cm$^{-2}$ sec$^{-1}$ with $0.85 \times 10^6 K < T(R = 2) < 1.1 \times 10^6 K$ and for $R = 3.5$, $(NV)_e < 0.2 \times 10^8$ cm$^{-2}$ sec$^{-1}$ with $0.89 \times 10^6 K < T(2) < 0.98 \times 10^6 K$. The curves for $T(R)$, corresponding to values of $(NV)_e$ and $T(2)$ determined from equations 9 and 10 evaluated near the minimum of the curves in Figure 1, are drawn in Figure 2. Drawn also for comparison are the polar scale height temperature, $T_p(R) = (GM_m M)/(kr_{p}^2 dx/dz)$ and the curve $T \propto R^{-2/7}$.

Since it is likely that the flow is more divergent than $R^{-2}$ inside of some radius, $R_D$, it is necessary to consider how this possibility affects the upper limit of $(NV)_e$. This may be accomplished by assuming the area of a flux tube increases as $R^2$ out to $R_D$ and then as $R^2$ from there to 1 AU, $R_e$. Using this model, $(NV)_D = (NV)_o (R_o/R_d)^2 = (NV)_e (R_e/R_d)^2$ and hence $(NV)_e$ can be determined from equation 9 using the relation

$$(NV)_e = (NV)_o \left( \frac{R_o}{R_e} \right)^2 \left( \frac{R_o}{R_D} \right)^2 R_o \leq R \leq R_x \leq R_D$$

Investigations of equations 10 and 11 for $S$ in the range $2 < S < 4$, $(R_D/R_o) = 2$, $(R_x/R_o) = 1.75$ and $R_o \leq R \leq R_x$ show that the maximum flux at 1 AU consistent with a single temperature maximum below $R_o$ is not significantly changed from its value for $S = 2$ ($(NV)_e < 0.2 \times 10^8$ cm$^{-2}$ sec$^{-1}$). However, if $S$ is sufficiently large and/or $(R_D/R_o)$ is sufficiently small, this upper limit is raised. For example choosing $S = 5$ with $(R_D/R_o) = 2$ (which is equivalent to expansion from a polar region defined by $60^0 < \theta < 90^0$ at
R_o to the full hemisphere at R_d, \( (NV)_e \leq 0.28 \times 10^8 \text{ cm}^{-2} \text{sec}^{-1} \). It should be noted though that for all cases of nonradial expansion \( (NV)_o \) is significantly raised over that obtained for \( S = 2 \).

ii) **Energy Flux Supply to the Polar Wind**

An alternative approach to the polar particle flux problem is possible by considering the energy equation. Here, a limit on \( (NV)_e \) may be established if the velocity at 1 AU is known and if the usual assumptions about the state of the intermediate corona are made. Using a one-fluid, steady-state, spherically symmetric model, the energy equation

\[
\frac{1}{A(R)} \frac{d}{dR} \{A(R)Q\} = -kT \frac{dN}{dR} + \frac{3}{2} NkV \frac{dT}{dR}
\]

may be combined with equations 2 and 3 and integrated to yield

\[
A(R)Q + F \left[ \frac{1}{2} \frac{m_e MV^2}{p} + \frac{5}{2} kT \frac{GM m_P M}{R R_o} \right] = \varepsilon_o = \text{constant.} \tag{13}
\]

If a supersonic solar wind exists at 1 AU but not at \( F_o \) then the dominant term at 1 AU is \( F \left[ \frac{1}{2} \frac{m_e MV^2}{p} \right] \) while at \( R_o \), the dominant terms are \( A(R_o)Q + F \left[ \frac{5}{2} kT_c \frac{GM m_P M}{R R_o} \right] \). Therefore

\[
\frac{1}{2} \frac{m_e MV^2}{p} = \frac{Q_o}{(RV)_o} + \frac{5}{2} kT_o \frac{GM m_P M}{R R_o} \tag{14}
\]

Further progress is not possible without an additional closure relation which gives \( Q_o \) in terms of the lower velocity moments. Usually the Spitzer conductivity is assumed valid so that

\[
\overline{Q} = -\kappa_o \nu^{5/2} \overline{V_T} \tag{15}
\]
with $\kappa_0 = 7.7 \times 10^{-7}$ erg cm$^{-1}$ sec$^{-1}$ K$^{-7/2}$ (Chapman, 1954; Spitzer, 1956).

However, it is also possible that the density is sufficiently low over the poles that equation 15 is not obeyed. In particular, it is possible that the polar density is so low that the dimensionless third moment, $q = Q/[1.5 N_0 T(kT/m_e)^{1/2}]$, becomes impossibly large at a low altitude (Parker, 1964). For example if $N_0 = 1.23 \times 10^5$ cm$^{-3}$ (Saito, 1970), $T = 0.98 \times 10^6$ K (see section (i) above) and $T \propto R^{-2/7}$ then $q = (0.15)(R/R_0)^{(3/7)}$ or $q > 1$ when $R > 1.5 R_0$. It is therefore probable that below this altitude instabilities develop (Forslund, 1970) which will limit $Q$ to a value less than the Spitzer upper limit. In other words, the heat flux will be limited within $1.5 R_0$ thus effectively producing an isothermal region at lower altitudes and a region of steeper than $R^{-2/7}$ temperature decrease at higher altitudes.

It is thus not clear how to estimate the value of $Q_o$ in equation 14. For the sake of concreteness two alternate approaches are adopted below. The first assumes equation 15 to be valid with $T \propto R^{-2/7}$ and the second adopts an exospheric approach. In both cases the solar wind He abundance is assumed to be a free parameter since its value is observed to be highly variable in the ecliptic at 1 AU and is not known at high polar latitudes. Such an assumption is necessary since, in contrast to the analysis presented in section (i) where upper limits for $(N/V)_o$ were independent of $M$ (see e.g. equation 10), the magnitude of the He abundance may be significant here. This fact results because most of the energy needed to drive the solar wind expansion goes into gravitational potential and kinetic energy which are both mass dependent. However this effect is more than compensated for by the fact that maximum values of
$T_o$ derived from the analysis in section (i) scale linearly with $M$ (see e.g. equation 9).

Assuming first that equation 15 is valid, $T = R^{-2/7}$ and

$T_o = (0.98 \times 10^6)(M/0.547) K$ (see Figures 1 and 2) then upper limit values for $(N V)_e$ can be calculated from equation 14 for chosen values of $M$ and $V_e$. The results are summarized in Table 1 under the label $(N V)_e$ (Spitzer) for $V_e = 320, 450$ and $750 \text{ km/sec}$ and $M$ values corresponding to a He abundance of 0, 0.04 and 0.08 by number.

In the appendix, an analysis is presented which shows that it is not clear whether or not electrons are collisionless below $R = R_X$. If indeed coronal electrons are collisionless near to but outside of $2 R_e$ then $Q$ must be calculated using exospheric theory (Jockers, 1970; Lemaire and
Scherer, 1971a,b; Schulz and Eviatar, 1972; Hollweg, 1974; Eviatar and Schulz, 1975). In this approach, only those electrons above the electric potential barrier, $|e\Delta \phi|$ with velocities directed away from the sun can carry heat. The three fluid energy equations may be combined and integrated to yield

$$|e\Delta \phi| = M \Delta \left[ \frac{1}{2} m \frac{p^2}{e} - \left( \frac{GM_m p}{R R_e} \right) \right]$$

(16)

where the $\Delta$ symbol signifies a difference between any two radial distances and $e$ is the electronic charge. Choosing $R_o$ and $R_e = 1$ AU as the two reference distances then

$$|e\Delta \phi| \approx M \left[ \frac{1}{2} m \frac{p^2}{e} + \frac{GM_m p}{R_R e} \right]$$

(17)

If both $V_e$ and the shape of the electron distribution at $R_o$, $f(V)$, are known then $Q_o$ is readily evaluated using the relation

$$Q_o = \int_{V_B}^{\infty} \int_{-\pi/2}^{\pi/2} \int_{-\pi/2}^{\pi/2} (\frac{1}{2} m_e V^3 \cos \theta \cos \phi) f(V) V^2 dV \cos \theta \cos \phi d\phi$$

(18)

where $\frac{1}{2} m_e V_B^2 = |e\Delta \phi|$. Assuming a Maxwellian shape for $f(V)$ then

$$Q_o = \frac{\pi k T_0}{\sqrt{2\pi}} \left( \frac{k T_0}{m_e} \right)^{1/2} \exp \left[ \frac{|e\Delta \phi|}{k T_0} \right] \left[ \frac{|e\Delta \phi|}{k T_0} \right]^2 + 2 \left( \frac{|e\Delta \phi|}{k T_0} \right) + 2$$

(19)
Equations 14, 17, and 19 can be combined to give a self-consistency condition for \( \beta = Q_0/[(NV)_0^{kT_0}] \) and hence an upper limit for \((NV)_0^*\) if the bulk convection speed at 1 AU is to be greater than or equal to \(V_e\).

\[
(NV)_0 \leq N_0 \left( \frac{kT_0}{2m_e} \right)^{1/2} e^{-(\beta + 2.5)} \left[ \beta + 7 \left( \frac{13.25}{\beta} \right) \right]
\]

(20)

where

\[
\beta = \frac{1}{2} \frac{M_m V_e^2}{kT_0} + \frac{GM M_m}{R_0 R_e kT_0} - \frac{5}{2} \quad \text{and} \quad V_e \geq 0
\]

(21)

Using equations 20 and 21 along with the assumptions that \(R_0 = 2, N_0 = 1.23 \times 10^5 \) cm\(^{-3}\) (Saito, 1970) and \(T_0 = 0.98 \times 10^6(M/0.5h7)\) K (see e.g. Figures 1 and 2), upper limit values for \((NV)_{e0}\) have been calculated for various values of \(M\) and \(V_e\) and are also listed in Table 1.

A comparison of the exospheric upper limits with the Spitzer upper limits for \((NV)_{e0}\) shows that if both the wave-particle collision frequency and the coronal electron density are low enough over the solar pole so that an exospheric formalism is appropriate, very severe upper limits can be placed on the solar wind flux at 1 AU whether or not the He particles expand with the plasma. These upper limits fall well below that calculated from the mass and momentum equations alone. However, since it is likely that the corona is sufficiently turbulent that an exospheric formalism is not appropriate, the true upper limits for \((NV)_{e0}\) may be less than but closer to that calculated using the Spitzer conductivity.

A comparison of the upper limit values for \((NV)_{e0}\) derived using the form of the energy equation which incorporates the Spitzer conductivity with that
derived using the mass and momentum equations, requires a knowledge of \( M \) and \( V_e \).

Reasonable choices for values of these quantities are made as follows. First, inspection of Table 1 shows that by choosing the solar wind He abundance to be 4\% by number, the error made in estimating \( (NV)_e \) is probably less than 20\%.

Therefore, for the purposes of this comparison, \( M \) is chosen to be 0.547. Concerning the speed of the polar solar wind at 1 AU several pieces of evidence have recently indicated that \( V_e \) over the pole is higher than that observed in the ecliptic (Cole, 1974) and may be close to 750 km/sec (Gosling et al., 1976; Feldman et al., 1976). If this is the case then from Table 1, energy considerations require that \( (NV)_e \) be less than approximately \( 0.4 \times 10^8 \text{ cm}^{-2} \text{ sec}^{-1} \)*. This value compares favorably with that derived using the mass and momentum equations \( ((NV)_e \leq 0.2 \text{ to } 0.4) \times 10^8 \text{ cm}^{-2} \text{ sec}^{-1} \). It is therefore concluded that if heat conduction is the dominant mode of energy transport at about 2 \( R_e \), and if Saito's polar density model is correct then the particle flux of the polar solar wind should be less than about \( 0.5 \times 10^8 \text{ cm}^{-2} \text{ sec}^{-1} \). This upper limit is about a factor of 7 times less than the solar wind particle flux observed in the ecliptic at 1 AU (Feldman et al., 1976).

3. Latitude Variations of Heavy Ion "Freezing In" Distances

Alloucherie (1967) derived an approximate criterion necessary for a heavy ion of mass \( A_p \) and charge \( Z \) to diffuse upward in an expanding corona.

*It should be noted that this value is an upper limit. If the heat flux, \( Q \), is regulated below 1.5 \( R_o \) as suggested earlier, then the region below 1.5 \( R_o \) becomes more nearly isothermal thereby reducing \( VT \), \( Q \), and hence the upper limit value derived for \( (NV)_e \).
His result is:

\[
(NV)_o > \frac{3kT_o \left( \frac{GM_o M_p}{R_o^2 R_p^2} \right)^{1/2}}{8\sqrt{\pi}} e^{ln(\lambda(z^2/A))}
\]  

(22)

where the symbols are as previously defined and \(ln\lambda\) is the coulomb logarithm. Choosing \(N_o = 1.23 \times 10^5 \text{ cm}^{-3}\), \(T_o = 0.98 \times 10^6 \text{ K}\) and expressing 22 in terms of \((NV)_e\) we get:

\[
(NV)_e > \frac{2.0 \times 10^8}{(z^2/A)} \left( \frac{R_o}{R_D} \right)^{S-2} \text{ cm}^{-2} \text{ sec}^{-1}
\]  

(23)

Since for a radial expansion \((S = 2)\) this limit is approximately a factor of \(4\) to 10 times greater than the upper limit for \((NV)_e\) derived above, it is reasonable to conclude that if Saito's model is correct and if the polar corona is not externally heated above \(r = 2R_o\), He may not expand with the solar wind. This conclusion remains valid for \(S \leq 4\) and \((R_D/R_o) = 2\) as well.

However, observation of the length of the neutral hydrogen tail of Comet Bennet (Bertaux et al., 1973; Keller, 1973) as a function of heliographic latitude indicates that the polar solar wind flux is at least as large as \(2 \times 10^8 \text{ cm}^{-2} \text{ sec}^{-1}\) at 1 AU. This value is in disagreement with the upper limits deduced in section 2. It is therefore concluded that at least one of the assumptions made in the above analysis is not correct and that it should indeed be possible to observe solar wind heavy ions at polar latitudes at 1 AU. If true then measurements of the population densities of individual heavy ion ionization states will yield information concerning the temperature
structure of that region in the polar solar corona where the various ionization states "freeze in."

It is possible to determine the "freezing in" distances of the various heavy ion species as a function of heliographic latitude using equation 1 if the following assumptions are made: 1) the flow is radial; 2) the velocity distribution is Maxwellian; and 3) the electron temperature, T, depends on the radius, r, as $T = T_o (r/R_o)^{-V}$. Following previous work (Hundhausen et al., 1968a, b; Bam et al., 1974) these distances are defined as those for which the expansion rate, $\tau_e^{-1} = (V \ln N/dr)$ becomes larger than the ionization state changing rate, $\tau_{ri}^{-1} + \tau_{ci}^{-1} = N(R_i + C_i)$.

Here $T_o$ is the electron temperature at the base of the corona, V is the solar wind speed, $R_i$ is the rate of recombination from state i to state i-1 and $C_i$ is the rate of collisional ionization from state i to state i+1.*

Changes in the "freezing in" distances with latitude of a sample of the most abundant ions are shown schematically in Figure 3 superimposed on scale height temperatures calculated using equation 1 for $\theta = 0^\circ$ and $90^\circ$. For purposes of illustration an isothermal corona with $T_F = 1.0 \times 10^6 K$ and a 1 AU particle flux of $2.5 \times 10^8 \text{ cm}^{-2} \text{ sec}^{-1}$ were assumed for evaluating $\tau_{ri}^{-1} + \tau_{ci}^{-1}$.

The scale height temperature for a static corona is given by $T_H = (GM_m)/kr^2 \ln N/dr$. Inspection of Figure 3 shows that the region in the corona for which temperature values can be determined from solar wind heavy ion data moves inward from above to below the temperature maximum as $\theta$ varies between $0^\circ$ and $90^\circ$. Thus at some intermediate latitude, coronal temperatures bracketing the maximum can be sampled allowing the magnitude and extent of mechanical dissipation in the intermediate corona to be estimated (see e.g. the analysis of Brandt et al., 1965).

*Collisional ionization and radiative recombination (including dielectronic recombination) coefficients for O, Si, and Fe were kindly supplied by Dr. A. Dupree.
4. Summary and Conclusions

In this paper two related aspects of the physical state of the interplanetary plasma at high solar latitudes were explored. In the first part upper limits for the polar solar wind particle flux were derived using a set of reasonable assumptions concerning the base coronal conditions along with Saito's (1970) coronal density model. In the second part, it was determined whether this flux was sufficient to drag the heavier ions away from the sun into interplanetary space.

From the analysis in the first part it was concluded that if Saito's model is correct, the polar electron density is sufficiently low that in the absence of extended heating the solar wind flux at high latitudes should be at least a factor of from 4 to 10 times less than that observed in the ecliptic at 1 AU. Such a low particle flux was shown in the second part to be small enough that most heavy ions would not be expected to expand with the protons into interplanetary space.

However, indirect and limited evidence available at present is consistent with a polar solar wind that has at least as large a velocity (Coles et al., 1974; Brandt et al., 1974) and as large a particle flux (Bertaux et al., 1973; Keller, 1973) as that observed in the ecliptic at 1 AU. From the analysis presented in section 2, these observations then require either that extended heating distinct from that provided by electron heat conduction is necessary some of the time above 2R_⊙ or that Saito's polar densities are too low. Whichever is the case, the fact that the solar wind particle flux does not appear to decrease with increasing heliographic latitude (Bertaux et al., 1973; Keller, 1973) indicates that coronal heavy ions may be expected to expand with the protons away from the sun. If true...
then measurements of the population densities of individual heavy element
ionization states in the polar wind will provide information at 1 AU con-
cerning the thermal state of that region in the intermediate corona where
the respective ionization states freeze in. It turns out that the latitude
variation of these freezing in distances calculated using Saito's model
is such that the region in the corona for which temperature values can be
determined moves inward from above to below the nominal location of the
temperature maximum as \( \theta \) varies between 0° and 90°. Therefore, measurements
of heavy ions at high solar latitudes may provide valuable information con-
cerning the magnitude and extent of mechanical dissipation in the intermediate
polar corona.
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Table 1

Upper Limit Values of \( (\text{NV})_e \)

Consistent With the Energy Equation

<table>
<thead>
<tr>
<th>( V_e )</th>
<th>He/H</th>
<th>( (\text{NV})_e ) (Spitzer)</th>
<th>( (\text{NV})_e ) Exospheric</th>
</tr>
</thead>
<tbody>
<tr>
<td>320</td>
<td>0</td>
<td>( 1.02 \times 10^8 )</td>
<td>( 1.24 \times 10^6 )</td>
</tr>
<tr>
<td>450</td>
<td>0</td>
<td>( 0.70 \times 10^8 )</td>
<td>( 4.96 \times 10^4 )</td>
</tr>
<tr>
<td>750</td>
<td>0</td>
<td>( 0.33 \times 10^8 )</td>
<td>( 0.41 )</td>
</tr>
<tr>
<td>320</td>
<td>4</td>
<td>( 1.28 \times 10^8 )</td>
<td>( 1.3 \times 10^6 )</td>
</tr>
<tr>
<td>450</td>
<td>4</td>
<td>( 0.88 \times 10^8 )</td>
<td>( 5.2 \times 10^4 )</td>
</tr>
<tr>
<td>750</td>
<td>4</td>
<td>( 0.41 \times 10^8 )</td>
<td>( 0.4 )</td>
</tr>
<tr>
<td>320</td>
<td>8</td>
<td>( 1.54 \times 10^8 )</td>
<td>( 1.40 \times 10^6 )</td>
</tr>
<tr>
<td>450</td>
<td>8</td>
<td>( 1.06 \times 10^8 )</td>
<td>( 5.59 \times 10^4 )</td>
</tr>
<tr>
<td>750</td>
<td>8</td>
<td>( 0.49 \times 10^8 )</td>
<td>( 0.46 )</td>
</tr>
</tbody>
</table>
Appendix

Comparison of Expected Electron-Electron Collision Lengths
with Scale Lengths in the Polar Corona

The magnitude of the electron conductivity in the polar corona depends critically on the electron-electron collision length, \( \ell_c \). If \( \ell_c \) is small enough then the Spitzer conductivity is applicable but if it is too large, then an exospheric approach is needed to evaluate the polar electron heat flux. It turns out that, according to Saito, \( N_o \) is sufficiently low over the pole that it is not clear whether or not thermal electrons are collisionless above \( R = 2R_e \). For example the self scattering time for a thermal electron at \( 2R_e \) is \( \tau_c = (1.1 \times 10^{-2})T_o^{3/2}/N_o = 87 \) sec (Spitzer, 1956) whereas at that distance the expansion time (assuming a radial magnetic field) is \( \tau_e = [(kT_o/m_e)^{1/2}]dN/dR = 60.5 \) sec. Furthermore the coulomb scattering length, \( \ell ^* \), defined by

\[
1^* = \left( \frac{kT_o}{m_e} \right)^{1/2} \int_{R_o}^{R_o+\ell_c} \frac{dR}{\tau_c} \tag{A1}
\]

may be either larger than or smaller than the temperature scale length,
\( \ell_T = [-dN/dR]^{-1} = 3.5 \) \( R_o \), depending on the value of the maximum altitude at which Saito's density model is valid, \( R_X \). This is readily shown by assuming a density model consistent with Saito's results (1970):

\[
N = N_o \left( \frac{R}{R_o} \right)^{-6} \quad 2 \leq R \leq R_X
\]

\[
N = N_o \left( \frac{R}{R_o} \right)^{-6} \left( \frac{R}{R_X} \right)^{-2.5} \quad R_X < R \tag{A2}
\]
with \( R_X \ll \lambda \). Combining A1 and A2 and using \( R_o = 2 \) with \( N_o \) from equation 1 evaluated at \( \theta = 90^\circ \) it is found that \( L_c/R_o = 1.33, 2.48 \) and \( 6.69 \) for \( R_X = 3.0, 3.5 \) and \( 4.0 \) respectively.

Since the actual value of \( L_c \) may be either less than or greater than \( L_T \) depending on the value of \( R_X \), it is not known whether the Spitzer conductivity or a conductivity calculated using exospheric theory is most valid in the polar solar corona. However, the fact that \( L_c \) is of the same order of magnitude as \( L_T \) suggests that neither of the above is correct and that to obtain an accurate determination of the true conductivity a kinetic approach may be necessary.
Figure Captions

Figure 1. Plots of equation 9 for $R_L = 3$ and 3.5. Radial flow is assumed and hence $(NV)_e = (NV)_0 (R_o/R_e)^2$. The minimum value of each curve corresponds to the maximum flux at 1 AU consistent with the assumptions $dT/dR < 0$ for $R > 2$ and $T > 0$ for $R < R_X$.

Figure 2. Coronal temperatures, $T(R)$ for values of $(NV)_e$ and $T(2)$ determined from equations 9 and 10 evaluated at the minima of the curves in figure 2. Drawn also for comparison are the polar scale height temperature, $T_{H}(R)$ and the curve $T \propto R^{-(2/7)}$.

Figure 3. Variations with latitude of the "freezing in" distances of a sample of the most abundant heavy ions. Scale height temperatures are calculated using equation 1 for $\theta = 0^\circ$ and $90^\circ$ and a constant "freezing in" temperature of $T_F = 1 \times 10^6 K$ is assumed.
\[ \frac{dT}{dr} \leq 0 \text{ FOR } r \geq 2R_0 \]

\[ T \geq 0 \text{ FOR } r \leq 3R_0 \]

\[ T \geq 0 \text{ FOR } r \leq 3.5R_0 \]

\[ (NV)_e \leq 0.4 \times 10^8 \]
\[ 0.85 \times 10^6 \leq T(2) \leq 1.1 \times 10^6 \]

\[ (NV)_e \leq 0.2 \times 10^8 \]
\[ 0.89 \times 10^6 \leq T(2) \leq 0.98 \times 10^6 \]
The graph shows the temperature ($T$) in units of 10^6 K as a function of the radius ($r$) in units of $R_\odot$. The temperature is given by $T \propto r^{2/7}$. There are two curves on the graph:

1. $T_H$ curve, which represents a specific temperature profile.
2. $T \propto r^{2/7}$ curve, which is a general trend.

At specific points:

- For $(NV)_e = 0.4 \times 10^8$, $T(2) = 1.1 \times 10^6$ K.
- For $(NV)_e = 0.2 \times 10^8$, $T(2) = 0.98 \times 10^6$ K.
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ABSTRACT

The large-scale, three dimensional magnetic field in the interplanetary medium is expected to show the classical spiral pattern to zeroth order. However, systematic and random deviations can be expected, although their nature and magnitude cannot be predicted. The sector structure should be evident at high latitudes, but the actual extent is unknown and the shape of the sector boundaries is controversial. Interplanetary streams will probably determine the patterns of magnetic field intensity but the actual patterns cannot be calculated at present because of our limited knowledge of speed profiles and the source conditions. The large-scale spiral field can induce a meridional flow which might alter the field geometry somewhat. The non-uniformities caused by streams will probably significantly influence the motion of solar and galactic particles. Unambiguous and detailed knowledge of the 3-dimensional field and its dynamical effects can only be obtained by in situ measurements by a probe which goes over the sun's poles.
I. INTRODUCTION

One cannot be certain of what will be observed on an out-of-the-ecliptic mission. It is basically exploratory. One can try to predict what will be seen, using current theories and the available interplanetary observations, and this paper attempts to do so for the interplanetary magnetic field. However, extrapolations to as little as 10⁰ above the ecliptic arc highly uncertain. Only in situ measurements can provide us the unambiguous and detailed knowledge that we seek.

Many of the properties of the magnetic field observed in the ecliptic plane follow from a simple relation which is valid when the magnetic stresses are not so large as to appreciably alter the motion, viz.

\[ B(r) = \left[ \frac{\rho(r)}{\rho_0} \right] B_0 - \nabla_0 \times \vec{V}_0 \tag{1} \]

where \( B(r) \) is the field in a radially moving volume element with constant speed, \( \rho \) is the density, \( B_0 \) and \( \rho_0 \) are the field and density at some surface near the sun, and \( \nabla_0 \times \vec{V}_0 \) is the gradient of the displacement vector which is determined if the speed is known on the source surface. Thus, if \( B_0, \rho_0 \) and \( V_0 \) are known at some inner boundary (say 0.1 or 0.2 AU), and if \( \rho(r) \) is known, then to good approximation one can project or map the field anywhere within 1 AU by (1), if the magnetic stresses can be neglected. This approach to the interplanetary magnetic field is discussed in Schatten (1972), Nolte and Roelof (1973), and more generally in Burlaga and Barouch (1975) and Barouch and Burlaga (1975a). It is valid for both time-dependent flows and steady flows.

Very little is known about the latitudinal variations of \( V \) near the sun (\( V_0(\theta) \)) so one must be content to explore several reasonable alternatives in order to study the effects of \( \nabla_0 \times \vec{V}_0 \) on the three dimensional field. Of
course, the simplest assumption is $V=$constant, which gives the spiral field, as discussed below.

The values of $B_{0}(r_{0},\psi,t)$ can be estimated by projecting photospheric magnetic field measurements upward through the solar envelope to the Alfvén point and beyond. Several techniques for doing this are available in the literature, although none is completely satisfactory. The problem is illustrated in Figure 1 from Schatten (1971), which shows a sketch of an eclipse in which the lines presumably represent magnetic field lines. One sees a variety of structures. Near the sun, the field is complex with many closed loops visible at low latitudes. Farther from the sun, the field lines generally tend to diverge and to become nearly radial. This is represented formally by assuming potential fields near the sun and supposing that only the lowest order harmonics contribute to the interplanetary field. The transition to radial fields is generally made artificially at some distance, and structures such as helmet streamers can be modeled by postulating that currents are present only in thin sheets. Such methods are sufficient for us to make estimates of the field out of the ecliptic, but it must be emphasized that these are only approximations based on models rather than firm theoretical predictions. There is no substitute for in situ measurements of $B$ out of the ecliptic.

II. MAGNETIC FIELD DIRECTION

Parker (1958) presented a model for the zeroth order configuration of the magnetic field lines, assuming constant $V_{0}$, $B_{0}$, and $\rho_{0}$, and steady corotation. In this case, (1) gives the well-known Archimedean spiral. A good illustration of this pattern may be found in Hirose et al. (1970). Measurements have shown that Parker's model given an acceptable zeroth
order approximation for the field in the ecliptic plane between 0.3 AU and 5 AU (see the review by Schannon, 1975, and the paper by Mariani et al. (1975)). There is appreciable scatter of the observed points about the theoretical curve, which might be due in part to variations in $B_0$ and $p_0$ (Burlaga and Barouch, 1975), and one can expect to observe similar scatter away from the ecliptic. One might also see systematic effects in the direction of $B$ due to systematic variations in $B_0$ associated with structures such as helmet streamers and polar plumes.

Stenflo (1971) attempted to compute realistic interplanetary magnetic field configurations by introducing a reasonable model for $V(r)$ near the sun, projecting measured photospheric fields to a source surface at $2.6r_0$ using the potential field mapping technique, and mapping fields from the source surface to 1 AU by a technique equivalent to Eq.(1). An important result is that although there are complex loop-configurations close to the sun, farther from the sun the field becomes more radial and only the lowest harmonics are significant for the solar wind flow. In particular, the large-scale ($\approx 1$ AU), 3-dimensional field which he computed for the period Feb. 17 to March 10, 1970 was found to have the spiral form predicted by Parker's model (see Figure 2).

The pattern that we have been discussing is altered by the presence of streams. The magnetic field lines will be more radial when the speed is high than when it is low. This effect is small, however, being just a few degrees in the ecliptic plane (e.g., see Burlaga and Barouch, 1975) and probably even smaller at higher latitudes.
III. **MAGNETIC FIELD SENSE (SECTORS)**

Wilcox and Ness (1965) showed that the interplanetary magnetic field is structured such that it tends to point away from the sun for several consecutive days, then abruptly changes direction by $180^\circ$ and points toward the sun for several days, etc. In other words, the "sense" of the field is sectored on the mesoscale. In 1964, four sectors were observed by IMP 1 (Wilcox and Ness, 1967). Several papers, beginning with that of Wilcox and Ness (1965), show that the interplanetary sector structure is related to the polarity of the photospheric magnetic field. In a recent study of this sort, Wolfe (1974) (see Rölof, 1974) computed the cross-correlation (calculated over nine solar rotations) between the interplanetary polarities which were mapped to their connection longitudes on the sun using the solar wind speed and an empirical technique and the H$_\alpha$ chromospheric polarities. He found that the cross-correlation peaks at latitudes $+30^\circ$ and $-20^\circ$, suggesting that the base of the field lines is generally not in the solar equator; however, the correlation was low, $\approx 0.3$. When he computed the cross-correlation coefficient for magnetic field data corresponding to speeds $>500$ km/sec, he found a peak of $\approx 0.5$ at a latitude very near to the solar equator, suggesting that the streams which are observed originate near the solar equator.

Ness and Wilcox (1967) showed that the sector structure changes with time. Two sectors were observed in 1962, four in 1964, and the structure was complex in 1965. Similar plots for 1970-1972 are given in Fairfield and Ness (1974) together with references to other papers on time variations. Generally, the pattern of 2 or 4 sectors is the dominant one.
Wilcox and Svalgaard (1974) considered an interesting pattern in 1969, when 2 sectors were predominant for several solar rotations. Comparison with the solar fields, as determined by the "hairy-ball" (potential field mapping) model, showed that the sector boundary, projected from 1 AU to the sun, corresponded to an "arcade" of closed loops running approximately N-S. Thus, one expects that the sector boundary extends to rather high latitudes in this case.

Altschuler et al. (1974) computed the large-scale photospheric magnetic field in terms of surface harmonics \( P_n^m (\theta) \cos m\phi \) and \( P_n^m (\theta) \sin m\phi \) for the years 1959 through 1972. For the year 1969 they found that the dominant pattern was a dipole whose axis was in the solar equatorial plane; in other words, they found a two-sector pattern, the sector boundaries running N-S, consistent with the results of Wilcox and Svalgaard described above.

Altschuler et al. (1974) found that the solar field pattern changed with time in a way consistent with spacecraft observations of the interplanetary magnetic field polarity. For example, in 1962 the dominant pattern was again a dipole in the equatorial plane, in agreement with the Mariner 2 observations. In 1963 they found that \( m=1 \) and \( m=2 \) were equally frequent, corresponding to 2 sectors and four sectors, respectively, consistent with the IT2 observations. Thus, it appears that the lowest harmonics of the solar field determine the sector structure and can be used to predict the sector structure at all latitudes.

Altschuler et al. (1974) found that 2 sectors, with the sense of a
dipole whose axis is in the equatorial plane, is the dominant pattern. They also found that four sectors occur frequently and that a N-S dipole predominates only occasionally. Thus, one expects that generally there will be two sectors whose boundaries extend N-S, sometimes four sectors will be present, and occasionally the polar regions will tend to be unipolar with a "sector boundary" in the solar equatorial plane. The time variations can be very important for a S/C mission lasting more than a year. It will be important to correlate measurements of the solar field, out-of-ecliptic measurements, and measurements made near the ecliptic, to separate the space-time variations.

Svalgaard et al. (1974) proposed a model to describe the more complex configurations in which both a N-S dipole and a dipole whose axis is in the equatorial plane contribute to the interplanetary magnetic field. This is illustrated in Figure 3 (bottom), which shows that the polar fields and the equatorial fields might combine to give sector boundaries that are tilted with respect to the solar equator, the direction of tilt depending on the polarity of the fields. The figure also illustrates the magnetic arcades and the associated helmet streamers that are presumed to be associated with sector boundaries. Svalgaard et al. (1974) presented evidence that strongly supports this picture for the period that they studies. An alternative model (see Figure 3) was presented by Hansen et al. (1972) based on data obtained in 1972, when 4 sectors were observed at 1 AU and coronal streamers were observed by OSO-1. Hansen et al. postulate a coronal bridge corresponding to the low-latitude arcades of Svalgaard et al., but they differ in postulating independent
streamers at high latitudes. The relative merits of these two models has not been established. Out-of-ecliptic measurements could be decisive.

Rosenberg and Coleman (1969) showed that the number of days with negative polarity varied sinusoidally with a period of 1 year between 1964 and 1967, randomly in 1968-1969, and sinusoidally with a 180° phase shift in 1970-1973. This pattern showed the expected change in 1974-1975 (Fairfield and Ness, 1974). Following a suggestion of Rosenberg and Coleman (1969), Schulz (1973) suggested that this is a consequence of "warping" of the equatorial plane (minimum B surface) of a dominantly N-S solar dipole with significant quadrupole contributions. This conflicts with the results of Altschuler et al. (1974) which show that the N-S dipole is not frequently observed at the sun. It also implies that the sector boundaries should trace a "sinusoidal" line with small amplitude about the solar equator, in contradiction with the results of Svalgaard et al. which suggested that sector boundaries are not tilted so much. This difference has not been resolved, but could be settled by an out-of-ecliptic mission.

IV. MAGNETIC FIELD INTENSITY

Parker's model, based on the assumption of constant and uniform V and B₀, provides the zeroth order approximation of the interplanetary magnetic field intensity. It predicts the measured value of ≈ 5γ in the ecliptic plane at 1 AU for reasonable values of B₀ near the sun, and it predicts somewhat smaller fields near the poles. A somewhat more complicated model, assuming constant V and a N-S dipole giving B₀, was discussed by Parker (1958) and considered in more detail by Stern (1964).
In view of the results of Altschuler et al. (1974), which showed that a N-S dipole rarely dominates, this model is generally not appropriate.

Superimposed on the large-scale variations in magnetic field intensity are non-uniformities due to streams. These are the result of \( \gamma(x) \neq 0 \) in Eq. (1). Faster plasma overtakes slower plasma, causing a compression of the plasma and (because the field is "frozen" to the plasma) an enhancement in \( B \). Shears in \( V \) can also cause a change in the magnetic field intensity, and this too is implicit in (1) (see Burlaga and Barouch, 1975). Enhancements in \( B \) are generally observed at the leading edge of streams at 1 AU, often as large as four times the ambient value. Similar enhancements might be observed out of the ecliptic, depending on the velocity profiles. They might be the most important magnetic field intensity variations at high latitudes. Illustrative spatial configurations of the magnetic field intensity on a spherical shell with radius 1 AU, relative to the unperturbed equatorial field at 1 AU, are shown in Figure 4 from Barouch and Burlaga (1975a). At the top, is the result for \( V = V_o (1-\lambda \cos 4\phi) \cos \theta \); at the bottom is the result for \( V = V_o (1+\lambda \cos 4\phi) \exp^{-\left( \delta-\hat{\phi}_0 \right)^2/2V_o^2} \).

In the first case, one expects that the field intensity might be approximately twice the unperturbed intensity in some regions out of the ecliptic, if the streams extend to high latitudes. In the second case, in which streams are confined near the ecliptic, \( B(\phi) \) is strongly perturbed only near the ecliptic.

Billings and Roberts (1955) suggested that streams come from regions of open and diverging magnetic field lines near the sun and that slow plasma is associated with closed loops. This is consistent with the
observation that the solar wind speed is generally small near sector boundaries, which according to Svalgaard et al. (1974) are associated with "arcades" of closed loops near the sun. It is also consistent with mappings of streams back toward the sun (Roelof, 1974). Pneuman (1973) and Pneuman and Kopp (1970, 1971) modeled this situation with a dipole in the solar equatorial plane. The basic idea is that when the field lines diverge, heat is readily conducted to the critical point where it can effectively accelerate the solar wind, whereas when the field lines are closed heat cannot be conducted radially because of the low perpendicular conductivity and energy is not available for acceleration. Of course, other models are also possible. The point that we wish to emphasize is that stream profiles might be related to the magnetic field near the sun.

Calculations which explore the consequences of variable $B_0(\theta, \phi)$ are given in Barouch and Burlaga (1975a). The result is that there might be a latitudinal variation of the stream induced perturbations in $B$ which results from the latitudinal dependence of $B_0$.

We conclude that streams induce significant distortions in the magnetic field intensity which must be considered in measuring a "zeroth" order field. They are also interesting in themselves and may help to understand the source of streams. Finally, they have important effects on solar particles, galactic particles, and possibly solar wind flow perturbations, as discussed in the next section.

V. EFFECTS OF $B(\theta, \phi)$ ON COSMIC RAYS AND PLASMA

Several authors (e.g., see the review of Montgomery, 1975) suggested that particles should have easier access and shorter paths if they enter
the solar system over the radially diverging polar field, then if they enter the tightly wound spiral in the ecliptic. The actual effect is not known, since it depends on the fluctuations of \( B \) away from the ecliptic as well as on the large scale topology. Direct measurements would be decisive.

It has also been suggested that meandering configurations associated with shock waves (Gold, 1959; Parker, 1965) can appreciably perturb cosmic rays and cause "Forbush decreases" in their intensity, and there is some evidence in support of this view (e.g. Barnden, 1973). Obviously, latitudinal variations in such configurations would have corresponding effects on the cosmic rays, but direct measurements are needed to determine the nature of these variations and the size of the effects.

The presence of stream-induced gradients in \( B \) can also significantly affect cosmic rays. Barouch and Burlaga (1975b) showed that Forbush decreases and similar galactic cosmic ray intensity variations are strongly correlated with magnetic field enhancements associated with streams. They proposed that these are the results of perpendicular gradient drifts, and Barouch and Burlaga (1975c) showed that the drift speeds are appreciably higher than the speeds in streams, as required. If streams extend to high latitudes, one expects to observe Forbush decreases there. If streams do not extend to high latitudes, there will be small drifts due to the spiral field configuration (Henge and Coleman, 1968), but there may be no observable effects.

Streams cause field lines to diverge less rapidly and eventually converge in the compression regions in front of streams. Thus, solar particles moving in such mesoscale configurations will be collimated less
strongly than in the large-scale spiral field, and some will mirror (Barouch and Burlaga 1975a), giving stream related intensity and anisotropy profiles. One expects systematic differences in these profiles with increasing latitude, depending on the variations of the streams.

Low energy (thermal) particles are also influenced by the magnetic field, although not as strongly as the high energy particles whose energy density is much less than $B^2/(\delta \gamma)$. In fact, Parker's model, which assumes constant $V$ and gives a spiral field, is not exactly self-consistent for this reason (Gussenhoven and Carovillano, 1973; Alekseyer et al. 1971). In particular, the spiral field gives a $\mathbf{j} \times \mathbf{B} = (\mathbf{\Omega} \times \mathbf{B}) \times \mathbf{B}$ force that causes a meridional flow away from the ecliptic. This flow has been studied by Wing and Coleman (1974) and by Suess (1974). Its magnitude might be as much as $\approx 1$ km/sec in the ecliptic at 1 AU. Rosenberg and Coleman (1973) invoked this flow and the frozen field condition to explain his observations that the magnetic field direction diverges away from the ecliptic plane. These effects are small and have not been confirmed. They vary with latitude in the spiral field configuration, and they might be strongly modified by streams.

VI. SUMMARY

One expects the large-scale, three-dimensional magnetic field lines of the solar wind to have the form of spirals wrapped on cones, as described by the solutions of Parker. Solar wind streams and solar magnetic field configurations probably will not alter this very much, although small, systematic effects due to the variation of the orientation of $\mathbf{B}$ near the sun might be observable.
The sector pattern possibly extends to high latitudes and can change appreciably during a year. The pattern and extent of sector boundaries is a matter of controversy. Extrapolations of the solar field and mapping of the interplanetary field to the sun suggest that the boundaries extend nearly north-south, although tilted somewhat depending on the polar and sector field directions. On the other hand, the "Rosenberg-Coleman dominant polarity effect" and some calculations suggest that sector boundary surfaces are confined closer to the equator. Two distinctly different models of sector boundaries have been proposed by Svalgaard et al. and Hansen et al., but one cannot chose one or the other at the moment.

The interplanetary magnetic field intensity will vary with latitude depending on the photospheric field configuration. For a solar monopole, the polar field near 1 AU is ≈2 smaller than the equatorial field. The intensity might vary more than this on a smaller scale, < 1 AU, due to the presence of streams. The actual configuration depends on both the stream profiles and the magnetic field intensity profiles near the sun, but these are not known at present.

The gradients in magnetic field intensity produced by streams cause energetic particles to drift away from the ecliptic, and they might be responsible for Forbush decreases. If so, these decreases should disappear at high latitudes if the speeds are confined near to the ecliptic. Stream-induced magnetic field enhancements might also mirror solar particles and remove their collimation, causing stream-related changes in intensity and anisotropy. The effect varies with latitude in a systematic way, so that one can test these ideas with an out-of-the-ecliptic mission.
The large-scale spiral field causes a small meridional flow as a consequence of the \( J \times B \) force. The magnitude of this flow might be altered by streams and vary with latitude for this reason.

In conclusion, an out-of-the-ecliptic mission will allow us to test present models of the interplanetary magnetic field, resolve some controversies, provide information needed to understand energetic particle and plasma motions, and it will probably give new results that we cannot anticipate.
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Figure 1: Sketch of a solar eclipse on 30 May 1965. The contours are believed to indicate the direction of the magnetic field.

Figure 2: Interplanetary magnetic field lines on a scale of 1 AU, seen by an observer in the ecliptic plane. They were computed by Stenflo using photospheric magnetic field measurements.

Figure 3: Sector boundaries. This illustrates two conceptual models of sector boundaries and their relation to coronal streamers.

Figure 4: Magnetic field intensity contours relative to the unperturbed intensity in the ecliptic plane at 1 AU, on a surface with radius 1 AU. The top figure shows the pattern caused by a stream which varies with latitude as \( \cos \theta \), and the bottom figure describes the result of a stream which is confined near the ecliptic.
Three Dimensional Aspects of Interplanetary Shock Waves

G. L. Siscoe

Department of Meteorology
University of California, Los Angeles, Ca. 90024

September 1975
Abstract

Initially spherical blast waves are systematically distorted due to persistent latitudinal solar wind structure. This is to be distinguished from the non-systematic (random) distortion due to varying structure in longitude which introduces an $\approx 30^\circ$ average deflection of shock normals from radial. The systematic latitudinal effect should be at least $25^\circ$ at mid-latitudes, and observable in the $30^\circ$ noise level with 14 or more shocks for statistics. The observed occurrence rate of shocks during solar maximum is sufficient to detect the effect. Corotating shocks should become detectable between 1 and 5 AU. Identification could be a problem because of the $30^\circ$ noise level becoming greater beyond 1 AU. However, the three-dimensional geometry of corotating shocks show a strong latitudinal structure which can be used in an out-of-the-ecliptic mission for a statistical identification based on shock occurrence rates.
Introduction

Most of the interplanetary shock waves observed with 1 AU of the sun originate from some short lived solar event, such as a solar flare, and then propagate out as a more-or-less spherical shock wave until they leave the solar system. Beyond 1 AU another class of interplanetary shock wave becomes common—the corotating shock pair formed by the interaction of long lived solar wind streams. We discuss here the three dimensional geometry of these two classes of interplanetary shocks and how these geometries can be studied with an out-of-the-ecliptic mission.
Out-of-the-Ecliptic Distortion of Solar Blast Waves

Lack of spherical symmetry in the solar wind distorts the surface of a shock wave as it propagates away from its solar origin into interplanetary space. This phenomenon is observed near the solar equatorial plane at 1 AU, where the inhomogeneities associated with solar wind streams produce typically a 30° deflection of the shock wave normal away from the radial direction (Heinemann and Siscoe, 1974; Hirshberg et al., 1974). The distortion results from differential advection of the shock front due to solar wind speed variations and from differential propagation speed of the shock in the solar wind due to density variations—the shock propagates more slowly in high density regions. In spite of the large distortion of individual shocks, the averaged shock normal direction near the equatorial plane at 1 AU is radial from the sun (Chao and Lepping, 1974; Heinemann and Siscoe, 1974).

A systematic variation in latitude of the solar wind speed and density produces a systematic distortion in latitude of the surfaces of solar produced shock waves. That is, the averaged shock normal direction \( \overline{\mathbf{n}}_s \) in general will not be radial from the sun. The angle between \( \overline{\mathbf{n}}_s \) and the radial direction will depend on latitude in a manner which reflects the average latitudinal dependence of the solar wind speed and density.

A lower limit on the deviation of \( \overline{\mathbf{n}}_s \) from radial is shown in Figure 1. Here a shock wave that was spherical at 20 solar radii becomes distorted into a quasi-ellipse
at 1 AU by the action of a differential advection of 400 km sec\(^{-1}\) at the equator increasing smoothly to 600 km sec\(^{-1}\) at the poles. This latitudinal gradient of solar wind speed, approximately 2 km sec\(^{-1}\) daga\(^{-1}\), is at the lower end of the range of gradients suggested in the literature (see reviews by Gosling, 1975, Hundhausen, 1975, Dobrowolny and Moreno, 1975). The figure probably also underestimates the distortion for the assumed gradient since it neglects the possible latitudinal gradient in density-decreasing toward the poles (Hundhausen et al., 1971)—causing the shock to propagate faster in the solar wind at higher latitudes.

The maximum deviation of \(\mathbf{n}_s\) from radial \((\Delta \theta_{\text{max}})\) occurs at mid-latitude and is about 25° at 1 AU. In order to observe this effect, enough solar generated shock waves must be measured while a spacecraft is in the mid-latitude region to obtain a value for the polar angle \((\bar{\theta}_s)\) of \(\mathbf{n}_s\) with a statistical error considerably less than \(\Delta \theta_{\text{max}}\). For the sake of having a numerical example, we take the requirement that the expected standard deviation of \(\bar{\theta}_s\) be less than or equal to 1/3 of the conservative value obtained above for \(\Delta \theta_{\text{max}},\) i.e. S. D. (\(\bar{\theta}_s\)) \(\leq 8^\circ\).

Near the equatorial plane the distortions produced by solar wind streams cause approximately a 30° standard deviation in the angle between individual shocks and their average, radial direction. The standard deviation of the average angle of N shocks is 30°/\(\sqrt{N}\). For \(N = 14\), this is \(\sim 8^\circ\). Thus in a 30° background noise level in the angle of individual shocks due to stream structure, it takes 14 shocks to obtain a value of \(\bar{\theta}_s\) with an expected standard deviation of 8° from the true value. It is likely that the noise level at mid-latitudes is less than 30° since the effect of streams
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in producing solar wind inhomogeneities as measured by enhanced radio scintillations is apparently confined to within 40° of the equator (Houminer, 1973). Thus the requirement of 14 shocks is probably more than necessary.

To estimate the time needed to observe 14 solar generated shocks, we use the 100 years of SSC statistics compiled by Mayaud (1975). The validity of this procedure is based on the study of Chao and Lepping (1974) showing that at least 87% of SSC's can be associated with solar activity such as solar flares and type 2 and type 4 radio bursts. There are on average about 10 SSC's per year during solar minimum and about 35 SSC's per year during solar maximum. Thus about 17 months are required in the first case and 5 months in the second of mid-latitude observations to observe 14 shock waves originating from a solar surface source. We conclude that an out-of-the-ecliptic mission scheduled for solar maximum would have high probability of observing systematic shock wave distortion even if the worst-case example discussed above should apply.

The importance of measuring the systematic distortion of the shock shape lies in its use in determining the systematic latitudinal dependence of solar wind parameters. This method is independent of all other methods. It does not involve unravelling separate space and time variations. In the case of an out-of-the-ecliptic mission via Jupiter, the space dependence involves both radial distance and latitude angle which can give independent contributions to any variation observed in situ measurements. Knowledge of the three dimensional shape of blast waves is important also for determining the flow of flare energy into interplanetary space. A non-spherical shock shape implies that energy is not distributed uniformly but converges in some places—relative to
a purely radial flow—and diverges in others. In the case considered, energy would diverge away from the equator causing the shock strength to decrease faster in the equatorial plane than would be expected on the basis of spherical symmetry.

Three Dimensional Structure of Corotating Shocks

Near the equatorial plane the border between contiguous solar wind streams is a spiral (Sarabhai, 1963; Dessler, 1967). If the trailing stream—in the sense determined by the direction of the solar rotation—is faster, a pair of shock waves will form at some distance from the sun (Hundhausen, 1973 a,b). Such shock wave pairs have apparently been observed between 1 and 5 AU by the Pioneers 10 and 11 spacecraft (Hundhausen and Gosling, 1975; Smith and Wolfe, 1975). In a steady state situation, the stream, their spiral border, and the shock pair all corotate with the sun. In this section we estimate the heliocentric distance of shock formation in the equatorial plane as a function of the speed differential between the streams and give a qualitative description of the three dimensional shape of the shock surfaces. For the latter we assume that the stream border is perpendicular to the equatorial plane. This example illustrates the essential aspects of the geometry and possibly represents the typical case as indicated by radio scintillation observations (Houminer, 1973) and the north–south alignment of coronal holes which might be the sources of fast streams (Krieger et al., 1973; Noyes, 1975).

Figure 2 shows the relevant geometry in the equatorial plane. The figure also illustrates one argument for expecting the existence of shock pairs which at the same time suggests a simple calculation for the approximate heliocentric distance to their point of formation. The spiral labeled stream interface is the border between
the streams. Sample flow streamlines—labeled fast and slow—are shown in the corotating reference frame in which all geometrical features are time independent. With the fast stream trailing, the pitches of the spiral streamlines in both streams are such that they would intersect the spiral interface unless prevented from doing so by forces that act to deflect the flows away. The build up of pressure at the interface resulting from the convergence of the flow there produces such a force (Siscoe, 1972). Relative to the flows in the two streams, the interface looks, like a curving wall and the flows are forced to follow the curve because of the increased pressure. The compressive deflection of a supersonic flow by a curving wall is known to produce a detached shock wave in the flow (Landau and Lifschitz, 1959, p. 429). Streamlines intersecting the shock waves are deflected parallel to the interface spiral, bringing to an end the compressive interaction between the streams.

The approximate location of the origin of the shock waves can be found by considering the characteristics of the flow emanating from a point, A, on the interface close enough to the sun that the streamlines are essentially radial but far enough from the sun to be in the supersonic region. The characteristics are generated by following the progress of a sound wave starting at A and subsequently expanding and being convected with the flow, as illustrated in the figure. However, before the shocks are formed, the flow converges on the interface; thus the sound speed must be greater than the speed characterizing the convergence in order for the sound wave to expand. As the wave moves out from point A, the sound speed decreases because the solar wind cools as it expands, and the speed of convergence increases because of the relative...
pitches of the spirals. A distance is reached when convergence exceeds the speed of sound and the wave begins to shrink.

From the point of view of an observer moving with the flow along a streamline, and looking at the wall represented by the interface, he sees the wall approach him—that is, convergence in his frame of reference. If we think of the wall as a piston moving into the flow, at the point where the sound wave begins to shrink, i.e., piston is moving faster than the local speed of sound, and a shock wave will form upstream from the piston. Thus, the origins of the shock waves will be approximately at points B in the slow stream and C in the fast stream marking where the sound wave stops expanding away from the interface.

To find the approximate locations of these points and their dependence on the speed difference between the streams, we consider an idealized case in which the slow stream has constant speed $V_s$, the fast stream has constant speed $V_f$, the speed at the interface is $V_o = (V_s + V_f)/2$, and the Mach number, $M$, is constant throughout. Using the procedure given in Heinemann and Siscoe (1974), we find the equations of the characteristics to be

$$\eta_s = \frac{1}{M} \left(1 - \frac{\theta_n}{r_s} - \frac{r}{r_s}\right)$$

$$\eta_f = \frac{1}{M} \left(1 + \frac{\theta_n}{r_f} - \frac{r}{r_f}\right)$$

where $\eta$ is the azimuthal angle in the corotating reference frame, $r$ is the heliocentric distance, and $r_s = V_s/M\Omega$, $r_f = V_f/M\Omega$. Without the $\theta_n$ terms, these are the equations...
of Parker's solar wind spirals (Parker, 1963, p. 138). The $\omega_n$ terms represent the movement of the sound wave away from the spiral. The equation of the interface is

$$\eta_0 = \frac{1}{M} (1 - \frac{\rho}{\rho_0})$$

with $\rho_0 = \nabla V M$. To estimate where the shocks form we determine where the radial separation between the characteristics and the interface begins to decrease, i.e. set $d\Delta r/d\eta = 0$. The result is shown in Table 1 for different speed differentials, $V_f - V_s$ with $V_o = 400$ km sec$^{-1}$ and $M = 4$.

As expected, the bigger the differential, the nearer the sun the shocks form. In the biggest case considered 160 km sec$^{-1}$, they form near the orbit of Mars. Any differential bigger than approximately 50 km sec$^{-1}$ produces shocks inside the orbit of Jupiter. Although this example is idealized, it gives a fair test of the argument based on characteristics to predict qualitatively the essential geometrical aspects of the formation of corotating shocks. The prediction that typical solar wind streams, which have differentials bigger than 50 km sec$^{-1}$, should form shocks between the orbits of Earth and Jupiter is apparently confirmed by the Pioneer 10 and 11 observations. This justifies applying the argument to determine the out-of-the-ecliptic shape of corotating shock waves.

The application is straightforward, and the result is immediate if we consider the situation at the poles. Here the border between the streams is a radial line—the polar axis. The pitches of the streams lines are essentially zero and, hence, so is the speed of convergence of the streams. A sound wave starting here will expand forever,
although it will slow down because of the radial decrease in sound speed. Thus corotating shocks will not form over the poles. At intermediate latitudes, the pitches of the streamlines and the border are not zero, but they are less than at the equator. A sound wave must travel further before the convergence speed overtakes the sound speed and shocks form. Thus, the distance to the formation of the shocks increases with latitude.

The three dimensional geometry of the stream interface and the shock pair is sketched in Figure 3. The interface is generated by an expanding meridian circle that rotates about the polar axis as it expands so that its intersection with the equatorial plane moves along the border spiral. The leading points of the shocks are in the equatorial plane and the leading edges spiral outward as they move away from the equator, maintaining a proximity to the interface. A sketch on an expanded scale of a single corotating shock surface is shown in Figure 4. The motion of this surface is analogous to that of a tapered paper banner attached to a stick that is being twirled around the polar axis. The length of the banner is determined by the lifetime of the solar wind stream.

To study these structures an out-of-the-ecliptic mission is needed that covers the radial range between Earth and Jupiter. Knowledge of the three dimensional nature of these shock waves is essential for the interpretation of cosmic ray data and for applications to other astrophysical situations. The distortion of solar shock waves as described earlier and the highly structured geometry of corotating shocked waves
illustrate the complexity of the problems faced by galactic cosmic rays as they try to enter the inner solar system. Three dimensional probing of the interplanetary medium is required to obtain a complete picture of the extended stellar envelope of a representative from a major population of main sequence stars. The interaction of such stars with the interstellar medium in various galactic situations can they be treated with a fuller understanding of the stellar parameters. Comprehension of the three dimensional aspects of structures generated because a star rotates has application to contemporary astrophysical problems such as the interaction of the Crab pulsar with the Crab nebula.
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Approximate heliocentric distances in the equatorial plane to the formation of shock pairs due to interacting streams with various speed differentials. In this example the average speed is 400 km sec\(^{-1}\) and the Mach number is 4 throughout.

<table>
<thead>
<tr>
<th>(V_f - V_s) (km/sec)</th>
<th>(d\Delta r/d\eta = 0) (AU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>12.5</td>
</tr>
<tr>
<td>32</td>
<td>6.2</td>
</tr>
<tr>
<td>48</td>
<td>4.2</td>
</tr>
<tr>
<td>64</td>
<td>3.1</td>
</tr>
<tr>
<td>80</td>
<td>2.5</td>
</tr>
<tr>
<td>96</td>
<td>2.1</td>
</tr>
<tr>
<td>112</td>
<td>1.8</td>
</tr>
<tr>
<td>128</td>
<td>1.6</td>
</tr>
<tr>
<td>144</td>
<td>1.4</td>
</tr>
<tr>
<td>160</td>
<td>1.3</td>
</tr>
</tbody>
</table>
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Figure Captions

Figure 1. A meridian plane cross section through a solar origin shock surface assumed to be circular at 20 solar radii and distorted into a quasi-ellipse at 200 solar radii by the action of equator to pole solar wind speed differential of 200 km sec$^{-1}$.

Figure 2. A sketch of geometrical features of the flow in the equatorial plane and in the corotating reference frame. The stream interface separates a slow stream (leading) and a fast stream (trailing). Sample streamlines and corotating shocks in both streams are shown. The shocks deflect the streamlines parallel to the stream interface—without deflection they would intersect the interface. The circles are sequential snapshots of a sound wave starting at A and expanding while being convected with the flow (distortion due to the flow speed differential is neglected). Shocks form where the sound wave begins to shrink which happens when the speed of convergence of the streams toward the interface (due to the differences in the pitches of the various spirals) becomes bigger than the local sound speed.

Figure 3. A sketch of the three dimensional geometry in the northern hemisphere of the stream interface and associated shock pair. The interface is generated by an expanding meridian circle that rotates about the polar axis as it expands so that its intersection with the equatorial plane follows the interface spiral, like
a needle in the groove of a record. The interface separates the shock pair. Their leading point is in the equatorial plane and their leading edges spiral away from the sun as they move away from the equatorial plane, maintaining a proximity to the interface.

Figure 4. A sketch on an expanded scale of a single shock surface. The location of the equatorial plane is indicated by lines radiating from the sun. The motion of the surface is similar to that of a tapered paper banner attached at its point to a stick that is being twirled around the polar axis. The length of the banner is determined by the lifetime of the streams.
CHAPTER V

SOLAR AND GALACTIC COSMIC RAYS
Cosmic-Ray Transport Theory and Out-of-the-Ecliptic Exploration

J. R. Jokipii

Department of Planetary Sciences and Department of Astronomy
University of Arizona

Abstract

The reasons for studying cosmic-ray transport theory are summarized and the fundamentally three-dimensional nature of the process is pointed out. Observations in the ecliptic plane cannot unambiguously test transport theories since the solutions to the transport equations depend critically on boundary conditions and variation of parameters such as diffusion tensor out of the ecliptic. Sample calculations are shown which illustrate the problem. It is concluded that out-of-the-ecliptic observations are essential to further test transport theory.
I. Introduction

The study of cosmic-ray transport theory has an old and venerable history, for it is clear that in order to understand anything in cosmic-ray astrophysics we must first understand transport. The observed near-isotropy of cosmic rays was early recognized to imply that the orbits of the particles have been severely distorted in their motion through space. Since the work of Fermi (1949) it has been understood that the motion must be treated statistically, since the plasmas and magnetic fields through which the cosmic rays move are irregular and turbulent. This basic fact leads to the view that the spatial motion of cosmic rays is to a very good first approximation a random walk in three dimensions.

The solar wind provides an excellent local laboratory for testing our ideas of cosmic-ray transport by comparing in situ observations with theory. A comprehensive theory has been developed which has had reasonable success in explaining the various cosmic-ray phenomena in the solar wind (see reviews by Jokipii, 1971 and Völk, 1975). Before going on to discuss this theory in detail, it is useful to emphasize that irrespective of the detailed theory, cosmic-ray transport theory is fundamentally three-dimensional and that this problem is much more severe than for some other aspects of the physics of the interplanetary medium. The general picture is illustrated in figure 1 for particles originating in the galaxy or at the sun. It
is evident that, for example, there is no viewing direction in which one sees cosmic rays which have sampled only the ecliptic plane. This conclusion depends only on the turbulent nature of the interplanetary plasma and the consequent stochastic motion of the cosmic-ray particles.

One can, of course, dream up experiments which could be used to study cosmic-ray transport locally. For example, a useful experiment would be to inject a small beam of "tagged" cosmic rays at one point and measure them a distance -0.1 a.u. away. But such experiments are clearly not possible in the near future. We must be content with what nature provides, and work with the full three-dimensional problem.

The preceding discussion has intentionally been as general as possible in order to emphasize the fundamental nature of the conclusions. In the next section, the current detailed theory of cosmic-ray transport is discussed, then some quantitative calculations are presented which illustrate the effects of uncertainties in parameter outside of the ecliptic.
II. Current Transport Theory

The current theory of cosmic-ray transport has been comprehensively discussed in an earlier review by the author (Jokipii, 1971). The theory works at two levels, which could be termed the "macroscopic" and the "microscopic". This is illustrated schematically in figure 2 which shows the particle being scattered randomly by the magnetic fluctuations. Hence the particle pitch angle θ undergoes a random walk. The details of this scattering process and its relation to the detailed microstructure of the magnetic fluctuations are studied in the microscopic theory, whereas the resulting spatial diffusion is considered in macroscopic theory. Thus, for example, in the simplest form of quasilinear theory, where only planar magnetic fluctuations with wave vector parallel to the average field are considered, the pitch-angle scattering is characterized by the Fokker-Planck coefficient

\[ \frac{<\Delta \Theta^2>}{\Delta t} = \frac{\omega_0^2}{|\mu| w B_0^2} P_\perp(k) \frac{1}{\mu^2 r_c} , \]  

(1)

where \( \omega_0 = q B_0 / mc \) is the particle cyclotron frequency in the average field \( B_0 \), \( \mu = \cos \theta \), \( w = \) particle speed, \( r_c = w / \omega_0 \), and \( P_\perp(k) \) is the spatial power spectrum of the magnetic fluctuations as a function of wavenumber \( k \) (see, e.g., Jokipii 1966, 1971). Other more complex expressions result if other magnetic fluctuation configurations are assumed. Similar expressions result for the other Fokker-Planck coefficients such as \( <\Delta x^2>/\Delta t \), etc. Hence, if \( x \) is a direction
normal to $B_0$, we have

$$\frac{\langle \Delta x^2 \rangle}{\Delta t} = \frac{1}{g_0^2} \frac{\partial}{\partial \Delta x(k=0)}.$$

(2)

The above expressions are examples of microscopic transport theory.

However, in most situations the cosmic-ray angular distribution
is driven essentially isotropic by the scattering, so that the transport
must be described by the diffusion approximation. If
$U(r, t, T)$ is the particle density averaged over pitch angle as a function of position $r$, time $t$ and energy $T$, then the diffusion
equation reads in the rest frame (Parker 1965, Gleeson and Axford 1967,
Jokipi and Parker 1970)

$$\frac{\partial U}{\partial t} = \frac{\partial}{\partial x_i} \left[ \kappa_{ij} \frac{\partial U}{\partial x_j} - V_{w,i} U \right] + \frac{1}{3} \frac{\partial V_{w,i}}{\partial x_i} \frac{\partial}{\partial T} (\alpha T U)$$

(3a)

with an associated flux of particles in the rest frame

$$F_i = -\kappa_{ij} \frac{\partial U}{\partial x_j} + V_{w,i} U - \frac{V_{w,i}}{3} \frac{\partial}{\partial T} (\alpha T U),$$

(3b)

where $\kappa_{ij}$ is the cosmic-ray diffusion tensor, $V_w$ is the solar wind velocity and $\alpha(T) = (2mc^2 + T)/(mc^2 + T)$. The associated anisotropy
is $|\hat{\xi}| = 3|F|/\omega U$. In a coordinate system with the $z$-direction oriented along the average magnetic field $B_0$, $\kappa_{ij}$ may be written
where the parallel diffusion coefficient \( \kappa_\parallel \), the perpendicular diffusion coefficient \( \kappa_\perp \) and the antisymmetric diffusion coefficient \( \kappa_A \) can be written

\[
\kappa_{ij} = \begin{bmatrix}
\kappa_\parallel & \kappa_A & 0 \\
-\kappa_A & \kappa_\parallel & 0 \\
0 & 0 & \kappa_\perp
\end{bmatrix}
\]

(4)

The diffusion equation (3) embodies the macroscopic theory which is connected to the microscopic theory by equations (5) - (7). At present, comparison of transport theory with observation must be done through the use of macroscopic theory and then working back to the microscopic theory. We are unable to measure \( \langle \Delta \theta^2 \rangle / \Delta t \), etc. directly.

With regard to the problem of out-of-the-ecliptic exploration, it is clear that the solution to equation (3) depends on a knowledge
of $\kappa_{ij}$ and $v_w$ throughout the modulating region and on the value of $U$ on the boundary. There appear to be no purely locally measurable properties of the solution which can be used in checking transport theory.
III. **Illustrative Calculations**

To illustrate the rather large uncertainties introduced by lack of knowledge of parameters out of the ecliptic, I present in this section a summary of some analytical calculations published elsewhere (Owens and Jokipii, 1971). This problem has also been considered by Sarabhai and Subramanian (1966) and Lietti and Quenby (1968). Consider the 11-year solar cycle modulation of galactic cosmic rays by a solar wind which is not spherically symmetric. The 11-year solar cycle variations are usually regarded as slow enough that the time derivative in equation (3) can be neglected in solving for $U$. In this calculation the various parameters in the transport equation are allowed to vary with heliographic latitude and the effects of the variation on the density $U$ and the flux $F$ in the solar equatorial plane are considered.

The following forms for the various parameters were assumed:
The various components of the diffusion tensor are independent of energy $T$ and are proportional to heliocentric radius $r$ out to some boundary $r = D$ where $K_i^j = \alpha$. The cosmic-ray density $U(r, T)$ is assumed to take on a given interstellar value $U_\infty(T) = AT^{-2.5}$ at $r = D$.

Finally, we follow the usual practice of circumventing the problem of proper boundary conditions at the Sun by requiring the solution for $U$ to be finite at the origin. This will be shown to lead to negligible error in the present case. See Jokipii (1971) for a more complete discussion of this problem.
Equation (3a) for \( U(r, \theta, \phi, T) \) becomes, in spherical polar coordinates

\[
\frac{1}{r^2} \frac{\partial}{\partial r} \left[ r^2 (V_w - \kappa_H \frac{\partial U}{\partial r}) \right] - \frac{1}{r \sin \theta} \frac{\partial}{\partial \theta} \left[ \sin \theta \left( \frac{\kappa_L}{r} \frac{\partial U}{\partial \theta} - \frac{\kappa_A}{r \sin \theta} \frac{\partial U}{\partial \phi} \right) \right] - \frac{1}{r \sin \theta} \frac{\partial}{\partial \phi} \left( \frac{\kappa_L}{r \sin \theta} \frac{\partial U}{\partial \phi} \right) + \frac{\kappa_A}{r} \frac{\partial U}{\partial \phi} - \frac{2V_w}{3r} \frac{\partial}{\partial T} (TU_a) = 0. \quad (8)
\]

In what follows, we consider only models which are axisymmetric (independent of \( \phi \)). If \( \theta = 0 \) is the axis of solar rotation, this corresponds to a latitude-dependent solar wind. Effects of magnetic sectors could be represented by taking \( \theta = 0 \) along a sector. The two terms containing \( \kappa_A \) cancel from the density equation (8) if

\[ 3\kappa_A/3 \theta = 3\kappa_A/3 \phi = 0, \]

as in our axisymmetric model. Thus the terms in \( \kappa_A \) do not contribute, and equation (8) becomes

\[
\frac{1}{r^2} \frac{\partial}{\partial r} \left[ r^2 (V_w - \kappa_H \frac{\partial U}{\partial r}) \right] - \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \kappa_L \sin \theta \frac{\partial U}{\partial \theta} \right) - \frac{2V_w}{3r} \frac{\partial}{\partial T} (TU_a) = 0. \quad (9)
\]

Since \( \kappa_H \) and \( \kappa_L \) are taken to be independent of energy, equation (9) separates, and one writes

\[
U(r, \theta, T) = S(r, \theta) s(T). \quad (10)
\]
Upon neglecting the small energy dependence of $\alpha(T)$, one finds immediately that $S$ must satisfy

$$
\frac{1}{r^2} \frac{\partial}{\partial r} \left[ r^2 (V_w S - \kappa_\parallel \frac{\partial S}{\partial r}) \right] - \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left[ \kappa_\perp \sin \theta \frac{\partial S}{\partial \theta} \right] = \frac{q V_w S}{r}, 
$$

(11)

with

$$
\phi(T) = T^{(3q/2\alpha)-1}. 
$$

(12)

The separation constant $q$ must be chosen to agree with $U_\alpha(T) \propto T^{-2.5}$, in which case we choose $q = -1$.

A number of different forms for the variation of the parameters $V_w$, $\kappa_\parallel$, and $\kappa_\perp$ were chosen. Define

$$
V_w(\theta, r) = V_0 [1 + \delta(\theta)], \quad \kappa_\parallel(\theta, r) = \kappa_0 [1 + \epsilon(\theta)] r
$$

and $\kappa_\perp = \mu \kappa_\parallel$.

(13)

The problem may be solved in terms of a series of Legendre polynomials and the general solution is given by Owens and Jokipii (1971). An illustrative velocity variation is given by

$$
V = V_0 [1 + 0.3 P_2 (\cos \theta)] \text{ where } V_0 \text{ is the average velocity and } P_2 \text{ is the Legendre polynomial of order 2. This velocity variation is illustrated in figure 3. Some typical results of the calculations}$$
are illustrated in figures 4, 5, and 6. It is clear that many of the parameters observed in the solar equatorial plane can be substantially changed by varying the solar-wind parameters out of the solar ecliptic plane. Of particular note is the fact that the radial anisotropy observed in the equatorial plane is extremely sensitive to parameters outside the equatorial plane. As shown in figure 6, even the sign of the anisotropy can be changed by relatively small velocity variations.
IV. Conclusions

One may conclude from the above discussion that fundamental ambiguities in testing cosmic-ray transport can be removed by carrying out measurements out of the ecliptic. The out-of-the-ecliptic measurements most necessary to study cosmic-ray propagation are:

a) Measurements of the flux of cosmic rays as a function of solid angle and energy with as much resolution as possible. The anisotropy measurements are easier to carry out on a spinning spacecraft.

b) Simultaneous measurements on board the same spacecraft of the plasma and magnetic field. These measurements should be spaced in time so that good time-series analyses (power spectra, etc.) can be obtained.

c) The spacecraft should go as far out of the ecliptic as possible to insure that any variations with heliographic latitude will be seen.

d) Good base-line measurements at Earth or in the ecliptic plane should be obtained simultaneously.

It is not crucial that these measurements be carried out at constant heliocentric radius, although this might aid interpretation. It appears that measuring protons and possibly electrons will be adequate and it is better to optimize measurements for one species rather than compromise these in order to study composition.
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Figure Captions

Fig. 1. Schematic illustration in a meridian plane of typical trajectories of solar cosmic-rays (dashed line) and galactic cosmic rays (solid line) which reach a detector at 1 a.u. The fundamentally 3-dimensional character of the motion is apparent.

Fig. 2. Illustration of the "scattering" of a cosmic-ray particle by a magnetic irregularity. If the region over which $\Delta \theta$ is correlated is small, a Fokker-Planck equation results.

Fig. 3. Illustration of the velocity profile used in some of the calculations. $\theta$ is the angle relative to the z-axis.

Fig. 4. Comparison of linearized and exact solutions for the case $V = V_0 [1 + 0.30 P_2 (\cos \theta)]$, $\kappa_n = \kappa_0 r$, $\mu = \frac{1}{2}$. The density $U(r, \theta)$ is given for both solutions as a function of angle $\theta$. $r = 0.2 D$ in terms of $U_w = U(r = D, \theta)$. Straight line shows the corresponding result for an isotropic wind $V = V_0$. The linearized calculation keeps terms only to first order in $\delta$ as defined in equation (4). From Owens and Jokipii (1971).

Fig. 5. Total cosmic-ray flux as a function of $r, \theta$, and with $F_\phi$ suppressed. The pattern is azimuthally symmetric and even about the equator. (a) The parameters $V(\theta) = V_0 [1 + 0.30 P_2 (\cos \theta)]$, $\kappa_n(r, \theta) = \kappa_0 r$ and $\mu = \frac{1}{2}$ were used. The position of Earth for $D = 5$ a.u. is indicated. Of particular interest is the
virtual source of particles in the equatorial plane at
r = 0.5 D. (b) Same as (a) except that \( V(\theta) = V_0 \left[ 1 + 0.46 P_2 \cos \theta \right] \).
Note that the flux is much larger and virtual source has
moved out to \( r \sim 0.9 \) D. From Owens and Jokipii (1971).

Fig. 6. Anisotropy in the equatorial plane at \( r = 0.2 \) D for
\( V(\theta) = V_0 + V_2 P_2 (\cos \theta) \), as a function of \( V_2/V_0 \).
Note that in our model the anisotropy is radial. From
Owens and Jokipii (1971).
region over which $\Delta \theta$ is correlated
\[ V = V_0 \left[ 1 + 0.30P_2 \cos \theta \right] \]
COSMIC RAY MODULATION IN THREE DIMENSIONS

N76-24131

J. J. Quenby

Physics Department, Imperial College, London SW7 2B2

Abstract. A brief critique of spherically symmetric conventional modulation theory is supplied. Estimates are made of the cosmic ray intensity at high solar latitudes. Direct evidence for significant off-ecliptic cosmic ray gradients is reviewed in support of the requirement for an off-ecliptic spacecraft mission. The possibility of measuring the galactic spectrum is discussed.


Cosmic ray modulation arises because motion of the energetic particles along the spiral interplanetary magnetic field lines is controlled by scattering due to magnetic irregularities which are being convected outwards by the solar wind. Inward diffusion is balanced both by outward convection and energy loss of the particles as they suffer adiabatic deceleration in the expanding wind. A Fokker-Planck equation expressing these effects in a spherically symmetric, steady-state situation is (Parker 1965, Gleeson and Axford 1967)

\[
\frac{1}{r^2} \frac{\delta}{\delta r} \left( r^2 U - r^2 K_r \frac{\delta U}{\delta r} \right) = \frac{2}{3} \frac{V}{r} \frac{\delta}{\delta T} (\alpha U) \tag{1}
\]

Here \( U \) is the differential particle number density at position \( r \) and kinetic energy \( T, \alpha = \frac{T + 2T_o}{T + T_o} \) with \( T_o \) as rest mass energy, \( V \) is the solar wind velocity and \( K_r \), the effective radial diffusion coefficient, is given by \( K_r = K_{||} \cos^2 \varphi + K_{\perp} \sin^2 \varphi \) for \( K_{||} \) and \( K_{\perp} \) respectively the parallel and perpendicular diffusion coefficients with \( \varphi = \cos^{-1} \left( \frac{B \cdot r}{|B| |r|} \right) \).

Particle streaming \( S \) is due to diffusion in the wind frame plus an additional term involving a Lorentz transformation to the rest frame via the Compton-Getting factor \( C \) such that
\[ S = CVU - \tilde{\kappa} \text{grad } U \]  \hspace{1cm} (2)

with \( C = 1 - \frac{1}{3U} \frac{6}{dT} (aTU) \) and \( \tilde{\kappa} \) as the tensor diffusion coefficient.

At magnetic rigidities exceeding about 1 GV, radial streaming is usually negligible and under these circumstances the Fokker-Planck (1) can be integrated to give a relation between the Galactic density \( U(r_g, T_g) \) and the observed density \( U(r, T) \),

\[ U(r, T) = U(r_g, T_g) \exp \left(- \int_r^{r_g} \frac{CV}{K_r} \, dr \right) \]  \hspace{1cm} (3)

for spherical symmetry with \( r_g \) determined by the effective outer bound to the interplanetary scattering process.

It is important for Astrophysics to know the energy spectra of various nuclear species of cosmic rays in the galaxy and a common method for achieving this "demodulation" is as follows:

(a) Estimate the Galactic electron spectrum from radio synchrotron data.

(b) Compare the near-earth electron spectrum with the Galactic spectrum to find the magnitude and rigidity dependence of \( \int_r^{r_g} \frac{CV}{K_r} \, dr \).

(c) Use the results of (b) to correct the near-earth proton and heavy nuclei spectra for modulation.

Various objections can be raised to this scheme. First, the average Galactic electron spectrum derived from radio data may not represent the local spectrum and in any case one must be sure of the model enabling the effects of local, cold, absorbing interstellar clouds (Goldstein et al. 1970a) to be taken into account. Second, there is no adequate theoretical explanation as yet for the magnitude, rigidity dependence and radial dependence of \( K_r \), as witnessed by investigations of solar proton diffusion (e.g. Webb et al. 1973) and the measurement of cosmic ray radial gradients (<10%/AU) which are much less than those expected on the basis of theoretical \( K_r \) values (e.g. Webber and Lezniak, 1973). It is important to know the \( r \) dependence of the integrand in (3) since adiabatic deceleration is inversely proportional to \( r \). This importance becomes apparent in our third point, based on the work of Goldstein et al. (1970b) and Gleeson and...
Urch (1971) who, for certain choices of \( r \) dependence and reasonable magnitudes of \( K_r \), find that adiabatic deceleration may completely exclude all \( \leq 100 \) MeV/nucleon particles from the inner solar system. Thus no certain knowledge of the lowest energy Galactic primaries is possible. Fourth, the cause of time variations in the modulation is unknown, with not enough solar cycle variation in the solar wind parameters being observed near earth to account for the known changes in the cosmic ray flux (e.g. Hedgecock et al. 1972). For example, the power spectrum of magnetic irregularities at \( 10^{-4} \) Hz should change by a factor >2 in order to account for the observed modulation of 1 GV particles between 1965 and 1969 according to resonant, wave/particle interaction theory while in practice the change is <10\% (Hedgecock 1975). Off-ecliptic control of modulation via the effects far beyond 1 AU of solar streams emerging from the zones of maximum solar activity may be the only way to explain the cosmic ray 11-year cycle. Hence careful study by off-ecliptic spacecraft is required.

2. The off-ecliptic route to the boundary.

It has been thought that a direct determination of the Galactic cosmic ray charge and energy spectrum can be achieved employing ecliptic plane spacecraft trajectories to the outer planets. In this way the problems of section 1 are all by-passed. However, the boundary to modulation could be as far as 100 AU and the low, measured cosmic ray density gradients seen by Pioneer 10 render this approach uncertain. Alternatively, we note that cosmic rays have an easier inward motion over the solar poles where the geometric path length along the interplanetary field lines is much shorter than in the tightly wound spiral regime of the equatorial plane (Lietti and Quenby 1968). An appropriate Fokker-Planck equation for the steady state which relinquishes the requirement of spherical symmetry and takes into account the spiral geometry is then

\[
\frac{1}{A} \frac{\delta}{\delta s} \left( AK \frac{\delta U}{\delta s} \right) = \frac{1}{r^2} \frac{\delta}{\delta r} (r^2 CVU)
\]

if \( K_s = 0 \) for path length \( s \) along a magnetic flux tube of area \( A \).

Allowing \( K_s = K_{r} r \sin \theta \) where \( \theta \) is solar latitude yields
and if \( q = 0 \) and \( U/U_g = 1/e \) at 1 GV, we obtain the following table for the percentage residual modulation at 1AU:

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>( U/U_g ) (at 1 GV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 90^\circ )</td>
<td>63%</td>
</tr>
<tr>
<td>( 30^\circ )</td>
<td>22%</td>
</tr>
<tr>
<td>( 0^\circ )</td>
<td>9%</td>
</tr>
</tbody>
</table>

Thus on a simple model for scattering, a spacecraft passing over the poles at 1 AU may see \(~90\%\) of the unmodulated intensity and therefore get a better measurement of galactic conditions than is available at Jovian distances.

3. **Direct evidence for off-ecliptic gradients**

Observations confined to the ecliptic plane can only reveal the existence of off-ecliptic effects by noting modifications to cosmic ray streaming from the expectations of the spherically symmetric model case. Equation (2) in a more general form is

\[
S = CUV - K_H \frac{\delta U}{\delta r} + \frac{\omega}{3} \left( \frac{\delta U}{\delta r} \right) \times B
\]

where \( v \) is energetic particle velocity and \( \omega \) is cyclotron frequency. It has been assumed that direct slippage of particles across field lines makes only a small streaming contribution (\( K_L/K_H \approx \frac{1}{\omega t} << 1 \), \( t \) being time to travel one parallel mean free path). Furthermore, we assume the short-circuiting by scattering of that perpendicular gradient which would cancel out the anisotropy due to \((E \times B)_L\) drift in the non-scattering limit when Liouville's theorem applies to the particle intensity. At high rigidities, some few to a hundred GV, the radial streaming is negligible over long periods with the third term on the right of (b) cancelling out on average. Then the first two terms combine to give the streaming from the east or 1800 hr LT anisotropy. When, however, the anisotropy is studied in practice as a function of sign of the interplanetary field sector structure, two effects of the third term become apparent. A north-south anisotropy arises due to \((\delta U/\delta r)_L \times B\), or the effect of the radial gradient and an ecliptic plane anisotropy arises due to \((\delta U/\delta r)_z \times B\), or the effect of off-
ecliptic gradient. Hashim and Bercovitch (1972) find \(G_z = 5.5 R^{-0.6}\) AU directed north + south in 1967/68 for the latter effect, possibly physically resulting from the excess northern hemisphere solar activity suggested at that time by coronal green line 5303A emission.

The previous discussion refers to the first derivative of density, but studies of the second harmonic of the cosmic ray intensity can reveal the presence of a rising or falling, symmetric, off-ecliptic gradient via a dependence on the second derivative. Lietti and Quenby (1968) essentially use a version of (5) for the rising gradient case to predict a second harmonic with direction of maximum perpendicular to \(\mathbf{B}\) and amplitude

\[ a_2 = \frac{1}{2} \frac{\partial^2 U}{\partial z^2} \sim 0.005 P \% \text{ at rigidity } P, \text{ cyclotron radius } \rho. \]

This expression is in reasonable accord with observations although Nagashima et al. (1972) claim that a cylindrical pitch angle particle distribution about \(\mathbf{B}\) with a different physical cause better fits cosmic ray anisotropy data.

With finite \(K_x\), the symmetrical gradient will either feed particles into the equatorial plane or draw them off to higher latitudes, thus setting up radial streaming. A correction to the Fokker-Planck (1) is employed by adding

\[ \text{div} \left[ -K \frac{\partial}{\partial z} \left( \frac{\partial U}{\partial z} \right) \right] \]

to the right hand side. Dyer et al. (1974) in particular evoke this streaming for a falling gradient to explain a sunward flow at \(\gtrsim 1\) GV seen by a satellite detector which is too large to be explained by any energy loss effects in a spherically symmetric model. These authors require maximum modulation over the sunspot zones with meridional flow patterns set up to draw particles down from \(0 = 0^0\) and up from \(\theta = 90^0\). Cecchini et al. (1975) have developed a computational model to confirm the above model. Chief features are:

\[
K = K_0 \delta f(\theta) \begin{cases} 
\exp \left( \frac{r}{r_0} \right) \exp(1) & r < 1 \text{ AU} \\
\frac{r}{r_0} & r > 1 \text{ AU} 
\end{cases} \\
K = cK_0 \delta f(\theta) \begin{cases} 
\left( \frac{r}{r_0} \right)^3 & r < 1 \text{ AU} \\
\left( \frac{r}{r_0} \right) & r > 1 \text{ AU} 
\end{cases} \\
f(\theta) = 1 + \cos \theta \left( -3 + 5 \cos^2 \theta \right) ;
\]

\[K_0 = 2.2 \times 10^{19} \text{ cm}^2/\text{sec Mev at 1AU} ;\]
\[ \varepsilon = 0.5, 1\text{AU}; \ V_w = \text{const.}; \ P_o = 100\ MV; \ U_g \propto (T + T_0)^{-2.75} \]

Thus \( K_{\perp}/K_N = 0.05 \) at 1 GV. The results of employing an alternating gradient technique to solve the corrected Fokker-Planck, with finite \( K_{\perp} \), is to predict an inward streaming \(~0.3\%\) in amplitude between 2 and 10\(^{-1}\) GeV, a radial gradient \(~10\%/\text{AU}\) at 1.1 GeV between 1 and 10 AU and a ratio \( U(\theta)/U(\theta = \pi/2) \) at 1 AU varying from 2.5 at \( \theta = 0 \) to 0.7 at \( \theta = 60^0 \) for 1.1 GeV protons.

Hence it is possible to explain the radial streaming with reasonable gradients and \( K_{\perp}/K_N \) ratios.


We have shown that study of cosmic ray modulation by integrating the transport equation outwards in the ecliptic plane, assuming spherical symmetry, encounters various problems. The transport processes and boundary conditions are insufficiently well understood, modulation may be controlled by off-ecliptic gradients and asymmetries can have noticeable effects on solar equatorial plane observations. Three-dimensional study of the solar cavity cosmic ray distribution is required to:

(a) Measure off-ecliptic gradients and streaming.

(b) Enhance understanding of the solar control of intensity time variations.

(c) Gain better knowledge of boundary conditions, especially the possibility of measuring a near-Galactic energy spectrum over the solar poles.

Objectives (a) and (c) are satisfied by a Jovian swing-by mission but (b) requires a direct injection at 1 AU spacecraft for detailed time variation studies on solar wind and solar parameters.
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Abstract

Based on a modified WKB analysis of the interplanetary irregularity spectra, a discussion of the radial dependence of the radial cosmic-ray diffusion coefficient at polar heliographic latitudes is presented. At 1 AU radial distance the parameters are taken to equal those observed in the ecliptic. In the sense of a present best estimate it is argued that relativistic nuclei should have significantly easier access to 1 AU at the pole than in the ecliptic. The reverse may very well be true for the direct access of very low rigidity particles.
1. Introduction

The access of galactic cosmic rays to the inner solar system is regulated by the cumulative effect of the irregular fields which scatter the particles on their way in. To determine the degree of this access . . . heliographic latitudes that are significantly different from the solar equatorial plane, one has to rely on theoretical estimates. These conventionally assume a diffusive propagation scheme. Of primary importance is then the spatial diffusion coefficient or, more generally, the diffusion tensor, and in particular its spatial variation in the solar system.

In the earlier work of Völk et al. (1974) the irregular fields were assumed to be Alfvén waves of solar origin, convected outwards by the solar wind. In a (on the average) stationary interplanetary medium with axial symmetry around the solar rotation axis, this led to a radial direction for almost all wave normals beyond about 1 AU. Assuming the effective average magnetic field to be in the ideal spiral field direction and the wave amplitudes to vary according to the (WKB) approximation of geometrical optics, a radial dependence of the coefficient for diffusion along the average field was calculated. As a sensitive function of the angle between wave normals and average field, the value of this diffusion coefficient, or equivalently, of the mean free path, varies from a minimum at 0 degrees to infinity at 90 degrees. Since in the solar equatorial plane the angle between the radial and the spiral field direction is large already at 1 AU, and increases with radial distance, deviations of the wave normals from the radial direction have been discussed by Richter (1974) in the context of the solar wind stream structure; see also Hollweg (1975).
We do not intend to evaluate here the effects of deviations from the simple picture of Völk et al. (1974) at low latitudes and refer to a future publication (Morfill et al., in preparation). We shall rather concentrate on the situation at polar heliographic latitudes. There the assumption of all wave vectors \( \mathbf{k} \) being radial and parallel to the average field \( \mathbf{B} \) leads to the minimum value of the radial diffusion coefficient \( \kappa \) as far as its dependence on the angle between \( \mathbf{k} \) and \( \mathbf{B} \) is concerned. Thus, within the WKB approximation for the radial development of the scattering centers, this provides a lower limit for \( \kappa \). Such a lower limit is of interest, if it can be argued, or at least be speculated in a reasonable way that even in this case there is essentially unimpeded access to about 1 AU for a significantly larger part of the galactic energy spectrum than in the solar equatorial plane.

We shall give a short discussion here, motivated by three considerations. The first one is that in two earlier publications this author was associated with (Völk et al., 1974; Völk, 1975), a rather different result was believed to hold true. Another reason is given by the present discussion of an ex-ecliptical probe to explore the sun and the interplanetary medium. The final reason is that via easy access at the poles much larger regions of interplanetary space might possibly be populated by particles of galactic origin.

In the next section we shall present the general behavior of \( \kappa \) in a modified WKB analysis, using simple approximations to two rather different measured interplanetary power spectra. In the last section the relation to the expected actual situation at the heliographic pole is discussed.
2. **WKB Analysis**

Consider the simplest, axisymmetric, interplanetary medium, where all quantities depend on heliocentric distance \( r \) and where only the ideal spiral field \( B \) with components

\[
(1) \quad B_r = B_{ro} \left( \frac{\nu_o}{r} \right)^2, \quad \dot{B}_\Theta = 0, \quad B_\Phi = B_{ro} \cdot \frac{\nu_o}{r} \cdot \frac{\nu_o \Omega_s \cdot \sin \Theta}{V}
\]

and the power spectrum \( P(f, r, \Theta) \) may in addition depend on heliographic latitude \( \Theta \). Here \( r_o \) is a radial reference level, \( B_{ro} \) is independent of \( \Theta \); \( \phi \) denotes heliographic longitude, \( \Omega_s \approx 2.65 \times 10^{-6} \) cps is the angular frequency of the sun's rotation, \( V \) is the solar wind speed (assumed to be radial and constant), and \( f \) is the wave frequency seen by an observer at rest relative to the sun's center. Then it is simple to show (VOLK et al., 1974) that for \( \Theta \rightarrow \frac{\pi}{2} \) the radial diffusion coefficient is given by

\[
(2) \quad K = \beta \cdot R^2 \cdot \frac{2c}{(V + 1 \cdot \nu_A)} \cdot \frac{| \frac{\delta B_k (\nu, \Theta)}{\delta B_k (\nu, \Theta)} |^2}{| \frac{\delta B_k (\nu, \Theta)}{\delta B_k (\nu, \Theta)} |^2}
\]

\[
\cdot \int_0^1 d\mu \cdot \mu \cdot (1 - \mu^2) \left\{ P \left( f = \frac{1}{2\pi} | \frac{B (V + 1 \cdot \nu_A)}{\nu_A} | \cdot \Theta \cdot \frac{\pi}{2}, \nu_j \right) \right\}^{-1}
\]

In equation (2) we have \( \beta = \frac{V}{c} \), the ratio of particle velocity \( v \) to the velocity of light \( c \); \( R \) denotes particle rigidity; \( \nu_A = B \cdot (4\pi \Phi)^{-1} \) is the (vectorial) Alfvén speed, where \( \Phi \) is the average solar wind mass density; \( \mu = \cos \theta \) is the cosine of the particle's pitch angle, where \( \nu \) is the velocity component parallel to \( B \); \( r_1 = 1 \) AU. The amplification factor
for the Alfvén wave amplitudes $\delta B_k$

$$\left| \frac{\delta B_k(r)}{\delta B_k(r_1)} \right|^2 = \left( \frac{V + v_A(r)}{V + v_A(r')} \right)^2 \frac{v_A(r)}{v_A(r')} \left( \frac{r_1}{r} \right)^2 \approx \left( \frac{r_1}{r} \right)^3$$

is independent of wavevector $k$ and $\Theta$. If both $r_1$ and $r$ are large compared to the Alfvénic critical radius ($\propto 20 R_\Theta$ in the equatorial plane), then the approximation on the far r.h.s. of equation (3) holds in this lowest order WKB approximation. However, following equations (1) and (3) we have

(at $\Theta = 90^\circ$): $\langle \delta B^2(r, 0) \rangle / B^2(r, 0) \sim r$, where $\langle \delta B^2 \rangle$ is the total power in the fluctuations. Thus, the possibility arises that $\langle \delta B^2 \rangle / B^2 > 1$ beyond some radial distance in which case we expect wave propagation to be rather drastically altered by nonlinear effects that ultimately should lead to dissipation of wave energy. To take this possible effect into account, we modify equation (3) so that for all $r$

$$(3a) \quad \langle \delta B^2(r) \rangle \ll B^2(r)$$

A similar device has been used by Hollweg (1973) and appears as a simple if crude way to take the inadequacy of the linearised WKB approximation into account.

It is clear physically that equations (1), (2), (3) and (3a) also hold if, at given $r_0, B_{r_0}, V$ and $\zeta$ are different from their values at $\Theta \approx \pi$, as long as their dependence on $\Theta$ is weak enough, such that for example $\frac{1}{V} \frac{dV}{d\Theta} \ll 1$.

For the rest of this section, however, we will consider $B_f(r_f), V, \zeta(r_f)$ and $P(r, \Theta, r_f)$ as given by their values in the equatorial plane.
Observed power spectra at $\Theta \approx 0$ and $r \approx r_1$ (e.g. Jokipii and Coleman, 1968; Bercovitch, 1971), generally approximate rather well a power law for $P(f, r_1)$ at high frequencies, while flattening at low frequencies. Qualitatively, an analytical form

$$P(f, r_1) = C_f \cdot \frac{f_0^q}{1 + (f/f_0)^q}$$

with parameters $C_f$, $f_0$, and $q < 0$, is not an unreasonable representation. With equation (4) the general character of $\mathcal{K}(r)$ can be inferred. For small enough rigidity $R$, so that $|B| \cdot V/R > 2\pi f_0$ we have $\mathcal{K} \sim r^{3+2q}$ whereas $\mathcal{K} \sim r^3$ for $|B| \cdot V/R \ll 2\pi f_0$. The exponent of $r$ is additively increased by unity whenever the supplementary restriction (3a) comes into force. For our present discussion we choose $q = -3/2$. Thus, $\mathcal{K} \propto \text{const} (\propto r)$ for small $R \cdot r^2$, whereas $\mathcal{K} \sim r^3 (\propto r^4)$ for large $R \cdot r^2$. At sufficiently large $r$, $\mathcal{K}$ will be $\sim r^3 (\propto r^4)$ for any $R$. At fixed values of $q$ and $R$, the transition of $\mathcal{K}$ to the $r^3$ (or $r^4$) dependence increases with decreasing $f$, cf. equation (2).

As an aside we should mention that for this value of $q$ and for the present case of $\mu \parallel B$ the quasilinear expression for $\mathcal{K}$ used in writing in equation (2) is numerically quite satisfactory and the modifications in the region around $\mu = 0$ (e.g. Jones et al., 1973) therefore not essential.

Numerical results are shown in Figures 1 and 2. Figure 1 is calculated using the spectrum of Jokipii and Coleman (1960) where, in reference to equation (4), $C_f \approx 16 \times 10^{-3} \cdot f^2 (\text{Hz})^{-1-q}$, $f_0 \approx 7 \times 10^{-5} \cdot \text{Hz}$; $q \approx -3/2$, and Alfvén wave propagation was started at $r_0 = 20 R_\odot$ (solar radii). Figure 2 uses the spectrum published by Bercovitch (1971) which we roughly approximate by $C_f \approx 6 \times 10^{-3} \cdot f^2 (\text{Hz})^{-1-q}$, $f_0 \approx 7 \times 10^{-6} \cdot \text{Hz}$; $q \approx -3/2$. Although the results are not very much
different for both cases near \( r = 1 \) AU, the very different \( f_0 \)-values lead to strong differences in the onset distance of the \( r^3 \) (or rather \( r^4 \)) law. We should mention here that we used here the component of the magnetic spectral tensor perpendicular to the ecliptic to represent the total power per frequency interval. For true axisymmetry of the spectrum all \( K \) values in Figures 1 and 2 should be multiplied by a factor \( 1/2 \). This is an unavoidable uncertainty.

The interesting aspect of these results is that they imply little modulation for relativistic nuclei, where adiabatic deceleration is small, considering the value of \( f_0 \) in Figure 2 as a rather extreme lower limit to the actual situation. For 1 GeV protons, for example, a 10-20 percent modulation is estimated in the diffusion convection approximation.

3. Discussion

The above results were obtained by fitting, at 1 AU, the average solar wind parameters as well as power spectra by the corresponding quantities observed at 1 AU in the ecliptic; the spatial dependence of the spectra assumed a modified WKB approximation for the irregularities. In reality, the polar region of the corona may well be a large, stationary coronal hole, resulting in a somewhat (perhaps fifty percent) larger flow speed and, possibly, somewhat more power in the frequency region \( f \lesssim f_0 \). All this would lead to a moderately increased modulation.

On the other hand, it may very well be that the power in frequencies \( f \lesssim f_0 \) is much smaller at \( \Theta = \pi/2 \) than near \( \Theta = 0 \). We have taken these fluctuations also to be Alfvénic which leads to the amplitude variation given in equation (3). In reality, the part in the spectrum with \( f \lesssim f_0 \) may well be due to the solar wind stream structure (Goldstein and Siscoe, 1972). If the latter is assumed to be absent at \( \Theta = 90^\circ \), also the power at \( f \lesssim f_0 \) would be absent with a corresponding decrease in modulation. In this light, also
the possibility of increased scattering at larger distances due to local production of waves — a situation that is quite likely at \( \theta = 0 \) — appears rather weak. Irregularities produced by enhanced (compared to the ecliptic) turbulence due to radially increasing departures from thermal equilibrium at the poles should be assumed to have small scales, irrelevant for cosmic rays even in the case of the Firehose instability. It should be added that in contrast to a popular feeling this result for \( \kappa \) and the consequent argument for modulation has little to do with the shorter geometrical path along \( B \) of a galactic particle to, say, 1 AU, but rather to the strong decrease with \( r \) of the magnetic field at the poles.

Thus, barring unknown new effects, the present best estimate is that cosmic ray access at the poles should be significantly better than at \( \theta = 0 \) for relativistic nuclei. For very low-rigidity particles on the other hand, the sharp increase of \( \kappa \) with \( r \) occurs only at such a large radial distance that their direct access may be at least as strongly prohibited as in the equatorial plane.

However, for this last kind of statement, the present estimate is not well suited.
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Figure Captions

Figure 1: The radial diffusion coefficient $\kappa$ at heliographic latitude $\theta = 90^\circ$ as a function of radial distance $r$ in solar radii $R_\odot$ for various proton energies. The power spectrum $P(f) = C_f \cdot f^q$ with the values $C_f = 16 \times 10^{-3} \gamma^2 (\text{Hz})^{-1-q}$, $f_o = 7 \times 10^{-5} \text{ Hz}$ (Jokipii and Coleman, 1968). Wave normals $\kappa$ are assumed to be radial. The calculation was started at $r_o = 20 R_\odot$.

Figure 2: The same as Figure 1 with values of $C_f$ and $f_o$ adapted to the spectra of Bercovitch (1971).
\( \frac{k \parallel r}{C_f = 0.016} \)

\( f_0 = 7 \times 10^{-5} \text{ Hz} \)

\( r_0 = 20 R_\odot \)

\( \theta = 90^\circ \)
Solar Cosmic Ray Measurements at High Heliocentric Latitudes

Kinsey A. Anderson
Physics Department and Space Sciences Laboratory
University of California
Berkeley, California 94720

Introduction

Observation of solar cosmic ray fluxes at high heliocentric latitudes would provide several new dimensions in specifying important physical processes in the solar atmosphere and interplanetary space. Valuable new approaches would be available for such problems as the steady state acceleration in the solar atmosphere, propagation of fast charged particles in the solar coronal magnetic fields and in interplanetary space, the true interplanetary particle spectra free of transient solar influence, and acceleration in interplanetary space by shock waves. For this brief review of what might result from a program of solar cosmic ray observations on "out-of-the-ecliptic" spacecraft the following outline will be used:

A. The magnetic fields of the Sun at high latitudes
B. Propagation of fast charged particles in the solar corona and in interplanetary space at high latitudes
C. Origin of interplanetary particle populations
D. Other particle phenomena in interplanetary space (e.g., acceleration of shock waves)
E. Effect of spacecraft mission characteristics on solar cosmic ray studies at high latitudes
A. **Solar Coronal Magnetic Fields**

It is now well known that the magnetic fields close to the Sun control the intensities of charged particles that appear in interplanetary space. They do so in a variety of ways and to varying degrees. For example, particles from flares near the East limb are detected at central meridian and more westerly longitudes only several hours after the flare (Van Hollenbeke et al., 1975). The measured low cross field diffusivity of the particles in interplanetary space requires that the diffusion occurs in the corona. This is a reasonable requirement since hydromagnetic wave activity should be more intense in the solar corona and the wavelength of such waves can be of the size needed to effectively scatter solar flare particles.

Energetic solar particles stream from the solar corona in high intensities for many days, even weeks, following large solar flares. In general terms, this basic observation means that there is a sequence in which the particles are first accelerated, then stored for some time in the solar corona, then released into interplanetary space. The quantitative behavior of each of these steps is not well known and in fact is at the center of much controversy. For example, the acceleration may be essentially steady state and the storage transient. On the other hand there is the possibility that the acceleration is impulsive and the storage long term. Such a situation requires very low collisional energy losses, something that might be achieved in a "cosmic ray plasma" where all particles are
energetic, approaching a Maxwellian distribution (Anderson, 1972). In
either case the magnetic fields of the sun play a major role in each step
of the three step sequence. All our experience with these processes has
been in the magnetic fields of the solar activity zones. It seems unlikely
that the full sequence of acceleration, storage and release takes place
in the high latitude coronal fields. However, there are two inversely
related questions of basic importance:

1. Do solar particles, accelerated in the activity zones, propagate
   into the high latitude solar regions?

2. Can we use the solar particles, if they do indeed move into
   the high latitude regions, as probes of the solar magnetic
   fields there?

With these two questions as the basic motivation for solar cosmic
ray studies at high heliographic latitudes, we next summarize some of
the information now available on high latitude solar magnetic fields.
Figure 1 is a photograph of the solar corona that shows the polar plumes.
This old photograph is of interest because it shows an intermediate corona,
the kind expected in the 1983 to 1985 period. The polar plumes have
generally been considered to outline the magnetic fields over the Sun's
polar cap and their appearance suggests that the field lines in these
high latitude regions are open. Notice that the polar plumes appear only
above latitudes of 50 to 60°. Because these field lines are so different
from the activity zone and transition zone field lines, a strong impetus
is given to going to the highest possible solar latitudes in order to encounter a qualitatively different phenomenology.

Magnetograph observations suggest that the Sun's polar magnetic fields are not uniform bundles of lines. Figure 2 shows measurements by Stenflo (1971) that lead to the following conclusions about the high altitude fields:

1. They are patchy with large regions (channels) of weak (less than 10 Gauss) fields. These channels extend from the poles down to latitudes less than 50°.

2. The strengths in the strong field patches range from 10 to 20 Gauss.

Polarization methods of magnetic field determination (Charvin, 1971) indicate that the polar fields may not consist entirely of open field lines. Figure 3 shows the polar field topology based on the optical technique. On the other hand the Skylab coronograph shows the polar regions as large coronal holes which are evidently stable at least over the duration of the Skylab mission (Newkirk, 1975). This observation implies that most of the field lines over the poles are open.

B. **Solar Cosmic Ray Propagation at High Solar Latitudes**

A recent statistical study of solar flare cosmic ray events by Van Hollenbeke et al. (1975) has revealed that:

1. The onset time of 20-80 MeV proton fluxes at Earth systematically decreases with heliolatitude away from a minimum point at 50° ± 30° W of central meridian (Figure 4).
2. The intensity of solar cosmic rays at Earth is strongly dependent on the distance in longitude from the flare site. The preferred connection region is 20° W to 80° W longitude with some of the spread being due to the variable solar wind velocity.

3. Flare sources on the back side can sometimes be identified by very large X-ray and radio emission regions which extend above the limb. Particles from flares located away from the preferred longitude region as much as 150° are sometimes detected at Earth in this way.

4. The energy spectra of the protons from individual flare events located in the preferred connection region (20 to 80° W) are remarkably similar: most of these spectra are fit by power law exponents between -2 and -3.1 (Figure 5).

5. The energy spectra of flare particles measured near Earth changes systematically with distance from the preferred-connection longitude. At 40° E the range of power law exponents is -3.7 to -5.0 (Figure 5).

The authors have eliminated interplanetary diffusion and adiabatic cooling as causes for the above observations. They explain the results in terms of energy dependent diffusion of the flare particles from the flare site through the coronal magnetic fields out to the spiral interplanetary field lines that connect to the observing site. The progressive softening of the flare particle energy spectra is attributed to the more rapid loss.
of the higher energy particles onto spiral field lines leaving in the vicinity of the flare site. The lower energy particles are preferentially retained so that as the diffusing particle population ages, its average energy and spectral slope decreases.

Such observations will make it possible to specify certain physical conditions in the coronal regions, especially the particle diffusion coefficient. Experiments at lower energy can determine the total amount of matter traversed by the particles and thus a physical model of the diffusion in the high latitude corona can be built up.

The out-of-the-ecliptic missions offer the possibility of doing an analogous experiment in which latitude is the variable, thus complementing the longitude studies. In the latitude case the situation is even more complex but also should be more revealing about the spatial structure and characteristics of the solar coronal magnetic fields. To reach high latitudes, the particles will have had to propagate through the transition zone as well as appreciably into the polar fields. There are bound to be great surprises in such observations too far outside our present experience to anticipate. Nonetheless, Figure 6 attempts to qualitatively indicate what might be the outcome of solar cosmic ray observations at high latitudes.

C. Origin of the Interplanetary Particle Populations

Figure 7 shows the so-called quiet time proton energy spectrum in interplanetary space. At the lowest energy end there are the solar wind
protons. At high energies (greater than 10 GeV) the protons almost certainly belong to a galactic population of particles, and at the very highest energies, the particles may even be intergalactic in distribution. In the range 30 MeV to about 10 GeV the protons are probably galactic but their intensity is strongly modulated by the Sun's magnetized plasma wind, at least near the ecliptic plane. The range from 2 to 100 MeV has recently been studied extensively by the University of Chicago and Goddard Space Flight Center Groups. A detailed study by J. Kinsey (1970) is based on the hypothesis that the protons in the energy interval come from two distinct populations. Figure 8 shows some spectra in this energy region. Those observations may be represented by

\[
\frac{dJ}{dE} = F_S E^{-S} + F_G E^G
\]  
(1)

dJ/dE is the number of protons per square centimeter-steradian-second-MeV. \( F_S, F_G, s \) and \( g \) are parameters that give best fits to the observations. It is found that \( F_S \) and \( s \) are highly variable while \( F_G \) and \( g \) vary much less. The interpretation is that the first term on the right hand side of Equation (1) represents a proton component of solar origin while the other term is presumed to be galactic in origin.

No doubt the proton fluxes in this energy range will prove to be quite different when observed at high heliographic latitudes. There detectors presumably would be far removed from the solar source regions and the reduction of intensity in the galactic component by modulation should be much diminished.
Figure 9 shows the energy spectrum of electrons at times of lowest solar flare activity often referred to as the "interplanetary electron spectrum". As in the case of the protons, the highest energy electrons are presumed to fill the galaxy, while the lowest energy electrons are known to be of solar origin -- they are the solar wind electrons. Between these two components the situation is complicated, perhaps even more so than in the case of protons:

1. The solar wind electrons have a non-Maxwellian tail at energies above about 100 eV. This tail appears to extend to 1 or 2 keV. It can be described by a power law of $E^{-5.1}$.

2. The non-Maxwellian becomes submerged in a new particle population which extends to about 1 MeV. This spectrum approximately follows the power law $E^{-3}$.

There appears to be no spectral flattening of the 2 keV 1 MeV component as there is in the case of the protons.

The study of the complex electron spectrum would be greatly advanced by observations at high solar latitudes. Much will be learned by investigating how the electron spectrum changes relative to the proton spectrum.

Among the questions we can now pose about the interplanetary fluxes are:

1. Will the medium energy component decrease significantly as the detectors move away from the active sunspot zones?
2. From observing such a change systematically with latitude can we learn more about the sources and the transport of the particles through the coronal magnetic fields at high latitudes?

3. Can we identify a component that is generated by instabilities in the solar wind? Possibly the 100 eV to 1 keV non-Maxwellian tail arises in this way. As the solar wind flow changes as a function of latitude does the character of the non-Maxwellian tail change? Possibly even the 2 to 10 keV region originates, at least in part, from internal energy sources of the solar wind by means of plasma microinstabilities.

4. Is there an electron component, for example the 10 to 100 keV region, which is supplied, at least in part, by strong cosmic X-ray sources?

The high latitude electron and proton measurements will be free of planetary source effects: the Earth's bow shock and magnetosphere and Jupiter's magnetosphere. This is another important motivation for out-of-the ecliptic missions.

D. Shock Waves and Other Interplanetary Phenomena

A variety of complex energetic particle phenomena take place in interplanetary space. Although they must involve basic plasma processes they are not yet well understood. The motivation for further study is strong, however, since these processes must occur throughout our galaxy in systems of similar and larger scale sizes.
One such phenomenon is the acceleration of particles by shock waves of solar origin in interplanetary space. Figure 10 illustrates this effect in a particular case. The important observational features in this event are (R. E. McGuire, Ph.D. thesis, University of California, Berkeley, 1976):

1. The shock velocity was 520 km/μ and the shock normal was close to the Sun-Earth line.

2. Preceding the shock passage the electron and proton flux increased by a factor of 10 due evidently to a flare.

3. Twenty minutes before the shock passage the protons above 200 keV increased by a factor of 20. The flux maximum occurred about one gyroradius in front of the shock. A more gradual increase in the medium and high energy electron flux also occurred.

4. Electrons 0.5 to 14 keV increased 20-fold just behind the shock front. This flux increase may be associated with dissipation of energy by the shock.

Although several detailed models for shock acceleration exist, none seem completely satisfactory. By observing shock effects on particles at high solar longitudes where the characteristic of the interplanetary field are presumably much different it should be possible to arrive at a satisfactory shock acceleration model. This is a problem of first order importance to cosmic ray studies since shock acceleration occurs
in many cosmic systems. For example, shock waves probably play an important role in the production of energetic flare particles; shocks may accelerate the entire fast electron component. And it is known that shock waves carry energy into interplanetary space in amounts equal to a large fraction of the total flare energy (Hundhausen and Gentry, 1969). There is still no satisfactory theoretical solution to the problem of magnetic field line merging as an energy source for flare phenomena and it thus becomes vitally important in the study of the flare process to know as much as possible about shock acceleration.

At high solar latitudes the magnetic field will make a smaller angle with respect to the solar wind flow direction, on the average, compared to lower latitudes. Also, one expects that the power spectrum of fluctuations in the interplanetary field to be considerably reduced at high latitudes as compared to the latitude range of the activity zones. These differences can then be used to explain differences in the shock acceleration of particles as a function of heliocentric latitude.

There seem to be several solar-interplanetary phenomena which emerge clearly during part of the solar cycle but then become less apparent or disappear later in the solar cycle. In his presentation at the symposium Dr. Hundhausen (1976) mentioned such an effect in the solar wind. Another example is the abundance of long lived particle streams (recurrence events) early in the solar cycle (McDonald and Desai, 1971). Yet another example is the electron-proton "splitting" effect reported by
Lin and Anderson (1967). This effect occurs in solar co-rotating streams that appear near Earth one or two days following solar flares. The electrons in these streams are displaced to the west of the protons and thus are observed to pass over the detectors before the protons do. This time displacement is a few hours up to 10 hours (a few degrees in longitude). An example of electron-proton splitting is given in Figure 11.

None of the proposed mechanisms has been shown to quantitatively account for this effect, and no explanation has been offered for their apparent disappearance later in the solar cycle. Lin and Anderson (1967) thought that the effect could be due to the larger drift velocities of the protons compared to the electrons (the larger gyroradius of the protons means that the protons sample any gradients in the magnetic field to a greater extent). Jokipii (1969) proposed that the splitting can occur in interplanetary space due to combined gradient and curvature drift in the interplanetary magnetic field.

One expects that these phenomena and perhaps others still unexplained can be effectively studied by an out-of-the ecliptic mission.

E. Jupiter Swing-by Out of the Ecliptic Missions

For a two-spacecraft launch in late 1980 by a Titan-Centaur vehicle as described by the NASA-Ames Research Center group, Figure 12 shows when the spacecraft would reach high solar latitudes with respect to the sunspot cycle. A 1980 launch is probably not ideal for solar
cosmic ray studies since the spacecraft arrive at high latitudes near the expected decline of solar cycle 21. However, it is worth noting that several very large flares occurred in this portion of solar cycle 20 including the very great August, 1972 flares. The spacecraft remains above latitude 35° N and 35°S for somewhat more than 2 years.

Figure 13 shows where the spacecraft are positioned in solar latitude on a Maunder's butterfly diagram. This figure shows that there is some advantage in arriving at these high latitudes late in the solar cycle since the activity zones have retreated toward the equator.
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**Figure Captions**

**Figure 1.** The intermediate solar corona. This photograph was taken following solar maximum and before solar minimum. At this time the polar plumes are clearly visible. Their appearance suggests that the polar zone magnetic field lines do not close in the vicinity of the Sun. (Yerkes Observatory photograph.)

**Figure 2.** Synoptic charts of the polar magnetic fields $H_{\parallel}/\cos \theta$. Solid lines represent N polarity, dashed lines S polarity. The isogauss levels are 10 and 20 G. The areas covered by the observations are enclosed by curves with shadings on the outside. (a) North pole. Observations from August 1-23 1968. (b) South pole. Observations from July 31-August 23, 1968. (From J. O. Stenflo, Observations of the polar magnetic fields, in Solar Magnetic Fields (ed. R. Howard), D. Reidel Publ. IAU Symposium No. 43).

**Figure 3.** Schematic map of the polar coronal magnetic fields (July 26, 1970). The prominences and filaments observed on spectroheliograms are shown on the map. (From P. Charvin, Experimental study of the orientation of magnetic fields in the corona, in Solar Magnetic Fields (ed. R. Howard), D. Reidel, I.A. U. Symp. No. 43).

**Figure 4.** The difference $\Delta T_m$ of the time between onset of 20-80 MeV proton and maximum particle intensity is plotted as a function of the heliolongitude. The solid line is a least square fit through the data. It shows a minimum at $\sim 50^\circ \pm 30^\circ$ W of the central meridian.
Figure 5. Variation of the spectral index $\gamma_p$ in the 20-80 MeV range as a function of the heliolongitude $\lambda_\odot$. The open circles are 'long rise time events' with a rise time longer than 24 hours. For these events, effects of interplanetary propagation may be significant. The dashed contour lines enclose 92% of all the other events. The solid line is a least square fit obtained for them. $\gamma_p(\lambda_\odot)$ can be represented approximately by $\gamma_p(\lambda_\odot) = 2.7 [1 + \Delta \lambda/2]$.

Figure 6. This figure idealizes how solar flare particle fluxes might depend on latitude for various coronal magnetic field configurations which vary with heliographic latitude.

Figure 7. The interplanetary quiet time proton spectrum is made up of several components: at the lowest energy the solar wind protons and at the highest energies, the galactic cosmic rays. In between is a spectrum which probably has solar origin.

Figure 8. This figure shows the region of presumed overlap between interplanetary protons of galactic and of solar origin.

Figure 9. The interplanetary quiet time electron spectrum is also made up of several components: the solar wind electrons at the lowest energies and the galactic component at the highest. Several components appear to exist at intermediate energy. Little is known about their origin.
Figure 10. An interplanetary shock (speed 540 km/sec at 1 AU) that produced large effects on particles. Protons in the 0.3 to 0.5 MeV range are swept up or accelerated by the shock. A blanket of hot electrons appears just behind the shock possibly the result of energy dissipation by the shock.

Figure 11. This figure shows an example of electron-proton splitting early in solar cycle 20. The particles arrive at Earth in a co-rotating stream but the electrons are displaced toward the West by a few degrees. The origin of this effect is not known and it appears to become less frequent later in the solar cycle.

Figure 12. This figure shows that for certain Jupiter swing-by out-of-the-ecliptic missions launched in late 1980, the spacecraft will arrive at high (> 35°) latitudes in late 1983 and remain there for somewhat over two years.

Figure 13. For the same missions the spacecraft is seen to rapidly rise past the sunspot zones which, late in the solar cycle, have moved close to the equator.
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Figure 1: Graph showing the flux of protons and electrons over the period of April 14 to April 16, 1967, from IMP-3 spacecraft. The graph indicates a significant increase in flux for both proton and electron species during this period.

- Protons with energies greater than 0.5 MeV.
- Electrons with energies greater than 45 keV.

The graph was created by IMP-3 on 15 April 1967.
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CORONAL PROPAGATION: VARIATIONS WITH SOLAR LONGITUDE AND LATITUDE

G. Wibberenz

Institut für Reine und Angewandte Kernphysik der Christian-Albrechts-Universität Kiel, 23, Kiel, FRG

Abstract:
Observational results on the East-West effect are summarized and discussed in the context of existing models of coronal propagation. The variation of the number of events with solar longitude is surprisingly similar for particles covering a large interval of rigidities. Over large longitudinal distances, time delays to the event onset and maximum intensity are independent of energy and velocity. This has important implications and will require probably a transport process which is determined by fundamental properties of solar magnetic fields, e.g. reconnection processes between open and closed field configurations.

A fit of Reid's model for diffusive propagation in the corona to the observed delay times gives a (two-dimensional) diffusion coefficient \( K \) corresponding to \( r \sim 100 \) hours (\( r \) = distance of the thin diffusing shell from the center of the Sun). Limitations of the diffusion model are given by the existence of a fast propagation region which may extend up to 40...50 from the flare site, by the possible existence of an energy independent drift process, and by the influence of solar sector boundaries. The relative role of open and closed field configurations is extensively discussed. Some evidence is presented that the acceleration of protons to higher (\( \gtrsim 10 \) MeV) energies is related with a shock wave traveling in the solar atmosphere.

The importance of measurements performed from spacecraft out of the ecliptic plane is stressed, in particular with respect to the fundamental problems of particle acceleration in the flare process and for understanding fundamental dynamical properties of large-scale solar magnetic fields.

1. Introduction

The story of coronal propagation begins with the East-West-effect for solar cosmic ray events: with increasing longitude of the parent flare on the Eastern hemisphere of the Sun the number of events detected at the earth decreases considerably, and, for those events which are detected, the delay between the flare and the arrival of particles at the earth increases (see Burlaga, 1967, for a summary of some earlier results). The reason for the East-West-effect is obviously the asymmetric nature of the interplanetary magnetic field with respect to the central meridian on the Sun. For average solar wind conditions, a bundle of interplanetary magnetic field (imf) lines observed near the earth connects back to a point on the Sun which is close to 60° W. However, the controlling nature of the regions close to the Sun for the azimuthal propagation of energetic particles became only clear, when it was established that the propagation of energetic particles in space occurs preferentially along the imf. The arguments for negligible particle motion perpendicular to the imf have meanwhile been summarized by various authors. In addition to the arguments presented e.g. by Roelof (1974) we wish to point out that the variation of delay times with solar longitude is independent of energy, which is another strong argument against interplanetary perpendicular diffusion (Reinhard and Wibberenz, 1974, Ma Sung et al., 1975).

These effects of "coronal propagation" which depend on the relative azimuthal distance between a parent flare on the Sun and the point in space where the energetic solar particles are observed, could be studied so far only as a function of solar longitude. It is the purpose of this paper, (i) to summarize the observational results and to order them with respect to existing models, (ii) to point out which fundamentally new results we should expect by studying variations with solar latitude, i.e. by using observations in space out of the ecliptic plane.
We shall start in section 2 to summarize the methods, by which various transport processes can be separated. In section 3 we discuss the statistical methods, where the variation of characteristic parameters of solar events with solar longitude is studied for a large number of events. Different models have been developed to describe the average longitudinal variations. An independent method described in section 4 consists in detailed studies of individual events, including multi-spacecraft observations at different heliocentric longitudes, simultaneous intensity and anisotropy measurements, and the relation to observations of solar surface structures. Some indications to the acceleration process itself are treated briefly in section 5. Finally we summarize the open questions in section 6 and try to relate them to studies of solar particle events off the ecliptic plane.

2. Separation of various transport processes

In the sequence of events between the first acceleration of particles on the Sun and their final observation in space, we can ask different questions: How is the solar atmosphere filled up with energetic particles following the original acceleration process? How do the particles escape into space? How can the interplanetary propagation be separated from the solar transport processes? Let us start with some terminology related to the different steps.

(a) The acceleration process is visualized in many models as a pulse-like process limited in spatial extent to the flare area itself, approximated by a delta-function in space and time. In principle, the acceleration could also occur over an extended area in the solar atmosphere for long periods of time (see below).

(b) The accelerated particles spend a certain time in the vicinity of the Sun. We wish to make a distinction between propagation when they move away from the acceleration region and finally occupy a large area on the Sun, and storage when the particles remain confined to a certain region. The difference is depicted schematically in Figure 1. In reality, we may have a mixture of both processes.
(c) The number of solar particles observed in space is determined by the probability per unit time that a particle will leave the solar atmosphere by finally reaching an open field line leading out into space (Reid, 1964; Newkirk, 1973). This release mechanism has a very important influence on the azimuthal distribution of particles, because it also determines how many particles are left for further propagation along the solar surface.

(d) Sufficiently far away from the solar surface we only find open field lines which lead out into the interplanetary medium. Along this "source surface" (Newkirk, 1973) the processes (a) to (c) define an injection function $I(\phi, \theta, t)$. Measurements on a single spacecraft connect back to a certain solar longitude $\phi$ close to the solar equator ($\theta \approx 0$), and for a given solar wind velocity the connection longitude $\phi(t)$ as a function of time may be determined (see e.g. Kolte and Hoelof, 1973).
A single satellite therefore "sees" an injection profile \( I(t) = N(\phi(t), 0, t) \). Roelof and Krimigis (1973) have described an effective method to separate real longitudinal changes \( \partial N/\partial \phi \) from changes in the injection function \( \partial N/\partial t \). Since \( \partial I/\partial t = (\partial N/\partial \phi) \partial \phi/\partial t + \partial N/\partial t \), the relative contribution of the two terms to the observed \( \partial I/\partial t \) depends on the motion \( \partial \phi/\partial t \) of the connection longitude. For a negative gradient in the solar wind velocity \( V_w \), a solar wind "dwell", \( \partial \phi/\partial t \) is very small, so that \( \partial I/\partial t \approx \partial N/\partial t \). For a positive gradient in \( V_w \), \( \partial \phi/\partial t \) is large, the second term can be neglected, and one may directly construct the coronal distribution \( N(\phi) \). A more direct method for determining \( N(\phi) \) is of course the use of multi-spacecraft observations (McCracken et al., 1971; Bukata et al., 1972), in particular if combined with actual solar wind measurements for determination of the connection longitude \( \phi(t) \). Results of this method are summarized by Roelof (1974).

(e) It is clear that any attempt to determine the (coronal) injection profile \( I(t) \) or the related longitudinal distribution \( N(\phi) \) has to start from observations in space, and, therefore, one first has to separate the effects of interplanetary propagation. Methods available to perform this separation are

1. statistical studies in which the properties of solar particle events (maximum particle flux, times of onset and of maximum flux, shape of energy spectrum etc.) are ordered with respect to the longitude of the parent flare;
2. multi-spacecraft observations, by which longitudinal and temporal changes can be separated;
3. simultaneous intensity and anisotropy measurements, which allow to separate long-lasting solar injection processes from long-lasting interplanetary storage;
4. the "mapping" of observed interplanetary particle fluxes to the high coronal source longitude, by using the simultaneously measured solar wind velocity.

We shall start with a summary of results obtained by method (1), since it makes of the largest amount of observational data and gives insight into the average behaviour. Methods (2) to (4) can then be used to check predictions of models which have been developed and to provide additional insight into the relation with certain features observed on the solar surface.
3. Statistical studies of longitudinal effects

Let us first discuss how the total number of observed events varies with solar longitude. Figure 2 shows the longitudinal distribution of solar particle events for four different sets of observations. The dashed line is for non-relativistic electrons (after Lin, 1974), the dotted line for relativistic electrons (after Simnett, 1974) plotted for longitudinal bins of 10° or 30°, respectively. The full line is the original curve of Van Hollebeke et al. (1975) for 20-80 MeV protons, and the hatched area indicates results for ground level neutron monitor data (GLEs), as taken from Pomerantz and Duggal (1974).

All four curves show the largest number of events observed when the parent flare is on the western hemisphere of the Sun, with a broad maximum somewhere between 30 and 90°W. The number of events clearly decreases as one goes to the Eastern hemisphere and beyond the West limb. Note that because of the difficulties of flare identification no electron data have been plotted beyond 90°W.

The overall similarity of the curves is rather surprising; only for the non-relativistic electrons the decrease in the number of events seems to start for a more westerly longitude. The similarity in the other three curves suggests a common propagation characteristics for the different particle species, which cover a range of Larmor radii of at least three orders of magnitude. Apart from the clear decrease of the distributions of Figure 2 east of about W30 solar longitude, the functional shape of the curves cannot be determined precisely. From a different set of data, Smart et al. (1975) have fitted a Gaussian distribution to the longitudinal distribution of 154 flares on the visible hemisphere of the Sun, which have produced proton events. They find the highest frequency of flares grouped between W30 and W40, and a standard deviation
of the Gaussian of 55°. A Gaussian curve with these parameters supplies a rather good fit also to the three similar curves in Figure 2. From this fit, one can now extrapolate to the invisible hemisphere of the Sun, with the result, that roughly 20% of all events should not be associated with a flare on the visible hemisphere of the Sun (for details see Smart et al., 1975). A similar result has been found by Van Hollebeke et al. (1975).

As we shall see below the decrease in the number of events is mainly determined by the escape rate of particles from the Sun, so that distributions of the type shown in Figure 2 can be used to determine the escape rate. We note then that the similarity in the distribution function for different particle species suggests escape rates which do not depend strongly on particle type and energy. Let us turn now to the variation of characteristic times of solar events with longitude. If the parent flare of a solar particle event is located on the Eastern hemisphere of the Sun, the arrival of energetic particles becomes more and more delayed with increasing solar longitude (Durlaga, 1967; Englade, 1971; Batlowe, 1971; Barouch et Simnett, 1972; McKibben, 1972; Lanzerotti, 1973; Reinhard et al., 1971 and Wibberenz, 1974; Ha Sung et al., 1975).

As discussed above, azimuthal propagation of particles in the interplanetary medium cannot account for the observations. The first quantitative model for particle propagation in a surface layer around the Sun was developed by Reid (1964) and extended by Axford (1965). In Reid's model, the injection function can be written as

\[ I(\chi, t) \sim \frac{1}{t^2 \tau_e} \exp \left\{ -\frac{\chi^2}{4 \tau_e} - \frac{t^2}{4 \tau_e^2} \right\} \]  

(1)

Here \( \tau_e \) is the loss time which describes the escape of particles into interplanetary space, \( K_e \) is the coronal diffusion coefficient, and \( r_c \) the distance of the diffusing layer from the center of the Sun. So \( r_c^2 / K_e = \tau_e \) is a characteristic time it takes the particles to diffuse by an angular distance
of $V_2^\text{rad} = 81^\circ$ from the flare origin. In what follows, we put the flare origin at $\chi = 0$ and measure the angular distance $\chi$ from the flare to the root of a bundle of field lines leading out into space where an observer is located at longitude $\varphi_R$ and latitude $\theta_R = 0$. Note that flares occur off the solar equator, say at longitude $\varphi_F$ and latitude $\theta_F$, so that $\chi^2 = \varphi_F^2 + (\theta_F - \theta_R)^2$. On the average $\theta_R \approx 20^\circ$; in what follows, we shall disregard the dependence on solar latitude and put $\chi = \varphi_F - \varphi_R$. Observationally it is not possible to find systematic differences over a $20^\circ$ angular interval.

Both $\tau_L$ and $\tau_C$ are assumed independent of $\chi$, but may vary with particle energy. Reid (1964) originally obtained an estimate of $\tau_C = 3.5$ hours and $\tau_L \gtrsim 1.2$ hr. Applying Axford's (1965) version of the coronal diffusion model, Kirsch and Münch (1974) obtain values for the coronal diffusion coefficient of the same order of magnitude for the event of Nov 2, 1969.

Lanzerotti (1973) used the Reid model to describe the variation of onset times for 0.6 to 25 MeV protons with longitude. He estimated $7 \text{ hr} \lesssim \tau_C \lesssim 16 \text{ hr}$. These values are probably underestimated because $\tau_C$ refers to the bulk of particles to diffuse and not to the "first" particles which define the event onset. It is remarkable that $\tau_C$ shows almost no energy dependence. This energy independence of the coronal transport times over large longitudinal distances is meanwhile firmly established (McKibben, 1972; Reinhard and Wibberenz, 1974; Ma Sung et al., 1975).

The most careful study so far in applying the Reid/Axford model to the East-West effect has been performed by Ng and Gleeson (1975). They have replaced the plane approximation by diffusion in a real spherical shell, and the coronal injection profile is then used as the boundary condition for interplanetary propagation, taking into account anisotropic diffusion along the spiral-shaped IMF, convection, adiabatic deceleration, and corotation of the flux tubes past the observer. With their two stage propagation model they reproduce many features of solar events. They have used in particular the results by McKibben (1972) on the variation of the time-to-maximum with longitude.
Their best estimates of the coronal parameters are
$70 \leq \tau_c \leq 100$ hr and $10 \leq \tau_L \leq 15$ hr. For the interplanetary
propagation they obtain a value of the (radial) mean free
path, which corresponds to 0.03 AU for 10 MeV protons. This
value is probably too small (see Wibberenz, 1974), since in
many cases even for Western hemisphere events part of the
delay is due to coronal, and not to interplanetary propagation
(Reinhard and Wibberenz, 1974). But for the discussion of the
East-West effect this difference is not critical.

In Figure 3 we compare the computations of Ng and Gleeson (1975)
with $t_m$-values for $>10$ MeV protons (Reinhard and Wibberenz, 1974).
For both curves (a) and (c) there is a well defined minimum
close to W60, and a systematic increase on both sides of this
ideal connection longitude. The apparent linear relation
between $t_m$ and $\chi$ results from the escape term, which largely
influences the coronal injection profile (1) for $t > \tau_L$. The
minimum value of $t_m$ is related to the interplanetary propagation
and could be shifted downward by a factor of 2 or more, without
changing the general conclusions. We can see now the limitations
of the (modified) Reid model. For curve (a), a small value for
the coronal diffusion time has been taken, $\tau_c \approx 13$ hours. This
gives the desired flat longitudinal dependence for western
events, but does not explain the large values of $t_m$ for eastern
events. In model (c), the larger value for the coronal diffusion
time, $\tau_c = 100$ hr, gives the larger increase of $t_m$ on the
eastern hemisphere, but this increase now starts right away
at W60 and is in strong disagreement with the bulk of data
between 0 and W90.

It had already been pointed out by Reinhard and Wibberenz (1974)
that observational evidence speaks against a well defined
minimum in the propagation times somewhere between W40 and W60,
and that very fast propagation with small or negligible coronal
propagation times can be found for events where the parent
flares are located between about 0 and W100. The horizontal
lines in Figure 3 are meant to indicate the existence of a
fast propagation region" (FPR) where minimal propagation
times can be found. The extent of this FPR may vary from one
event to the other. The existence of a very efficient solar propagation for certain longitude ranges had also been pointed out by Fan et al. (1968). The "open cone of propagation" for \(>40\) keV electrons found by Anderson and Lin (1966) and Lin (1970), which also has an extent of about \(100^\circ\), may be identical with the FPR. A "region of preferred connection longitudes" ranging from about W20 to W80 is defined by the work of Van Hollebeke et al. (1975). It may indeed be more appropriate to talk about a preferred connection to the acceleration region than about a fast propagation from it. We shall return to this point in section 5.

Let us return to the slow coronal propagation outside the FPR. One will obviously get a better fit to the data (see Figure 3) if e.g. curve (c) describing the coronal propagation does not start around W60, but with the same slope on both sides of the FPR. Clues to the possible nature of this slow coronal propagation may be found by a study of the dependence of \(t_m\) on particle parameters. Reinhard and Wibberenz (1974) have studies time histories for 56 events in the energy range 10-60 MeV and found that the most probable travel distance \(v t_m\) is a linear relation of velocity, or with other words, \(t_m\) can be written as \(t_m = c_1 + c_2/v\). The velocity dependent term in \(t_m\) is found to be independent of solar longitude and describes interplanetary propagation. On the average, \(c_2 \approx 4.5\) AU (with variations between about 2 and 10 AU). On the other hand, \(c_1\) increases steadily with solar longitude East of central meridian and is independent of proton energy.

These results have been confirmed by Ke Sung et al. (1975) and extended to higher velocities (near-relativistic electrons) and to the inclusion of the event onset times \(t_{on}\). They show that for the onset times a similar relation holds, namely

\[ t_{on} = D_{on} + A_{on}/v, \]

with two additional constants \(A_{on}\) and \(B_{on}\), which have to be determined for each event in addition to \(c_1 \equiv B_{max}\) and \(c_2 \equiv A_{max}\). \(A_{on}\) and \(A_{max}\) do not vary systematically with solar longitude, so that they can be taken to describe interplanetary propagation. The numerical values (\(\langle A_{on} \rangle = 2\) AU, \(\langle A_{max} \rangle = 4\) AU) confirm that interplanetary
propagation plays a relatively minor role up to the time of maximum particle intensity at 1 AU. $B_{on}$ and $B_{max} = C_1$ describe the onset time and the time of maximum of the solar injection profile, respectively. Both parameters are relative small on the Western hemisphere (of the order of 1 hour if averaged over many events), but increase systematically with increasing longitude on the Eastern hemisphere. Both parameters are independent of energy and/or velocity of the studied particles (0.5 to 1.1 MeV electrons, 4-80 MeV protons).

The energy independence of the coronal transport puts severe limits on the possible physical mechanisms. Any particle motion in a given static magnetic field configuration gives transport times with $(\text{velocity})^{-1}$ as one factor. This excludes e.g. gradient or curvature drift as one basic mechanism as well as the current sheet diffusion (Fisk and Schatten, 1972), since a diffusion mean free path $\lambda$ which varies inversely with velocity (to give $K \sim v \lambda = \text{const}$) independent of the particle type is physically unrealistic. Ma Sung et al. (1975) propose a "leaky box model" with a diffusion coefficient $k \sim (\Delta L)^2 / \Delta t$, where $\Delta L$ is the scale size of the boxes which open randomly on a time scale $\Delta t$. The leaky boxes could be idealized models of large coronal magnetic field loops, and the process of field line reconnection provides the random opening of the boxes. In this model, the direction and speed of transport processes is not governed by the particle parameters (like velocity or rigidity), but by fundamental properties of solar magnetic fields; it is the randomness of the reconnection process which would be responsible for a diffusion-like behaviour, whereas the particle motion is deterministic. Note that this concept might also lead to non-diffusive processes, if there is only a small number of boxes or channels along which the particles propagate. A more deterministic process, namely an energy-independent drift, which should act in addition to coronal diffusion, has been proposed by Reinhard and Wibberenz (1974). One of the original supports for this idea, namely the linear relationship between $t_{on}$ and $\chi$, can no longer be maintained, since because of the escape processes a quasi-linear relation can also be simulated in a diffusion
model (Ng and Gleeson, 1975). However, the total injection time profile depends critically on the nature of the processes. Reinhard and Roelof (1975) have studied the relation between onset times and maximum times and confirmed the necessity to include solar drift processes. Their (linear) drift-diffusion model contains a drift rate $\tau_D$, a diffusion time $\tau_C = r_C^2/K_C$, and a loss time $\tau_L$. When the corresponding injection profile is convoluted with interplanetary diffusion processes, one gets a good description of the measured time profiles of 10-60 MeV protons. The parameters of the solar injection profile and the interplanetary scattering mean free path are independent of proton energy. From a fit to several Eastern events, Reinhard and Roelof (1975) determine average values for the coronal parameters as $\tau_D = 0.42$ hr/grad, $\tau_C = 400$ hr, $\tau_L = 13$ hr.

This choice of $\tau_C$ takes care of the observed widening of the time profiles with increasing solar longitude, whereas it is essentially the drift which determines the increase of the absolute time delay with solar longitude. The corresponding dependence $t_m(\theta)$ for the drift-diffusion model is indicated by the dashed line in Fig. 3. Here an extension of the FPR of $\pm 40^\circ$ has been assumed, centered around W50 longitude, so the increase sets in East of W10 and West of W90°. The average contribution of the interplanetary propagation corresponds to a time delay of 4.4 hr for 10 MeV protons.

The loss time of 13 hours is within the range assumed to be realistic by Ng and Gleeson (1975). Let us see how the loss time $\tau_L$ can be determined observationally.

There are in general two processes by which for a given point on the solar surface the intensity is diminished. (1) the lateral spread of particles causes a corresponding decrease in surface density, (2) the injection into the interplanetary medium causes a general loss proportional to the number of particles present. These two points also determine the maximum intensity $N_{\text{max}}$ in the injection function. If we take the Reid/Axford model seriously, sec eqn. (1), we can derive the following predictions:
(a) For small distances $\phi$ the propagation times are small to that the escape term $\exp(-t/\tau_L)$ has no influence on the time of the intensity maximum $c_m$ of the coronal injection function. In this case $c_m = (r^2/\tau_L)\gamma^2$ and we get from equ. (1)

$$N_{\text{max}}(\gamma) = N(\gamma, c_m) \sim \gamma^{-2}$$

(2)

(independent of the coronal parameters). Thus, a strong dependence of $N_{\text{max}}$ in the coronal injection profile on angular distance from the flare is predicted by the Reid/Axford model. Its verification by observations in space is limited, (a) by the convolution with interplanetary propagation, (b) by the fact that most flares occur remote from the solar equator (see above, $\theta_F \approx 20^\circ$).

In addition, the existence of the FPR will initially fill up an extended area close to the flare site, which will preclude the sharp dependence of $N_{\text{max}}$ on $\gamma$ as suggested by (2). In any case, the relatively flat distribution of the number of events with longitude on the western hemisphere (see Figure 2) favors a model with a moderate variation of $N_{\text{max}}$ over small distances from the flare.

(b) For large distances $\gamma$, it is mainly the exponential term $\exp(-t/\tau_L)$ in equ. (1) which determines the decrease of $N_{\text{max}}$.

(It should be noted that in the more realistic version of the Reid model treated by Ng and Gleeson (1975), at late times this is the only term in the temporal variation, because the whole solar surface is covered with particles, there is no $1/t$-factor left).

Let us describe the average decrease of the number of particles at the maximum of the injection function with $P(\phi)$. $P(\phi)$ is allowed to vary with energy, but shall be the same for every event. Here we measure $\phi$ along the solar equator and let $P(\phi)$ be normalized to 1 for events close to $\phi = 0\circ$. It is this variation

$$N_{\text{max}}(\phi) = N_{\text{max}}(0) P(\phi)$$

(3)
which determines how the number of events detected varies with solar longitude (Reinhard and Roelof, 1975). For normally an "event" is identified when the number of particles during the maximum phase exceeds a certain threshold, which is determined by detector background and counting rate statistics. Let the size distribution (the number $W$ of events where the maximum intensity of particles exceeds a given value $N_{\text{max}}$) be a separable function of $N_{\text{max}}$ and longitude, i.e. the longitudinal distribution is independent of the size of the event,

$$W(N_{\text{max}}, \phi) = f(N_{\text{max}}) g(\phi) \quad (4)$$

With $N_{\text{max}} = T$ = threshold for detection of the event type under study we get $W(T,\phi) = \text{total number of events above threshold close to the preferred connection longitude around} \, \phi = 150 \ldots 160^\circ$, and $W(T,\phi) = f(T)g(\phi)$ is the longitudinal flare distribution (see Figure 2).

On the other hand, we have from equ. (3) $W(W,\phi) = W_{\text{tot}} f(P(\phi), \phi)$.
Equating the two expressions for $W$, we finally obtain

$$f(P(\phi)/f(T)) = f(T)g(\phi) \quad (5)$$

Relation (4) has been verified by Reinhard and Roelof (1975) for protons $> 10$ MeV, $> 30$ MeV, and $> 60$ MeV, and they showed that $f(N_{\text{max}})$ can be described by a power law $(N_{\text{max}})^{\mu}$ with $\mu = 0.36$. Inserting this into (5) they get $f(\phi) = [P(\phi)]^{0.36}$ as relation between the longitudinal distribution $g$ and the size variation $P$. Note that this relation implies that $g(\phi)$ is rather insensitive to the size variation $P(\phi)$. This is even more so, if we take an independent determination of the size spectrum from Van Hollebeke et al. (1977); they obtain for the differential size spectrum $dW/dN_{\text{max}} \sim N_{\text{max}}^{-\alpha}$ with $\alpha = 1.15 \pm 0.05$, which implies that the integral spectrum $W$ is rather flat and $\mu \approx 0.15$ instead of 0.36 as above.

The longitudinal distribution has been determined by Reinhard and Roelof (1975) as $g(\phi) = \exp(\mu P)$ with $\mu = 0.01 \, \text{(degree)}^{-1}$. Insertion into the drift-diffusion model with the average
parameters cited above leads to a loss time $\tau_L = 13$ hours, independent of energy. In contrast, Van Hollebeke et al. (1975) have concluded from a variation of the observed spectral shapes of proton spectra with longitude, that the escape rate should be energy dependent. They find an average loss time of $\tau_L = 1.85$ hours for protons with a mean energy of 40 MeV, and an increase in the loss rate of 35-45% from 20 MeV to 80 MeV. The smaller loss time for the higher energies would then be responsible for the observed steepening of the spectrum with longitude.

Reinhard and Roelof (1975) do not find a systematic variation of the spectral slope with longitude. The reason for the discrepancy is not clear, it should be partly related to the use of a different set of data (difference in the threshold $T$ for event detection; different selection criteria for "solar events"). In any case, it appears that a loss time of about 2 hours is too small to be compatible with observations; the corresponding decrease in the injection function by a factor of 10 every 4.5 hours would make events from the Eastern hemisphere of the Sun practically undetectable. Because of the insensitivity of the size distribution on $\tau_L$ (see the discussion following equ. (5) above) more direct determinations will be necessary (see section 4 for some indications).

Let us close this section on the variations of solar event parameters with solar longitude. We have discussed the delay times (onset and time-to-maximum), the general shape of the intensity-time profiles, and the distribution of the number of events with longitude. We have tried to relate the average behaviour of a large number of events to specific coronal propagation models. Let us summarize the essential aspects of the various models, in particular with respect to predictions of latitudinal solar variations.

1. **Propagation over small angular distances; existence of a fast propagation region?**

In the Reid/Axford-model there is just one fundamental process acting throughout the solar surface, characterized by a diffusion coefficient $k_L$. We had pointed out the difficulty to describe
simultaneously, with a unique value for $\kappa_c$, the increase of $t_m$ on the Eastern disk and the small values of $t_m$ over the Western disk (see Figure 3). In principle, this difficulty might be overcome by assuming a large variability of $\kappa_c$ and by ascribing the small $t_m$-values to occasional large values of $\kappa_c$. Tests of the Reid model from measurements in the ecliptic plane are partly restricted because one never scans $\gamma \simeq 0$. A spacecraft measuring solar equatorial latitudes in the range $20^\circ - 30^\circ$ should see the strong dependence with distances from the solar flare predicted by the variation of $N_{\text{max}}$ (see equ. (2)) or a well defined second maximum related with the corotation for events East of the connection longitude (see Ng and Gleeson, 1975).

On the other hand, small latitudinal variations would be expected if the FFR (fast propagation region) exists. Reinhard and Wibberenz (1974) have suggested that the extent of the FFR is related to solar sector boundaries which have already been found to play an important role in determining the efficiency of coronal propagation (Roelof and Krimigis, 1973). The azimuthal distribution of the number of particles shows discontinuities at certain solar sector boundaries, so that it has become possible to assign "access probabilities" to individual unipolar solar cells (Gold and Roelof, 1974; Roelof, 1974). Studies on spacecraft off the ecliptic plane and the technique of mapping intensities back to the high solar corona (see Roelof, 1974) should allow to observe the very existence of the FFR, its latitudinal extent and the influence of the polewards sides of the unipolar solar cells.

(2) Propagation_over_large_distances: directional_angular

A very schematic distinction between various models can be seen in Figure 4, where the broad time development over the solar surface is plotted for the pure diffusion model (left) and the drift-diffusion model (right). For simplicity, we neglect the influence of the loss term and merely indicate how a characteristic angular extent $\theta$ and the average particle density within $\theta$ are expected to vary with time.
The essential point in the "drift" process is that the transport process in the corona is not totally statistical (like in a diffusion process, where the net streaming of particles is simply proportional to the density gradient), but that there is a preferential bulk motion of particles into one direction superimposed. The filling up of one large "box" which was initially empty might be one such process (see the above discussion about the "leaky box concept"). A pure drift, where all particles move into the same direction, is depicted schematically in the outer right part of Figure 4. In $\mathbf{E}$-$\mathbf{B}$-drift of the required order of magnitude (corresponding to velocities of 7 km/sec if $r_c = 1$ solar radius) is not very likely. However, a very direct proof would be the systematic depletion of particles from the region close to the original flare (see Fig. 4, right part). The shift of time intensity profiles between spaceprobes separated in heliocentric longitude has been shown to be consistent with normal corotation for four individual solar events in 1968 (McKibben, 1973) and does not require an additional drift. Moreover, the azimuthal gradients are in general positive when one approaches the heliocentric longitude of the flare (see McCracken and Rao, 1970; McCracken et al., 1971).

So one should still regard the drift-diffusion model as hypothetical and a convenient mathematical description to describe coronal injection profiles at one longitude. The consequence of a depletion around $\theta = 0$ at late times has still to be confirmed.

Let us turn now to the question of dimensionality of transport. The distinction is shown in the two left schemes in Figure 2. The question is still open whether the coronal propagation is related to a fundamental solar process which acts similarly all over the solar surface, or if it is related to specific processes which are typical for the activity belts say. If the propagation is somehow related to large scale magnetic field loops, one should expect a preferential propagation along the East-West direction because of the preferential orientation of the loops in this way. This would favor a one-dimensional
propagation in a limited latitudinal range (see second sketch from the left in Figure 4). In this case, observations beyond about 40 or 50° in latitude would hardly show an detectable amount of solar energetic particles, and the large coronal holes found sometimes at the solar poles would be totally free of solar flare particles.

On the other hand, coronal propagation might be related to a process which is occurring all over the Sun, similar to the supergranulation, or to the numerous current sheets and minute dipoles with average strength of 500 - 1000 Gauß and 12 hour lifetimes (see Newkirk, 1975, for discussion). In such a universal process, we should more expect a distribution sketched in the outer left part of Figure 4. It is clear that studies of particle populations at large heliocentric latitudes offer a unique opportunity to distinguish between the two fundamentally different possibilities.

4. Detailed studies of individual events

It is not intended to give a detailed account of the numerous studies of longitudinal effects for single events or for selected periods of time. We simply want to describe various methods and to describe a few results which give the necessary and important supplements to the statistical studies discussed so far.
McCracken et al. (1971) have studied data from four Pioneer spacecraft separated by \( \pm 180^\circ \) in heliocentric longitude. At late times (\( \gtrsim 4 \) days) in the events they still found strong gradients in longitude, with e-folding angles for 10 MeV protons of the order \( \gamma = 30^\circ \), and no temporal change in the relative gradient. This corresponds to a factor of 10 decrease every \( 70^\circ \). Note that this value of \( \gamma \) has only been directly determined for two events. Van Hollebeke et al. (1975) from the study of a much larger number of events conclude that on the average the event size for protons around 40 MeV decreases by about two orders of magnitude every \( 60^\circ \) away from the preferred connection region. This value is also consistent with an exponential gradient in longitude corresponding to a change of two orders of magnitude over a longitudinal distance of \( 40^\circ \) to \( 60^\circ \) (Roelof et al., 1975) for MeV protons and alpha particles. A comparison of these gradients with specific coronal propagation models has not yet been performed.

Persistent anisotropies along the IMF from the general solar direction have been among the first indicators that the solar source has to be described by a long-lasting injection instead of a delta-function in time (Bartley et al., 1966; Fan et al., 1968; Krimigis et al., 1971). The interpretation of these persistent large anisotropies depends on whether or not interplanetary propagation can be neglected. Schulze et al. (1974) gave an example where the simultaneous fit of intensity and anisotropy data for 22-60 keV protons during the Nov 18, 1968, event allows to determine the approximate duration of the solar injection as well as the interplanetary mean free path. As pointed out later (Schulze et al., 1975) the interplanetary data are relatively insensitive to the form of the solar
injection profile. A change in the form (not the characteristic duration) of the solar injection profile can be canceled by a suitable change in the interplanetary scattering mean free path without changing essentially the intensities or anisotropies.

The situation is different when interplanetary scattering within the inner solar system can be neglected. For the scatter-free proton event of April 20, 1971, Palmer et al. (1975) could directly determine the solar injection profile and obtained a solar decay time of about 7 hours for 7.6-55 MeV protons. Roelof and Krimigis (1973) have pointed out that for low energy protons (≤ 1 MeV) scattering in the inner solar system is almost absent. Here the magnitude and the direction of the anisotropies are used to infer the small interplanetary scattering, and by use of the "mapping" technique conclusions can be drawn on the coronal injection profiles. Various time periods have been studied in a series of papers (Roelof, 1973; 1974; Gold et al., 1974; Krieger et al., 1975). Typical coronal profiles are ramp-like structures, which are relatively smooth as long as the observer is connected to the same unipolar cell on the Sun, and sharp changes in intensity when a neutral field line on the Sun is crossed. These results are seen with corresponding time delays at spacecraft widely different in heliocentric longitude, (Roelof and Krimigis, 1973) which confirms the spatial rather then the temporal structure of the profiles.

The ordering of solar energetic particle data by solar structures observable in \( H \alpha \)-filtergrams becomes also clear in the large solar events of August 1972, where Roelof et al. (1974) have studied flux histories for protons > 13.5 MeV from Pioneers 9 and 10 and IMP 5. The different access of particles to regions on both sides of a solar sector boundary is clearly established. The crossings of solar sector boundaries are therefore in many cases seen by abrupt changes in the intensities of solar energetic particles, but they can also lead to marked changes in the rise or decay times of the total profile (see Reinhard, 1975b). It is very
remarkable that the solar sector boundaries, which are inferred from the H$_\alpha$-filtergrams (McIntosh, 1972) and which are found to play such an important role for the access probabilities of solar energetic particles, do not in each case coincide with interplanetary sector boundaries. A possible explanation by chromospheric neutral lines which are not continued into an interplanetary magnetic field sector boundary, has been given by Roelof (1974).

The irregularities which are related with the solar cells of different polarity certainly have to be superimposed on the overall dependence on solar longitude which we discussed in section 3. Formally this could be described by a variation of the coronal parameters with solar longitude. This scheme might offer an explanation for the observations of "anomalous" injection profiles of solar particles. Keath et al. (1971) have shown that the favored path for cosmic ray propagation in the March 12, 1969 event was about 40$^o$ east of the nominal Archimedes spiral line of force from the flare location. Palmer and Smerd (1972) also found a deviation from the "classical" picture, where the best connection into space should be close to the flare site. They explain the appearance of a prompt low energy proton component far away from the original flare by the triggering action of a shock wave travelling in the solar atmosphere. Cherki et al. (1974) find by analyzing the March 29, 1970 event that particles of different rigidity are ejected at different longitudes on the Sun. Barouch et al. (1971) studied the onset times of 6-25 MeV protons for several flares from the same active region, and conclude that the magnetic fields close to the active region should be considerably distorted from the nominal Archimedean field.

These examples show that for individual events the release mechanism from the Sun may become very complicated, and that the models and coronal parameters discussed in section 3 only describe the average characteristics over many events.
In all cases, however, the unusual particle escape from the Sun is thought to be related to processes occurring in the vicinity of the Sun, in particular in the coronal magnetic fields. As discussed already in section 3, large coronal \textit{MF} loops probably play a prominent role. Over which longitudinal range and how far up into the corona these loops extend is not yet clear. Simnett \cite{1974ApJ...194..99S} in case of the August 11, 1970 event has suggested the existence of a stable loop extending several solar radii above the solar surface and about 100$^\circ$ in longitude. Two release points should exist for solar protons on both sides of this loop, with quasi-stable trapping inside the loop.

Observations from Skylab have cast some doubt on the existence of stable loops of this extent. Chase et al. \cite{1975ApJ...200..389C} have studied one hundred loops detectable in soft \textit{X}-rays and show that the number of interconnections decreases steeply for longer distances; the longest interconnecting loop extends over an angular distance of 37$^\circ$.

The question how far the loops extend and which portion of the solar surface is covered with "closed" or "open" configurations is crucial for the whole propagation problem. The energetic particles perform \textit{current} about the field lines, and the transport of particles from one field line to the neighbouring one does not depend on whether the field lines are closed (i.e. return to the solar atmosphere) or open (i.e. lead out into interplanetary space). However, the number of closed field lines determines the amount of trapping, and once particles have been transmitted to open field lines they will escape into space. This means that an efficient \textit{storage} mechanism, and a transport which finally allows to fill practically the whole solar atmosphere (see McCracken et al., 1971; McKibben, 1972) ought to be only possible if a large fraction of the solar surface is "closed". This is confirmed by observational evidence; there should be a relative amount of open field lines of the order 10-15\% in equatorial regions, 25-40\% averaged over the whole Sun (Newkirk, private communication). These figures are based on the potential (current-free) coronal field calculated from the \textit{observed-line-of-sight} fields at the photospheric level (Altschuler...
and Newkirk, 1969) and may have to be modified by the influence of the expanding solar wind.

Newkirk (1973) concludes that the ambient field configuration around active regions also determines whether or not protons escape from a given flare. It is found that among all flares proton flares have significantly more open field lines emerging from the vicinity of the active region. Newkirk assumes an "injection surface" of 76° x 36° centered on the flare and finds that the spread in longitude of open field lines is characterized by a full-width-at-50 percent of 10° to 20° which is insufficient to explain the observed longitudinal distribution of energetic particle events. One possible explanation for the discrepancy is that perhaps the original injection surface must be larger. This would occur if shocks are the principal sources of energetic protons in the corona. We shall discuss this point in somewhat more detail in the next section.

5. Relation to the acceleration process in solar flares.

Let us first summarize some of the properties of coronal propagation along the ideas of Simnett (1974) or McKibben (1977). There is a "prompt component" or "phase 1" of solar particle events. This is due to particles which either have been directly accelerated on open field lines or have been injected onto open field lines shortly after the flare. The longitudinal extent where these prompt particles are found should correspond to the "fast propagation region" discussed above. These initially injected particles give rise to a relatively short decay time (McKibben, 1973).

There is a "delayed component" or "phase 2" of solar particle events. It is very probable that these delayed particles have been accelerated on closed field lines. They then propagate in the corona, from one closed configuration to the next, maybe according to the concept of the leaky boxes discussed above, and from thereon there is only a gradual release of these particles into space. If this release were instead very fast and efficient, we would never observe that flare particles have finally occupied essentially the whole inner solar system!
There are two different solar decay times for the two types of particle populations. Wibberenz and Reinhard (1975) and Reinhard (1975a) show that by convoluting the solar decay processes with interplanetary propagation one can quite naturally explain the exponential or quasi-exponential nature of the interplanetary decay, and that no "free escape boundary" around 2...3 AU is required, which would be difficult to be reconciled anyhow with the Pioneer 10 and 11 observations.

We turn now to the phase-1 particles within the FPR. It has been shown that the injection profiles for these particles are not of the delta-function type in time, but finite in width (Palmer et al., 1975; Reinhard, 1975a). It is certainly difficult to distinguish whether these finite injection profiles stem from continuous release or continuous acceleration of particles. But if the decay in phase 1 is much steeper than in phase 2 (McKibben, 1973), then the particles cannot be replenished by the neighbouring storage region through the same process as the phase-2 particles. There might be a small storage region close to the flare with a different release mechanism for the phase-1 particles (this mechanism might exist because of the high degree of disturbance in the solar atmosphere following the flare). Or we have to assume that the injection profile directly gives the number of particles as they are accelerated.

The second possibility is very interesting with respect to the two-stage acceleration process, which is discussed in detail e.g. by Lin (1974). In the first phase non-relativistic electrons are accelerated. If a sufficiently large number of electrons is damped into the chromosphere and lower corona, explosive heating occurs and produces an ejection of material and a shock wave which accelerates electrons and protons to relativistic energies. This picture is confirmed by Svestka and Fritzova-Svestková (1974). They present convincing evidence that proton acceleration to higher energies (≥ 10 MeV) is closely connected with type II bursts, i.e. shock waves travelling in the solar atmosphere. Our above interpretation that the finite injection profiles might resemble the finite duration of the acceleration process itself would favor the shock acceleration model for protons, and it also explains,
why protons may be found on a wide longitudinal range of open field lines.

The small longitudinal variation of the slopes of the proton energy spectrum discussed in section 3 implies that the particles of phase 1 and phase 2 have the same energy spectrum, which means that the acceleration process should work in the same manner on open as well as on closed field lines. In addition, any model of the acceleration process should explain why the spectral slopes for high energy protons and relativistic electrons are roughly the same, $E^3$ (see Van.Hollebeke et al., 1975). It would also be interesting to see if the energy dependence of the decay times as suggested by Reinhard (1975a) can be reproduced by a shock model acceleration.

We close with a remark which emphasises the role which the fast propagation region may play for the study of solar acceleration processes. The He-rich events which are a novel feature of solar cosmic rays (Serlemitsos and Balaasubrahmanyan, 1975) appear to be observed only for sufficiently small events and are only found when the parent flare is on the Western hemisphere (McDonald, private communication). This might indicate a specific configuration near the Sun, where the acceleration process supplies He$^3$ nuclei only directly to open field lines.

6. Conclusions.

There are two important features of the interplanetary propagation which allow us to study coronal transport phenomena: (1) the motion of energetic particles perpendicular to the IMF is small, (2) the scattering mean free path along the IMF is large, so that details of the solar injection profiles can be regained from measurements in space.

We have tried to order the material by models for acceleration, injection, and propagation processes. None of these models has been proven to give the real physical picture, because the underlying processes could not yet be identified. In this brief summary we shall concentrate on those open points which could be further clarified by spacecraft measurements performed out of the ecliptic plane.
(1) What is the nature of the "fast propagation region" (probably identical with the "open cone of propagation" or the "region of preferred connection longitudes")? Is there also a region of preferred connection latitudes? If the latitudinal extent is limited, what is the nature of the boundary?

(2) If there is a transport process involved within the fast propagation region, what is the nature of this process? Could it be a diffusive process with a sufficiently large diffusion coefficient? In this case one should be able to see the relatively strong dependence of the maximum intensity on angular distance $\theta$ for small $\theta$ as discussed in section 3, because the connection point of an ex-ecliptic spacecraft comes closer to the active regions.

(3) Is the acceleration process directly responsible for the longitudinal width of the FPR and for the fast access of particles to open field lines? If particles are accelerated on open field lines by a travelling shock and may then escape into space, the extent of this "prompt" region should be determined by the distance which the shock can travel in longitude and latitude. Will we see particles arrive very fast over the poles?

(4) Which role do the solar sector boundaries play? Is there a similar change in the access probabilities if one leaves a unipolar cell on the northern or the southern boundary? If there is one large unipolar cell (e.g., a coronal hole) extending from the pole to the equator, is there the same access probability all over this cell, or is there a gradual or drastic change with latitude? Would one detect He$^+$-rich events over the poles?

(5) What is the nature of the energy-independent slow coronal propagation over large distances in longitude? Is there a drift process (possibly related to electric fields) involved? Are the time delays and the intensity decreases merely a function of the absolute angular distance between flare and observer, or are the variations typically different into the East-West and into the North-South direction? If the large scale MC loops in the corona play an important role for the propagation, one would expect such systematic differences, and then the preferred direction of the propagation and the latitudinal
extent up to which particles are transported may vary with the solar cycle, because of the difference in the average orientation and location of the loops. If the interpretation in section 3 on the importance of magnetic reconnection processes is correct, the study of large scale coronal particle transport should give insight into a fundamental solar problem.
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Figure Caption:

Figure 1: Schematic representation of "propagation" and "storage" processes. The main difference is in the lateral distribution of particles, whereas an observer close to the original acceleration region may see the same injection function in both cases.

Figure 2: Number of solar events as a function of solar longitude, for different particle types and energies. Data have been collected from Lin (1974), Van Hollebeke et al. (1975), Pomerantz and Duggal (1974), and Simnett (1974).

Figure 3: The time of the intensity maximum ($t_m$) as a function of solar longitude. The collection of experimental points taken from Reinhard and Witberenz (1974) is compared with calculations. Curves (a) and (c) are based on the coronal diffusion model (Reid, 1964) in the extended version of Ng and Gleeson (1975), curve (DD) is based on the combination of a fast propagation region with the drift-diffusion model (Reinhard and Roelof, 1975).

Figure 4: Angular spread over the solar surface for different coronal propagation models. Temporal development from top to bottom. The influence of the escape process is neglected. $N$ is the average particle density within the cross-hatched area, $R$ is a characteristic maximum distance from the flare site reached after time $t$. 
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ABSTRACT

Measurements of interplanetary dust via zodiacal light observations and direct detection are discussed for an out-of-ecliptic space probe. Particle fluxes and zodiacal light brightnesses are predicted for three models of the dust distribution. These models predict that most of the information will be obtained at space probe distances less than 1 A.U. from the ecliptic plane. Joint interpretation of the direct particle measurements and the zodiacal light data will yield the best knowledge of the three-dimensional particle dynamics, spatial distribution, and physical characteristics of the interplanetary dust. Such measurements are important for our understanding of the origin and role of the dust in relation to meteoroids, asteroids, and comets, as well as the interaction of the dust with solar forces.
Introduction

The microscopic dust particles are an important constituent of our solar system. A knowledge of the physical and dynamical properties of these dust particles in three dimensions should aid our understanding of the origin and evolution of the planetary system and furthermore of circumstellar dust clouds as detected by infrared astronomy. In this paper we discuss the type of dust measurements suitable for an out-of-ecliptic mission and the information which could be expected from these measurements.

The interplanetary dust can be explored from space probes by two complementary methods:

1. Direct detection of individual particles intercepted by a sensor. Velocity and mass parameters can be derived and, depending on the specific experiment, information on the chemical composition. Recent experiments have extended the limiting sensitivity down to masses of about $10^{-16}$ g at impact velocities of approximately 20 km/s (Hoffman et al. 1975).

2. Zodiacal light observations. Measurements of the brightness, color, and polarization of sunlight scattered by the dust particles give information on the average scattering properties and the spatial distribution of the dust along the line of sight (ref. Leinert 1975).

Direct detection has the advantage of defining a complete set of parameters for individual particles but the drawback of
sampling only a small number of particles. The zodiacal light observations sample a large volume of space, but the information on the physical properties of the particles is indirect.

Combined data from these two methods can be valuable especially if the direct detection instrument is sensitive enough to cover the entire mass range which may contribute to the zodiacal light. The combined data can in principle specify particle velocities, orbits, size, mass range, spatial distribution, and the general physical composition of the dust grains (structure, density etc.). These parameters are necessary for an understanding of the dynamical history of the dust particles, their relation to cometary and asteroidal material, and their interaction with it.

Extensive ground-based photometry and polarimetry of the zodiacal light has been carried out (see for example Weinberg 1964, Dumont and Sánchez 1975). However, observations from the earth alone have the fundamental drawback that the spatial distribution and the particle scattering function can not be uniquely separated, unless some assumptions are made about the decrease of particle number density with solar distance and about the independence of dust composition from the position in the solar system (Dumont and Sánchez 1975). Information about the validity of such assumptions can be obtained by zodiacal light photometry and polarimetry from space probes still in the ecliptic plane but far from the earth's orbit (Giese and Dziembowski 1969, Hanner and Leinert 1972).
The zodiacal light experiments on Pioneer 10/11 and Helios provide the brightness and polarization of the zodiacal light a function of heliocentric distance in the ecliptic plane, (Hanner et al. 1975, Link et al. 1975) from which the large-scale spatial distribution in the ecliptic between 0.3 and 3.3 A.U. can be derived.

Impact detectors with increasing sophistication have been used to measure particle fluxes and velocities by experiments on the space missions of Pioneer 8/9, Prospero, Helios 2, Pioneer 10/11, and Helios (Berg et al. 1971, Bedford 1975, Dietzel et al. 1973, Hoffmann et al. 1975, Humes et al. 1974, Soberman et al. 1974). Pioneer 8/9 and submicron-sized impact craters on lunar surface samples showed the existence of a component of small particles moving outward from the sun under the influence of non-gravitational forces (Berg and Grun 1973, Fechtig et al. 1974).

The interplanetary dust forms a non-stable dust cloud in the solar system. The continuous sources are mainly comets, asteroids, and space erosion processes. It is, however, unknown which of these processes contribute to which extent. The main dust sink is, besides impacts on planets and their satellites, undoubtedly the sun: dust particles spiralling into the sun according to the Poynting-Robertson effect (Wyatt and Whipple 1950) presumably lead to a vaporisation near the sun (Sekanina 1975) and hence to a dust stream of submicron-sized remnants.
leaving the solar system as a result of the radiation pressure force. These so-called beta meteoroids (Zook and Berg 1975; Zook, in press) are also produced by mutual collisions of meteoroids. Hemenway has suggested that a component of these beta meteoroids is being formed directly at and ejected by the sun (Hemenway et al 1972). In addition to these interplanetary particles, a component of interstellar origin can possibly be expected.

Models of Out-of-Ecliptic Dust Distribution

To predict the particle flux and the zodiacal light brightness which might be observed from an out-of-ecliptic probe, we chose three models for the spatial distribution of the dust, as described by Giese (1975).

\[ I : n(r) = n_o \cdot r^{-\nu} \left( 1 + (\gamma \sin \beta_o)^2 \right)^{-\nu/2}; \gamma = 9.0 \) (Ellipsoid model)

\[ II : n(r) = n_o \cdot r^{-\nu} \exp \left( -(\gamma z)^2 \right); \gamma = 2.5 \) (Gauss model)

\[ III : n(r) = n_o \cdot r^{-\nu} \exp \left( -|\gamma \sin \beta_o| \right); \gamma = 3.0 \) (Fan model)

Here \( n(r) \) is the particle number density as a function of distance \( r \) (A.U.) from the sun, \( n_o \) is the number density at 1 A.U. in the ecliptic plane, \( z \) (A.U.) is the distance above or below the ecliptic plane, and \( \beta_o \) is the heliocentric ecliptic latitude.
\( \sin \psi = z/r \). We have set the parameter \( v = 1.0 \), consistent with the Pioneer 10/11 and Helios zodiacal light data. The flattening parameter \( \gamma \) was adjusted for each model to give the ratio 0.32 for the brightness of the zodiacal light at the ecliptic pole to the brightness in the plane at elongation 90°, as observed by Dumont (1973).

Contours of equal dust density are illustrated in Figures 1a, 1b, and 1c respectively for the three examples. All three models predict that the dust is considerably concentrated toward the ecliptic plane. In comparison, the spatial distribution of radio meteors derived by Southworth and Sekanina (1973) shows a similar \( z \)-dependence at a \( x \)-distance of 1 A.U., but an increasing number density beyond 1 A.U. in the ecliptic plane.

The 0.5 contour in our examples ranges from \( z = 0.2 \) to 0.4 A.U. at \( x = 1.0 \) A.U.. The spatial density at 1 A.U. away from the ecliptic is at most 0.1 \( n_0 \). Thus, observations of the zodiacal light and direct detection of particles will take place mainly at space probe distances less than 1 A.U. from the ecliptic.

**Direct Detection**

Direct measurements from an out-of-ecliptic mission could help to identify the various sources and sinks of the non-stable dust cloud. On the basis of the results of Pioneers 8/9 and HEOS 2
missions in the ecliptic at 1 A.U. and on the basis of the three models referred to above, the number of events per orbit were computed for a detector surface of 100 cm$^2$ and a space probe on a circular orbit of 1 A.U. radius having an ecliptic inclination of 30° or 60° or 90° respectively. Two cases of vehicle stabilisations (spinner with axis perpendicular to the orbital plane and three-axis stabilisation) were considered. The results are presented in Table 1 excluding or including the case of particles coming directly from the sun (marked 'no sun particles' or 'sun particles').

From these data it is evident that, while such a particle detection experiment is not able to differentiate among the various models of the spatial distribution directly, it could provide information on the role of the sun as a possible dust sink or source. Furthermore, the event rate is sufficient to continue analysis of enough individual particles to look for differences in composition between particles with low- and high-inclination orbits.

Zodiacal Light
The brightness and polarization of the zodiacal light can be predicted theoretically as a function of observing direction and observer's position in the solar system for any spatial distribution. If one assumes, that the average scattering properties of the particles are independent of location in the
solar system, then the brightness variation with spacecraft position is directly related to the spatial distribution of the dust (Hanner and Leinert 1972). Models for the zodiacal light distribution over the sky as seen from an out-of-ecliptic space probe were discussed by Giese (1971). By use of the same program we have computed for our three dust models the variation of zodiacal brightness for an out-of-ecliptic space probe on a circular orbit of 1 A.U. radius as a function of the $z$ distance between the spaceprobe and the ecliptic plane. The maximum value $z_m$ of $z$ is related to orbital inclination $i$ by $z_m = (1 \text{ A.U.}) \cdot \sin i$. For the scattering function a simple diffraction plus isotropic reflection form (albedo = 1) was chosen. The size distribution adopted was a 3-part power law $n(a)da \propto a^{-\kappa}$ with $\kappa = 2.7; 2; \text{ or } 4.33$ in the regions of particle radii from 0.008 to 0.16; 0.16 to 29; or 29 to 189 $\mu$m, and $n_0 = 3.7 \cdot 10^{-13}; 4.3 \cdot 10^{-15}; \text{ or } 7.4 \cdot 10^{-18}$ particles/cm$^3$ in each regime, respectively. This is a fair approximation taking into account both the distribution of particle radii as derived by Grün (1975) from direct measurements (Fechtig et al. 1974), and the brightness of 200 stars of tenth magnitude per square degree (200 $S_{10}$) found by Dumont and Sánchez (1975) at $\varepsilon = 90^\circ$ elongation in the ecliptic.

Figs. 2a through 2c present the decrease of zodiacal light brightness with increasing orbital altitude $z$ of the probe for the three models of Fig. 1. The viewing direction from the
probe is parallel to the ecliptic plane and perpendicular to the sun (Fig. 2a); in the positive z direction (Fig. 2b); or parallel to the negative x direction (Fig. 2c). In all cases the models predict brightness values easily observable ($\gtrsim 10 S_{10}$) at space probe z distances up to 0.4 A.U. (Model II) or up to approximately 1 A.U. (Models I and III), and at the same time observable differences between the models, particularly in the case of Model II with its flattened outer contours. Even if the density does not follow the functional forms we have chosen as examples, the brightness variation with space probe z distance at a constant observing direction will give a measure of the rate of dust decrease away from the ecliptic plane. To look for any systematic changes in the average scattering properties of the particles (size, composition) with z distance, polarization measurements as a function of elongation are necessary, in addition to brightness observations (see Giese and Dziembowski 1969).

Interstellar Dust

The existence of an interstellar component in the solar system dust cloud has been proposed by Greenberg (1969) and others. Even if such small particles are excluded from the inner solar system by radiation pressure, they might be observable with a sensitive detector at large heliocentric distance, during the
transfer orbit of an out-of-ecliptic probe. If we take, for example, a number density of $3 \cdot 10^{-13}$ particles/cm$^3$ of interstellar origin and a relative velocity of 30 km/sec between the particles and a 100 cm$^2$ detector, 8 such particles should be detectable each day.
Conclusion

A joint dust experiment which combines direct detection of the velocity and mass of individual particles with measurements of the zodiacal light brightness and, if possible, polarization will best serve the purpose of an out-of-ecliptic mission. These two complementary methods together will give a picture of the three-dimensional dynamics and spatial distribution of the interplanetary dust. Such a picture will help to clarify the relation of dust particles to cometary and asteroidal material as well as the interaction of the dust with the solar radiation field. The influence of the sun on particle motions and physical characteristics has a significance for the role of the dust in the early evolution of the solar nebula and early phases of stellar evolution.
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Figures

Fig. 1 Surfaces of equal number density of dust particles in the interplanetary cloud

\[ n_0 \] number density in the ecliptic plane at 1 A.U. from the sun

\[ x \] solar distance in the ecliptic plane (A.U.)

\[ z \] height above the ecliptic plane (A.U.)

a) Ellipsoid Model (ref. text case I; \( v = 1; \gamma = 9 \))
b) Gauss Model (case II; \( v = 1; \gamma = 2.5 \))
c) Fan Model (case III; \( v = 1; \gamma = 3 \)).

Fig. 2 Brightness of the zodiacal light as seen by a spaceprobe ascending to an altitude of \( z \) (A.U.) above the ecliptic plane on a circular orbit of 1 A.U. radius.

\( S_{10} \): Stars of 10th magnitude per square degree

- dashed curve: Ellipsoid-model
- dots: Gauss-model
- solid curve: Fan-model

a) direction parallel to the ecliptic plane at right angle to the solar direction (\( \epsilon = 90^\circ \))
b) direction towards the ecliptic pole (+z direction)
c) direction parallel to the ecliptic plane and parallel to the earth'sun direction (-x axis).
Fig. 1.1  Ellipsoid - Model

$\nu = 1; \gamma = 9$

0.05n$_0$

0.1n$_0$

0.2n$_0$

0.25n$_0$

2n$_0$

1.5n$_0$

n$_0$

1.5n$_0$

2n$_0$

| A.U. |
FIG. 1b

Gauss - Model

\( \nu = 1; \ \gamma = 2.5 \)

[A.U.]
Fig. 1c

**Fan Model**

\( u = 1; \gamma = 3 \)

\[ z \text{ (A.U.)} \]

\[ 0.02n_0 \]
\[ 0.05n_0 \]
\[ 0.1n_0 \]
\[ 0.2n_0 \]
\[ 0.5n_0 \]
\[ 1n_0 \]

**Reproducibility of the Original Page is Poor**
Fig. 2c

- FAN MODEL
- ELLIPSOID MODEL
- GAUSS MODEL

$S_{10}(\text{vis.})$

$z(\text{A.U.})$
A MEANS OF IN SITU MEASUREMENTS OF NEUTRAL H AND HE ON AN OUT-OF-THE-ECLIPTIC MISSION

K. C. Hsieh
Department of Physics
University of Arizona
Tucson, Arizona 85721

ABSTRACT

On an out-of-the-ecliptic mission, in situ measurements of densities and temperature of interstellar neutral H and He in the heliosphere should complement observations based on backscattered Lyman-alpha intensities. A means of performing the in situ measurements is briefly described.
The experiments performed by the groups at the University of Paris (Bertaux and Blamont, 1971) and at the University of Colorado (Thomas and Krassa, 1971) have provided us the first glimpse of the presence and the distributions of interstellar neutral H and He in the heliosphere. Like all optical observations, the observations of neutral H and He by backscattered Lyman-alpha photons are indirect and integral in nature. Therefore, their results are constrained by the assumptions one must make about the properties of the solar wind and those of the solar H and He Lyman-alpha emissions as well as the temperature of the interstellar H and He. To complement the optical measurements, in situ direct determination of the densities and temperature of the H and He will be necessary. An out-of-the-ecliptic mission would provide the unique opportunity for such an effort since the relative velocity of the sun to the interstellar medium points out of the ecliptic.

The necessary in situ measurements can be performed with an instrument of low power (1 W), low mass (<3 kg) and single-particle counting capability such as the field-ionization neutral detector (FIND) being developed at the University of Arizona (Curtis et al., 1975). Figure 1 illustrates the principal parts of FIND. The ionization tips, the grid and the surface-barrier Si detector are encased in a chamber with an entrance aperture. Neutral H and He enter the chamber and as they reach the vicinity of the tips, they are field-ionized to become $H^+$ and $He^+$, respectively. These $+1$ ions are immediately accelerated towards the detector and their electrical signals analyzed.

Although all the ions arrive at the detector with essentially identical kinetic energies acquired in acceleration, $He^+$, being more
massive, will interact with the crystal lattice of the detector more and thus provide a smaller electrical signal than an H\textsuperscript{+} of same energy. Figure 2 is a composite plot showing that the He\textsuperscript{+} peak is shifted by 2.8 KeV from the H\textsuperscript{+} peak which appears at 26 keV, corresponding to the accelerating potential of 26 kV. We note that each pulse-height distribution is gaussian and has well defined peak position and FWHM. Therefore, using only one detector and one pulse-height analyzer the two species can be separated.

Our laboratory results also indicate that with a bundle of 200 needles at +26 kV facing a 1 cm\textsuperscript{2} detector at a distance of 1 cm, sensitivities of 3 x 10\textsuperscript{-7} counts sec\textsuperscript{-1} per unit flux (1 unit flux = 1 cm\textsuperscript{2} sec\textsuperscript{-1}) for H and 4 x 10\textsuperscript{-8} for He in the same units can be attained. Assuming an H flux of 10\textsuperscript{4} cm\textsuperscript{-2} sec\textsuperscript{-1}, e.g., n = 0.01 cm\textsuperscript{-3} and v = 10 km sec\textsuperscript{-1}, a detector background of 1.4 x 10\textsuperscript{-2} E\textsuperscript{-1.2} sec\textsuperscript{-1} keV\textsuperscript{-1} (G. Gloeckler, private communication, 1974) and an FWHM of 3 keV, then H signals can be well separated from the background in one day's accumulation. (Actual background can be determined in flight by turning off the high voltage supply to the ionization tips.) Figure 3 is a computer simulation based on the above assumptions. In addition to H, He of three different relative abundances are also included. The varied n(He)/n(H) are due to the different values the parameter \( \mu \) might take (see review by Axford, 1972). A least-square fit of two gaussian distributions of known peak positions and FWHM's to any of the three curves shown in Figure 3 will yield the corresponding n(H), n(He) and n(He)/n(H).

The above description of FIND leaves little doubt that in situ determination of neutral H and He concentrations can be performed. In addition, if the aperture of FIND scans the part of the sky surrounding the direction of maximum flux, the angular distribution of the neutral flux would then
be a measure of the temperature of the neutral gas at the point of
observation. With an instrument such as FIND complementing a Lyman-alpha
spectrometer on a spacecraft that covers large heliocentric distances and
latitudes, the local interstellar medium and its interactions with the
solar wind can be examined fully.
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Figure 1. An over-simplified diagram of FIND. For actual space missions, the ionization tips and the detector assembly should be protected from low energy charged particles by the use of repelling grids at the entrance aperture and from γ-rays and secondary particles by the use of an anti-coincidence guard counter immediately behind and surrounding the ion detector.

Figure 2. Laboratory results showing the difference in the pulse-height distributions of H$^+$ and He$^+$ signals by a 2.8 keV shift. Both ion species have an average kinetic energy of 26 keV. The noise of the detector is 5.5 keV (FWHM).

Figure 3. Predicted pulse-height distributions of an H flux of $1 \times 10^4$ cm$^{-2}$ sec$^{-1}$ and He fluxes of $10^3$, $10^4$ and $10^5$ cm$^{-2}$ sec$^{-1}$ as seen in one day's accumulation by a FIND having an accelerating potential of 26 keV, a detector noise of 3 keV (FWHM) and a background following the distribution $1.4 \times 10^{-2}$ E$^{-1/2}$ sec$^{-1}$ keV$^{-1}$. The sensitivities to H and He used in this calculation are $3 \times 10^{-7}$ counts sec$^{-1}$ per unit flux and $4 \times 10^{-8}$ counts sec$^{-1}$ per unit flux, respectively.
SCHEMATIC DIAGRAM
FIND: Field-ionization Neutral Detector

IT = ionization tips
G = grid at ground potential
D = Si detector
CSA = charge-sensitive amplifier
DISC = discriminator
PHA = pulse height analyzer
$n(\text{He})/n(\text{H}) = 10$. 
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