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FOREWORD

This is the third volume in a final report series describing
work completed under Project NAS 9-14467. The overall objectives of
the project are concerned with applying canopy reflectance modeling
to signature extension tasks for wheat identification. This effort
supports the LACIE program.. Mr. T. Barnett is overall technical
monitor of the project. Mr. M. McEwen is technical monitor for the
Field Measurements Program.

Volume I presents the muitiplicative and additive coefficient
matrices for a linear sun-angle correction approach. These coeffi-
cient tables are calculated using either measured empirical canopy
reflectance functions or model derived data. These valuyes are then
incorporated inco an atmospheric radiation transfer model. The
dependence of the coefficient matrices on crop stage, crop type, and
canopy directional reflectance variations is reviewed, Finally, a
method for inferring leaf area index, an intrinsic scene characteristic,
from canopy reflectance is discussed.

Volume II presents the basic data and computer programs used in
the study. A brief review of the radiometric and geometric data
collection procedures is also given. In particular, two recent methods
developed by the investigators for determining plant geometry are

discussed. These include the Fourier diffraction and multipie view



angle approach. The data compilation consists of canopy reflectance
Leaf-Area-Indices, and leaf slope distributions for four wheat crop

development stages at Garden City, Kansas.
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ABSTRACT OF THESIS
EXTRACTING SCENE FEATURE VECTORS THROUGH MODELING

The science of Remote Sensing has traditionally been involved
with the identification of objects and materials, through varia-
tions in electromagnetic fields. More recent developments have
extended this research into inferrences about target status or con-
dition. The development of relationships used in estimating scene
status has been primarily based on empirical study. This report
represents a different approach, in that it utilizes computer mod-
eling in the development of a data base expressing the relationships
under investigation.

The specific area of research {s the remote estimation of leaf
area index of winter wheat at Finney County, Kansas. The procedure
developed consists of three activities: 1) field measurements;

2) model simulations; and 3) response classifications. The first
activity is designed to identify model input parameters and develop
a model evaluation data set. A stochastic plant canopy reflectance
model is employed to simulate reflectance in the LANDSAT bands as a
function of leaf area index for two phenological stages. An atmos-
pheric model is used to translate these surface reflectances into
simulated satellite radiance. A divergence classifier determines
the relative similarity between model derived spectral responses and
those of areas with unknown leaf area index. The unknown areas are

assigned the index associated with the closest model response.



This research demonstrated that the SRVC canopy reflectance
model §s appropriate for wheat scenes and that broad categories
of leaT area index can be inferred from the procedure developed in
this study. The evaluation data set was insufficient for testing
the procedure's accuracy in predicting specific indices.

Other significant contributions of the study include the devel-
opment and refinement of two field techniques for assessing leaf
angle distribution, and the presentation of an empirical data set
containing environm..:.al factors, intrinsic scene parameters and
canopy reflectance for a single area throughout two phenological

stages.
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1.0 INTRODUCTION

An enduring characteristic of man is his earnest efforts to
domesticate his environment. This process of modifying wiidland
conditions in order to benefit mankind is predicated on his ability
to survey the earth's surface; in order to learn about its resour-
ces and thus manage them better. Questions as to how this informa-
tion can be derived and the mechanisms necessary to extract it have
fostered the establishment of the field of remote sensing.

Remote sensing is the science of acquiring information about
material objects from a distance. This process involves two prin-
cipal activities: 1) the procurement of physical measurements; and
2) the translation of these data into useful information about ob-
Jects. In remote sensing, physical information may be transmitted
to the observer either through force fields or electromagnetic
fields; in particular, through the spectral, spatial, and temporal
variations of these fields. Therefore, in order to derive useful
information from these field variations, one must be able to

- measure the variations and
- relate these measurements to those of known
objects or materials.
0f the two types of fields, electromagnetic fields provide the great-
est contemporary use. In particular, the visible and near infrared
portions of the electromagnetic spectrum dominate the science of

remote sensing. The remainder of this paper is confined to fields



of this type, and procedures for translating these data into infor-
mation about the status of the target.

Previous development of the methodologies for retating physical
measurements to information, have been principally based on empiri-
cal studies. These investigations correlate measured changes in
one variable, or set of variables, to the induced changes in another
set of variables. This study represents a different approach, in
that it utilizes computer modeling in the development of a data base
of the relationships under investigation.

1.1 Statement of the Problem
The principle hypothesis of this study is:

- Plant canopy reflectance and atmospheric modeling can
be used to infer intrinsic scene geometry variables
from spectral measurements.

In dealing with this principle hypothesis two sub-hypotheses can be
jdentified:

- Wheat cancpy reflectance can be predicted by computer
modeling both as a function of low and high plant
densities and as a function of sun angle.

- Low wheat density and high wheat density categories
can be inferrad from model data sets.

The principle hypothesis stipulates that a procedure can be
developed which utilizes modeling in relating composite scene spec-
tral measurements to the geometric make-up of the scene. The vari-
ables used to identify intrinsic scene geometry are: 1) leaf area
index (LAI), which is a measure of plant density; 2) leaf angle

distribution {(LAD), which is a measure of plant orientation; and



3) spatial dispersion, which is a measure of foliage clumping. This
study specifically involves relating wheat plant density {(i.e., LAI)
to spectral measurements.

The two sub-hypotheses identify specific aspects involved in the
development of the classification procedure. The first sub-hypothe-
sis deals with the validity of applying a canopy reflectance model to
wheat, The second addresses the limits which can be tested for in-
ferring scene geometry through computer modeling.

The development of these hypotheses is an outgrowth of several
previous investigations undertaken at Colorado State University,
These studies can be divided into two broad categories: 1) canopy
reflectance modeling; and 2) biomass mapping from spectral measure-
ments. The first category is represented by R. Qliver, J. Smith
and the author's work in developing a stochastic canopy reflectance
model rtor natural grassland (Smith and Oliver, 1972, 1974). The
study specifically addressed the development of a computer model
which could account for bi-directional effects of refiectance from
a Blue Gramma canopy type. This orientation resulted in a primary
concern for sun angle effects and canopy reflectance.

The second category is represenced by J. Tucker's, R. Pearson's,
L. Miller's and G, Johnson's studies into the inferrence of plant
biomass from remote sensing data (Tucker, 1973; Pearson and Miller,
1972, 1973; Johnson, 1975}, Their studies again dealt with naturai
grassland canopy types. Tucker was primarily concerned with surface
measurements, Pearson and Miller with aircraft data, and Johnson

dealt with satellite data.



The justification for merging the thrusts of these basic studies
is the difficulty in obtaining and controlling empirical data rela-
ting canopy spectral variations and biomass. The modeling efforts
have the potential of deriving data sets which effectively control
the scene variables and provide a framework for field measurement
activities.

The vehicle for this study was a NASA sponsored project prin-
cipally concerned with the application of the canopy reflectance
model in developing a wheat signature extension algorithm for sun
angte. This was an applied project which was an extension of
Colorado State University's earlier efforts in sun angle reflec-
tance variations., Oliver's earlier work had resulted in a canopy
reflectance model which indicated the potential for simulating sun
angle dependence, The NASA effort was designed to (1) apply the
model to wheat and (2) develop a formal approach for sun angle cor-
rection algorithms.

However, it was felt that the field measurement program could
permit an initial evaluation of the capability of a modeling ap-
proach to infer intrinsic scene parameters (e.g., LAI). If the
results warranted further study, this initial investigation could

serve as a guide for a more applied, in-depth experiment.

1.2 Approach

Figure 1 depicts a schematic of the approach used in this study.
It consists of three primary activities: 1) field measurements;
2) model simulations; and 3) leaf area index classification. The

field measurements program was designed to determine the values of
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6

the input parameters for the canopy reflectance model and to measure
canopy reflectance for subsequent model calibration and evaluation,

The model simulation activities resulted in a data base incerpor-
ating spectral measurements as a function of leaf area index. The
basic reflectance data was derived by executing the canopy refiec-
tance model with a nominal input data set, With systematically
varying LAI. In addition, an evaluation of the model's performance
was made. An atmospheric model was employed to translate both the
field and model derived canopy reflectances into simulated satellite
radiance. Sun angle corrections were made to the empirical data in
order to make it compatible with the sun angle used in the canopy
reflectance model.

The final activity consisted of the actual classification of
leaf area index from spectral measurements. This process involved
the mathematical comparison of the spectral signature of an area
in which LAl was to be determined, to each of the modeled signa-
tures. The leaf area index of the area was inferred to be the same
as that of the "closest” model derived signature. Several data
transformations were employed in order to investigate alternative

classification procedures,

1.3 Thesis Organization

The origanization of this paper follows the principle activities
outlined above. The following section identifies other research
which is related to this study. Sections 3.0 through 5.0 are con-
cerned with the field measurements program. These sections contain

considerable discussion of the procedures used in assessing the leaf



angle distribution of a piant canopy. They are particularly signif-
icant as they describe and evaluate two new techniques developed
during this study.

Section 6.0 is concerned with the model simulation effort., A
brief discussion is devoted to the concepts of the two models, and
the results are presented and interpreted, Section 7.0 discusses
the classification algorithm, and Section 8.0 reports the results
of the classification for leaf area index. The final section sum-
marizes the conclusions which can be drawn from the study, and

identifies areas of future research.



2.0 BACKGROUND

The activities involved in this study can be grouped into two
broad categories: ground truth collection and extensive area map-
ping. The first category deals with the necessity to calibrate the
canopy reflectance model with accurate estimates of leaf area index
(LAI) and leaf angle distribution (LAD). Existing field techniques
were inappropriate in this application as they were either too
tedious or yielded only approximate estimates., The second categery
is the association between target status and remote sensing data.
The bulk of previous research in this area has been empirically

based, and has resulted in mixed success,

2.1 Field Procedures for Estimating LAl and LAD

The more traditional approach to assessing LAl and LAD of an in~
dividual plot is by direct measurement (Suits, 1972; Vanderbilt,
18753 Oliver and Smith, 1973). The procedure involves first clip-
ping all of the plants within a small area, then recording their
geometric parameters. The principal measurements include plant
height, number of leaves, length and width of each leaf, and the
series of angles from the horizontal used to approximate the leaf's
curvature. From these measurements the plant surface area in the
plot can be readily determined, which, in turn, can be directly
translated into leaf area index. The leaf angle distribution for

the plot is estimated by calculating the normalized frequency of



gccurrance of each leaf inclination angle, weighted by the iength of
the leaf segment forming the angle. The geometric parameters of an
entire field are developed by averaging a representative number of
plot statistics,

The direct measurement method is potentially the most accurate.
However, it has two serious drawbacks. First, it is extremely te-
dious and time consuming, which tends to minimize the number of
plants used in developing plot statistics. The second short-coming,
which is not bounded by experimentor fortitude, is ingrained in the
non-in situ procedure of measurement. The physical removal of the
plants can greatly affect the estimate of LAD. Wilting and loss of
true stem orientation are obvious problems. LAI assessment is par-
ticularly confounded by the necessary determination of discrete
plot boundries. The principal advantage of the technique is its
conceptual and mechanical simplicity.

Variations of the direct measurement method include ocular es-
timate extension and the application of a surface area meter. The
ocular or visual method of estimation requires the visual observa-
tion of several training plots by a technician (Pechanec and Pick-
ford, 1937). The LAl of these sacrifice plots are then measured in
order to refine the observer's estimations. After an adequate
training period, the trained observer's estimations can be used to
augment the direct measurements, This extension, however, suffers
from human variations among estimators, is limited in spatial and
temporal extent of the application, and does not directly character-

ize the vegetation.
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Another extensively used technique for determining canopy geome-
try is the point quadrat method {Goodall, 1952; Wilson, 1973; Knight,
1970). This method involves the calculation of LAI and LAD by de-
termining the average number of pin contacts with the plant canopy
for a slender, sharp-pointed rod oriented at a fixed angle with
reference to the ground surface. The average number of contacts
for several pin-angles are then substituted into derived linear
equations relating LAI and the teaf inclination angle to the fre-
quency of contact. The primary advantage of the pointréuadrat
technique is its in situ nature, which minimizes plot disturbance.
The major disadvantages are the substantial amount of time involved
in characterizing each sample plot and sensitivity of the derived
equations to genetic, environmantal and phenological changes. A
more detailed discussion of the technique is presented in Section
5.0.

Two other field methods of LAl determination warrant brief
consideration. They are direct measurement by a capacitance meter
(Fletcher and Robinson, 1956) and dry weight of plant material es-
timation (Harlan, 1976). Both procedures are driven by changes in
biomass, which can be converted to LAl estimates through a double-
sampling method described by Wilson {1963).

+ Capacitance meters measure the mass of the vegetation between
two or more metallic probes of a specially designed capacitor which
are inserted into the plant canopy. The meter utilizes the signif-
icant differences between the dielectric constant of air (enl), and
that of water (en.80). As the density of plant material increases,

leaf water present in the vegetation increases, which yields higher
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capacitance readings. These readings must be calibrated for varying
specins composition and environmental conditions. The primary ad-
vantages of this method include simplicity of use and in situ measure-
ment. The primary disadvantage is the induced experimental error
caused by the variations in soil water in the near-surface soil
layers.,

The dry weight procedure attempts to develop a regression rela-
tionship between plant surface area and dry weight. Like the capac-
jtance method, this technique is sensitive to changes in composition

and conditions, and therefore requires frequent calibration.

2.2 Spectral Methods for Estimating Biomass

Spectro-optical methods for assessing vegetation biomass have
peen studied by several investigators. The research activities can
be divided into two related camps. Those which concentrate on ground
level canopy spectral refiectance (Pearson and Miller, 1973; Tucker,
1973), and those based on elevated platform scene radiance (Maxwell,
1975; Johnson, 1975; Miller and Pearson, 1971). These empirical
studies involve the development of predicting equations through the
joint consideration of spectral respeonse and biomass of individual
study plots.

A fundamental assumption is that the electromagnetic energy stri-
king a plant canopy is, in part, spectrally modified by the biomass
present in the scene. It is further assumed that this uniqu - nding
can be decoupled from random signel moise, and is sufficient infor-
mation for biomass classification, This contention is closely re-

lated to the hypothesis under study in this report. The salient
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difference between the previous investigations and this one is in
their methodologies. The earlier studies utilized empirical methods
to develop predictive relationships, whereas this study employs
model derived data to capture the information. Another important
difference is the type of target under study. Whereas earlier
studies dealt with natural grasslands, this study concentrates on

a monoculture.

The results of the ground based investigations have been success-
ful in relating spectral reflectance of natural grasslands to esti-
hates of biomass. Classification of biomass from elevated platforms
{aircraft and satellite) has been relatively less successful (Maxwell
1975; Johnson 1975). A major reason for this is the inability of the
researchers to effectively control the composition of their study
plots. As the altitude of the sensor increases, tne area within
the field of view also increases, which tends to increase the heter-
ogeneity of the natural scene. The result is that the differences
in responses that are presumed to be driven by variations in biomass
alone. may be, in part, a function of species composition and canopy
status.

Another contributing factor to the increased difficulty of using
elevated piatforms is the enlarged bandwidth of the sensars. As
the altitude is increased, atmospheric effects tend to rapidiy at-
tenuate and degrade the signal. In order to maintain a strong signal
the spectral bandwidth is increased, thereby increasing the total
energy ‘reaching the sensor. This design has the affect of averaging
the spectral signature, and conceals some of the potential narrow-

band information.



3.0 YDATA COLLECTION AND REDUCTION
%.1 General Description

The field measurements activity presented in this report was sup-
ported by the National Aeronautical and Space Agency (NASA), in con-
nection with its Large Area Crop Inventory Experiment (LACIE). The
entire field measurement program is ongoing and involves several
research institutions. Among the principle groups participating in
the data acquisition reported in this study were Colorado State
University, Texas A & M University, Purdue University, the Envircn-
mental Research Institute of Michigan, Earth Observations Division
of NASA, and the U.S.D.A. Crop Renorting Service. The program's
activities were divided between an extensive empirical investiga-
tion of the field spectral signatures for wheat and several related
crops, and the measurement of intrinsic wheat scene reflectance
variables,

Two study sites were selected; one in Finney County, Kansas,
which typifies a winter wheat region, and a second in Williams
county, North Dakota, which is representative of spring wheat. The
necessity for two sites is based on the dramatic differences in ap-
pearance between the two groups of wheat, as governed by fundamental
differences in crop development patterns and structure. In addition
to this genetic stratification, periodic measurements were made to

correspond to the majbr phenological stages in the crop's development.
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Only a portion of this vast data set is utilized in this report,
The data is from the Finney County site during the March 20 and
April 23 recording periods, which correspond to the tillering and
heading stages of winter wheat, Appendix A presents these data.
Figures 2 and 3 are descriptive photographs of these periods. The
striking differences between the total amount of plant cover in each
should be readily apparent. Less obvious is the change in the leaf
angle distribution toward a more erect canopy in April. Other sub-
tle changes in the intrinsic parameters include a drying out of the
soil (1ighter color) and a sTlight decline in over-all leaf vigor
(incipient chorolysis) in the transition from the tillering to

heading stages.

3.2 Field Measurement Procedures

The field measurement procedures usec in this report can be sub-
divided into radiometric and geometric methods depending on whether
thay are involved with the estimate of optical or geometric intrin-
sic variables. The former group includes measurements of canopy and
soil reflectance, global and sky irradiance, and individual leaf
transmission. The geometric procedures include an estimate of Teaf
area index (LAI) and leaf angle distribution (LAD). The format for
discussing the data collection process adheres to the actual sequen-
cing of activities used in the field.
\ A1l of the modelinyg directed data was collected from a single
field, As the method for assessing plant surface area was destruc-

tive, a new series of plots had to be established for each reporting

period. Plot selection invoived the establishment of three 2' by 2'
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FIGURE 2. MARCH FIELD MEASUREMENT SITE. Rela-
tively low plant density typlified the March
field measurements. A pronounced "rowing" ef-
fect between bare soil and vegetation was pres-
ent.

FIGURE 3. APRIL FIELD MEASUREMENT SITE. A sub-
stantial increase in piant density, compared
to the March period, was present during the
April field measurements.
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plots throughout the field, which were chosen to typify the expected
variance in the field. A rigorous statistically based sampling de-
sign was not used because of the minimal number of plots invoived,
It was felt that an experienced agronomist could more effectively
mentally assess the field and position the plots. A 2' by 2' con-
figuration was chosen for two reasons: 1) it allowed for the con-
sideration of two adjacent rows {drill spacing was approximately
10"); and 2) it entirely bounded the field of view of the radiometer
used to record canopy reflectance. The objective of this design and
positioning was to identify plots which could be intensively des-

cribed.

3.,2.1 Radiometric Measurements

Following the establishment of the sampie plots, canopy reflec-
tance measurements were made for the remainder of the day, or until
cioud cover became excessive. The determination as to whether atmos-
pheric conditions were acceptable was primarily subjective, however,
if repeated measurements of global irradiance fluctuated by more
than 15%, it was a clear indication that radiometric measurements
should cease.

A1l of the radiometric data were collacted using a LANDSAT
radiometer commercially available through EXOTECH, INC. (Figure 4).
This instrument is a portable, battery powered radiometer which
uses interference filters to measure the signal in the discrete
wavelength bands of .5-.6, .6-.7, .7-.8, and .8-1.1um wavelength.
The first two bands are sensitive to the green and red portion of

visible 1ight respectively, whereas the latter two bands record
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responses at the slightly longer wavelengths in the reflective infra-
red region of the electromagnetic spectrum. These bands correspond
to those aboard the LANDSAT-B satellite currently in orbit. The
only modification instulled on the factory unit was to convert the
normal analog readout to a digital dispiay in order to simplify man-
ual recording.

The operating procedure for determining canopy reflectance in-
volved taking a set of readings for each wavelength band from a barium
sulfate coated standard, then from the wheat canopy itself. The high-
ly reflective and diffusing standard affords a measure of the total
irradiance impinging on the scene, while the canopy measure identifies
the portion of that en=rgy which is reflected from a target. The in-
strument's design employs & silicon cell detector positioned behind
an interference filter and focusing optics. The ratio of the energy
coming off the canopy to the total irradiance {outgoing/incoming) is
defined as the reflectance of the scene for the given conditions,

During a single "set-up" over one of the plots, four canopy re-
flectance "observations" would be collected. These included two
instrument positionings centered over a row, and two centered between
rows. This multiple sampling was required as there is a separate
aperture for each detector, which results in each having a slightly
different portion of the canopy in its field of view. By averaging
the four readings most of the variance due to crop rowing could be
eliminated. A complete set of canopy reflectance measurements for a
recording period was accomplished by rotating between the three plots,

with a typical day consisting of twelve "set-ups" (Figure 5).
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Also included at each set-up was a measure of the relative propor-
tions of direct solar and diffuse sky irradiance. The procedure en-
tailed obtaining readings of a fully exposed reflectance standard
and then shading the standard. The unshaded measurement represents
total global irradiance, while the shaded reading estimates the dif-
fuse sky component. The difference between the two identifies the
direct solar contribution. Periodically during the radiometric
measurement perjod, the reflectance for bare soil in the immediate
vicinity would be obtained in a manner similar to canopy reflectance
determination.

The final radiometric variable to be measured in the field was
the actual spectral transmission of several individual leaves. An
attempt was made tc sample healthy green leaves, chlorctic (yellow-
ing), and dead material whenever convenient. A special attachment
to the LANDSAT radiometer was designed and constructed at Purdue
University which enabled the direct measurement of leaf transmission
(Figure 6). The device consists of a short cylinder (barrel), a
sphere, and two interlocking flat disks with small slots cut in then,
The sphere is internally coated with barium sulfate reflectance
paint and contains a blocking baffel to prevent the passage of direct
solar radiation, thereby, insuring only diffuse radiation at the de-
tector. The entire apparatus fits over a single sensor port and
must be shifted for measurements in each of the four bands.

The sequence of operational steps begins with the alignment of
the unit toward the sun through the use of a pinhole type sight on
the side of the barrel assembly. Once in alignment, an unobstructed

aperture reading is taken. The leaf is then inserted between the
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two disks, so as to completely obscure the slots, and securely locked
in place. A second reading is made which represents the proportion
of light transmitted through the leaf. The ratio of the second read-
ing to the first determines the faction of the total incident energy
in a band which is transmitted through the leaf.

Constituent transmission measurements could not be made for the
March and April periods under study in this report. An estimate of
this measure was made by using the green leaf transmission obtained
during the May field session. The large proportion of green leaves
noted during the LAI measurements of both periods tends to support
this data substitution. Also inherent in this procedure is the as-
sumption that healthy green leaves at one crop development stage
exhibit similar optical properties as those in another stage. The
close agreement between model prediction and field measurement in-
dicates that this was a reasonable assumption for the plots used in
this study,

Individual green leaf reflectance was approximated by setting
these values equal to the measured transmission values, This rela-
tionship of constituent transmission and reflectance for healthy
green leaves being nearly equal, holds for most plant types. A
study by Gausman (1971} shows a similar relationship in the wheat
plants they studied. A problem in the application of this assump-
tion was encountered for constituent measurements in band 7 (.9 -
1.1ym). The average transmission value was calculated as 54.6%. In
order to conserve mathematical integrity, both transmission and re-

flectance values were set at 49.5.., A special attachment for the
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LANDSAT radiometer which directly measures constituent reflectance
is currently being designed, and should be in use during the 1976

field season.

3.2.2 Geometric Measurements

Field measurement of plant surface area in each plot involved a
tedious procedure in which the one-sided surface area of all the
1iving plant material in the 2' by 2' plot was determined. The ratio
of the total one-sided surface area of all photosynthetically active
Teaves to a unit area of ground defines Teaf area index. This measure
can be easily conceptualized by imagining a tall rectangular box being
dropped edge-wise over the canopy, without any disturbance. The total
one-sided surface area of all living plant material (stalks or leaves)
encased in the imaginary box, divided by the surface area of the bot-
tom edge of the box defines leaf area index as used in this report,

The first step in determining LAI was to remove all standing mat-
erial within each plot. An assumption was made that equal amounts of
plant material extended into, as out of, the plot. This simplified
the extraction task by 1imiting consideration to only those plants
whose bases were within the plot boundary. The bagged material was
transported to an appropriate facility for surface area measurement,

A portable Lamda Surface Area Meter (Lamda Instrument Corporation)
was utilized for direct measurement of leaf surface area. The instru-
ment consists of a rechargeable power supply, digital readout, and de-
tector head (Figure 7). The detector head contains a six inch long
bank of photo cells and a matching bank of 1ight sources. As a leaf

is passed between the sources and detectors, the leaf will interdict
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LANDSAT RADIOMETER.

The field radiometer used in
this study is sensitive to
four broad wavelength bands
in the visible and near in-
frared portions of the elec-
tromeqgnetic spectrum.
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- Y ik . o

FIGURE 6. LEAF TRANSMISSION
ATTACHMENT. A special at-
tachment to the LANDSAT
field radiometer was con-
structed to determine indi-
vidual leaf transmission.

FIGURE 5. FIELD MEASUREMENTS
OF CANOPY REFLECTANCE. Al-
ternating radiance readings
from the wheat canopy and a
barium sulfate coated ref-
erence determined canopy
reflectance.

[GURE 7.
The siurface area of plant

SURFACE AREA METER.,

mater.~’ was determined by
passiny the material in an
acetate carrier through the
photo sensitive detector of
the instrument.
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some of the light paths, thereby indicating the total width of all
plant material in the instrument at a point in time., The total
surface area is the summation of all the areas of the rectangular
segments formed by the instrument's descrete sampling, as the mat-
erial is pulled through the detector head.

The procedure first invoives separating all of the plant mater-
jal in each field plot into live and dead components. The surface
area of all the living material was then measured using the surface
area meter. The ratio of the total leaf surface area to the surface
area of the field plot identified the leaf area index of the plot,

In most cases, the determination of LA&I consumed an entire day
for each plot. The field measurement techniques for estimating leaf
angle distribution proved much more expeditious. Two techniques were
employed. The Fredholm method is based on a series of off-angle
photographs of the wheat canopy (Figure 8). This method could only
be used during the March 20th period, as it requires a relatively
Tow plant density. The actual field procedure consists of taking
color slides at 0, 10, 20, 30, 40 and 50 degrees off-normal; both
with and perpendicular to the direction of crop rows.

The Fourier technique requires several horizontal field photo-
graphs of a thin portion of the plant canopy, silhouetted against a
white backdrop (Figure 9). Ten inch squares were drawn on the back-
drop to facilitate procedures involved in data reduction. A com-
plete set of photographs for a plot consisted of three photos taken
perpendicular to the field's rows and three aligned with the direc-
tion of rowing. Fourier diffraction analysis, as explained Tater,

was then applied to the images.
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FIGURE 8. FREDHOLM FICLD TECHNIQUE. The field
procedure for the Fredholm method consists of
a series of multiple view angle photographs
of the plant canopy.

d ; Y. “ii -

FIGURE 9. FOURIER FIELD TECHNIQUE. The Fourier
field procedure consists of orthogonal pairs
of silhouetted photographs.
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3.3 Field Data Reduction

A computer program was developed which analyzes the field radjo-
metric measurements and calculates the simple canopy reflectance,
soil reflectance, direct to total irradiance ratio, and constituent
transmission. This information was combined with the dorived leaf
area indices for each piot and inferred constituent reflectance to,
yield a data base stratified by field plot and phenological stage.

The determination of leaf angle distribution, however, required sub-
stantial additional data reduction. The remainder of this section
discusses the procedures involved in this process, whereas the fol-
lowing sections describe the theoretical framework and evaluation oY
the techniques employed.

The technique for assessing leaf angle distribution which utilizes
multiple off-angle photographs of the plant canopy was recently de-
veloped by R. Oliver and J. Simith (1974). This procedure solves a
Fredhoim integral to estimate LAD, and has been termed the "Fredholm
technique."

In general terms the Fredholm algorithm capitalizes on the readily
observable phenomenon of increasing apparent plant density with in-
creasing view angles. This response is primarily due to the dimin-
ishing probability of foliage gap {seeing through the canopy to the
soil) with views nearer to the horizon. When looking straight down
the scene s marbled with patches of bare soil and dead material. As
the T{ne of sight becomes more glancing, more of the live plant mater-
ial dominates the scena. The surface area of the standing material
projected in the direction of the camera, increases as view angle in-

creases. The rate and pattern of this increase in projected surface
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area serves as information for the Fredholm integral estimation of
a canopy's leaf angle distribution.

The data reduction procedure involved with this technique re-
quires the determination of percent foliage cover in each off-angle
photo. This was accomplished by overlaying a transparent dot grid
on each print and recording the proportion of dots which did not in-
tersect a foliage element. The probability of gap in each of the
photographs serves as input to a computer algorithm which estimates
the distribution of angles in the plant canopy.

It should be apparent that the Fredholm technique is inappro-
priate for dense canopies. At the extreme, the canopy can become
so dense as to prohibit any foliage gaps, even when viewed from the
vertical,

A radically different procedure had to be developed for assessing
LAD at crop development stages with relatively high plant densities.
Fundamental to its methodology is the optical generation of a Fourier
diffraction pattern, which resulted in its being termed the "Fourier
technique",

This method consists of two fundamental steps. The first step
involves the determination of the distribution of ungles formed by
the foliage elements in a pair of orthogonal projections of a plant
canopy. The two distributions are established by sampling the angu-
lar bias of the diffraction patterns generated from the orthogonal
projections. These diffraction patterns can be conceptualized as a
statistical summary of all the orientations and arrangements in the

original scene. The second major step involves the mathematical
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convolution of the two planner distributions of angles into an es-
timate of the canopy's 3-space leaf angle distribution.

The operational steps involved in the Fourier technique's
data reduction begins with the generation of diffraction patterns for
each of the silhoutted photographs (Figure 10). This is accomplished
by placing the 35mm negative of the scene into the diffractometer as
shown in Figures 11 and 12. The resulting diffraction pattern is
photographed (Figure 13). Experinentation proved that high contrast
black and white film was best for all the photography invalved with
this technique.

The angular bias of the 35mm negative of the diffraction pattern
is then sampled with a photo cell densitometer (Figure 14). A wedge
blocking filter is attached to the detector which Timits its field cf
view to a pie shaped wedge emanating from the center of the diffrac-
tion pattern. As the wedge filter is rotated, the intensity of
light passing through the negative is recorded for the successive
"nie slicas". The measured distribution of angles in the diffrac-
tion pattern acts as input to a computer program (program PROP, des-
cribed in Appendix C) which calculates the distribution of leaf
angles in the original scene (Figure 15).

The final step involves the execution of another computer progranm
(program CONVOL, described in Appendix C) which uses the distributian
of leaf angles in two orthogonal projections in estimating the 3-space

angle distribution of the canopy.
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FIGURE 10. FOURIER FIELD FIGURE 11. LASER DIFFRACTO-

PHOTOGFAPH. The "input" in METER. The optical diffrac-
the generation of an optical tion pattern of the "input"
diffraction pattern is a 35mm is displayed on the screen
high contrast negative of at the end of the optical
silhouetted plants. bench.

FIGURE 12. INPUT PLACEMENT IN FIGURE 13. WHEAT DIFFRACTION
DIFFRACTOMETER. The field PATTERN. A diffraction pat-
negative is positioned be- tern can be conceptualized as
tween the LASER and the & statistical summary of all
first lens. the orientations and spacings

in the "input".
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FIGURE 14. DIFFRACTION PATTERN SAMPLING. A
photo sensitive probe with a wedge filter is
rotited around the diffraction pattern, while
discrete readings are made.
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FIGURE 15. WHEAT DISTRIBUTION OF ANGLES. A
computer program analyzes the diffraction
pattern sampling data to infer the distri-
bution of angles in the "input".
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4.0 THEORETICAL FRAMEWORK OF LAD FIELD TECHNIQUES

The development of field techniques for assessing the leaf angle

distribution of a plaht canopy is a major effort of this study. The

methods used by previous investigators yield incomplete data or are
time consuming. This section is designed to familiarize the reader
with the two new procedures employed. Considerable emphasis is given
to the Fourier technique, as it was developed during this.study. Min-
jmal attention is directed toward the theoretical foundaﬁion of the
rredholm technique, as it is aptly discussed in the report by Oliver
and Smith (1974). A sensitivity analysis of the technique, however,

is presented in order to jdentify its more important aspects.

4.1 The Fredholm Technigue

The Fredholm technique utilizes the rate and pattern of the in-
crease in projected surface area noted at multiple view angles of a
plant canopy, to infer the leaf angle distribution of the canopy. A
relatively errect canopy will exhibit a slow progression.of increasing
plant projected surface area as the view angle is increased towards
the horizon. An inflection point in the trend is usually observed.
An opposite trend and pattern is noted for a flat canopy.

The proportion of gap, Po(er), as a function of view angle is de-
pendent on the mean canopy projection in the direction of view, aver-
aged over all foliage elements. Several explicit expressions of this
functional dependence are given in the Yiterature (Nilson, 1971). For

example:
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Po(er) - e-LAI g(ar) sec o, | (1)

where g(ar) is the mean canopy projection in the direction 6,; and
LAI is the leaf area index. Given a measured Po(a), we can then in-
vert the expression 1o derive g(6,).

This mean canopy projection in direction g(e,) can then be rela-
ted to the leaf slope distribution f(ea) via a Fredholm integral equa-
tion of the first king (Oliver and Smith, 1974); g(e ) = fg/ZK(e,ea)

f(e)de, where the kernel K(e.ea) takes a different form depending on

H.-

T .. . .
whether 8, < £ -8, Or 6, > =~ 8. A numerical solution to this
equation, given a measured Po(er)' has been implemented in FORTRAN,

and is presented in the urticle by Oliver and Smith,

4.1.1 Sensitivity Analysis of the Fredholm Technique

The sehsitivity analysis procedure developed for understanding the
Fredholm technique is unique, as it studies the effects of changes in
an input vector on an output vector. Classical sensitivity analysis
involves incremental perturbations to a single variable of a complex
model, while noting the induced changes in the model's prediction.

This relationship is usually expressed in graphical form as a percent

| change in the output verses the percent change in the input {all
other input variables are set at nominal values).

In the case under study, a methodology had to be derived which al-
lows for control over the incremental changés in the input vector,
and enables a description of the output vector changes. Figure 16
is a general flow chart of the procedure used. The probability of
foliage gap in multiple view angle photos (P{GAP)) forms a nineteen

element input vector to the Fredholm algorithm., The first element

i
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FIGURE 16. APPROACH TO FREDHOLM SENSITIVITY ANALYSIS. Regression equations for

both the input and output vectors constituted the basis of the approach.
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identifies the probability of gap from a vertical view, with the re-

maining elements defining off-angle views to the horizontal in incre- [}
ments of five degrees. Actual physical changes in canopy leaf angle
distributions (LAD) are characterized in unique changes in the P(GAP)

vector. The sensitivity analysis of the Fredholm technique investi-

gates the responsiveness of the aigorithm to controlled changes in

this input vector.

The proce lure begins with the fitting of a nominal input vector
with a prediction equation (Figure 17). A perturbated data set is
constructéd by inducing scaler, rotational and translational shifts
through uniform changes in each parameter of the prediction equation
(Figure 18). The model is then run with each of the artificial in-
put vectors, and the output noted.

The analysis of the output involves a procedure similar to that
of generating the perturbed data sets. The model is executed with a

nominal input vector, and a prediction equation is fit to its output.
A gross analysis of the model's sensitivity is obtained by plotting
the average percent deviation from the nominal output associated with
the percent change in the input vector. Figure 19 shows this result
for the three types of modifications. Note that the Fredholm tech-
nique is most sensitive to translational shifts in the P{GAP) vector,
and nearly insensitive to scaler shifts.

Before this analysis can be meaningful, physical factors must be
identified with each form of input modification. An upward scaler
shift in the P(GAP) vector implies that the probability of seeing
s0il in all of the multiple angle views is increased. This effect

could most likely arise by an overall decrease in plant density,
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as measured by the leaf area index. Clockwise rotation of the input
vector results in an increase in the probabiiity of soil at the more
vertical view angles, with a simuItanéous decrease at the more hor-
izbnta] views. This effect is most'likely the result of the canopy's
LAD becoming more vertically biased. Translatfona] shifts represent
relative plant dispersion and spacing which are driven by complex
interactions of both LAI and LAD. It can be generalized, therefore,.
that the Fredholm technique is most sensitive to changes in canopy
dispersion and LAD, and relatively jnsensitive to LAI, until plant
cover becomes extremely dense.

Figures 20 throhgh 22 show the type and magnitude of the induced
effect on the model's output. The "a" and "b* curves identify scaler
and rotational shifts in the output vector (LAD), respectively. In
general, it can be stated that all three types of input vector mod-
jfications (scale, rotation, and translation), manifest themselves
primarily in "a" factor shifts of the predicted LAD vector. As this
vector is renormalized in the actual Fredholm algorithm, a purely
scaler shift in LAD is not possible. However, an increase in the “a"
factor does indicate a bias towards smaller inclination angles and a |
flattening of the slope of the LAD vector.

The "b" parameter best describes the relative form of the leaf
angle distribution. A large positive "b" indicates a steep slope,
which in turn, implies an erect canopy. In reviewing Figures 20
through 22, it is apparent that translational and rotational shifts
dominate the determination of the slope 6f the output vector. Spe-

cifically, counter-clockwise rotation of the P(GAP) vector results
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in an increase in the "b" parameter. The movement.of.the inflection
point to the Iower view angles generates a s1m1lar response. |

In summary, the Fredholm modei's prediction of leaf angle distri-
bution is most responsive to rotational and transiational shifts in
the P(GAP) {nput vector. Clockwise rotation of the P(GAP) vector
is principally the result of a f}attening of the foliage's inclinaf
tion angles, and results in the LAD's bias towards the émeller
angles. Movement of the P(GAP) vector's characteristic inflection
point to the left implfes a complex condition (dependent on both
LAI and LAD), where the projected surfaces of the foliage elements
tend to become rapidly obscured at smaller view ang1es. This condi-

tion denotes LAD's bias towards the larger inclination angles.

4.2 The Four1er Technique
The Fourier technique involves the mathemat1ca1 convolution of the
distributions of angles for two or more orthogona1 hor1zonta1 projec-
tions of a plant canopy to infer the three-space leaf ang]e distri- |
bution. In discussing this method, the physical process generating
diffraction patterns is first presented, fo]iowed by discussions on
the mechanics of sampling the patterns and the theoretical basis of

convoluting the orthogonal distributions of angles.

4.2.1 Fundamentals of Optical Diffraction Patterns

Diffraction patterns.result from the diffraction of light reys
and their snbsequent unigue 1nterferenee;pattetns.- thfraction re-
fers to the bending of waves around an obstacIe. Interference is an

effect that occurs when two raves of equa] frequency are superimposed.

If, at the po1nt of meeting, two waves are in phase (vxbrat1ng in
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unison, and the crest of one coinciding with the crest of another), 7
they combine to form a new wave of the same frequency and a larger )
amplitude equal to.the sum of the amplitudes of the original waves
_(Figuté?éa). This effect is termed constructive interference.
fﬁif two waves méet out of phase (crest of one coinciding with a

tfoﬁgh;df*fhe-ofher), the result is a wave whose amplitude is the
difference df’the driginal'ampIitudes. lThe counterpart process is
'termed-&éstructiVe interferenge.'lf the-origiﬁal viaves have equal
amplitudes and meet out of phase, they'can be conceptuali;ed as
completely destroying each other{'leaVinQ no wave at all. 'Pdreiy
'destructive'1nterferénce.'therefore,'produces a dark spot, while
rconstfuctive iﬁterfefence produces a brightfspot.. Partial construc-
tive or destructive interference results whenever the waves have an
ihtermediate phase relationship, o i

The process generat1ng diffraction patterns 1nvolves opt1cal
diffraction and interference (Dobr1n, 1968, Goodman. 1968) The
diffraction of 1ight as 1t passes edges, uniquely changes the phasing
of 1ight waves, therehy altering the interference relationships form-
ing the diffraction pattern. As the relationships uf the edges
change, a\cbrrésponding change is induced in the interference'pattern.
Figure 24 schematically shows this fundamental process.

Stable diffraction patterns can on1y.be genérated if the phasing
of the light rays forming them are not constantly changing. This
stable condition is.termed-coherént.. Most light is noﬁ-coherent, as
the radiation from different atoms, acting as light sources, are con-

stantly changing their relative phase relationships. An ordinary

:‘;‘ ¥
light source radiates 1ight of mixed wavelengths in an out-of-step : *I
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(nqn?coherent) and random manner. In contrast, LASERs emit mono-
chromatic. coherent light waves. The single slit in Figure 24 is
required as it converts a normal light source into a nearly coherent
source. In current applications, a LASER is used as the light source
in diffraction analysis, because of its coherent properties and
strong 111um1nance.

Figure 25 éhows the process of generating diffraction patterns
with the aid of a lens. This configuration allows for the concen-
tration of the energy in the diffraction pattern, and results in
much stronger and more discernable patterns.

Figure 26 outlines the fundamenta] relationships between the in-
put image and the diffraction patterns which can be analyzed for
spatial information (Pincus, 1969; Pincus and Dobrin, 1966). The
types of information that can be uncovered include:

1. Orientation of elements

2. Spacing of elements

3. Location of elements
Element direction information is contained in the orientation of the
diffraction "dots", which are perpendicular to the linear elements
producing the dots. The spacing intelligence is inferred by the
spacingrof the dots, with the distance between the dots varying in-
versely with the true spatial frequency in the input. Thertech-
niques used in determining elehent location invalve the related
field of Holography and operate on the retention of the true phasing
of two wave fronts. -The work reported in this paper capitalizes on

the ability to infer element orientation from diffraction patterns.
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FIGURE 25. LENS CONTROLLED DIFFRACTION PATTERNS.
The introduction of a lens between the "input"
and screen increases the intensity of the dif-
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PATTERNS. The orientation of the diffraction
pattern is perpendicular to the linear segments
in the "input".
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In addition to the principle effects driving the orientation,
spacing and location information, secondary effects are induced
through multiple order considerations, interactions between ele-
ments, and irregular element spacing and orientgtion. The simul-
taneous interactio: of both the primary and secondary factors
results in clouds of points rather than descrete dots. These
clouds can be thought of as a statistical summary of all the spa-

tial information contained in a complex scene.

4,2.2 3ampling and Interpreting Orientation

Figure 27 shows the components of a simnle optical diffracto-
meter used to generate diffraction patterns. The LASER acts as a
monochromatic, coherent light source which illuminates a reduced
transparency (input) of a field scene (in this study the scene con-
sisted of a horizontzl picture of silhouetted wheat). The input
functions as a diffraction grating with unknown spatial properties
and bends the waves in a unique way. The altered light rays are
passed through an objective lens which focuses the diffraction pat-
tern onto a plano-convex lens. This final lens enlarges the pattern
and displays it onto a rear projection screen. The diffraction pat-
tern can then be photographed and retained for later analysis.

Sampling the diffraction pattern for spacing and orientation in-
formation about the original scene involves recording the portion of
the pattern in appropriate segments. Spacing intelligence, as ear-
lier noted, is contained in the distance between diffraction dots
and the origin of the pattern. By placing consecutively larger cir-

cular bands around the origin and measuring the relative amounts of

¥
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the pattern contained in each, an estimate of the distribution of
spacings can be obtained (Figure 28). Similar to ring sampling for
spacing bias, is wedge sampling, which involves rotating a "pie slice"
shaped filter about the origin. A distribution of angles in the input
is inferred by the relative proportions of the diffraction pattern
contained in each slice. Simultaneous sampling with a ring and wedge
filters results in an estimation of the proportion of lines with a
particular spacing that are oriented in a specific direction.

Figure 29 shows the wedge sampling procedure used in this study.
The high contrast negétive of the diffraction pattern is placed on a
light table and covered with a small circular frame. A filter de-
signed to fit into the frame, was construc.ad from a disk with a
three degree slice removed. The relative intensity of light passing
through the diffraction pattern segment defined by the wedge filter,
is measured by a digital photometer. As the filter and attached de-
tector are advanced equal distances (corresponding to equal degree
rotations), discrete readings of the proportion of angles are re-
corded.

The tonal mapping of the diffraction pattern by the photographic
negative is reversed. Thi ~2fore, a high reading by the photometer
indicates a minimal portiun of the pattern, while a low reading iden-
tifies the presence of a large portion. Program PROP (Appendix C)
analyzes this information and develops the distribution of angles
contained in the input scene.

In the application of spatial analysis to determining the leaf

angle distribution of an entire canopy, it is necessary to convolute
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FIGURE 27. DIFFRACTOMETER COMPONENTS. The com-
ponents of a laser diffractometer consists of
a coherent, monochromatic light source, "Tnput™,
focusing optics, and display screen.
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FIGURE 28. SAMPLING FILTERS. Ring and wedge
filters aie used to sample spacing and orien-
tation of the diffraction patterns, respec-
tively.
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the two orthogonal probebility distributions inferred from the dif-
fraction patterns. Program CONVOL (Appendix C) is used to execute
this process. The theoretical foundation of CONVOL's algorithm is

presented below.

Given: distribution of angles in XZ view
distribution of angles in YZ view

Find : distribution of angles in XYZ space

Step 1 develop a matrix identifying the three-space angles
associated with all pairwise combinations of descrete
angles (e.g., 5 degree intervals between 0-90 degrees)

which are possible in the orthogonal views.

Subproblem: (refer to Figure 30)
Derive a mapping function from & in orthogonal views

to 8 in three-space,

Giver: a line in three-space with By7 aiid By5

assume lowest point is at origin (X=Y=Z=0)

Solution: Z

2 a+ bX2

0 + tan BXZX2

and if we chose X2 =1,

= 0 +
Z, = 0 + tan exz(l)
= tan BXZ
in plane YZ,
22 = a+ bYZ
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FIGURE 29. SAMPLING DEVICE. The components of
the sampling device used in this study consist
of a 3 degree wedge pass filter, a photo sen-
sitive detector, and a digital readout.

Kg Yp . Ig o &

FIGURE 30. LINE IN 3-SPACE.
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substituting,
tan 0,, = (0 + tan BYZ)Y2

72 = tan ze/taﬂ GYZ
therefore, two points on the line are known in
three-space;

Xy = Y1 = Z1 =0

X2 = 1; Y2 = tan aletan Byz} 22 = tan Byz

using the Pathagorean therom,

c= a +b

z
'\/(xz-xl)2 + (Yp-Y,)

tan o 2
'\/(1-0)2 + — X _ g

tan eYZ

-\/— tan 9 2
1 +

tan eYZ

]

i

using the tangent relationship {opposite over adjacent)

and substituting,

tan o

7 (22-21)/c

(tan o7 " 0}/c

n

tan exz/c

or,

- tan” ] '\/ tan gy, 2
BI = tan = (tan 8 T + e Tan 6 ) (2)
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This equation can be used to reduce any pair of
orthogonal angles describing a line in three-
space to the three-space inclination angle of
the line, as required in step 1. It is used by
program THETA {Appendix c) in developing the
data matrix used by program CONVOL.

Step 2 The probability of any BXZ’ eYZ pair is the joint
probability of Oy7 and Byz-

P(ze, BYZ) = P(exz) * P(GYZ)
The diffraction analysis of the orthogonal field
photos yields the distribution of angles in the
XZ and YZ planes.

Step 3 A unique eI may occur'by several planer combinations,
therefore,
Ploy) = & (Ploggy) * Ployg)) (3)
where I indicates summing of all of the joing prob-
§ .
abilities of all the pairwise combinations forming
91.
4.2.3° Qualitative Analysis of the Fourier Technique
This complex procedure was jualitatively evaluated in several
ways. A computer prograr. was designed which calculates the coor-
dinates on orthogonal projections of lines in three~-dimensional
space. Figure 31 is & print of one of the microfilm sets of the

two projections for a series of Jines slanting at 45 degrees. It
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FIGURE 31. UNIFORM ABSTRACT PLANT CANOPY EVALUATION. A computer program was developed
which generated microfilm plots of the orthogonal perspectives of a series of lines
with a given spatial configuration.
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may help the interpretation of these projections by imagining them

to be transparent adjacent sides of a cube surrounding a series of

sticks. In the X view, the lines form about a 60 degree angle, while

in the Y view a 120 degree angle is indicated. The convoluted dis-
tribution of angles correctly indicates the true 45 degree three-
space angle. Several cases were made for various angles and the
procedure tracked them exceptionally wel..

Figure 32 shows a typical example of the same program, yet the
positioning and angles of the “sticks" were randomly assigned in
accordance with a pre-determined distribution of angles. It was an-
ticipated that the convoluted distribution of angles would closely
correspond to the defined distribution driving the program, Again
promising results were noted, However, as more lines were put into
the scene the diffraction patterns became less distinct. This is
due to the multiple interactions between lines. In light of these
observations it was determined that a conserted effort should be
made to reduce the number of silhouetted plant elements in a field
photograph.

Figure 33 illustrates another qualitative evaluation method that

was utilized, It consisted of taking orthogonal photographs of an

abstract plant canopy constructed of tinker toys. All of the branches

form 45 degree angles, with staiks perpendicular to the ground. The

tracking of these canopy angles was excellent.

An actual field evaluation for both the Fredholm and Fourier tech-

niques was performed and is presented in the next section. The re-

sults of this analysis showed the Fourier technique to be an extremely
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tographs of

"Tinker Toy" plant canopies, with all branches set at 45 degrees inclination angle,

were analvzed.
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accurate descriptor of leaf angle distribution. The Fredholm method
proved to be less accurate, however, it st111 offers a rapid tech-

nigue for first order estimation of leaf angle distributions.



5.0 BENCHMARK COMPARISON OF LAD FIELD TECHNIQUES

A field evaluation was conducted which compared the Fredholm and
Fourier methods for measuring leaf angle distributions used in this
study. In addition, the Point Quadrat technique, extensively used in
the agricultural sciences, and orthogonal tracings of leaves were
employed.

An evaluation plot was selected such that it had a low leaf area
index (.98) and its plants were uniformly dispersed (Figure 34}, The
plant type was Western Wheatgrass (Agropyron Smithii), which is
characterized as having a conical leaf angle distribution (0liver and

Smith, 1973). The plot dimensions were 16 by 18 inches.
5.1 Description of Techniques

5.1.1 Point Quadrat Technique

It has been shown that the mean foliage angle can be calculated
from the number of contacts made by point quadrats passed vertically and
horizontally through a plant canopy {Philip, 1965; Wilson, 1959). In
practice the error associated with this method rarely exceeds 10%. The
technique is in situ, however, appreciable localized trampling is
induced around the field plot. The time required for a single angle
determination is about 18 man-hours (Knight, 1970). This method is
most commonly used to characterize foliage geometry, however, it only

estimates the mean inclination angle rather than a distribution of angles.
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The field procedure involves the calculation of the average num-
ber of contacts a long slender pin makes with the vegetation during
a pass through the plant canopy (Figure 35). The length of the pass,
for hoth the horizontal and vertical transects, ic dictated by the
height of the canopy. Several hundred passes are made from both
directions, with the averages for each being multipliied by empiri-

cally obtained coefficients to determine the mean foliage angle.

5.1.2 Orthogonal Tracing Technique

The distribution of foliage angles for an individual plant can be
accurately determined by analyzing two orthogonal photos of the plant
(Oliver and Smith, 1974). The distribution of angles for an entire
plot is statistically determined by averaging the distribution of
several representative plants. This technique has many of the lim-
iting features associated with the point quadrat method. It is slow,
tedious and destructive. However, it is a direct method which makes
it useful for comparing the other methods.

With this procedure, individual plants are c]ipped.from a field
plot and the silhouetted profiles are photographed from two ortho-
gonal directions (Figure 36). The photographs are then digitized
by placin: a transparent gria over the photographs and recording the
two-dimensional coordinates of straight line segments along the pro-
files. The profiles are plctted on microfilm (Figure 38) using the
digitized data in order to verify thn digitization. A computer
program was developed for this study which determines the three-
dimensional coordinates of the foliage elements from the two sets of

orthogonal data, and calculates the average foliage inclination



FIGURE 34.

EVALUATION PLOT.
The evaluation plot was a
relatively low density
area of western wheat-
grass.

s g

FIGURE 36. ORTHOGONAL TRACING
rIELD TECHNIQUE. Orthogonal
photographs were made of in-
dividual siThoutted plants.

These same photographs were

used for the Fourier analy-
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FIGURE 35.

O-" " 3

FIGURE 37.

POINT QUADRAT
FIELD TECHNIQUE. The field
procedure consists of noting
the number of contacts a
long slender pin makes with
foliage elements throughout
numerous passes through the
canopy at specific angles.

e ! &
FREDHOLM FIELD
PROCEDURE. Muitiple view
angle photographs were
made of the evaluation
plot.
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FIGURE 38. ORTHOGONAL TRACING DATA REDUCTION. The orthogonal
field photos of individual plants were digitized, with the
two-space coordinates serving as input to a computer routine
which calculated the three-space distribution of angles.
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FIGURE 39. FREDHOLM DATA REDUCTION. The percent cover in each of
the multipie view angle photographs was determined by dot grid
analysis. '
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angle by direct computation {program, ORTHOG, Appendix C). The dis-
tribution for the entire plot is calculated by the weighted averaging

of the individual plant distributions based on the size of the plant.

5.1.3 Fredholm and Fourier Techniques

The field procedures and theoretical framework for the Fredholm
and Fourier methods are presented in the previous section. Figures
37 and 39 show examples of the field photographs and reduced data.
For this evaluation the tracings of the individual plant photographs
used in the Orthogonal Tracings technique were used as input in gen-
erating the Fourier diffraction patterns (Figure 40).

The relative merit of the Fredhoim method is its ease of data
cellection with a minimum of canopy disturbance. The Fourier tech-
nique is much slower and more tedious than the Fredholm method, yet
it is still relatively easy and rapid when compared to either the

Point Quadrat or Orthogonal Tracing techniques.

5.2 Description of Evaluation Procedure

Two fundamentally different evaluation procedures were used. The
first involved the comparison of the four basic techniques' predic-
tions of the leaf angle distribution for a common field plot. The
normal steps for the Orthogonal, Fourier, and Fredholm methods are
schematically shown in Figure 41, The Point Quadrat technique merely
required the simple solution of a linear equation predicated on the
field estimation of the number of needle contacts.

The second evaluation approach is more abstract in nature, and
addresses the validity of the convoluting algorithm used in the

Fourier technique. Figure 42 identifies the major steps in this
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FIGURE 40. FOURIER DATA REDUCTION. Diffraction patterns were
generated and analyzed of each of the orthogonal photos of the
individual plants.
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FIGURE 42. FOURIER METHODOLOGY EVALUATION APPROACH. The convo-

lgtgng algorithm and orthogonal pairing assumption were evalu-
ated.
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process. In the left hand flows the digitized photos are used to cal-
culate a relatively exact distribution of angles in each orthogonal
view. The orthogonal pairs are then convoluted and finally all three-
space distributions are averaged to yield the predicted canopy leaf
angle distribution. The ability of this abstract approach to accur-
ately correspond to the normal Orthogonal method is a measure of the
validity of the convoluting algorithm.

The right hand flows identify a process designed to evaluate the
necessity of having truely orthogonal pairs of silhouetted field
photos. If the canopy does not have an azimuthal bias, then there
would be no physical reasons for differentiating between photo per-
spectives, other than statistical sampling requirements. The ex-
treme right hand column incorporates this assumption by determining
the average distribution of all the planner projections, and then
convoluting this average distribution on jtself. A slightly differ-
ent format (identified by the dotted lines) convolutes all the pair-
wise combinations of planner distributions, and averages the result-
ing three-space distributions. The essence of these reviews is to
determine whether the Fourier technigque is truely dependent on or-

thogonal field photos.

5.3 Comparison of Results

The results of the separate procedures are summarized in Figures
43 through 49 and Table 1. Figures 43 through 46 correspond to the
evaluation of the normal procedures, while Figures 47 through 49
address the convolution assumption of orthogonal views. The results
are graphically presented to facilitate a qualitative assessment of

each technique's pracision.
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Table 1. COMPARISON OF FIELD TECHNIQUES FOR ASSESSING LAD.

INCLI- ORTHO- FOURIER FREDHOLM ORTHO- FOURIER  FOURIER

NATION GONAL GONAL  AVERAGE  PAIRWISE
ANGLE  TRACING CONVOLUTE
2.5° 0. 0. 0. 0. 0. 0.
7.5 0. 0 0. 0. 0. 0.
12.5 O, 0. 0. 0. 0. 0.
17.5 0. 0. 0. 0. 0. 0.
22.5 0. 0. 0,002 0, 0. .005

27.5 0. 0.001 0.012 0. 0.001 .005
32.5 0.016 0.005 0.024 0.018 0.006

37.5 0.026 0.012 0.038 0.025 0.015

.015
.026
47.5 0.022 0.046 0.063 0.040 .083
52.5 0.114 0,068 0.073 0.058 .099

57.5 0.056 0.110 0.083 0.158

0
0
0
0
42.5 0.006 0.027 0.051 0.002 0.033 0.055
0
0
0,132
0

0
0
0
62.5 0.112 0.121 0.091 0,141 0 .119
67.5 0.139 0.149 0.100 0.132 0.139 0.142
72.5 0.196 0.131 0.106 0.129 0
0
0
0

77.5 0.158 0.111 0.112 0.159

. 126 0,117
.112 0.114
82.5 0.088 0.130 0.120 0.080
87.5 0.066 0.088 0.126 0.057

.139 0.069
.093 0.023

MEAN
FOLIAGE 0 o 0
ANGLE  68.0 68.0 66.0°  66.7 67.9° 62.8

Point Quadrat Mean'Inch'nation Angle = 72.50
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The mean foliage inclination angle calculated by the Point Quadrat
method was 72.5 degrees., In comparing this prediction with those cal-
culated by the other three techniques it appears to be an over-esti-
mate (Table 1), This condition could easily be a result of this
author's inexperience with its field procedure. Also contributing
to the implied error could be that the empirically derived regres-
sion equation employed was developed for general grassland canopies
{(Xnight, 1970) and not specifically for Western Wheatgrass.

Figure 46 compares the effectiveness of the Frednolm and Fourier
methods to track the cummulative distribution of angles predicted by

the Orthogonal Tracing technique., It is readily apparent that the

Fourier procedure compares more favorably. Less obvious is the com-

mon pattern of deviations. Both techniques tend to over-estimate
the probability of inclination angles less than 80 degrees. This
result is most likely due to the averaging approact .f both tech-
nigues which fail to respond to the sharp fluctuations of the Ortho-
gonal method. This same effect is apparent in the predictions made
by convoluting the actual planner distribution of angles calculated
by the Orthogonal technique (Figure 47).

The comparison of pairwise and average approaches of convolution
(Figures 48 and 49) shows that strict utilization of truely orthogonal
pairs is not necessary in these circumstances. In this evaluation,
the convolution of the average distribution of angles for all of the
planner views did an excellent job in tracking the orthogonal method.
However, a rowed crop, such as wheat, may require orthogonal pairing,

and further evaluation is warranted.
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6.0 MODEL SIMULATION

Fundamental to the hypothesis under investigation is the ability
to adequately model the complex system of interactions between solar
radiation and a plant canopy. In addition, the interactions between
this radiation and the atmosphere must be linked to the canopy model
in order to fully describe the physical process. The models adapted
to the investigation are briefly discussed in the following subsec-
tion. The description of these models is merely intended to famil-
iarize the reader with their basic approaches. The cited literature
contains several detailed reports which should be consulted for a
more thorough understanding.

The process used in discriminating geometric variables of a plant
canopy principally invoives the statistical comparison of a sensor
measured response to a series of model derived responses. In devel-
oping these model responses, the geometric variable of concern is
allowed to systematically vary, while all of the other variables re-
main fixed at t. 2ir best estimates. The specific procedures used in
simulating the surface canopy reflectance and vatellite radiance are

presented in the last two subsections.

6.1 Canopy Reflectance and Atmospheric Models

The canopy reflectance model used in this study is Colorado State
University's Solar Radiation Vegetation Canopy (SRVC) Model (Oliver
and Smith, 1973, 1974). This model differs from other plant canopy
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models (Suits, 1972; Colwell, 1974; Allen and Richardson, 1968;
Kubelka and Munk, 1931) in that the driving variables and canopy
structure are based on probability distributions. This orienta-
tion results in an estimation of both the mean canopy reflectance
and its covariance matrix. The deterministic apprcach of the other
models yields estimates of mean responses, without any direct in-
ference to the central tendency.

The model's input parameters can be divided into two principle
classes: 1) environmental factors; and 2} intrinsic scene character-
istics. The environmental factors include sun position, diffuse and
direct irradiance, and sensor view angle. Leaf area index, leaf
angle distribution, and spatial dispersion of foliage elements des-
cribe a plant canopy's geometric characteristics. The canopy’s
radiometric input parameters include soil reflectance and individual
Jeaf reflectance and transmission.

The methodology of the model involves the mathematical tracking
of -a photon of light as it interacts with a plant canopy. The en-
vironmental factors determine the spectral composition and angular
dependency of the total scene irradiance. Intrinsic scene parameters
are used to develop the probability distributions which stochastic-
ally determine the interaction of the solar radiation and the plant
canopy, and to calculate the spectral modifications and redirections
resulting from the interactions. The model's operation begins with
an instantaneous burst of hemispherical irradiance. This pulse is
then charted in its multiple interactions with the canopy until all
of it has escaped back into the sky or has been absorbed by the

canopy and background.
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The atmospheric radiative transfer model used in this study is
the Environmental Research Institute of Michigan's Model (Turner,
1973). The approach of this model is founded on the solution of a
series of explicit mathematical expressions. The basic relationship

describes the total spectral radiance at a sensor as,

N= (Ntarget *T)+ Npath (4)
where, N = total radiance
Ntarget = target spectral radiance at the surface
T = spectral transmittance between the sen-
sor and the target
Npath = spectral path radiance

Ail three of these quantities depend upon the condition of the atmos-
phere. The actual state of the atmosphere at any location and at any
time is approximated by atmospheric variables and environmental fac-

tors. Among the atmospheric variables are the scattering and absorb-
ing properties of gases and particulates that exist in the atmosphere.
Environmental factors include sensor attitude and view angle, sun an-

gle, and canopy reflectance.

6.2 Siuwulation for Surface Canopy Reflectance

The complete procedure for estimating leaf area index from spec-
tral measurements through the use of modeling contains four major ac-
tivities: 1) the identification of model input parameters through a
field measurements program; 2} the construction of a model generated
data set which tracts the induced changes in canopy spectral reflec-

tance arising from variations in LAI; 3) the translation of surface
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reflectance data into estimated radiance values at an airborne sen-
sor through atmospheric modeling techniques; and 4) the statistical
comparison of measured and model derived spectral signatures to yield
an estimate of the scene's LAI. The first activity was outlined in
Section 3.0, and the fourth is presented in Section 7.0, This sec~
tion is concerned with the middle two activities.

The canopy model simulation for LAl determination utilized the
March and April field measurements, which correspond to the tiller-
ing and jointing stages of wheat. These stages were selected 33
they contain the extremes in LAl and are similar in canopy make-up.
Both are characterized by a green canopy prior to seed head devel-
opment, with their primary difference being a dramatic increase in
LAI at the jointing stage.

Figure 50 shows a comparison of field and model estimates of
canopy refiectance at the two phenological stages under study. In
both cases, the model prediction was made from a nominal input data
set representing the best estimates of field conditions. The empir-
jcal signature is an avarage of the direct measurements made from
the three intensive field plots. Additional comparisons were made
for thirty sun angles obtained from canopy reflectance measurements
taken between 1030 and 1630 hours on March 20th, and 1000 and 1800
hours on April 23rd. A complete set of the field and model data from
this effort is reported in a paper by Smith, Berry and Heimes (1975).
In general, it can be noted that the model was successful in track-
ing the empirical data during the jointing (April) stage, while it

was somewhat less accurate during the tillering stage (March).
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In both cases, however, the model conformed to the trajectory of
the empirical signature. This point is pertinent to the usage of
cata transformations in the statistical comparison process and will
be expanded in Section 5.0,

In simulating LAl effects, all of the variatles of the canopy
model were fixed in accordance with their field estimates, while
the leaf area index was varied from 0.5 to 5.0 for the March simu-

lation, and 3.5 to 8,0 for the April data. A single model execu-

~tion consisted of ten samples, each comprised of five trials. A

.5 step in LAI was used for each execution in simulating both stages.
The result of this process was the construction of a Simulated Can-
opy Reflectance data set containing one hundred row entries, and
four column entries corresponding to the four LANDSAT spectral
bands. The row entries consist of ten model predicted spectral sig-
natures for each of ten LAI conditions.

Figures 51 and 52 graphically portray the relationship between
scene reflectance and LAI for both th~ field measurements and mode]
predictions in March and April. Table 2 tabularly sunmarizes the
data. The model data for March identifies a positive relationship
for MSS bands 4, 6 and 7 which appears to plateau at LAl's above
3.5. Band 5 displays & less prominent negative relationship which
also approaches an asymptote at about 3.5 LAL. These general trends
favorably agree with published studies of a closely related factor,
canopy biomass (Tucker, 1973), The empirical data for these same
periods tend to agree with the model data, with the exception of the

Jowest LAI in March.
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Table 2, MODEL/FIELD CANOPY REFLECTANCE AS A FUNCTION OF LAI

LAI MSS 4 MSS 5 MSS 6 MSS 7 MSS 7/5

MARCH (MODEL }

.5 043 045 ,149  ,200 4,45
1.0 .052 ,045 ,239 ,326 7.24
1.5 .047 ,037 ,233 ,320 8.67
2.0 053  .042 .264 ,361 8.63
2.5 042 035 .2567 .33 10,02
3.0 .053 .038 .279 .380 9,98
3.5 .050  .035 .269 .373 9.99
4.0 051 .03% .272 .378 10.2¢9
4,5 052 ,036 .277 .385 10.24
5.0 .0496 .034 .,266 .371 10.26
APRIL (MODEL)
3.5 050 .03 .269 .373 10.62
4.0 .081 .03 .272 ,373 10.68
4.5 .052 .,036 .277 .385 10.62
5.0 .049 035 .206 ,371 10.76
5.5 .051 .036 .273 .379 10.64
6.0 051,035,271 .375  10.65
6.5 050 .035 .269 .373 10.65
7.0 .049 ,034 .264 .365 10.60
7.5 .049 ,034 ,264 .365 10,63
8.0 .049 .034 .264 .365 10.63
MARCH (EMPIRICAL)
1.31 .071 .077 .298 .47% 6.17
2.07 .076 ,078 .235 ,320 4,10
4.06 .080 .071 .260 .340 4.79
APRIL (EMPIRICAL) 5.13 .041 .027 .262 .381 14.11
5,36 .039 .025 .266 401 16.04

6.15 .040 .025 .262 .391 15.64
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Figure 53 shows that the reflectance ratio of the extreme infra-
red band {MSS 7) to the chlorophyll band {MSS 5) increases with plant
density. This ratio has been reported as a good data transformation
for assessing changes in scene vegetative biomass (Maxwell, 1975),
which is closely related to LAI. The characteristic increase in
this ratio througiout the Tower LAI's, followed by a relatively flat
response of the higher indices agrees with the general results of

these empirical studies.

6.3 Simulation for Satellite Radiance

The induced atmospheric effects and conversion from canopy re-
flectance to predicted satellite radiance values was achieved by
executing the Turner model with this nominal data set for each can-
opy reflectance data set. In the case of canopy model generated re-
flectances, each row of tne Simulated Canopy Reflectance table
constituted an input. Each individual field measurement acted as
input for the empirical case. These basic units were used, rather
than average reflectance values, in order to facilitate the calcula-
tion of a covariance matrix in terms of radiance units. The mean
reflectance values depicted in Table 2 could have been used in
establishing the mean radiance values, however, this simple ap-
proach ignores the variance associated with each reflectance data
point. By translating each reflectance value into radiance units,
the variance can be directly calculated.

An additional step is needed in converting the field measure-
ments into estimated signals at a satellite. As the field data was

collected throughout a day, considerable sun angle effects are
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ingrained in the data. This variation is not present in the model
data because all of the model runs for each phenological stage were
made for a single sun position. In order to make the empirical and
model data sets compatable, a sun angle correction factor was applied
to each empirical measurement which converted it into terms of the
model's sun position,

The procedure for sun angel correction involved the conversion
of field measured reflectance into radiance units, while maintaining
continuity of sun angle. The result of this operation is an esti-
mated sensor signal keyed to the particular sun angle occuring at
the time of measurement. This signal can then be translated into
terms of another sun angle by applying a linear correction algorithm
(Smith, Berry and Heimes, 1975). For example, the March model pre-
dictions were made for a sun angle of 51 degrees zenith. A field
data set taken at 1730 hours denotes a 35 degree zenith sun angle,
The correction procedure would involve the execution of the Turner
mode} using the measured reflectance values and specifying a 35%°
degree sun angle. This prediction could then be expressed in terms

of the model's sun position by solving the following equation:

N510 = (0510’350 * N350) + 8510,350 (5)
where,

N510 = corrected radiance for 51° sun angle

Naz0 = radiance for 359 sun angle

510,30 = multiplicative correction factor for adjusting

35° to 51% sun angle
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B o = additive correction factor for adjusting 35° to

510 35
51" sun angle,

This correction procedure was applied to each field measurement,
and the mean vector and covariance matrix were calculated for each
plot. Table 3 and Figures 54 and 55 present the radiance dats for
both the model and empirical reflectance data sets. The interpreta-
tion of the general trends in the data is similar to chose presented
for the reflectance data in the previous section., The oniy differ-
ences are subtle changes in the plot values due to the correction

for varying sun angles.

6.4 Analysis of Model Data

In general, the ability of the canopy reflectance model to track
the empirical measurements is good. In addition to the comparisons
outlined in this section, a diurnal reflectance comparison between
model predictions and actual fie  measurements was made and des-
cribed in a report by Smith, Berry and lleimes (1975). The results
of this evaluation were also positive. However, three aspects of
the data warrant detailed discussion.

The first aspect is the relative inaccuracy of the March modeil
predictions for MSS bands 4 and 5. The source of error in these
predictions is most 1ikely a result of the model's inability to
adequately deal with the pronounced rowing effect at low LAl's, and
the strong contribution of a highly variable soil reflectance. This

~problem is addressed in the canopy model in an input parameter de-
noting spatial dispersion of foliage elements. However, this para-

meter was not determinec in this study.
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Table 3. MODEL/FIELD SIMULATED RADIANCE AS A FUNCTION OF LAI.

LAI MSS 4 MSS 5 MSS 6 MSS 7 MSS 7/5
MARCH (MODEL )
5 2,700 1,922 3,670 3.217 1.674
1.0 2,951 1.922 5.642 5.146 2,677
1.5 2.805 1,714 5,528 5,056 2.950
2.0 2.981 1,840 6.204 5.683 3.089
2.5 2.874 1.684 6.148 5.649 3,355
3.0 2,973 1.746 6.527 5.983 3,427
3.5 2,987 1,756 6,595 6.050 3,445
4.0 2.989 1.738 6.666 6.116 3.519
4,5 3.055 1.781 6,929 6.356 3.569
5.0 3.055 1.781 6.934 6.364 3.573
APRIL (MODEL)
3.5 3.456 1,986 7.598 7,051 3,550
4.0 3,469 1.995 7.6711 7,151 3.584
4.5 :.504 2.018 7.808 7.268 3.602
5.0 3.428  1.966 7.515 7,020 3.571
5.5 3.479 2,001 7.705 7.157 3,577
6.0 3.460 1.989 7.633 7.091 3.565
6.5 3.452 1.983 7,588 7.045 3,553
7.0 3.422 1.963 7.446 6.899 3.515
7.5 3.421 1,962 7.442 6.895 3,514
8.0 3.421 1.962 7.422 6.895 3,514
MARCH (EMPIRICAL)
1.31 3.467 2,626 6.888 6.922 2.636
2.07 3,520 2.750 5.574 5.142 1,870
4,06 3.655 2,824 6.057 5.434 1.924
APRIL (EMPIRICAL) '
5.13 3,333 1.891 7.286 7.422 3.925
5.36  3.218 . 1.733 7.776 7.753 - 4,373
6.15 3.248 1.780 7.898 7.803 4.384
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The second aspect is the pronounced descrepency in March betwe=n -
model and field determined reflectance as a function of leaf area "
index. This disparity is particularly apparent in the infrared bands.
The empirical data indicates a declining trend in reflectance as LAI
is increased, whereas the model trend is the opposite. Previous
studies in this area (Johnson, 1975; Pearson and Miller, 1973) tend
fo support the model derived trend. An atypical field reflectance
measurement could result through the highly variable soil reflectance
contribution and d1ffer1ng percent ground covers circumscribed by
- the field of view of the LANDSAT field radiometer.
~ The final aspect is the degeneracy of some of the model's de~
rived covar1ance matr:ces The covariances between all bands were
unusually high, which resulted in unfeasible divergence calculations.
The source of this effeet is most 1ikely ingrained in the model's | {JJ
;treatment of the leaf and 5011 radiometric parameters. The general
form of the SRVC mode] aliows a11 of the scene ecmpoﬁent tc be sto-
chast1c. However, for its application in this study, leaf transm1s- |
sion and reflectance and soil reflectance were represented by constant
parameters. This covariance between spectral bands was therefore

highly correlated.
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7.0 CLASSIFICATION PROCEDURE

The previous sections of this paper have described and developed
the data base necessary to infer leaf area index from plant canopy

spectral measurements. A field measurements program was designed to

'esfab1ish physica] parameters used to calibrate and execute a canopy

reflectance model, This model was then used to derive a data base
expressing the direct re]ationship between LAl and canopy reflec-

tance. A second model was employed to simulate atmospheric effects

and pred1ct the resultant relat1onsh1p between LAI and rad1ance re-

ceived at a satellite sensor. In a szm11ar manner, the field meas-

ured canopy reflectance for several evaluation plots was transcr1bed

into predicted radiance vaiues. This section presents a description
of the technique used in classifying plots of unknown leaf area

index.

7.1 The Swain-Fu Distance Measure

The data classification procedure used in this research is a

hybrid of the two general approaches used in pattern recognitidﬁ. it

is similar to supervised classification in that'é_ggiggi'kndwlédge"
is assumed. The descriptive statistics for the various classes of
LAI, however, were deVeloped thfoUgﬁ coﬁpdter'ﬁddeling; fathefnihan
emp1r1ca1 derivation from ground truth tra1n1ng sets. ?hé écfuéi
classification algorithm used, employs d1stance measures in the same

manner as unsupervised clustering techniques. The classification
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procedure involves comparing the spectral response of an area with
unknown LAI to those responses of known LAI. The divergence be- )
tween each unknown model response pair is calculated, and the un-
known point is assigned an implied LAI equal'to that of the "closest"
model response. Throughout this discussion "effects" will refer to
the model generated reSponses used to class1fy the unknown LAI re-
sponses of "plots“.

The most familiar distance or divergence measure is Euclidean
distance. Th1s technique employs only the mean vector to assess
the point to point distance between two reSponses It,princ1pally
1nvolves calculating a directionally independent d1ffenence between
the means of two responses. In mathematical terms; the.Euclidean
distance for two n-dimensional points (X, Y) is: |

n

. 2 ;i 7 S
= ¥ . - Y ) . . ) i }
DEuclidean Vi=1 (% 1) o \6¥ S

A variation of Euclidean distance consaders the dispersion of
. data as well as the mean response vector: 1n compar1ng the separat1cn

of points.  This d1spers1on is approximated in terms of ‘the "ell1p-

soid of concentration", which is calculated from the-mean-vector-and~r; ; jsfi:?-

covariance matrix. This geometric configurat1on can be conceptua]-
.-nized as replac1ng a "cloud“ of 1nd1v1dua1 data points, plotted 1n
- ohree-space,-wlth a football centered about. the mean vector. - The
 surface of the football describes the bounds of the ellipsoid of -~ =
concentration. In contrast, Euclldean dlstance considers only'the i
'”epicenters of the footballs. wh1le the more advanced measures Judge

N ”the shape and or1entat10n as well
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Figure 56 is a two-space portrayal of fhe Swain-Fu distance meas-
ure developed at Purdue University (Swain, 1973). In terms of the
distance shown (Dlz.ﬂ .02), the Swain-Fu is given by: |

- YSwain-Fu D, +'"D'2 (7)

In narrative terms, the divergence is calcuiated by we1ght1ng the
sample Euc1idean d15tance (D 2) by the 1nverse of the spread of the
data along the axis connect1ng the centers of tk= clusters (01 and
DZ)'- In terms of th- mean vectors and covariance matrices associated

with the clusters, tr2 distance is expressed as,

o n
R s WU

(8)

1 S =
- i
Swain-Fu _(ck,l)% + (c],k)a
where,
I PP o I S B ) | |
6 - tr(gk @ - g])(y_k -5 (10)
tr{N) = trace of matrix N
B covariance matrix for cluster n
g meah vector for cluster n

:'—n

 "ﬂ-7 2 Covar1ance Matr1x Mod1f1cat1on e

The origﬂnal intent1on of th1s-process was to use the actua]

o covariance matr1ces der1ved from’ the Field me:. surement for the

"plots“. and those developed by the stochesﬁ1c ¢anopy modei for

the “effects". However. several of the mode1 generated covariance
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matrices proved degenerate, and yielded undefined Swain-Fu_distahces.
"Ah exp]anation as to the probable cauée'of the degeneracy is given.
in Section 6.4. o | ) _

The covariance matrices were modified by replacing the hyper-
e1lipsoid-c1u§ters with hyper-spheres of equal volume. Figure 57
is a two-dimensional schematic of the important factors in this

technique. The equation for the surface area of an ellipse is,

A = mab | (11)
where, a and b = major and minor axes, respectively. The surface
of a circle is calculated by,

A=l | (12)
where, | |

r = radius.

Prinqipal Component theory shows that the axes of any ellipticai_
form are tﬁe eigenvalues of the square matrix defining the form
(x; and ), in the schematic}. Thus, equation (11) can be rewrit-
ten as, | | R

_ A= mpry o (13)
Setting equation (11) and (12) equal to each other, and solving for
*, results in, ' ' } '

1r¥,‘2

b

i

r

~This final-equation allows the solution for the radius of a circle
: having7thé same surface area of a given ellipse, in tenms'of'its

eigenvalues. This same relationship, expressed in terms of =
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 FIGURE 56.

=)(l

SWAIN-FU DISTANCE MEASURE. The

Swain-Fu distance measure utilizes simple
cluster distance (D) weighted cluster dis-

persion (Dl_and D2).

" FIGURE 57.

FLEVEATS OF ELLIPTIAL SURFACE MEA.
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. hyper-geometry, is,

- 1/n
rn_space = (Al' * Az * ole *An) | (15)

The derived hyper-sphere can then be substituted for the actual
ellipsoid of concentration by replacing the actual covariance ma-
trix with a diagonalized matrix based on the radius of the circle.
This modified Swain-Fu distance measure forms the foundation of
the classification procedure used in this research. Program SUFU

(Appendix C) is the FORTRAN coded version of the computer algorithm
" - developed. IThe program consists of four phases: 1) input and data
'modiftcatidnftz)'weighted'diStance calculation; 3) classification;

and 4) outpUt; The first phase allows for the_ihput of the scaled

"effects“; “"piots" with unknown leaf'area indices,'and specific pro—'

gram parameters for control. Data mod1ficat1on can be performed ?i}

on both the mean vectors and covariance matr1ces. The d1vergence |

calculation phase solves for the Swain-Fu djstance measure for each
V“effect/p1ot“ pair. This pnoeedure first eveluates expressions (4)

. _and (5) for the weighted one-way distances between clusters. These
.values. termed c-factor distances, are then subst1tuted into equa-

_ _t1on (3) to deve]op the overa11 divergence measures, The th1rd
phase of the rout1ne determ1nes the “effect/plot“ pa1r thh min1ma1
;'; divergence. Leaf area 1ndex class1f1cat1on of tne "plot" is ach1eved
” by its association w1th the closest "efféct" ‘ The final phase out-
1;puts the. results 1n the fonns of a c-factor matr1x, Swa1n Fu d1s-

rrtances. and a pranter plot of d1vergence., Deta11s of the spec1f1c
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8.0 CLASSIFICATION RESULTS

The basic classification of the field plots by the SUFU rou-
tine involved a 4-dimensional feature space, with the response in
each of the LANDSAT bands forming a single feature vector. Clas-
sification of the data was made by considering only Euclidean
distances between the "effects" and the "p]ots“ data clusters. Two
additional approaches were also executed, in which the Swain-Fu
distance was used. The first considered two raw data preproceésing
transformations: 1) spherical elipsoid of concentration; and 2) cor-
rection fof.sun”angle effects, The final épproachvutilized the pre-
processed data to form new feature vectors. These derived feature
vectors include: 1) the Eatio of bands'7 to 5; 2):the ratio of

bands 6 to 4; and 3) the simultaneous consideration of the 7 to 6

~and 6 to 4 ratios.

~ The field measured leaf area index for each of the field "plots"
used in this study is identified in Table 4, During the March meas-
urement period, "plot" 2 had an unusually high LAl of 4,60, "Plats"

1 and 3 are more nearly normal, having LAl's of 2.07 and 1.31, re-

~ spectively. The April measurements show "plot" 3 as having a LAI of .

6.15, with "plots" 1 and 2 being nearly equal at 5.13 and 5.36, re-

- spectively.
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Table 4. FIELD MEASURED LEAF AREA INDEX.

DATE

WAL

RANKING

. March

April-

4,06
1.8

5,13
5,36

6.15

u
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8.1 Raw Data Classification

In the raw data classification scheme, the SUFU program was used
in a manner which- aoprOXimated a Euclidean distance measurement of
divergence. The’ mean vectors for the “plots“ were developed by
averaging ‘the radiometer measurements taxen throughout a day. This

has the impact of tacitly disregarding any sun-angle effects on the

'spectral signatures. The mean vectors for the "effects" consisted

of the model predicted reSponses.

In order to force the SUFU routine to act as a Euclidean dlS-

tance classifier, a common covariance matrix was used for all “plots“

‘and “effects“. The matrix was diagonalized with the diagonal ele-

_ments set to unity._ This Operation has the effect of containing

the dispersion of the data about each mean vector, which removes any'

classification information based on. differential data dispe sion. By _
.default. all of the cla551f1cation 1ntelligence became embedded in R

the mean vector p051tioning.q___'___;

Figure 58 shows the results of the raw data cla551f1cat~on using
the measured andwmode]ed,ref]ectance.values,_ The March_assignments. .
show very'strong classifications. This is indicated by the minimum

normalized diVergence'for each~case-being-less than. 5. In des-

' criptive terms. a.h normalized divergence denotes a cluster which
- 1is. half the. distance between the "plot" and the farthest away “ef—:« '
: fect" At this level, an-apprec1able-d1fference between the .closest

: "effect“ and the other "effects" appears to exist.;;ceSS”pronoUnced RIS

classifications occur for the April reflectance data. as’ shown by

the minimal normalazed-divergences-being-about:c&a
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The classification accurécy of the raw reflectance data appears

best during the April period. The program predicts a LAI of 4.5

for all three "plots", which is close to their 5.5 average'LAI. The
March predictions, however, are less accurate and more difficult to
interpret. The assigned LAl for both "plots" i and 2 is 1.0, with
"plot" 3 indicating an LAI of 5,0. The assignment for "plot" 1 is
relatively near the measured 2.07 LAI, The classifying of "plots"

2 and 3, on the other hand, are nearly the reverse of the measured
4.60 and 1.31 LAI for the respective plots.

Figure 59 identifies the LAI classification based on the unal-
tered radiance data predicted by the atmospheric modal. The classi-
fication results and divergence graphs are nearly the saﬁe as those
of the previous case. The notable exception occurs for “"plot" 1
during the April period. The classification of this "plot" changes
slightly from 4.0 to 4.5 LAI. The general similarity of these clas-

sifications indicates that the relative positioning of the mean

vectors.are somewhat insensitive to atmospheric effects.

8.2 Preprocéssed Data Classification

Figure 1 of Appendix B portrays the results of the SUFU classifi-
cation based on the covariance weighted distance measure. It is
apparent fhat the consideration of covériance in the divergence cal-
culation using surface reflectance data had no impact on LAI classi-

fication, and only minimal effects on the normalized divergehce

_p]otsf"The result indicates that the covariance matrices for both

the "plots" and "effects” tend to be similar, and without any dom-

inating lobes. Subsequent review of the covariance matrices of the

data, support this contention.
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NORMALIZED DIVERGENCE
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-2 3 . -
PLOT 2 ' PLOT 2
2 | | S
PLOT 1 : ' 0 PLOT 1
0.5 1.5 2.5 3.5 .4.5 3.5 4.5 5.5 6.5 7.5
LEAF AREA INDEX -

" FIGURE 59. RAW RADIANCE DATA DIVERGENCE PLOT.
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A sharp contrast is noted for the classification based on
radiance data, using the spherical approximation of the actual
covariance matrices. Figure 3 of Appendix B summarizes these
results, Whereas the Euclidean classifier tagged the March "piot"
2 as having an LAl of 1.0, the covariénce weighted-procedure iden-
tified it as having an LAI of 2.0. In a similar manner, April
"plots" 1 and 3 are classified as having LAI's of 5.0 and 4.5,
respectively, by Euclidean distance. The data dispersion weighted
technique, however, identifies these same plots as both having an
LAI of 4.0. |

These descrepencies are most likély the result of the incorpor?
afion of spherical approximations of the data dispersion. Another
possible explanation is that the'dispersion of the data is selec-
tively éltered by atmospheric effects, As noted earlier, the mean
vector positioning, however, is relative]y'unaltered. Thé within
wavelength band variance has a possible physical explanation in the
effects'of se]eétive absorption and scattering affecting the path
radiance component of the satellite signal. | |

In addition to the data preprocessing for spherical covariances,
a case was executed in which the "plot” data for both periods were

corrected for sun angle effects. A linear correction algorithm,

specifically developed for this data, was used. The procedure first

invoived relating the time of day for each canopy reflectance meas-
urement to the appropriate sun angle. Once the sun angle for each

field measurement was determinéd. the corresponding mean radiance

prediction could be corrected to the base sun angle used in the model

AN
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derivation of the "effect". The theoretical foundation and details

.

of this correction technique are presented in a report by Smith,
Berry and Heimes (1975). |

The classification reﬁults, shown in Figure 3 of Appendix B are
nearly the same as those for the uncorrected data. The divergence
plots are also very similar. This outcome appears to demonstrate
that sun angle effects, over the range of sun angels involved in

this study, have a negligible effect on LAI classification.

8.3 Derived Feature Vector Classification

To this point, the preprocessing of data has concentrated on
meaningful transformations of the responses themselves. Another
technique frequently used in remote sensing is data transformations
designed to derive new feature vectors. These include ratioing
bands, adding or subtracting them, and applying arithmetic func-
tions to s.retch and distort the original data. The purpose of
these operations is to identify new feature spaces which enhance
particu1ar characteristics of a scene. For example, a relatively
low response in band 4, when compared to band 7, might provide the
same amount of information as the four band signatures in identi-
fying vegetated areas.

Figures 4 through 6.of Appendix B report the results of using
band ratios of 7/5, 6/4, and 7/5 with 6/4. The data used in these
feature vector trahsformations utilized spherical covariance ma-
tricés and sun angle corrected mean vectors. The selection of these
" transformations was based on the work by G. Johnson (1976) in asses-

sing plant biomass from LANDSAT data. The results, for the most Y
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part appear disappointing. Numerous departures from the previous
classifications are noted, and the normalized divergence plots of-
ten display minimal deflections. This erratic behavior is most
likely caused by the severe averaging effect of the ratioing and
the minimal number of feature vectors for classification. Of the
three transformations, the 6/4 ratio is the closest to the original

classifications, but underestimates the March ieaf area indices.

8.4 Sunmary of Classification Results

A summary of the ciassification results for the radiance data of
this study is reported in Table 5. The table is constructed in ac-
cordance with the major classification categories. The row entries
are organized accordipg to phenology stage and field plot number,
The column organization reflects the three classification techniques:
1)} raw data using Euclidean distance; 2) corrected data using Swain-
Fu divergence; and 3) ratioed data, also using the Swain-Fu measure.

The best overall results were achieved by the simple classifica-
tion of mean spectral responses using a Euclidean distance classi-
fier. The introduction of data dispersion information in
classification, through the consideration of spherical covariance,
actually degraded the results. Preprocessing the data for sun angle
only slightly improved the classification accuracy. The use of
derived feature vectors resulted in the worst classifications, and
consistently understated the leaf area indices for the March period.

The ability of the procedure to differentiate between conditions
of average high plant density and low density is apparent. During

the low density tillering stage in March the average deviation of
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predictions based on technique I was .15. The worst technigue
(ratio of bands 7/5) yielded an average deviation of 1.81 for this
same period. The average deviations associated with the more dense
heading stage in April proved to be more consistent between tech-

niques, resuiting in average deviations from .22 to 1.38.



9.0 CONCLUSION

The fundamental purpose of this research was to investigate the
feasibility of using abstract computer modeling to infer inherent
scene characteristics from remote sensing data. The principle hy-
pothesis of the study was:

- Plant canopy reflectance and atmospheric modeling
can be used to infer intrinsic scene geometry var-
fables from spectral measurements.

The specific geometric variable under study was the leaf area
index (LAI) of a wheat canopy. A stochastic plant canopy reflec-
tance medel was used to develop a simulated reflectance data base L
which tracked the induced effects of changes in the LAI variable,
An atmospheric model was employed to translate the surface reflec-
tance predictions into simulated satellite signals. The results of
these operations were two data sets responding to systematic chan-
ges in LAI: one in terms of scene reflectance, and the other iden-
tifying radiance. Classification of measured field reflectance and
corresponding simulated radiance was achieved by determining the
minimum divergence between the model spectral signatures of known
LAl, and the signatures of the responses to be identified. The
leaf area index for an unknown area was assigned the same value as
that of its most similar model derived signature.

In partial support of this approach, an intensive field meas-

urement program was conducted. These data were utilized in the
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'study in twb ways. First; the data acted as input to the canopy re-

flectance model and allowed for the calibration of the model's per-

formance. T.e second major use was in the evaluation of the hypotheses

under investigation.

9.1 Hypotheses Results
In addressing the general hypothesis of using modeling to infer
scene geometry from spectral data, two sub-hypotheses were made:

- Wheat canopy reflectance can be predicted by computer
modeling, both as a function of low and high piant
densities, and as a function of sun angle.

- Low wheat density and high wheat density categories
can be inferred from model data sets.

The results of the investigation into the first sub-hypothesis
demonstrates that reflectance modeling is appiicab]e to wheat can-
opies. Section 6.2 describes this investigation. Figure 50 and
~ables 2 and 3 summarize the results of this study. It Qas found
that the general agreement between model and field spectral signa-
tures for both the March {low LAI) and the April (high LAI) periods,
were excellent. The March period was less accufate, most likely as
a result of the pronounced rowing effect of the canopy, and'an ini-
tial assumption made by the author which constrained the model's
operation. The ability of the reflectance mode]ltn track sun angle
effects was also apparent. A detailed account of this result is re-
ported in a paper by Smith and this author (1975).

The results of the second sub-hypothesis is reported in Section

8.0 and Table 5. During the low density stage in.March the average



106

measured LAI was 2.48 while the average model prediction, usirg the
best technique, inferred a LAI of 2.33, A comparison of April LAI's,
noted an actual average of 5.55, and an inferred index of 4,67,
using the same classification technique.

The general hypothesis is inconclusive when applied to individual
plots. This results primarily from the limited number of field plots

measured in this study as discussed in Section 8.4.

9.2 Other Major Contributions of the Study

In addition to the major efforts of applying and validating a
reflectance model to wheat canopies, and the development of a meth-
odology for inferring ieaf area index, several other contributicns
of this study should be noted. An extensive field measured data
base was collected which incorporates the primary environmental and
intrinsic scene variables, with actual cenopy reflectance, for the
four major phenology stages of wheat. This data base is further
extended by the addition of model derived canopy reflectance as
functions of both sun angle and leaf area index. -

The empirical study was also valuable in that several unique
data collection techniques were developed. In particular, were the
design and construction of an instrument for field measurement of
indiVidual leaf transmission (Section 3. 2. 1), and twn rapid. in'situ,
field techniques for assessing leaf angle d1str1butions (LAD) secr
tions 3. 2 2 3. 3. 4 0 and 5.0, | |

Tho major mathematical contr1but1ons were made. The sens1t1v1ty
'Vanalys1s of the Fredholm techn1que (Sectwon 4 1) descr1bes a proce- '

dure for evaluating the magnitude and d1rectjon‘0f the_sens1tivity
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of an individual input vector on an indivisible output vector. The
Fourier technique required the development of a mathematical proce-
dure for convoluting two orthogonal distributions of angles, in
order to ectimate the true 3-space leaf angle distribution of a
plant canopy (Section 4,2,2).

The final contribution of the study involves an evaluation of
several data transformations and classification algorithms, as to
their effect in classifying leaf area index from spectral data
(Section 8.0). The specific procedures investigated were: 1)
Euclidean and covariance weighted classifiers; 2) sun angie correc-
tions; and 3) derived feature vectors. In conjunction with the
first procedure a technique was implemented which transforms the
ellipsoid of concentration of a data cluster into a hyper-sphere

approximating the data dispersion information,

9.3 Future Research

The most apparent area of future research associated with this
study, is the evaluation of the procedure under more variable con-
ditions and with actual aircraft or satellite data. In a study of
this type, an operational test could be designed in which extensive
ground measurements of LAl vould serve as evatuation points. The
hypotheses of such a study might include the principle hypothesis
outlined in this_report and a sub-hypothesis concerned with the
extent of varietal or.physica1 condition variations.
| A second area of potentiaI study is ingrained in the refinement
and extension of the procedure. This research might be concerned

with the modeling approaches and assumptions. In addition, a more
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rigorous investigation into classification techniques is warranted.
Finally, the basic technigue could be employed to determine the
feasibility of inferring other intrinsic scene parameters, e.g.,

individual leaf reflectance and transmission.

.
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APPENDIX A
Radiometfic and Geometric Field Data

The principle field data collected by TAMU/CSU for the canopy
modeling effort consists of periodic canopy reflectance, intensive
jeaf area index (LAI) measufes, extensive LAl estimates, individual
leaf transmission measurements, and canopy geometry photos. Rela-
tively.complete data sets are available for March 20, 1975 (Til-
lering Stage, TAMU), April 23, 1975 (Jointing Stage, TAMU/CSU), and
May 20, 1975 (Heading Stage, TAMU). Less complete data sets were
collected on Kovember 24, 1974 (Winter Tillering Stage, TAMU/CSU) ’Ij
and June 26, 1975 (Ripening Stage, TAMU/CSU). The following table
summarizes the data set. A more detailed presentation of the March
and April data sets is included in the remaining parts of this

section.
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Table A-1. FINNEY COUNTY DATA SUMMARY, The field measurements of

the radiometric and geometric parameters of the canopy
were made for four phenological stages. Diurnal can-
opy reflectance was collected for each stage. The
diffuse to direct iradiance ratio and soil reflectance
were sampled periodically for 2ach data.

I. March 20, 1975 Tillering Stage Field 416
-Canopy Reflectance:
Plot 1 Plot 2 Plot 3
Time: 1100 hrs. 1045 1030
1145 1130 1115
1300 1245 1230
1400 1345 1330
-l.eaf Area Index: 2.07 4,06 1.31
-Canopy Geometry: Fredhoim Field Photos
-Leaf Transmission: Not Taken
-10" LAI Piots: Field 367 369 370 414 421
Plot 1 2.22 2.15 1.48 8.53 4,54
Plot 2 2.78 2.43 8.45 9.17 3.60
II. April 23, 1975 Jointing Stage Field 416
-Canopy Reflectance:
Plot 1 Piot 2 Piot 3
Time: 1000 hrs, 1045 1115
1130 1145 1200
1315 1345 1400
1715 1730 1800
-Leaf Area Index: 5.13 5.36 6.15

~Canopy Geometry: Fourier Field Photos
~-Leaf Transmission: Not Taken
=10" LAI Plots: Field 367 369 370 414 421

Plot 1 2.22 2,15 1,48 8.53 4.54
Plot 2 2.78 2.43 8.45 9.17 3,60




Table A-1, (Continued)
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ITI. May 20, 1975 Heading Stage Field 416
~Canopy Reflectance:
Plot 1 Plot 2 Plot 3
Time: 0945 hrs. 1015 1045
1100 1115 1130
1200 1215 1245
1300 1315 1345
-Leaf Area Index: 4,11 5.32 6.04
~-Canopy Geometry: Fourier Field Photos
~-Leaf Transmission: Green, Yellowing, Dead
-10" LAI Plots: Field 367 369 370 414 421
PTot 1 3,82 1.83 3.12 5.65 1.80
Plot 2 3.22 5.68 9.76 7.64 2.16
IV. June 26, 1975 Ripening Stage Field 416
-Canopy Reflectance:
Plot 1 Piot 2 Plot 3
Time: - 1115 1000
- 1200 1115
-- 1245 -
-- 1300 --
-Leaf Area Index: 1.79 2.17 2.04

-Canopy Geometry: Fourier Field Photos

~Leaf Transmission: Dead

~10"LAI Plots: Field
Piot 1

Plot 2

367 369 370 414 421
.78 1.15 .94 1,79 1.02
.85 2.00 3.14 2.63 1.08




a Table A-2. MARCH LEAF AREA INDEX AND DESCRIPTIVE PARAMETERS.
March 20, 1975 Tillering Stage Field 416
Crop Type :  Santana Wheat (10" drill; EW)
Height : 8-9 cm.
?’ Chlorotic : Green Foliage
Weeds : 0%

Soil Condition : Moist

Wind : 1215 mph NW
PLOT 1 PLOT 2  PLOT 3
g Leaf Area Index 2.07 4.60 1.31
;o Dry Weight (2' X 2' Plot) 58.10 gm - 39.90
e Number of Tillers (2' X 2' Plot)
: Live N 803.00 -- 1372.00
. Dead 0.00 - 0.00
g. Total N 803.00 - 1372.00
Average Tillers/Plant
; Live | 8.64 -- 11.00
3, Dead 0.00 - 0.00
4 Total 8.64 -- 11.00
Average Lead Area/Plant
3 Green 39.39 a® .- 60.09
: Yellow 0.00 -- 0.00
| Dead 0.00 -- 0.00
PN Total 37.39 -- 60.09
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Table A-3. MARCH RADIOMETRIC DATA.

DATE TINE CROP AND LUCATION . PLOY NUMBER ORIENTATION - REFLECTANCE= BANDI BAND2 _RANDI-RANDS

032075 1052 WHEAT KS, 416-1 OFF ROW <076  .NB1 242 _33n
032075 1955 WHEAT KS, 416=-1 ON ROW «N7A L0779 258 _%20
0320715 1057 WHEAT K%, 416-1 ON ROW <877 L0TA P24 29
032vu7?s 1958 JHEAT KS, 416=] OFF ROW «N74 L0746 P19 30
0320715 1136 WHEAT XS, . 418-1 . OFF ROW . o003 L0T0  LP17  L3Im
032075 1338 WHEAT KS, 416~-1 ON ROW 069 L0075 222 337
032075 1140 WHEAT XS, &#16=1 ON ROW 063 L0869 227 WM
032075 1142 WHEAT K5, 41R=) OFF ROW 086 L0072 208 307
032075 9104 WHEAT KS, 416=1 OFF A0wW 065 L0860 P18 P9k
832075 0105 WHEAT WS, 41 6=1 0ON ROW «060 L0600 L190 280
93207S 0106 WHEAT KS, . 414-1 0% ROMW - R, —«060 _ L050. LZ14 ,3)la
032075 oleo7 WHEAY XS, 416~] OFF ROW o003 L0865 PI8  ,3DA
032015 -3 5.1 MHEAT KS. 16=1 ON Row «052 070 ,P0%  7%s
03z2urs £156 WHEAT KS, 418=-1 OFF oW «N78  LoTS 318 307
032975 o158 WHEAT nS, 415~-1 GFF ROW <070 078 21} 29
032075 o159 WHEAT XS, 416~} ON ROW «NT0 L0861 ,70% 304
032075 0435 WHEAT nS, . 416~1 aFF ROw . «0T4 LOT5  .242 __31%
032075  (eds WHEAT KS, 416~] ON ROW «NEY  LOTT 71N 32
032075 0637 WHEAT RS, 418-1 0N ROW «N59 0TI P46 L2413
032075 048] WHEAT K5, 416~1 OFF ROW «0T4  LBTS 362 387
8IP0T5  Jo4e WHEAT KS, 418-2 ON HOW NAB  PBEE P46 133
03207% 1045 WHELAY KS, 4#16=-2 OFF ROW +H82 L0668 259 150
032075 Lo46 . WHEAT K5, 416=2 OFF ROW . . .. o079 LOTT _2TH . 5K
632075  loat WHEAT KS, 416=2 QN ROW NTR L0Th 259 _3]n
032075 1127 WMEAT XS, 4146=2 OFF ROwW +N81 L0699 258 _33a
032075 1127 WHEAT KS, 416-2 ON ROW «NEA 071 L2399 ¥l
032071S 1128 WhEAT KS, 4)16=2 ON Row <068 L0668 L23%  _3)m
032u7s 1129 WHEAY K5, 416-2 OFF Rnw «NB80  L0TH  ,25n  _a3e
932075 1252 WHEAT XS5, 4]16=2 OFF ROW <065 06T .Z4s 330
03207% 1254 WHEAT XS, 418-2 ON ROW <067 LTS 238 AN
032075 1258 WHEAT KS§, &1Ah=2 ON ROW «N68 068 325 39y
0320715 LI WHEAT X5, $16=2 OFF ROd N85S  LOTD P81 337
232075 Tt ed WHEAT KS, 416-2 ON A0w «083  ,pen P39 _3aM
032075 0laz WHEAT K5, 4316=2 OFF ROw #0BR AT P39 328
032075 gla2 #MEAT XS, 418~2 ON RDw «OEA L0784 L7272 L11a
LEFIRE 0144 WHEAT K5, 416=-2 OFF ROW <069 Tl JP2R 11
032075 0315 WMEAT KS, 416~ ON ROM «ABR 097 753 _a4n
03207  p33s WHERT K5, 418-2 OFF ROW <072 L0827 L7244 3N
032075 0339 WHE AT nS, 4142 onN ROW AT LORE D29 %2>
0432075 0341 WHEAT KS, 41R=2 OFF ROW T LOH? ,T8Y [ 92a
032074 13 WHEAT KS, 416-3 NN ROW 70 LOTT L300 LGN
03207% 1358 oHEAT K&, 41R-1 ON RNW NT4 0B 321 _aTn
03Iz0s [k 13 wHEATY K5, 41A=3 ON HOw 0T LDTO L2270 a#n

032urs 1o3r WHEAT Rb, 41R=13 nFF ROW «NTh  .0HA 0N _san

6L1



Table A-3- cont.

032075
032075
Q32v7Is
832075
232075
QA20T5
432075
232¢75
IZUTS
832075
‘032075
3320715
832075
9320715
032075
32015

1114
1115
1118
J1ir
1236
1237
1238
1239
8126
o128
ol
0131
0423
['THIY
0425
0426

WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
NHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT

KS.
kS,
K5,
K5,
‘sl
KS,
KS,
K5,
Ks,
K5,
Ks.
Ks.
hSe
KS,
Ks'
K5,

416-3
416-3
416~
416-3
4163
416-3
416-3
416-3
4l6~3
416-3
416=-3
416=-3
Ala=3
A16-3
4163
4163

aFF

ROW
RQw
ROW
ROW
ROW
R
ROW
RON
RON
ROW
ROW
ROM
ROW
ROW
ROM
RO

«N7T0
«070

- =080

«NB0O
«nbN
« 060
«050
«050
«NG0
«0bh
« NGO
+060
«07I
«0T0
aT0
« 080

«070
.070

<080
«050
«050
« 050
N1
+050
«050
+060
«a70
«070
090

0elL
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Table A-4, APRIL LEAF AREA INDEX AND DESCRIPTIVE PARAMETERS.

April 23, 1975 Jointing Stage Field 416
Crop Type :+ Satanta Wheat (10" drill; EW)

Height : 28-35 cm

Chlorotic : 2-5% Yellowing

Heeds : 0%

Soil Condition : Dry

Wind : Calm
PLOT 1 PLOT 2 PLOT 3

Lear Area Index 5.13 5.36 6.15
Dry Weight (2' X 2' Plot) 142.24 gm 148,70 207.63
Number of Tillers (2' X 2' Plot)

Live 907.00 1179.00 931.00

Dead 52,00 75.00 33.00

Total ' 959,00 1254,00 964.00
Average Tillers/Plant

Live 8.80 10.80 8.40

Dead .60 ' 1.60 .80

Total 9.40 12.40 9.20
Average Leaf Area/Plant

Green 100,84 cm2 83.48 89.70

Yellw 33,21 42,50 19.16

Dead 40.99 32.02 31.49

Total 175.04 158.00 140.35
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FIGURE A-2. LEAF ANGLE DISTRIBUTION FOR APRIL.



Table A-5.
DATE TIME
042375 1009
082375 1012
0423715 1015
042375 1016
042375 11289
042375 1130
042375 1133
042375 1135
0e2375 0120
042375  pl2e
042375 0125
042375 D127
042375  g521
042375 523
042375 0535
042375  gS27
042375  Los2
042375 1044
042375 1048
042375  luds
042375 1146
082375 1148
042375  11Sp
0AZ375 1153
082375 glap
042375 D142
042375 0146
042375 0148
042375 0538
042375 0S40
042375  DSAl
042375 0543

APRIL RADIOMETRIC DATA.

CROP AND LOCATION

WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEATY
WHEAT
WHEAT
WHEAT
WHEAT
WHEAY
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHMEAT
WHF AT

KS.
KS,
KS5.
KS.
KS,.
KS,
K5,
KS5.
KS,
KS.
NS,
KS.
Ks,
KS,
KS.
KS.
KS,
KS,
KS,
KS.
KS.
KS,.
KS,
KS.
KS.
KS.
KS,
KS,
KSa
KS,
KS,.
KS.

PLOT NUMBER

416-1
416~=1
415~1
4156=]
416-]1
418&=]
416-]
416~-]
416~1
416~
416-1
416-1
41R=]
416+}
416~1
416~}
4142
416=-2
416=-2
4l6-2
414=2
4]16=2
414=2
416-2
4162
&15=-2
416-2
41H=2
ale~-2
416=2
414-2
416-2

ORIENTAYION

ON
oN
QOFF
OFF
ON
oN
OFF
OFF
OFF
OFF
oN
[1]]
OFF
OFF
ON
oFF
ON
on
OFF
OFF
oN
ON
OFF
OFF
OnN
ON
OFF
OFF
on
ON
oFF
OFF

ROW
ROW
ROW
ROW
ROw
ROW
ROw
ROW
ROW
RON
ROW
Row
RoOM
RO
RO
ROM
ROM
ROW
RON
ROW
ROW
ROW
ROW
ROw
ROW
ROw
ROW
ROw
ROW
ROwW
Row
Raw

<037  L02)
038,019
50 L0385
«041 L02A
« 083 027
FLLEY W X )
«050 Lp38

« 284
» 251
» 252
« 202

«280

72
« 758

DAY 038 _.224

o078 .05Y
«05%  ,043
+053 . _.038
«052  Lp38
«0531  .n3s
+058  ,p2a
«051 033
+052 L0

+039  ,p2%.

«039 .n2%
<038 .023
0ol 026
«N83 03
L0472 n29

L ofth1 L0239

PLET Ik ] ¢
+N4T L0835
«051 L0337
«N49 035
«087 032
«N53 0P8
«N5T L0209
+06A  L024
«0586 021

P40
o222

277
«279
#3708
»253
270
-84
«?03
« 743
«?54
« 2?77
« 7R
P21
« 247
« 00
«29%
+ 756
«¥51
21
«¥5?
« 294
«791

REFLECTANCE= RANDL BANDZ MANDI AANNS

407
» 368
2191
2257
A3
+437
2 194
«369
<3N
« 38T

‘o 4B

e
L2198
L408
.28¢
AT

Ll

«438
«350
«aN
+4123
o423
o 3hn
1% 3
«837
« 881
« V58
<312
5T7
5T
A20
«43%

gel



Table A-5- cont.

0423715
042375
042375
042375
042315
042375
0423715
042375
042375
042375
042375
042375
042375
042375
042375
042375

“Ulo
1113
1114
1HIs
1203
1207
1210
1212
0207
Q209
02ll
021z
1317
0555
0557

05%9

WHEATYT
WHEAT
WHEAT
WHEAT
WHEATY
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT
WHEAT

ks,

s,

KS,
ns,
“s.
KS,
KS,.
KS,
Ks-
KSs,
KS.
KS,
KS.
NS,
KS,
KS.

416=3
416-3

- A16=3

416~-3
4163
416-3

. #16-3

$16-2

. 4163
#18-3

416=13
416-3
416=3
416~3
416=3

416=3

OFF
OFF

0N
OFF

- QOFF

aFF

ROW
ROW
Rnw
ROW
ROW
ROW
ROwW
ROw
ROW
ROW
Aow
ROw
ROW
Raow
ROW
ROW

047
«N33
0036,
<044
N2
»050
+ 045
-"“
N5
.11
-o‘q
«050
«N50
=052

.058

«029
) L)
«023
«028
« D27

Le038

+032
«029
o036
034
<037

. 034

026
«027

«023

+023

vel
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Tabie A-6, AVERAGE DIURNAL CANOPY REFLECTANCE. Canopy ref]ectance
is averaged over on-row and off-row set ups.

March 20 Band 4 Band § Band 6 Band 7
PLOT 1

1052 hrs. .076 .078 .235 . 315
1136 .065 .072 217 .316
1304 .062 .059 .209 .299
1355 067 ,070 .210 .299
1635 .067 .075 .240 .329
PLOT 2

1044 .075 071 .260 .230
1127 .074 .070 .244 .333
1252 .066 .070 - .237 .326
1342 .067 .069 .231 .322
1515 .C74 .086 .242 .335
PLOT 3

1033 071 .083 .298 LA475
1114 .055 .075 . 300 .443
1236 .055 .050 .250 . 383
1331 .060 .065 .258 .390
1623 .068 .073 .288 .430
April 23 Tod 4 Band 5 Band 6 Band 7
PLOT 1

1009 hrs. .023 .027 . 249 .381
1128 .047 .033 .258 .409
1302 .058 .058 .258 .405
1738 .054 .029 .270 416
PLOT 2

1042 .039 025 . 266 .401
1146 .043 .030 .261 .381
1340 .049 .035 .275 .402
1738 .054 .025 . 321 . 503
PLOT 3

1110 .040 .025 .262 . 391
1203 .045 .031 . 266 .395
1407 .049 .035 .276 .408

1754 .055 .025 .338 .519
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APPENDIX B
Normalized Divergence Plots

The divergence between the model derived spectral signatures
and the signatures of areas with unknown LAI were calculated
using several different techniques. Figures 8-1 through B-3
show the normalized divergence plots for transformed data. Fig-
ures b-4 through B-6 depict the normalized divergence for derived

feature vectors.
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APRIL

PLOT 3

PLOT 3

MORMALIZED DIVERGENCE

PLOT 2

PLOT 2

PLOT 1

PLOT 1

0.5 1.5

2.5

4.5 3.5
LEAF AREA IHDEX

3.5

4.5

5.5

6.5 7.5

FIGURE B-1. NORMALIZED DIVERGENCE USING SPHERICAL COVARIANCE MATRICES

{(REFLECTANCE DATA).
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APRIL

.6

PLOT 3

PLOT 3

NORMALIZED DIVERGENCE

PLOT 2

PLOT 2

0. b

PLOT 1

—

0.5 1.5 2.5

3.5

4.5 3.5

4.5

5.5

LEAF AREA INDEX

FIGURE B-2. NORMALIZED DIVERGENCE USING SPHERICAL COVARIANCE MATRICES
(RADIANCE DATA).
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PLOT 3

PLOT 2

PLOT 2

PLOT 1

2.5 3'5

4.5

3.5
LEAF AREA INDEX

4.5

5.5

FIGURE B-3. NORMALIZED DIVERGENCE USING SUN ANGLE CORRECTED RADIANCE.
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.8 i
.6
.4 .
.2
PLOT 3 PLOT 3
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FIGURE B-4. NORMALIZED DIVERGENCE USING RATIO OF BANDS 6/4.
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APRIL

PLOT 3

NORMALIZED DIVERGENCE

PLOT 2

PLOT 1

PLOT 1

0.5 1.5 2.5 3.5 4.5 3,5 4,5 5.5 6.5 7.5

LEAF AREA INDEX
FIGURE B-5. NORMALIZED DIVERGENCE USING RATIO OF BANDS 6/4.
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PLOT 1
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LEAF AREA INDEX
FIGURE B-6. NORMALIZED DIVERGENCE USING RATIO OF BANDS 7/5 and 6/4.



APPENDIX C
Computer Programs

Five FORTRAI programs are presented in this appendix. The
first three (PROP, THETA and CONVOL) are used in converting the
measured angular bias of Fourier diffraction patterns, generated
from field photographs, into estimates of the 3-space Jeaf angle
distribution (LAD) of a plant canopy. Program ORTHOG utilizes
digitized silhouettes of individual plants in calculating the
distribution of angles for individual plants, and the overall LAD.

;gﬁ Program SUFU is the classification routine developed in this study.
A1l other programs used in the study are available through the

refererces.
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Exhibit C-1. PROGRAM PROP.

Program Name: PROP
Subroutines Required: GRAPH
Narrative:

PROP accepts as input desitometer readings which wedge sample
the diffraction pattern of an orthogonal view of a plant canopy. A
plot of the distribution of leaf slopes contained in the original
image is then generated.

Control Card Input:

Card 1
Column 1-4 (14) (NRUN) Number of runs
Column 5-10 (I6) (NDATE) Date in 6 INTEGERS
Column 11-20 (F10.5) {DERCT) Threshold value
Column 21-30 (F10.5) (BADJ) Base adjustment for
aperture .
Column 31-40 (F10.5) (DTEST) Minimum divergence 1:
test value
Column 41 (11) (MTRAIL) Test for end of data
(other than 0 for
end of data)
Cards 2 & 3
Column 1-80;
Card 2 (16F5.1) DATAE } Densitometer values
Column 1-15:
Card 3 (16F5.1) {DATAE) Densitometer values

Repeat Card 1 and Card 2 and 3 formats for each successive group of
3 data cards until ail desired data has been entered. End of data is
indicated by a single card with some integer value other than 0 for

Column 41.
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PRAGNAM PROFINPUT:UUTPUT+TAPESEINPUT o [APEGQUTPUT +PUNCHF TLMPL)
-_,____.m"..-c;----PFDhNAH *OOP_15. DESIGHED. JO_DEVELUR A DENSETY EUNCTION.OF THE _ . o
ALGLES TN THE [NPUT SCENF« RASEL ON THE INTENSIYY IN aW

P CORMESPONNING DIFFHACTION PATTERN NEGATIVE. THE PRINAIPAL
& i O QUTPUT_IS a_UISTRIGUTION OF ANGLES INFERREU.IN TME INPUTs . . ... ...
L In 10 DFGREE INCREMENTS FRUM 0 1D 20 DEGREES.
CussesIbRUT
e 2 e JPENTIFICATEON. SHEUNs NDATEL — - —_—

THAESHOLD VALUE (PERCT)
Ip c BASF ADJUSTMENT FOR AcERTURE (HADJ)
_MINIMUM OIVERGFNCE TEST vALVE (OTEST) v ——
s s e o (HOTPUT
0AIGTHAL DATA nF INTENSITIES OFF DIFFRACTLION PATTESN
unse VALUE
WAR{WUM DEVIATION IN THE OATA —
AVERAGE DEVIATION
BEVIAITONS, e e e e e et e e i # mam s e
UiFFRAcllnN PATIEAN DENSTTY FUNCTION
SCENE NEMSITY FUNCTEION
OIMENSINN_DATAE (19} +PROPORT (20} sVEN (19 o TEMPL19) o RANISEEG) oL TITLD)

20 9ET UP AXISES FOR MAPA ROUT INE
D5 Jujelg
2% yaujsSi s geqn,
5_con] [NUE
Hia]l UHPRORPORT ION
VislOHILFAF ANGLE
. e e e e L ETITILI s OMDENSTIIY_EU e e --
£l LT1142=]InWNCTION FU
LYIT{3minHR FOURIER
LIITi4)alnHTECHNTIAVE
N0 & JeSen
6 LTIITiJ)2lnH

18

20

oS00 Ao
'
\

I c N _ _ e e ——
T TenERIEG MAJORITOPT T .
€
Niy 20U M=®],450
[
a5 Cea e READ DATA

BEAD (545107 NAUNJNOATE WPEACT.BaDJWDTESTNTAAIL  — 777 T T T
S10 FOOMAT (140 [623F 10,50 11)

e nceenm e A SMTAATE 6] 8) _GO_TQ. 300 e et e e —_——

1 READ 1545057 (DATAE (L) o [=10}97

508 FORMAT (16E8.1)

o s s et
CasoDETFANINE BASE VALUF (LARGFST DATA POLNT)

Gn T LA A 5 1L [ T
BARESUATAF (]}
M 10 22419
lFl“l:F-LToDlTlF|l|l AASE=NATAE LI}

O B THE

[
CeroJEST FUR INCOMPATABILITY BFIWEEN D AN 1dn ODEGHEE READINGS. IF
e e € - TEST IS PNSITIVE YHEN THE NATA MAY BE 1IN ERENR. T
c
EIFSTIwaHS INATAF (1) -DIATAF L U))
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W1 FOaMAT (/7748 PEV]ATINNSe)

Aee o WEIIEI6s650) [DEVAL)sT340®). .. . e et e e e
WRITE1RsBIG) .
AN FNRMAT 27/ 4¥ NLIFFRACTION PATTERN DENSITY FumeTIUN VALUES®)
cee . HETIE(Re®SU) (TEMP(1)ela1919) .
WHTTE (hsb2D)
lé= 620 FORDMAI (/7 /0 DENSITY FUNUCTION VALUES FOR INputs)
srrmm e e o WELTE(@AOSC)_(PROBUMTAII D I®E9IBY . ..
[ BUNCH 7054t RUNSNDATE
c PUNCH TlUs (PRODORF!I!.I:I-]H)
, ... Mwwetmp . e
130 Yharso,

DO 90 J=lelR
—- . IF (PRUPORT 1)) oG o YHAR), YMANSHROPORTGY) ___
U CONTINUE
MAxE (YMARe 1)} @10,
lam YHAKSHAK .
' YhakaTHARY 4,
[ TH GRAFR (XAXTSsPROPORT , YMAK « NUMP T s NRUN o NDATE }
Jus FoowAFirewtey
Y 4 e - 117 S A} A Y vy -
len 60 10 200
- PSU WRITElesoRS) NAUN e e
i T T 824 Ehomdt (Ve RUN sy IR+® UNES NOT CONTAIN SIANIFICANT DEVIATION
o b To DEVELOP A OENSITY FUNCTTUNS)
I 2ng CONTIWUF
145 It EHNTINUE
sSTnp

e e BN

Py

SUBROUTINE GRAPH (XY s YMALeHIIMP T s NRUN «NUATE)
— DIMENSINN X {501 +¥150}
LTIT IR grBUN NUMBER
LYIT28SHUATE
L e e e LOPNESHANGLE .
LARYE I QHPROPORT 1 ON
CALL SET{eloaleolonBo0,0180,00.0YMaRe])
— I CELL PoRT (59400 sLAUY s 1001 sld.. - e e o
CALL PRT (430eSeLAUKIGs140)
In CALL PWAT{38241015+LTIT1410,140}
) ‘ CALL WUMBRINRUNe2WIY
CALL PURTII959RN4LTIT2450] .0}
CALL NUMBR (MUATE +2H] 6}
- CALL GHOFMT (SHF10.0054F19,3)
I8 CALL PERTML (18s1e1001)
: CALL CURVE (Y ,NIUNPT}

CALL FRAME.
AF TURN
£rn

— -

()13112110]11}“1:
OF POOR. quaropsS

al;;
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Exhibit C-2. PROGRAM THETA.

Program Name: THETA
Subroutines Required: HNone
Narrative:

THETA is entirely self-contained. It derives a matrix of the
three-space angles inferred by any pair of orthogonally projected
angles from 2.5 to 87,5 degrees. This program outputs a punched
deck of the matrix, which is utilized in program CONVOL.

Control Card Input: None

b kE 2 R
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PEOGRAM \HETA(!NPUTOOUT’UTOfQOESUINPUYonPEblOUf‘UT'PUﬂCﬂl
ssie s PRNAHLUM THETA IS5 DESIG (1) WM] THE THREF SPACE A FNAME

ALL PAIRS nf PLANER ANGLES IN FlvE DEGHEE INCREMENTS BETWEEN | AND B9
nknneas.ron EvaMBLE IF A LINE FOWMS A L6 DEGHEE ANGLE Iv THE X7 VIEw anD .

2
PESHECTIVE THAEE SPACE ANGLF (9.8 DEGHEES),
.ll..l“nuT

In

TR m O Do

CUEGTM (INTEANAL ASSIGNMENY_OF CONVERS]ON FACJOR FUR DEGREES TQ
A

MADTANS)
CHTNEG ( RACIANS TO DEGAFES)
X _IVECTD -

t

[Ai¥]
r Y (VECTUR FOR YZ VIEW)
Cesss s PUTPUT

[ TO faHRAY CONTAINING YHE THREE SPACE ANGLES OF ALL PAIRS OF ORTHOGONAL
c VIEw ANGLFS)

ar

= DIMENSION ‘llﬁ‘l!llgliIﬂllQll‘t!IEll!llﬂ'

g...isslnu CONVFESION FaACTORS

COEGMHm () 74533
CPTDEGuRT, 29578

2%

c : ksl
CovsSEY  # FIVE GEOSEE INCREWERTS Fan TRE K KHD ¥ VIEwWS

FE2,5

o0 25 [al.)8
Kip)ag

LT

LILATTY
75 COMTInUE
: 00 35 [el,)8

s

AITIRKLT) #CDESTR
Yi{)=y(1)eCDEATA
35 COMTINUE

C
CoesCOLTULATE THE THREE SPACE ANGLE ASSUCIATED WITH wiTY ALL AA[RS
£

D0 50 Isle]8
0D 50 Jmlyis
72alANTN L))

YPuiTan (R (I ZiFANLY (IO )
Clm],ey2%ap
cesuRticl)

[ ]

YT+ ) SATARSIZP¢CT

I0(Ira)mi?ri]eJ)*CRTDEG)
&0 LOMTINUE J) *cRTDRG

[
Cee2UENEQATE nUYPUT
L

on jun (81418 )
PUNCH A1 (1D{Tv) 0 JdulelB)
615 FOaMAT{AFY, . 8)

55

WRTTE L6010} (TDATe M) egnietn)
AYO FOPMATC(IA +18FS,])
109_COMTINIE

i N
E (1))
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Exhibit C-3. PROGRAM CORVOL.

Program Name: (ONVOL
Subroutines Required: HNone
Narrative:

CONVOL uses the joint probabilitir ' rthogonal pairs of
planner projected angles to conve': .Jgonal distributions
of angles. The process involves cycling thruugh a matrix of three-
space angles inferred by pairs of orthogonally projected angles.
Each element of the matrix is assigned to a three-space angle inter-
val, which in turn, is assigned the value of the joint probability
of the orthogonal pairs occurance. These joint probabilities in
each class are added, with the final sum indicating the probability
of that three-space class's occurrance.

Control Card Input:

vard 1 :

Column 1-10 (110) (N) Number of orthogonal
pairs

Card 2-55

Column 1-80 (8F10.5} (THETA3D) 3-space matrix; THETA
output

Card 56

Column 11-20 (F10.5) (BASEX)  Base value in D.P.

Column 21-30 (F10.5) (AVDEVX) Average deviation in D.P.

Card 57

Cofumn 11-20 (F10.,5) (BASEY)  Same; Y view

column 21-30 (F10.5) (AVDEVY) Same; Y view
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~ETHETRT CAnvOL FINPUTQJTPUT+TAPESEINBUT s TAPEGaNJTRFUTYRPUNCH)
CeaysaPOORHAM LAPVOL IS UFSIGNED TO MERGE TWwO ORTHOGOMAL PLANER]R DISTRIBUTIONS

¢ NF ANGLES INTO THFIR TAUE TWREE SPACE DISTRISUTION OF ANGLES. THF
T PUARTELURE YRVOLVFS DETERMTRTNG TREJOINT PROBAATLITY OF ANy PAIR OF
B [ ARGLES(FR,= |0 DERREES IN TWE X2 AND 25 NEGREES IN THE vZ PLANES) AND
N ASSJUNING 1 1€ JOINT PROBABIL1TY 10 THE_THREE SPACE ANGLE ASSOCIATED wITW_
- 277 T TRE UWTHUG AL PATH (EN.~ 1n BND 25 DEGREE PAIR FORMS A 9.4 DEGREE
c nanE {N 1AREE SPACE). SEVERAL COMBINATIONS OF PLANER PAIRS CaN FGAM
INGLF THnE PACE ANG INTIER THEREFQRE THE & PROBABI N
- - Tt I g e
c PDnﬂAﬂIL[TlES OF ALL THE ORTHNGONAL PAIRS AHICH FORM THE THREE SPACE
¢ ANGLE . PHOGRAY THETA DETERMINES _THE THREE SPACE _ANOLE FORMED 8Y_ALL . .
- ¢ CRTRS OF ANGLES IN FIVE DEGREE INCREMENTS BETWEEN 1 AND 89 DEGREES, THE
¢ OLTPUT FHam PPOGRAM THETA (MATRIX OF THREE SPACE INGLES) ACTS AS INPUT
15 [ T0 YHIS PROGRAM, o . o
Teosss INPUT
¢ N (NUMRER OF ORTHOGONAL PAIRS TO BE MERJED)
[ THETA3D (MAaTRIX OF THREE SOACE ANGLES)
T HASEx:ﬂi!ET THASE VALUE nF DIFFRACTION PATTERN=USED BY FOLLOWING
2v [ POGREM)
C AVUEVX.AVDEVY (AVERAGE DFVIATION IN THE OIFFQACTION PATTERN= USED
T By TRE FOLLOWING PROGERAM]
c xZe¥Y? (ARRAYS CONTAINING THE PROBABILITY DISTAIBUTIONS OF FTHE
[ CRTHOGONAL SCENES) . e
-4 Tess s TUTPUT
¢ PROAIl=1R) (THREE SPACE (_EAF ANGLE DISTRIBUTION)
c FROAI19=22) (BASEX+BASEY.AVOEVX¢AVOEVY) e m
(o
I
3y f
TIRMENSTHN D125+ IF1 87252717 T .
- DIMENSION THETA3D(19¢19) e%Z(19)oY2119) ¢ePROBI122)
e
. I T T T T PE R PRUGRAN PEANAHETENS - T
35 ¢
PEAD (5+500) N _ . e
gy FORMKTTITn)
DO 10 T=l+dd
10 RPEAD (5.510) {THETA3D(I+J) e "1119) o _
1 c 10,
C+eoSET UP HEADING FOR PRINTER OUTPUT .
WEeTTE (&AL}
45 610 FORMATI®l § 10 15 20 25 30 35 40 45 [
IO 85 Y0 T8 BT "T85 %Y U EESEXTT T IVUEVI"—giszf-" [ | A
PDEVY®y/17)
c
Coe s RERT INPUT I END Y UISTRIBITTON OF ANGLES "AND TREIW RESFECTIVE BASE
54 G AND AVERARE DEVIATION VALUES)
¢
DT 100 T TaT« V¥ T Tttt T T T - -
PEAD (S4520) (B(LIeI)eImte2y
READ (54515) (D(LYel)elmlrlg)
5% 00 CONTINDE  — """ T T coiTmosmmemoememesms s menmn =

515 FORMAT (8F 10,5}
520 FRRMAT (10%+2F10,5)

L™

larg) el bald
nn 125 I1=1+19

B
ome‘ﬂg‘ quau
0
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-1 TITITEOTCY
BASEXmR (LY 1}
AVDEVX=R ({]1y2)
125 CONTINUE
DO 175 Mlel2sN
65 DG 150 te.1.19 o e e
TYITITAOAT )
BASEY®R{iM] 1)
AVDEVY=A (M) +2) el -
150 CONYINUE
¢

L

c

Do 20 121,22 -
2T PAE TR0,

00 30 Iml,le

0N 30 Jgelele e
- TRDEXE T YW TEIO VT ) o5, 75, T~

30 PROBINDEX)=PROB(INDEX) e tYZ(E) ®XZ (J))
40 [ e
— TV JARSTGN BASE ANU AVERAGE BEVIATION VALUES
c

PRNBI19)BRASEX _ e e e
PFRGETZN P ¥ AUDEVY -
as PROB(21)®RASEY

PROBL22) ®ayDEVY —————— - —— -

C
Cee o GENERATE oUTPUT
C

i WRITET&5F0Y (PROBTITIalv2a]
620 FNOMAT{1BF5,2+5K04F8.24/)
PUNCH 705, {PROD (1) vIn] .22 _ —_ - —— e -
TnS FOAMNETTBFIn .5

[
95 C+eCONTINUE PRNCESS UNT! aLL ATRS HAVE BEEN CONVOLUTED e
r e

175 CONTINUE
200 CONTINUE , . S,
STOR
100 END




145

Exhibit C-4. PROGRAM ORTHOG.

Program Name: ORTHOG
Subroutines Required: PLOT
Narrative:

ORTHOG determines the three-space distribution of angles from
pairs of digitized orthogonal photos. In addition, it outputs a
microfilm plot of each view.

Control Card Input:

Card 1

CoTumn 1-40 (4A10) (LTIT) Title for plet

Card 2

Column 1-10 110 NPLANT) Plant numbering sequence

Column 11-20 110 NLEAF) Leaf numbering sequence

Column 21-30 110} NPTS) Number of digitized
points/leaf

Card 3-n

Column 1-10 (F10.5) (2) Z coordinate of a digi-
tized point

Column 11-20 F10.5) X) X coordinate

Column 21-30 F10.5) ¥) Y coordinate

contiﬁued for as many columns and cards needed to describe a leaf

Cards n-+
Repeat cards number 3 and 3-n format for remaining leaves and plants.
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PROGAAM URTHOG (INPUT 0UTPUT « TAPESHINFPUT s TAPESOUTPUT +PUNCHeF ILMDL)
Cosess PROGRAM DRTHOG IS DPESIONED TO TAKE THE DIGITIZED DATA FROM ORTHOGONAL

- = — g~ CVIEWS TIXZ AND ¥2) AND CONSTRUCT AN ABStRACT THAEE "SPACE REPPESENTATION

¢ OF THE ORIGINAL PLANT, THE PROGHAM SAMPLES THE THREE SPACE LINEAR
8 ¢ SEGMENTS COMPRISING THE PLANY 10 DEVELOP A DISTRIBUTION OF aNGLES
T TTTT T T T FGRMED BY  THE LEAVES OF THE PLANT,
CaeensINPUT
. .. NPLLNT (BOORKEEPING NUHBER OF THE PLANT) R
R TUTTE T T UNLEAF T TB0DKKEEFTNG NUMBER ASSIGNED TO EACH LEAF OF THE PiLANT)
1o [ NPTS (NUMBER OF POINTS DEFINING EACH LEAF)
¢ © __LYIT (APRAY CONTAINING THE TITLE FOR THE MICROFILM 8LOTY |
R ¥ (VEUTOR CONTAINING THL Z COORDINATES)
¢ X({(VECTOR CONTAINING THE X COURDINATES)
€ X{I{VECTOR CONTAINING THE Y COURDINATES)
I~ 7T "L TIRTERNALLY ASSIGNEC VARIAALE INDICATING THE NUMBER OF LEAVES)
c MTEST (AN INTERNAL VARIABLE USED TO FLAG A NEw MICROFILM PLOT)
o c PLTA+PLTY (AWRAYS USED TO HOUSE THE VALYES YO BE PLOYYEDY
- T T PROB {ARRAY OF THE PRODADILITIES FOR ANGLES 0-90 DEGREES)
c COSTH (THREE SPACE ANGLE FORMED 8y A LINE SEOGMENT)
20 CeeswsQUYRUY —_
C FROB (DISTRIBUTION OF THHREE SPACE ANGLESe PRINTERs PUNCH)
C FILK PLOT OF THE X2 AND YZ VIEWS OF THE PLANT
M
_____ - PO — e S
25 [
DIMENSION Z{5¢15)¢v(S91S}eX{Se15) +PROOILAN sKN(SISLTIT (A} =
BIMENSTON PLTATTIBT ,PLTY (181 FXZ 118 yPyZ 118)
- Cass INITIALIZE PARAMETERS .
MIEST=]l & NLINES=0 ¢ Llwp § RSUM=0, § RASUMzN, $ RYSUM=(,
R L P .2 5N 3 L
PLTX{IT0.
PLTY[I}=D,
3/ . PAZ(1)=0, . — e
PXZ{Ii=0.
3 PROAB(I}=Q,
C
[+ - T - 2 -+ e & ' 1
(Y] c
L READ (Se500) (LTIT(I)el=]leé) . L . L
&00 FPORMAT {4A10) :
¢
.5 CesoPEAL VARIABLES DESCRIBING A LEAF
e - e ARIA RIBING A LEAF = e -
10 READ (59520) HPLANTWNLEAF «NPTS
520 FURMAT {310}
c vl o 0 el e e e
CesaTEST FOR & NEW PLANMT
50 [ . ~ )
11 IF{NPLANT.GT MTEST) G0 To 200 -
C+aaTEST FOR_ENU OF DATA SET -
B
55 12 IF(MLEAF.EQ.0) GO TO 1000

[9
T T T e JASSIGN INTERNAL PARPAMFTERS T T ' }
C
Li=i 1]
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Y] KRIL) I =hNRTS

c ——— r n - e —— ——— il £ - R L R ——— —
- =" Cas»READ COURDIRATES OF K LEAF ) T ” X

c

READ (595250 (2(L1,11oXeLLo )oY (LY s1) I oNPYS)
85 7 T T TTTURSE FURMRT{BFIVLEY T

c
CoosCALCULATE THE THREE SPACE ANGLES FOR ALL LINE SEGMENTS DESCRIRING A LEAF
EreaCALEULATE TNE THREE FRACE M

DU 100 L2n2.NPTS
To .. LxmxqLleL2)exdliet2ed),
) BysvillsL2V=viidelz2=1}
DIsz{LlsL2)=2(L1sL2=-1)
RESQRT {UKesDellyseaoNZon2y
ToToTITT T T RS THeARS (U AR
5 CUSTHRR0 .« (ACOS ICOSTH) #57 29577951 31)
. RiZ=gGRY (DXea2eD7a02) - e
TALZeABST0Z) 7ANT
TAXZ=ACOS (YHXZ) *57,295779513]
THXZw90emtHx2 o
RGO T T TRYZREGAT IOV ee3 a2z
THYZ=ABS (DZ) /RYZ
THYZ=ACOS (THYZ) #57,2957795131 — — =
TRY IS+ =THYY

<
us ___g...nssxan EACH THREE SPACE ANGLE TO ONE OF THE % DEOREE INTERVALS OETWEEN

c WEIGHTING OF THE ANGLE
c
- INDEX® (CUSTH+5,T/5,
90 PROB { INDEX) sPROP (INDEX) +R
RSUNSRSUM + R
INGEXR (THAZ*S41 75,
PAZUINDEXR}sPXZ ({INDEX) ¢ANZ
_ . _RASUMBRXSUM+RXZ —
ST i INGEX® (THYZ o5 ,) /75,
PYZ{INDEX) =PY2 (INDEX) oRYZ
RYSUMSRYSUMRYZ

g-o.GENtRlTE INCREMENTAL OUTPUT

I+ (NLTHES. 20,00 60 10 1§

IF (NLINES.LT,551 Gn To 18
. 15 NLINES=Q

WRITE {60600)
108 600 FURMAT{S1PLANT LEAF 41 xl vl 22 K2
. . . lLye DT _ DX Ly, THETA ___ THNZ ___ _THYZSM)

§& NLINESsNLINESe]
WRITE(69605) NPLANTNLEAF ¢Z LLsb2=14onfllol2=10 0¥ {L1ol2=1107(L14L2

e e L BIVRIL oL 2D 0 Y UL 1L 2) o DTG DX U Y2 COSTH TXToTHYT
110 605 FURMAT (2Xo12,8%012, 0330377, 1) 0 30s3F8,3)
100 CUNTINUE .

100

c e ——— e A A Ak E——

T L. .CONTINUE READING NEw LEAVES UNTIL A NEW PLANT 18 ENCOUNTERED
[4

is o Gb TO 10 _

C
CoaoCALCULATE PROBABILEITY DISTRIHUTION FOR THE ENTIRE PLANT
c N ] ) .

ORIGINAL PAGE I
OF POOR QU
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200 CUNTINUE
MTEST=NPL ANT
SUM=n,
ASUM=Y .
YSUh=Gs
U 2l l=1.0m
ASUMaXSUMeRXZ{1)
. YSUMaYSUMPYZIT)
SUMSUM+PRUA (1)
DU 720 L=1+18
PXZILIAPNZ (1) /X5UW
PYZITIRPYZ 1)/ Y5U™
220 PRUB{T)®PHORIL) /SUM
C
Tes WGENERAT PHINTER OUTPIIT
C
NPENRLANT -

WRITE (01625) NP

625 FURMATI/Z//4® PHOBAATILITY®o/o® OF ANGLE®+3Xee & 10 15

15 . 3% 40 40
2 FOR PLANT®#4134/;
WHRITE(6s630) (PROB(1)oInly1H)

FURMAT {#

45 55 .80,

630

155

i e oo b ____PUNCH 707.RXSUM __ |

iso

1465

i7¢

WHITE (696551 (PKZ(Tis+1m1y10}
FORMAT (® xZ #.18FG,.2)
WRITE (60665) (PYZ{1)sln]le}t]

655

J_SPACE #,)8FSe2) .. _ .

20 ?
65 __To_

665 FORMAT (@ '} *,18F5.21
WRITE{&+5/35) RSUM

635 FURMAT(//,#

COQooe

o
CoaoGENERATE PUNCHED OUTPUT

YOTAL PLANT LENQTH=®,F&,3}

& 80 RS 90 _ __.

BASE=l.
PUNCH T0S¢NPRSUM

705 FURMAT (1104F)U. 51

PUNCH 7E0+ (PROR{T)(Tuls1A)
TLO FUORMAT (BF19,5)
TuT FURMATL1UX+2F10.5)
PUNCH 7104 (PXZ{1)4T=21418)
PUNCH TQZsRYSUM ___ L. -
PUNCH Tl0¢ (PYZ{l)elxlaln)

+e GENERATE FILMPLOT OUTPUT

DU 165 Ixl+l)
RIESTR]
Mlzkx(]l)
DO 1860 J=] oMY
PLTX (JasX{]e )
PLTY (=2 (1)
160 CUNTINUE
[+ CALL PLOTIPLTR«PLTY s [+KTESTeM]«LTIT)
165 CUNTINUE
N 1715 IslaL)
KTESTal
Mlagitl}
DU 170 JmieM]
PLTX ()Y ile )
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LB

PLTY (J)®Z (L)
170_CONT INUE

BT 777 T ALY PLOT i FUTR LTV e B W KTESToMI LT ITI
175 CUNTINUE

_ L e
TCL L JREINITIALTIE PARAVETERS
c
185 — . 1RO _NLINESS0 § L1830 § RSUM=0.§_RXSUMaD. § RYSUMas,

o D0 350 Tatll18
PYZ{T)mn,
=0,

pYZ e
T “"“——‘?Eb“ﬁﬁﬁiﬁ‘} w0,
1) v 10 12
— .. 1000 _CUNTINUE

ST0p
END

SUBROUTINE PLOT(XeYsMVIEWSKTEST sRKeLTIT)
DIMENSION X(20)+¥(20)4LTITI8)

T T T T TIFIRYESTRGYLIT 00 YO 4b T T e
CALL FRAME
i H CALL SE"O-.Inlooilol:’-"-l'lol,-!ll

L SETLINE (1)
CALL FRSTPT [w3,5,a,5)
CALL STHING(LTIT)

1F (AVIEW,.EQ.2) GO0 TG0 2o
10 LYIEWRLOHSUX VIEWS,
60 10 3¢

20 LYItw=loHsUY ViEws,
30 CALL FRSTPT(S.c-.§)
CALL STHINGILVIEW)

15 CALU LINE (=3, 40svetasby)
CALL LINE(=D40h0ed, 08,1}
CALL Ll"EtJI.b..J!'qli_

CALL UINET3.40,8=7.20.1
40 M2wKK-)
_¢ DU 100 Ia)eM2

T T RPIaNTI T T T T e e e
YPT1=v{l}
APTZ2aN 1«1}

e e —— e e e e o am - e e

GESITI )
25 CALL LINE(XPYLsYPTI o XPT2,¥PT2)
100 CONVINVE
RETURN
END
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Exhibit C-5. PROGRAM SUFU.

Program Name: SUFU

Subroutines Required: MODIFY ADDSUB
FEATURE TRNSPO
SMEANS MATMPY
INVERT

Narrative:

SUFU is a classification routine for comparing a spectral signa-
ture of an area with unknown LAI with the spectral signatures of
several areas of known LAI, in order to infer the LAI of the unknown
area. Subroutines MODIFY, SMEANS and FEATURE are user defined and
allow for the modification of the input data. Output consists of a
c-factor matrix, calculated divergence, and a printer plot of diver-
gence.

Control Card Input:

Card 1

Column 1-10 (110) (NSIG) No. of "effects"

Column 11-20 (110) (NPLT) No. of "plots"

Column 21-30 (110) (NWAVE) No. of wavelengths

Column 31-40 (110) (MODVAR) Flag to modify co-
variance matrix

Column 41-50 (110} (MODM) Flag to modify mean
vector

Column 51-60 (110) (IFEATV) Flag to derive fea-
ture vectors

Card 2

Column 1-10 (A10) (IDENT)} Identification of
“plot"/"effect"

Card 3

Cotumn 1-10 (F10.5) (MEANS) Mean vector of "plot"/
"effect"

Card 4-n

Column 1-80 (8F10.5) (COVAR}  Covariance matrix of

“plot"/"effect”
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ég‘ Exhibit C~5. Continued

Cards n-+
Repeat cards number 2, through 4-n for remaining mean vectors and

covariance matrices of all of the "effects" and "plots". The order

of entry is all of the "effects" data first, followed by all of the
"plot" data.
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PROGRAM SUFU {INPUT.QUTPUT TAPES=INPUT TAPEGROUTPUT)
__ DIMENSIUN BiAed) JCHAT (444)
DIHENSTON CUVARTAv4 e 131+ TOENT (131 oSTGL {4 o%) 15702 (4 4)
DIMENSIUN XAVL(®gl) o XAV2{otL)aCilodteviasl)oeDiles)s2i80l}
5 DIMENSION CFACT1{3+10} sCFACTZ{1003} 2 TEMP (%94) ¢ SUFUD(10)
DIHENSIUN WE(#9%) 9 W2 (49 4) +AAKIS (15)
OIMENSION E(ae)) oF (4od )} aFACL LA 14} 2FACZ (4,4}
REAL MEAMS {1304)

vt e A o i maa

[
10 g-..READ PROUNAM PARAMETERS AND DATA

READ (D#505) NSIGs NPLTs NWAVEs MODVAR. WUDMs JFEATY
5y5 FURMAT (81100
KSTPaNSLIO + NBLT
15 DU 20U Lsl,KSTP
READ (4+530) IDENT(L)
510 FORMAT(AL0)
TREAD (5¢515) (MEANS(LsJ) +JR]1+NWAVE)
DU 20U LwlyNWAVE
READ (54515) {COVAR(IsuJsb)sJnl sNWAVE)
T &15 FOAMAT(BF10.5)
200 CUNTINUE

4
g...PR!“' ThPUT

NRITE (6e650)
“WRTTEV61801) NSIas NPLTs NRAVEs WODVARy MUDMs IFEATV
B0l FURMATI(® NSIG=®sl&s/s® NPLTH®s[4e/e®  NWAVESS,J84/s
1# HOUVAHE®y [4e /o ® MODME® T4y /e IFEATVa®y 18y /r2/7)
30 B0 215 IuleRSTP
WRITE(6e632) IDENT(I)
632 FURMAT(///2/70® RUNesess®rALD) — o _
WRITE{G363T) IMEANS(Ted) yJR1oNUAVE]

25

637 FORMAT(//936Kee CH1 CH2 CH3 Cra CHS
s 1 CHE £a7 CHB®3/ /90 MEANS BY CHANNEL®¢15%:8F]10.%) -
WRITE (6s64T)

647 FURMAT(//+® COVARJANCE MATRIX®)
DU 255 K=l oNWAVE
255 WRITE (69682) (COVAR (KyJel)rinlNWAVE)
40 642 FURMAT (35X98F10.5)
215 CUNTINUE
WRITETG7630)
KST=N%1G + )
1F (MDDM.EG.1) GO TO 216
45 BOYIG I

c
Cu s s SHOUTH MEANS
[

216 CUNTIHUE
S0 CALL SMEANS INSIG-NHAanMEAN51 . e o
“WRITE (S 4181 T T T
618 FQRMAI!'I'-S!.O SHMOOTHED MEANS USED 1IN QALCuLlTIONS....O-IIl
DU 216 IslyNSIG e
210 WHITETS+61TT T {REANSTI+J7 s JETRaAVE] - T e
59 6L FURMAT {1UXeI2e5XeHF1D,5)
217 IF (IFEATV.EQ.1) GO TO Tu3
Byl 29 70 70

c :
CensDETERMINE NEW FEATURE VECTORS

.

JRIGINAL PAGE IS
JP POOR QUALITY]
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c .
793 CALL FEATURE (NUM__ oMEANSM1pk ] aM2eL2sM3sL JgNbsL 4]

WHITE([61802) NUMe M) oL1oM2+L29MIoLIoMarLe
8UZ FURMAT(//77/7912+# NEW FEATUKE VECTORS WkRt QEVELOPED, THEY AREs,s.
18s4(/¢® BANDSe 129 s BAND®+I2))

65

[
Cus+ENTER PLUT LOOP
G

219 DU 400 LaKSTKSTP

4
18 C..,ICENTIFY _APPROPRIATE MEAN VECTOR AND COVAMIANCE MATRIX FOR_PLOT
C

DU 720 luleNWAVE
U 220 Ju} yNWAVE

15

TEMP (1+J) 0,
220 CUNTINUL
IF {(MDDVAR.EQ.L1) GO To 230

DU 225 i1a]l +NWAVE
XAVL (Iel)uMEANS (Lo ]}
DU 225 Jsi o NNAVE

TERP s JV«COVARTT s Jol)
225 CONTINUE
GU TO 2#5

L
Cae MODIFY MEAN VECTOR AND/OR CUVARIANCE MATRIY
C

“T 230 TONT [NUE -
OU 232 [m)oNWAVE .
232 XAVI(Lel)WMEANS (Ls1)

DU 23T I=lyNWAVE

DU 231 Ju) yNWAVE
23] CHMAT(I»J)=COVARIIvJoL)
T CALL WOUTFY (CHAT 8]

QU 240 le]sNNAVE

DU 240 Jul eNWAVE

95

TEMP (I vy aB (T v J)
240 CUNTINUE
WRITE{bsoH1) IDENT(L)

190

e8] FORMAY(/77y% —  MOOIFIED MEAN VECTOR AND/OR COVARIANGE WATRIX FOR
1 RUNses®rALD)

(4
g...nnlur HEAN VECTOR AND COVARIANCE WATAIN OF WLOT USEG TN CALCULATIONS
245 WRITE(69T18) (XAV](Jo])edulyd)

s

Ti% FORWATI8FIG.5)
DU 10 Lxles

WRITE{b2715) (TEMP(]led)eJulsa)
T0 CORTIRUE

CovENTLR EFFECT LOOP
C
DU 400 M=lsNSIG

115

¢
g..-IUE“|!F7 APPROPRIAYTE WEAN VECTOR ANC TOVARTANCE METITE TOR BFFECY -
' DU 247 sl NWAVE

DU 247 JelNwaAVE

SIGE(1rd) 20,
247 CUNTINUE
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IF {MOUVARL.EQ. L) GO TO 260
DU 250 _Inl s NWAVE

NAV2 (I vl sMEANS (Mo )
0L 250 Ju] yNWAVE

COVAR(Ls.daM) —_

12%

5.4
250 CUNTINUE
c GU TO 270

CyesMODIFY MEAN VECTOR AND/OR CUVARIANCE MATRIX
c
260 CUNTINUL

120

DU 262 lm)eNWAVE
262 XAVZ(l+l}mMEANS (Mel)
DU 261 ImloNWAVE

135

00 261 JmleNWAVE
26) CMAT(IoJ)aCOVARITyJoM)
CALL MODIFY{CMAT,8)

DU 265 lw] ¢NWAVE
DU 265 J=) NWAVE
S1G2(1ed)uB(YeJ}

1ay

265 CONTINUE
WRITEIS)681) IDENT (M)

145

. 270 WRITE(6s715) (XAVZ(Jel}ednled)

¢ .
CovoPRINT MEAN VECTOR AND COVARIANGE MATRIR OF EFFECT USED IN CALCULATIONS
c

DO 20 Isl,e
WRITE(O62TIE) (S1G2{1sJ)eumlrs)
20 CUNTINUE

150

[+
Cess CALCULATIUNS FOR CoFACTORS
C

WRITE(G10656) LM
656 FURMAT I/ /749 C=FACTORS FOR PLOT#3123+® AND LAI EFFECT®,13,7/s% ¢
JALCULATION STEPS COMPLETED .. «%)

155

€
CoooDETLRMINE INVERSE OF COVARIANCE MATRICES
c

IWHERE=#]
WRITE(6+65)) IWHERE
651 FURMAT (//+110)

160

z ——— m——
g--.ASSlGN COVARIANCE MATRIX OF PLOT TO WORKING MATRIX

les

vl 27 I=T7a
DU 27 Jxi,s

SIGL{L1ed)mTEMP (14y)
ZV EONTINUE
| 8 CALL INVERT (SIG!.NwaVE)
CALL HlfﬁlxllUU‘olq!£§!§ly4'DETRH!“

i

GO ToUT T=1vd - T T T
1000 WRITE (be691) (5561 (Tad)sumlss)
691 FURMAT (4F20,5) :

RiLY

TWHERESRZ - T T I T T T T e e e e
WRITE (bv651) IWHERE
C CALL INVERT(SI1G24NWAVE)

CALL MATRIXTIOWE 3303518258 0ETRAT— ~ 7" " = e e o
OV 100i I=l+4
1001 WHITE(G2691) {SIG2(1sd)eJnlvé}

I

S
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<
Coas SUBIRACY APPROPRIATE MEAN VECTURS

isge <
IWHERE =3

WHITE10065Y) JWHERE
CALL AUUSUB (AAVI4RAYZ9ESNWAVES]Y)
WHITE 169692) {Y(Ivllelulya)

8% 6YQ FUBMATIFR0,5031/4720.5})

IWHERE =4
WRITE (506513 IWHERE
CALL ADUSUS (XAVZeXAV] oF sNWAVE s LeZ)

WRITE(0+692) (Z{Tellelnles)
190

c
Cooo TAKE TRANSPOSE OF SUBYRACTEL MEAN VECTORS
c

IwHERE=S
WRITE{6:651) IWHERE

195 CALL TRNSPO (Y:CoNWAVES])
WRITE(He891) (ClYad)odslos)
IWHERE =b

WHITE(G9651) IWHERE
CALL TRANSPO {Z+DsNWAVEs])
200 WRITE(69691) (Dided) e mleb)

[
CoaoeMULTIRY UERIVED VECTORS

c
T T T IWHEREST
20% WRITE!69651) IWHERE .
CALL MATHPY (YoCoWledslsd)

0U 1002 [=leé
1002 WREITE(S6169L) (Wil{laJ)sdmled)
IWHERL®B

21t WRITE(&965L) JWHERE
CALL MATHMRY (24D¢W2réodeb
DU 100 Ixlyé

1003 WRITE(6vE31) (WETTsd)eduind)
C

215 go..HULTIPLV INVERSE OF COVARIANCE MATRICES By IWME OERIVED MATRICES

IWHERE=S
WHITE (698531) LIWHERE

CALL MATHPY (SIGL Wi FATT s e 49 8)
2zo0 DU 1004 Iuled
1004 WHITE{63691) (FACL(LsJ)oJulyé)

IWHERE=T0
WRITE (60651} IWHERE
CALL MATMBY [SIG2eMZ2eFAC2edehsb)

285 00 1045 Ialyd
1005 WRITE(6#691) {(FACZ(IsJ)sJnles}
c d

7 g...rnu; THE TRACE OF YHE FIRAL TACCOCATED WMATRITES
230 ) Cul=g,

CUesn,
DU 325 Ju)+NWAVE
CUIx CUl & FACL1IJyJ)

Cugm CUe » FALZUd0J}
235 325 CUNTINUE
IwHERE=|]

fﬁh?

¥

A
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WRITE(0965)) IWHERE

c40 CfﬂCTZ(MoLSHFT"CUE
wrlTE{62666) LgMyCD) Mol 2 CLE

666 FURMAT [/e® C=~FACYOR FROM FLOT'!IJi' TO L‘l EFFECT'I13!' XS'OFQO
1e98/7e 1 3As*FROM LAT EFFECT®2134® TO PLOT®,13,® IS&yFR0.80777777777)

400 CONTINUE _
L...FRINT C~FACTOR MATRICES

TTWHITE(B9690)
WHITE{6+652)

250 852 FURMATL/////+#% _ _G=FACTOR MATRICES,s¢*v//) .

WRITE{b16B2)

682 FURMAT(///»® FROM PLCTS TO EFFECTS®™)
_bu 420 I=LeNPLT
RRITE(bv61ll (CFACTII]OJ!IJ'IONSIG’

255 671 FURMAT[lOFi2.3)

e CONTINWE

N wHITE(ne683)

683 FURMAT (/7708 FROM EFFECTS TO PLOTS®)
DU 425 LmlyNSIO
HRITE(b-lellCFhC?E!leI|J'IcNPLT)

425 CUNTINUE .
00 601 lli'NSlG

#0% xAX1S(Lisl
DU 600 L=1eNPLT

C-FACTOR MATHICES

JEALCULATE SU=FU DTSTANCES FROM

orefo
.

WHITE(69690) _
650 FURMAT (¥ %)
270 DIST=1000000.
. Min=) e e i
Du 500 MalNSIG
SUFUD(M}t{SQQTICFACTZ(H.Ll'CFhCTllL.Hp}l/tSGRTlCFACTZIMoL})
i Y+BQRT(CFACTLALMY))
275 TF ISUFUD (M) JLELDIST) 60 TO %0
GU TO 5
40 DIST=SUFUL (M)
T T T T T T U RINEM

50 CONTINUL

ey s -
-’ T T CaW W DUTPUTTRESOLTS
¢
WHITE (696628) LaMySUFUDIM)
S e - - g 5 FURMAY (9 THE SEPARARILITY BETHEEN SLOT®: 137 angd “§TAULATED Lal
245 JEFFECT®#olden §I5%,F10,%)
500 CUNTINUE

T T T T QRIYE TR GG T T CIST IDENT TMING T T
667 FURMATL///4® THE MINIMUM SWAIN=FU CLUSTER SEPARABILITY UISTANCE

1 LS%yF10,5¢% ASGOCIATED wlTH LAL EFFECT®4Aa101 )

CALL MAPA (53 RARIS.GUF UGy, +NSIGeALAH, VLo VH10A EFFECT .

11¢H DIVERG, +1O0HDIVG. PLUTA1)
60D CUNTINUE
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Y}

SVUBROUTINE FEATURE (NUMyXAVG MLaLloMeoLZeMIeLIgMé L)
DIMENSLUN XAVG(13e4) s XWORK(1344)

I } T 3 F]
Meeg § L2mg
5 M3=y $ L3xg

Ma=j § Ler0
DU 10 Julea
DU 19 Is=l413

KWORK (Lsd) %14
1o 19 CUNTINUE
00 2¢ 191,13

XNORK(19]1}s XAVGI{IsM]) 7 NAVG(IsL1)
200 CUNTINUE
NUM=a |

15 0030 =l
DL 30 I®le13

KAVG (14) SXWORK (T sd)
30 TUNTINUE
. RETURN
20 END

SUBROUTINE SMEANS (NSIGyNWAVE ¢MEANS)
REAL MEANS (13e4)

15T0F: NSIG - -
DU 217 JmlaNWAVE
5 DU 217 imey1STOP

217 CONTINUE
__RETURN

MLANS‘l'Jl'!MEANSl!'l!Ji/‘o”lMElell'Jlldnl‘|HEIN5ll‘l'J"‘.J

END

SUBROUTINE MODIFY (C,B)
DIMENSION B{éndly C(és8] ‘

DU 10 i=]l,s
DU 10 Uxl.a
S Btleg;=0 ————.
IFII.EQed) BiIsuin,00001
10 CUNTINUL
e e ees . _BETURM
END

ORIGINAL PAGE IS
OF POOR QUALITY

£

43
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SUBHQUTLINE INVERT (A+N}

iz

o o GUBKOUTINE INVERT USES THE GAYSS=JORDAN ELIMINATION METHOD TO

HLPLAGE THE MATRINs Ay WITH ITS INVERSE. |ME DIMENSION STATEMENT IN THE
NALN FRUGHAM MUSY HAVE A LISTED MATRIXs eUXG0Z HOWEVER, THE ACTUAL NUWBER

MAIN PRUGRAM MUST HAVE A MATRIX UIMENSIUNED wHMICH 1S EQUAL OH LARGER
ThAN THE WwORKING MATRIX [N THIS PROGRAM. THE ACTUAL NUMBER OF ROWS
AND COLUMNS OF «A. THAT ARE USED 1S SPELIFIED BY N,

10

[s' [z X2 X ol £ 1

DIMENSION A(4ed) 4Bia)Cla) oL Z(4)
DU 10 _JslWN

16 LZTJ)sY

DL 20 IalyN
Rsl

“i5

Y=A{Iel}
Lole)
LP=sfel

24

1IF (N=LP)34¢1191}

11 DV 13 J=LPaN

weAilyd)

1r TARS (W) =ABS5(Y}) 1341312

12 x=J

Y=n

25

615 FURMAT (BF10,5)
14 GU 15 JR1sN

13 CUNTINUE

WRITE (0615} Y

CtdimAlJeK)
AlJoK}mA(Je])

AldeTi==ClN /Y
AN SIS RS FTUNAS

15 Bid)satlisg)

35

AlTyI)=R1a07Y
J=L2 )
LLi1y=LZ(RY

L1}

LiTKY=J
DU 19 K=l.N
I (1=K} 16919016

16 DU 18 JalN

IF{l=3) 17418917

17 AKaJ)mA(KeJ)}=BIJ)®C (K]

18 CONTIRUE
19 CUNTINUE
20 CUNTINUE

45

DU 200 114N
IF{I=LZE2)) 10002005100

iv) Kels]

50

DO 500 Jaf4N
IF(I=LZ0)) 500+600+500

600 MaLZ{])

L)

T T UILVEALGLY T T T

CZTITealZTdl
LitJ)yem
DU Tuy L=l+N

AflsLimA{JeL)

700 AlJeL)2GiL) . . o
T T T TBGU TURYIRUOET
200 CUNTINUE

RETURN
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SUBROUTINE ADDSUB (A+BeCeMeNeY)

c

Uees s SUBROUTINE ADDSUB STORES THE RESULT OF AsU IN € AND THE
[ RESULT UF A=B IN Y, MATRIUES A+ByCeAND Y MUST ALL BE DIMENSIONED AS
™ MAN MATRICES IN THE CALLING PROGRAM,

c
DIMENSLIUN A{MaN)oB [MsN) o C{MeN) oY [MeN)}
DU} 1=3lem

10

DU 1 J=lN
[MEFNIELYS FNINT:- T FN])
1 YUisJreAtled)=B(1sd)

RETURN
ENU

SUBROUTINE MATMPY (AsBeCoMiNsL)

“e+9ea SUBROUTINE MATMPY MULTIPLIES TWU MATRICLS (A®B} TVOGETHER
-AND STORES THE RESULT IN Ce THE UIMENSIUN STATEMENT IN THE
MAIN PHUGRAM MUST MAVE A DIMENSIONED AS AN MXN MATRIA,

B NUST BE DIMENSIONED WAL ANU C MUST BE DJMENSTONED MAL.

T a0 o

DIMENSIUN A{MeN) 4B (NsL)2CIMsL}

10

00 102 I=1lM
OU 102 JelsL
5'0-

DU 101 Kmj4N
101 S5ESeA{leKI#BIKyd)
Vo lp2 CileJ)as

[E]

"RETURN - - - -
END

SUHROUTINE TRNSPQ {(2,HeMeN)
c

LeaeneTHIS SUBROUTINE CALTULATES THE TRANSPOSt UF THE MAN MATRIN A
¢ AND STORES THE RESULY IN o, A MUST BE LIMENSIONED MXN IN THE
c MAIN PHUGRAM AND wyST BE NXM.

[4
DIMENSION A ({MyN) yB (NyM}
DU 10 1=1.M

v

QU 14 JeIyN
10 BlJslimAt]o )
RETYRN

END
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