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FOREWORD

A Cost and Utility Analysis of NIM/CAMAC Standards and Equipment for
Shuttle Payload Data Acquisition and Control Systems was performed by the
Defense and Space Systems Group of TRW, Inc. under Contract NAS9-14693 for
the Lyndon B. Johnson Space Center of the National Aeronautics and Space
Administration. The work was managed by Dr. Richard J. Kurz (Telephone
(213) 535-2936) of the Instrument  Systems Department, TRW Defense and
Space Systems Group. The study was administered under the technical
direction of Dr. Richard D. Eandi (Telephone (713) 483-5176) of the Space
Physics Branch, Johnson Space Center.

The results of the study are presented in three volumes:
VOLUME I.  SUMMARY

Overall summary of the analyses and conclusions

VOLUME II. TASKS 1 AND 2

Identification and.selection of representative payloads for analysis
and functional analysis of the selected paylaods for NIM/CAMAC eduipment
applicability and commonality.

VOLUME III. TASKS 3 AND 4

Analysis of the modifications to NIM/CAMAC equipment required for
compatibility with the Spacelab environment and their estimated cost,
development of a management plan for the utilization of NIM/CAMAC equipment
and programmatic cost estimates, and assessment of the implementation and
impact of CAMAC software.
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1. MODIFICATION ANALYSIS OF NIM/CAMAC EQUIPMENT (TASK 3)

1.7 INTRODUCTION

Our objectives in this task were: 1) to determine what modifications
NIM/CAMAC equipment in its current form, i.e., designed for ground-based
laboratory use, would be required to permit its use in the Spacelab environ-
ment, and 2) to estimate the cost of these modifications and identify the
most cost-effective approach to implementing them. Our effort was corres-
pondingly divided into two tasks, the first of which was performed in two
phases.

Task 34 (First Phase) - Assemble and Evaluate NIM/CAMAC and Spacelab
Information
o Compile available NIM/CAMAC data and specifications.

e Review various Spacelab specifications and update the Rockwell
Spacelab/Experiment Equipment Interface Requirements (SEEIR) to
recommend design criteria.

¢ Assess incompatibilities between existing NIM/CAMAC equipment
and current Spacelab requirements.

e Determine needs for additional data on NIM/CAMAC equipment.
¢ Prepare preliminary recommendations to the Shuttle Environmental
Compatibility Test (SECT) program.

Task 3A (Second Phase ) - Analyze NIM/CAMAC Suitability for Spacelab
Environments

¢ Analyze NIM/CAMAC equipment with respect to dynamic, thermal,
electromagnetic compatibility; and parts, materials, and pro-
cesses characteristics.

e Prepare recommendations for SECT based on analytical results.
e Review SECT results.

Task 3B - Analyze Required Modifications and Determine Costs
e Determine NIM/CAMAC modifications required to meet Spacelab
~environments.

¢ Estimate modification costs.
e Identify cost-effective modification source.

Due to its standardized nature, NIM/CAMAC equipment has a considerable
amount of inherent mechanical commonality, irrespective of manufacturer or
Tfunction. This fact has allowed us to perform much of the modification



analysis in parallel with the functional analysis carried out in Task 2 of
the study. In addition, the greater applicability of CAMAC equipment found
in the course of performing Task 2 led us to place a greater emphasis on
CAMAC equipment 1in Task 3.

Because of delays in the SECT program, which was intended te be carried
out in parallel by JSC, test data were not available during the contract
period of performance for review as originally planned in the second phase
of Task 3A. As a consequence, we undertook a more extensive dynamic and
structural analysis than had originally been intended. Again, the standard-
ized nature of NIM/CAMAC equipment made it meaningful to perform detailed
analysis using a generalized structural computer model of the equipment.

Qur original planning for Task 3B included an analysis of the trade-off
between the degree and costs of equipment modification and changes to the
cost-driving Spacelab environmental requirements. As we will see from the
results of Task 3 and the programmatic cost estimation in Task 4A (see
Section 2), the costs involved in even the most extensive equipment modifi-
cations that we will consider are relatively small on the scale of the costs
that would be involved in making significant changes to the important Space-
lab environments such as random vibration. We believe, therefore, that it
is clearly more cost effective to modify NIM/CAMAC equipment to be compat-
ible with the Spacelab environment rather than the converse.

The basic reference documents used in performing Task 3 are listed in
Table 1-1. A new version, May 1976, of the Spacelab Payload Accommodation
Handbook has recently become available, but the differences between the 1975
and 1976 versions do not significantly affect the results of this study.
Although they are not Tisted in Table 1-1, numerous catalogs and specifica-
tion sheets from NIM and CAMAC equipment manufacturers were also used in
addition to the publications listed in Table 1-1 of Volume II.

1.2 ANALYSIS OF NIM/CAMAC AND SPACELAB SPECIFICATIONS
(TASK 3A - FIRST PHASE)

1.2.1 NIM/CAMAC Equipment Characteristics and Specifications

The overall physical characteristics of NIM and CAMAC equipment are con-
trolled by the standards. Specification drawings for both systems are avail-
able. Drawings for CAMAC are contained in ERDA Report TID-25875 and a



Table 1-1. References Used in the NIM/CAMAC Equipment
Modification Analysis

Spacelab Payload Accommodations Handbook, ESRO, May 1975.

Space Shuttle System Payload Accommodation, JSC 07700, Volume XIV, Revision D,
November 1975.

Analysis of Commercial Equipment and Instrumentation for Spacelab Payloads,
Rockwell SD74-SA-0047, September 1974,

Feasibility Study of Common Electronic Equipment for Shuttle Sortie Experi-
ment Payloads, Bendix BSR 4142, June 1974.

Natural and Induced Environments, ERNO SR-ER-0008, February 1976.

Random Vibration Flight Environments at Spacelab Equipment Locations, ERNO
TN-ER-40-020-75, October 1975.

Engineering Development Test Procedures for NIM/CAMAC Instrumentation,
NASA/JSC, March 1976.

Selected publications regarding NIM and CAMAC, see Table 1-1, Volume II of
this report.

drawing set (CAPE-1189) for NIM is available from the Clearinghouse for Fed-
eral Scientific and Technical Information. The general physical character-

istics of the CAMAC system can be seen in Figures 1-1 through 1-4. Although
the construction details vary between models and manufacturers, the modules

shown in Figure 1-3 and 1-4, with side covers removed, are reasonably repre-
sentative of typical CAMAC and NIM, kespective]y.

The NIM and CAMAC standards do not specify environmental requirements
other than a general statement that the equipment is intended for use in
environments typically associated with laboratory instrumentation (e.g.,
the ambient temperature range of roughly 0 °C to 60 °C). Very little pub-
Tished data on environmental chara::teristics of NIM and CAMAC equipment
exist. The CERN laboratory of the European Organization for Nuclear Research
has generated a series of internal test reports on NIM and CAMAC modules
that include some thermal test results.  Typically, individual modules are
checked for proper functional performance over the temperature range of
0 to 60 °C. In several cases, vibration tests were also performed but the
test conditions are not defined in the reports.



MODULES CRATE STRUCTURE

%

.

» -
.
by
°
o
-
L3

ATTACHMENT Bt RACK ATTACHMENTS
SCREWS ; :

COOLING AIR INLET can

Figure 1-1. Front View of CAMAC lModules Loaded in a CAMAC Crate

o CRATE STRUCTURE
CARD GUIDES

,-'/'///7///'/'1'1’lﬂ ki H\/\/\\\\\“\‘:g,
a X

,‘o'_lo' l_b b'.-—b b-

Figure 1-2. Rear View of CAMAC Crate and Modules with
Power Supply Removed

4



CARD GUIDE
\

LR 2298

as
P
o~
POINT TO POINT "
: = WIRING
\
DIP X MODULE
CAPACITOR ATTACHMENT

SCREW

Figure 1-3. Typical CAMAC Module with Side Cover Removed

Figure 1-4. Typical NIM Module with Side Cover Removed

5



In Tieu of any published data or specifications, we contacted a number
of equipment manufacturers as well as equipment users. In particular, a
trip was made to Lawrence Berkeley Laboratory of the University of California
where a large amount of NIM and CAMAC equipment js used and some special
purpose NIM and CAMAC equipment is designed and fabricated for internal use.
It was possible to both inspect a wide spectrum of NIM and CAMAC equipment
from a number of manufacturers and to discuss operating experience with
equipment users. In addition, several engineers at LBL are members of the
NIM Committee and have been involved in the standardization activity for
both NIM and CAMAC since its inception.

The results of this information gathering that are relevant to the
question of NIM/CAMAC usage in Spacelab payloads are summarized in the fol-
lowing sections.

1.2.1.17 Structural and Dynamic Properites

Although the structural characteristics of NIM and CAMAC equipment are
reasonably well defined by the standards, and the manufacturers uniformly con-
form to the standards, essentially no formal analysis or testing of the
structural behavior under dynamic environments have been conducted.

1.2.1.2 Thermal Characteristics

Both NIM and CAMAC equipment depend on convective air flow for cooling.
In the case of NIM equipment, where the maximum power dissipation in a bin
is typically 72 watts, natural convection in a one-g environment is adequate
for reliable operation at ambient temperatures up to 50 °C. Fans are neces-
sary to provide increased air flow when either the power dissipation in an
individual bin is increased or when a number of bins of equipment are stacked
in one rack enclosure.

For CAMAC equipment, where the maximum power dissipation in a crate is
typically 300 watts, forced-air cooling must be used at all times. The CAMAC
standards recommend at least 48 cfm of air-flow per crate and a forced-air
system is routinely included as part of the powered crate (see Figures 1-1
and 1-2). Fans, located in a plenum below the modules, draw ambient air
through a front panel filter and distribute the air up through the modules.
The actual air flow provided ih commercial crates is not specified. The

u
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manufacturers use whatever fan capacity is required to obtain reliable opera-
tion in the field. For example, one of the most commonly used crates, manu-
factured by Standard Engineering Corporation, uses three fans that have a
total free-air capacity of 350 cfm.

1.2.1.3 Parts, Materials, and Processes Characteristics

The basic modules consist of a printed-wiring circuit board attached
to a metal frame (see Figures 1-3 and 1-4). The electronic parts used by
NIM and CAMAC manufacturers are almost universally industrial grade, 0 °C
to 70 °C operating range. Next to the required functional characteristics,
cost is usually the most important factor in parts selection. The frequently
used parts are of the type that are generally available in full military
temperature range (-55 °C to 125 °C) and high-reliability versions.

The types of connectors that can be used on NIM and CAMAC equipment are
defined by the standards. 50-ohm BNC type or NIM-CAMAC-Type 50-CM coaxial
connectors are specified. The CAMAC dataway connector is an 86-contact card
edge connector specified in the CAMAC standards. The standard NIM power
connector is a special multicontact, mating pin-socket connector that includes
guide pins and sockets. The CAMAC standards recommend two types of multi-
contact mating rectangular connectors for auxiliary use: 52-contact 2D sub-
miniature, and 88- ot 152-contact WSS subminiature.

The types of materials used in NIM and CAMAC equipment are quite common.
Structural elements are aluminum, printed circuit boards are epoxy fiberglass
and wiring is multistrand, Teflon or PVC insulated. Subminiature RG-type
coaxial cable is frequently used for noise sensitive signal runs inside the
modules. Miscellaneous uncontrolled plastics are present in the form of
knobs and component cases. '

Although the standards do not control manufacturing workmanship and
methods ok specify any quality assurance requirements, the commercial modules
do conform uniformly to good standard commercial practice. The main process
of concern in module fabrication is soldering,and the general quality of
workmanship observed was good. With respect to wiring, typically very little
stress relief or mechanical support to wiring is used.

1.2.2 Spacelab Environmental Requirements

For the analysis of NIM/CAMAC equipment,we were primarily concerned with
the environmental requirements on equipment mounted in the racks of the
7



Spacelab moduie since this is the most 1ikely location for NIM/CAMAC equip-
ment. Other possible locations for the equipment include rack-mounted on
the rear deck of the Orbiter cabin, mounted in a Spacelab Igloo, or pallet-
mounted in the payload bay. The Orbiter cabin environments are not signi-
ficantly different from the Spacelab module environments. The Igloos are
currently intended to be used only for Spacelab subsystem equipment. If
Igloos are available for experiment equipment, there is still at least one
significant difference in the environment from the standpoint of NIM/CAMAC
equipment. Although the Igloo is pressurized and temperature controlled,
no forced-air convective cooling capability is planned. It is possible to
consider modification of NIM/CAMAC equipment to allow operation without
convective cooling and the NASA/GSFC NIM/CAMAC activity is, in fact, doing
so. Although we will discuss this possibility briefly in our assessment of
NIM/CAMAC compatibility with the Shuttle environments, our primary attention
will be directed to the Spacelab module environment.

Assuming the equipment is located in the Spacelab module, the environ-
ments that are of principal interest are the dynamic and thermal environments.
At the time of our activity to establish environmental requirements for
Spacelab rack-mounted equipment, several different environmental specifica-
tions were available as design criteria. The appropriate specifications
contained in the first four references listed in Table T1-1 are compared in
Table 1-2 and the specification recommended for use in this analysis is
defined.

The recommended specification was an extrapolation of our own $pace-
craft experience, a comparison of acoustic levels, and an examination of
the shielding provided by the Shuttle and Spacelab. NASA/JSC, for their
SECT program,increased the proposed random vibration environment to an over-
all test level of 12 grms, and we consequently performed our dynamic anhaly-
ses using this level. The more recent references listed in Table 1-1 indi-
cate that equipment will be exposed to an even more benign environment
than that recommended by TRW in Table 1-2. The random vibration overall
level is down to 3.3 grms jn SR-ER-0008 and the May 1976 Spacelab Payload
Accommodations Handbook. We expect that when complete Shuttle tests have
bean conducted, the more benign environment will prove to be correct and
our calculations and the JSC tests will generally have been conservative.



Sinusoidal
Vibration

Random
Vibration

Table 1-2.

SPACELAB

5-35 Hz
0.25 g

20-200 Hz
(+8 dB/oct)
200-700 Hz
(0.1 gz/Hz)
700-900 Hz
(-18 dB/oct)

900-2000 Hz
(0.02 g2/Hz

Overall -
10-g rms

Duration
Undefined

ROCKWELL

X-axis
3-8.5 Hz
(0.8" DA)

8.5-35 Hz
(3.0 g)
35-50 Hz
(1.0 g)

y- and z-axis

3-7 Hz
(0.8" DA)

7-35 Hz
(2.0 g)

- 20-60 Hz

(+6 dB/oct)

60-500 Hz
(0.14 g2/Hz)

500-2000 Hz
(-9 dB/oct)

Overall -
10.6-g vyms
Duration

Undefined

BENDIX
Undefined

Shape Undefined

Probably Flat
from 70-130 Hz

Overall -
14-g rms

Duration
Undefined

VoL X1V

5-35 Hz
(0.25 q)

50-110 Hz
(+6 dB/oct)

110-700 Hz
(0.9 g2/Hz)

700-1200 Hz
(-9 dB/oct)

Undefined

Comparison of Shuttle Payload Environments

TRW RECOMMENDATION

Nonrandom vibration would
control in frequency-
sensitive region (>50 Hz).

A 1.0-g Sine Sweep from
10-2000 Hz at 1.0-Octave/
Min is recommended for
determination of dynamic
characteristics

20-200 Hz
(+8 dB/oct)

200-700 Hz
(0.1 g2/Hz)

700-900 Hz
(-18 dB/oct)

900-2000 Hz
(0.02 g2/Hz)

Overall - 10-g rms

Duration - 1 minute
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Table 1-2.
SPACELAB ROCKWELL BENDIX
Acoustics
Overall 138 dB Undefined Undefined
Max Level 130.5 dB 131 dB
(1/3 Octave)
Frequency 200-500 Hz 200-400 Hz
for Max :
Leve]
Pyrotechnic Undefined Undefined Undefined
Shock (Wil1 be Tess
than vibration/
‘ acceleration)
Landing 1.5 g Undefined Undefined
260 millisec (Will be less
_ than vibration/
Rectangutar - acceleration)
Crash Shock
Level 40 g 99 89
Dyration 11 millisec  Undefined Undefined
Pulse Sawtooth
Shape
Constant 4.0 g (-x) 3.3 g (-x) +4 g all axes
Acceleration

(Worst Case)

VoL XIV

145 dB
135 dB

200-500 Hz

Undefined

1.5¢g
260 millisec
Rectangular

40 g
11 millisec
Sawtooth

4.4 g (x)

Comparison of Shuttle Payload Environments (continued)

TRW RECOMMENDATION

None - random vibration
is adequate to envelope
effects of acoustics.

None - considering the
location of the equipment,
shock would be attenuated
to nondestructive Tevels.

None - covered by vibration.

None - covered by vibration
for internal structure.

Should only be used for
analysis of mounting hard-

. ware to ensure no catastro-

phic failure

None - covered by vibration.
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Table 1-2. Comparison of Shuttle Payload Environments (continued)

SPACELAB ROCKWELL BENDIX VoL XIV TRW RECOMMENDATION

Temperature
(Air Cooled)

Max Inlet 35 °C 29 °C 29 °C N/A 35 °C

Temp.

Min Inlet Undefined 26 °C 18 °C Not required

Temp. :

Pressure 1.0 Bar 14.7 psia 14.7 psia 14.7 psia

Flow Rate .22 kg/hr/watt Undefined Undefined .22 kg/hr/watt



Our recommended general structural and thermal analysis criteria are
presented in Table 1-3.

Structural

Thermal

Table 1-3. Structural and Thermal Analysis Criteria

The random vibration environment will be controlling since
it will excite resonances causing inertial loads exceeding
those of sinusoidal vibration, acoustics, pyrotechnic shock,
and Tanding shock for most structures. Crash shock should
be considered for mounting hardware only.

Load factors for analysis will be based upon 3-sigma resonance
response of a single degree of a system having a transmissi-
bility of ten.

A minimum resonant frequency is to be determined to preclude
peak circuit board deflections in excess of 0.1 inch, double
amplitude.

Margins ofgsafety for structural members should be at least
1.25, based upon yield strength.

Forced-air cooling will be available with a maximum inlet
temperature of 35 °C and a maximum flow rate of 0.22 kg/hr
per watt of power dissipated in the equipment.

Allowable electronic part operating temperatures should not
exceed 125 °C maximum and 70 °C preferred.

12



1.2.3 Preliminary Assessment of NIM/CAMAC Compatibility with
Spacelab Environments

1.2.3.1 Dynamic Environments

Based on experience with space electronics, our overall assessment after
examination of a variety of NIM/CAMAC equipment is that it should be capable
of surviving the dynamic environments without major structural modification.
The determination of the detailed modifications or changes needed will require
analysis and/or well-instrumented vibration testing.

The modifications that we thought would be required are:

Attachment of Crates or Bins to Racks - The normal front panel attachments
of the crate and bins to a rack are inadequate. Front attachments by them-

selves result in a large cantilevered load at a weak section of the front
panel. The structure must be modified to a rail mount that is compatible
with Spacelab rack design.

Module Attachment to the Crate - Modules must have top and bottom screws in-
stalled with a controlled torque rather than just one thumb screw as now used

typically. Also, spring fingers or other retaining devices should be placed
in the card guides to eliminate guide-to-card rail clearance.

Module Modifications - The corrective actions listed below should be taken

to prevent structural failures at the component level.

e Conformal coating is not used on the circuit boards. Thin conformal
coating (3 to 5 mils) should be used to provide mechanical support
for small axial lead parts and to provide some vibration damping.

o Epoxy bond parts of five grams or heavier not having other support.

e Point-to-point wiring that is not stress relieved at points of
relative motion (such as from front of module to card) is susceptible
to fatigue failure. These wires should be routed with slack, and a
bond or other means of support provided near solder joints.

e Some axial lead parts have lead bends quite close to the part body
that can possible result in vibration failure of the leads. Manufac-
turing guidelines to preclude lead bending at the part body should
be imposed.

e Some parts, such as disc capacitors, are mounted vertically w1thout
mechanical support for the part body. These should be laid down
and bonded or otherwise supported.

e CAMAC card edge plug-in connectors are not flight qualified and may
be a vibration problem. Some structural support such as guide pins
should be provided.

13



® Printed circuit boards are quite large compared to most flight equip-
ment. For flight, some cards may require the addition of stiffeners.

e Integrated circuits in dual in-line packages (DIP's) are used exten-
sively. Problems have been experienced with DIP's failing after
environmental exposure. Manufacturing guidelines on lead forming and
part installation should be imposed to minimize installation stresses
at the DIP body.

e Fasteners are not locked. To preclude loosening during vibration,
torques should be specified and positive locking mechanisms provided
such as locking hardware or epoxy bonds.

1.2.3.2 Thermal Environments

Our general assessment of the compatibility of NIM/CAMAC equipment with
the Spacelab thermal environment is that the available forced-air convective
cooling capacity is marginal. Operation without forced-air cooling will not
be possible without significanrt modifications to reduce power consumption and
improve the conductive heat paths in the equipment.

To be compatible with the Spacelab module forced-air cooling system for
rack-mounted equipment, a plenum, which provides connection between a crate
or bin and the rack air return ducts, will be required. This plenum should
also be designed to provide uniform air flow over all of the modules mounted
in the crate or bin.

Even assuming such an arréngement is provided, the situation is marginal.
The Spacelab air flow rate.of 0.22 kg/hr/watt corresponds to 32 cfim for a
300-watt crate. This is significantly lower than the 48 cfm recommended in
the CAMAC standard, which itself may be below the flow rate used in commer-
cial crates. Analysis and testing are definitely required to determine the
degree of compatibility. The use of electronic parts capable of operating up
to 125 °C is probably desirable in any case.

A very simplified calculation of the heat paths available to conduct
heat from the electronic parts in a CAMAC module to the crate structure indi-
cates that the module part temperatures will rise roughly 25 °C above the
crate structure temperature for each watt of power dissipated in the module.
Since the average power dissipation in commercial CAMAC modules is close to
ten watts, conductive cooling is not adequate. Even with military temperature
range parts, module power dissipations in excess of about four watts will not
be tolerable without significant mechanical changes to improve the conductive
heat paths available.

14



1.2.3.3 Electromagnetic Compatibility

Although it is very difficult to judge without actual test data, we
believe that no significant problems should be encountered with electromag-
netic compatibility. In general laboratory usage, electromagnetic compati-
bility problems within NIM/CAMAC systems or between NIM/CAMAC and other
equipment seldom occur even though the application is frequently sensitive
to electrical noise. The basic construction of the NIM and CAMAC system pro-
vides reasonably good (but certainly not complete) shielding of radiated
emissions. The guestion of conducted emissions is more problematical. Al-
though the standards provide for separate high-quality grounds and power
return 1ines, etc., commercial NIM/CAMAC equipment usually has only one com-
mon circuit ground which is also tied to frame ground. The grounding prac-
tices used in commercial equipment will have to be improved by consistently
maintaining isolation between circuit and frame grounds in order to preclude
problems in meeting Spacelab EM compatibility requirements. EMC testing
should be performed since it is very difficult to perform conclusive analysis
of the problem.

1.2.3.4 Parts, Materials, and Processes

Parts - As was previously discussed in Section 1.2.3.2, the thermal environ-
ment may require the use of parts capable of operating at case temperatures
up to 125 °C. In other words, military grade parts would have to be used

in place of industrial grades. From the standpoint of quality assurance
requirements on electronic parts, the use of high-reliability parts may not
be necessary. NIM/CAMAC manufacturers frequently burn-in the active parts
used in commercial units and perform elevated temperature acceptance testing
of the equipment to eliminate defective components. At a minimum, these types
of screening activities should be universally adopted for NIM/CAMAC equip-
ment to be used in flight applications.

The types of coaxial connectors used in NIM/CAMAC equipment are designed
for easy and convenient connect/disconnect. Users have experienced occasional
prob1ems with the reliability of the NIM-CAMAC-type 50 CM. Substitution of
a space-qualified miniature 50-ohm connector type such as the Microdot S-50
series is recommended. The CAMAC dataway card edge connector is an open ques-
tion. If circuit operation during the launch environments is required, the
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use of card edge connectors should be eliminated. However, it appears that
very little, if any, of the payload NIM/CAMAC equipment needs to be operated
during launch. Thus,we are not convinced that the card edge connector is not
acceptable. The question should be settled by testing.

Materials - NIM/CAMAC equipment should present very few probiems since the
basic materials used are the same as those frequently used in space electronics.
Some material substitutions will have to be made to assure consistent use of
flame retardant, Tow-volatility plastics. For example, only Teflon-insulated
wire should be used. No particular outgassing problems are expected, especial-
1y if conformal coating is used as recommended in Section 1.2.3.1. Naturally,

a low outgassing conformal coating, such as Solithane, should be sclected.

The same is true for epoxy bonding materials.

Processes - In view of the generally good quality of soidering observed in the
sample of NIM/CAMAC equipment inspected. strict imposition of NASA soldering
standards is probably not absolutely necessary. However, some criteria should
be adopted to assure a consistently high level of workmanship. The recommenda-
tions made in Section 1.2.3.1 with regard to part lead forming and installa-
tion practices as well as wiring stress relief are at Teast as important as

the soldering techniques.

1.2.4 Recommendations for the SECT Program

Initial recommendations for the SECT program were presented to JSC at the
first briefing and review meeting. These recommendations were based upon the
activities described up to this point and dealt with dynamic and thermal
testing as the highest priority tests.

1.2.4.17 Dynamic Tests

Sinusoidal vibration testing was recommended to determine frequencies and
amplifications. The test results are to be used to check the analytical
results as well as to assist in understanding the system dynamics. Random
vibration tests were recommended to simulate the expected flight environment
in order to identify possible failure modes and to determine the peak random
vibration inertial loads at critical points of the system. No shock, acous-
tic or constant acce]eratioh tests were recommended because random vibration
would present more severe loads.
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els -

Test Lev

Test Con

Sinusoidal Vibration
1 g, 10-2000 Hz at 1 oct/min - each of 3 axes

Random Vibration Frequency (Hz) Level

20~-200 +8 dB/octave
200-700 0.1 g&/Hz
700-900 -18 dB/octave
900-2000 0.02 g2/Hz
Overall Level = 10-g rms
Duration 1 minute per axis -
each of 3 axes

figuration -

Test Ins

Each crate should have supporting devices to prevent cantilevering
of the crate as is currently done commercially.

Modules should have screws at top and bottom for torquing into
crate structure.

Card restraint should be used in crate card guide slots.

Selected boards should be conformaily coated so that identical
boards with and without conformal coat can be compared.

Guide pins should be provided at the CAMAC dataway connector for
selected modules for comparison to identical modules without guide
pins.

Structural support frames should be provided for selected boards
for comparison to identical boards without frames.

trumentation - Accelerometers for sinusoidal and random vibration

should b
of accel
the Timi

# 1

# 7
#8
#9
#10
#11

e placed at the Tocations below in the axis of excitation. The number
erometers has been Timited to eleven per axis since this is typically
t per tape recorder.
to 6 - on PC cards center of each of 3 types with and without
modification.

- on one PC card near connector.

- on one PC card center edge near front.

- crate structure top center rear.

- crate structure bottom center rear.

- crate structure top edge rear.
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Data Reduction -

o Sinusoidal Test - Filtered transmissibility plots of each of the in-
line accelerometers for each of the three axes of
tests.

@ Random Vibration Tests - Power spectral density plots of each in-line
accelerometer and very fast speed (20 in/sec) chart
recorder plots of g vs time for selected accelerom-
eters having the highest response. Data to be used
to pick highest g level for inertial Toads.

1.2.4.2 Thermal Tests

The recommended thermal testing was intended to simulate the Spacelab
forced-air cooling system. The thermocouple and air flow measurements should
be made at locations that will provide results that can be used to check and
update our thermal analyses as well as at locations that are expected to be
the worst-case points.

Test Levels -

e Air Temperature - 35 °C

e Flow Rate - .22 kg/hr/watt (.11 cfm/watt) and 25%, 50%, 150%, and
200% of the design rate.

Test Configuration -

o In simulated rack with full load of equipment.
¢ Closed Air Flow

Thermocouple Measurements -

e Inlet and Exit Air
e Critical Board or Part Temperatures

Air Flow Measurements: Pressure and Velocity -

¢ At Inlet and Exit
e At critical locations such as corners to evaluate flow patterns.

18



1.3 ANALYSIS OF NIM/CAMAC SUITABILITY FOR SPACELAB ENVIRONMENTS
. (TASK 3A - SECOND PHASE)

1.3.1 Dynamic/Structural Analysis

The detailed dynamic/structural analysis was undertaken to establish the
capability of NIM/CAMAC equipment to withstand the Spacelab environments.
Complete documentation of this analysis is contained in TRW Report 7517.2-854,
"CAMAC-Dynamic Structural Analysis," April 18, 1976. As discussed in the pre-
vious section, it is clear that random vibration will be the structural design
driver, and that a design that can withstand vibration loads will be compatible
with the shock, acceleration, and acoustics environments.

Our vibration analysis was directed at obtaining resonant frequencies
and mode shapes so that the dynamic stresses on structural elements of crate
and modules could be calculated. In addition, printed circuit board deflec-
tions and peak accelerations in the system are required to evaluate the prob-
ability of failures at the component Tevel.

1.3.1.1 Random Vibration Environment

The random vibration power spectral density used as the dynamic environ-
ment is shown in Figure 1-5 and is identical to the test levels to be used in
the SECT program.

1.3.1.2 Crate Dynamic Model

A simplified drawing of the crate dynamic model used in the computer
analysis is shown in Figure 1-6. The dynamic model assumes that the front
upper and lower card guide castings are held together with three module front
beams. This simulates the actual condition of multiple module front beams.

The only physical tie between the modules and crate that affects the
crate structure is the module front panel which is attached to the crate by
an upper and lower fastener. The weight of the modules is distributed to the
crate node points along the card guide locations. The model assumes all
module guide slots are filled, and that the moduies are free to slide in one
dimension in the guide slots.
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Figure 1-6. Structural Model of CAMAC Crate Used for Dynamic Analysis

and SECT Program
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The mass applied at each node is assumed to be acting simultaneously
along all the orthogonal axes, which does not affect uncoupled modes. The
forces applied for the static stress analysis were also applied simultaneously.
However, the extreme fiber bending stresses were calculated at cross-section
positions to reflect load direction independently.

The dynamic model assumes the modules are held in place by two fasteners,
For commercial applications, only a single attachment screw is located at the
bottom of the module front panel. For flight application, it would be neces-
sary to include a second fixing screw at the top of the front panel similar to
the NIM modules. The CAMAC standards for the crates make optional a threaded-
hole pattern on the top crate rail to accept NIM modules. Most manufacturers
produce their crates with the same 25 threaded-hole pattern on the top crate
rail as on the bottom rail. The top screw is thus a change to only the CAMAC
modules.

The crate dynamic model has 284 joints, 14 constrained joints, 10 beam
section properties, 283 members, and 32 plate elements. Full fixity boundary
conditions were assumed at the four corners of the bottom surface and at two
points on the edges of the two front panel mounting flanges. All other sur-
faces, including the top, were considered free in all six directions, with
the exception of plate element nodes which were rotationally fixed in the
local vertical direction.

1.3.1.3 Module Dynamic Model

The module dynamic model has 15 joints, 13 constrained joints, 3 section
properties, 12 beam members, and 16 plate elements. The model is depicted in
Figure 1-7. The module was considered to be pinned in the crate guide rails
(lateral movement prevented but no rotational constraint). All plate element
nodes were considered rotationally fixed in the local vertical direction.

1.3.1.4 Analysis Criteria

Stress Criteria - Material properties will be minimum as specified in MIL-
HDBK-5. A factor of safety of 1.25 with respect to the material yield is
desired for stresses on structural members; plastic yielding will not be

allowed.
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Dynamic Analysis

Stiffness Considerations - Frequently, allowable deflections rather than stress

will control the design of electronic equipment structure. This is particu-
larly true for printed circuit boards, connector mounts, and, in general,
wherever wiring interconnections are of prime consideration. Maximum printed
circuit board deflections should be below 0.1 inch, double amplitude to avoid
problems. i

Design Load Factors - The design load factor is an equivalent static accelera-

tion by which the mass of a resonating structural member is multiplied to
obtain an equivalent static Toad for purposes of calculating stress.

The design load factors are determined from the peak Rayleigh three-sigma
which is given as a function of frequency by:

1/2

Gy = 3z QfW)

acceleration, Gp,

where Q is the assumed transmissibility, f is the frequency, and W is
the random vibration power spectral density at frequency, f. The peak accel-
eration calculated from the random vibration spectrum shown in Figure 1-5
with an assumed transmissibility of ten is plotted in Figure 1-8. The assumed
transmissibility of ten is toward the lower end of the values expected for
this type of hardware. A maximum expected value would be twenty.
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The design load factor at a particular resonant frequency, fn’ of a
structural member is the value of the peak acceleration at fn given in
Figure 1-8 after multiplication by a correction factor ranging from 0.5 to
1.0 to take into account the particular structural configuration.

1.3.1.5 Dynamic Analysis Results and Conclusions

Natural Frequencies - The calculated natural frequencies of the crate struc-
ture and the module printed circuit boards are Tisted in Table 1-4. The funda-
mental and second mode frequencies are relatively low, which will result in

significant motions. Cable harnesses and wiring will, therefore, need to be
supported along their lengths to avoid overstressing at cable terminations.
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Table 1-4. Calcuiated Natural Frequencies of the
CAMAC Crate/Module System

Crate Natural Frequencies Module Printed Circuit Board
Natural Frequencies
Mode Frequency (Hz) Mode Frequency (Hz)
1 53 1 53
2 92 2 101
3 125 3 220
4 128 4 251
5 130
6 139

Crate Dynamic Stresses - Basic structural elements are stressed well below

nominal yield stresses. The maximum stress found was 4806 psi which gives a
margin of safety of 1.9, based upon a yield value of 14,000 psi. The stress
levels are sufficiently low that fatigue of the basic structure will not be
a consideration. However, all bolts and screws will need to be properly
torqued and Tocked.

Module Dynamic Stresses and Deflection -~ The maximum dynamic stress found was

600 psi, which is well below the Tevels allowed in standard aerospace practice.
The maximum printed circuit board deflection was 0.044 inch, double amplitude.
Although significant, this value is not as large as one would expect intui-
tively. There is adequate clearance to preclude collision between adjacent
boards. However, the deflections are sufficiently large to require attention
to wire routing and attachment to the board. Stress relief and spot bonding
will be required. Flexing of part leads due to board curvature is normally
acceptable for board deflections up to 0.07 inch, double amplitude at a mini-
mum. Stiffening or additional support to the boards should, therefore, not

be required to preclude part lead failures. ‘

Peak Accelerations - The peak accelerations shown in Figure 1-8 are, in gen-
eral, 25 to 35 percent of the peak levels typically seen in spaceflight hard-
ware. Since the types of parts used in NIM/CAMAC equipment are physically
similar to space-qualified parts, we do not expect internal part failures to
be a concern. The only components that might be susceptible to the predicted
peak accelerations are electromechanical devices such as switches, circuit
breakers, relays, and crystals. With the exception of switches, such devices
are only rarely used in NIM/CAMAC equipment.
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The overall result of the dynamic analysis is that the calculated stresses,
deflections, etc. are all below the levels that are typically encountered in
spaceflight equipment. Therefore, only relatively minor structural modifica-
tions should be required to make NIM/CAMAC equipment compatible with the
Spacelab dynamic environments. This conclusion is further strengthened by
the fact that the random vibration level actually used in the analysis is
well above the most recent expected value (see Section 1.2.2).

1.3.2 Thermal Analysis

The thermal analysis addressad the use of NIM/CAMAC equipment in the
forced-air, convective-cooled environment of the Spacelabe module experiment
racks. The primary purpose of the analysis was to determine the following:

e the forced convective heat transfer coefficient as a function of

air flow rate and location on the printed circuit boards,

e the maximum board temperature as a function of air flow rate and
power dissipation,

e the maximum part case temperature as a function of power density
and air flow rate.
In addition, the air flow distribution system for the rack-mounted equipment
was reviewed, and test techniques were recommended. The analysis is des-
cribed in detail in TRW Report 7517.1-348, "Thermal Study of NIM/CAMAC Rack-
Mounted Experiment Equipment for Spacelab Application,” April 6, 1976.

1.3.2.1 System Configuration

The crate or bin of the NIM and CAMAC systems contains equipment modules
with their electronic parts mounted on printed wiring boards, and the modules
are installed vertically into slots in the housing structure. Openings are
provided on the top and bottom housing structures next to the boards. For
Spacelab applications, an air flow distribution plenum is located on the top
of the housing (see Figure 1-9). The crate or bin is mounted inside a rack
(cabinet), and is connected to the distribution duct Tocated in the back of
the rack with flexible connections (see Figure 1-10).

According to the Spacelab Payload Accommodations Handbook, cooling of
the crate or bin is accomplished by suction pressure in the following manner.
Fach rack is connected to the avionics loop supply duct and return duct,

which are located under the floor of the module housing the racks. Air enters
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the rack from the supply duct, flows through the crate(s) or bin(s) from the
bottom to the top, exits from the distribution plenum, and is then sucked
through the distribution duct to the return duct. Each inlet to the distri-
bution duct contains an adjustable orifice that is used to control the air
flow through the connected crate or bin according to its needs. Unused in-
lets are capped off.

The cooling air flow distribution system described herein appears to be
feasible. However, in order to achieve an equal quantity of air flow among
the boards, the air flow distribution plenum must be designed properly.
Detailed design of the plenum was beyond the scope of this study.

1.3.2.2 Thermal Analysis Assumptions

The basic assumptions employed in the analysis are listed below. The
first two defined critical parameters of the Spacelab cooling system that
had not been fixed when the analysis was started. The rest of the assump-
tions were made to simplify the analysis.

® Cooling air temperature is 23 °C (74 °F) inlet and 40 °C (104 °F)

exit.

e Standard cooling air flow rate is 21.8 kg/hr (48 1b/hr) per 100 watts
of puwer dissipation.

A11 boards receive the same quantity of cooling air.
A1l boards dissipate the same amount of power.
The power dissipations are uniformly distributed on the boards.

The total surface area of all parts mounted on a board equals the
surface area of one side of the board.

® The convective heat transfer coefficient of the parts equals that
of the board to which the parts are mounted.

® Steady-state thermal and air flow conditions prevail.
The boards are 28 cm (11 inches) wide x 20 cm (8 inches) high.

® The effective air flow spacing between the boards is 13 mm (0.5 inch)
for the crate and 25 mm (1.0 inch) for the bin.

1.3.2.3 Convective Heat Transfer Coefficients

From Figure 1-9, it is seen that the air flow spacing between the boards,
formed by two adjacent boards and the front and back panels of the crate or
bin, resembles a rectangular duct. The convective heat transfer coefficient,
h, as a function of air flow rate and board location is shown in Figures 1-11
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and 1-12. The coefficient, h, decreases rapidly with increasing flow length,
X, and the difference between the h values in the middle of the board and
hear the exit (top of the board) is insignificant.

For a given air flow rate, power dissipation, and board Tocation, there
is a fixed temperature difference, AT, which consists of two components:
one component, AT, is from the board or part case to the cooling air, which
is due to heat transfer from the surface to the air. The other component, aT,
is due to increase in the enthalpy of the cooling air, as the air absorbs the
heat.

These AT's change in value from inlet to exit, and the maximum value
occurs near the exit where the coefficient, h, 1is minimum and the enthalpy
is maximum. Since the worst-case maximum temperature dictates the design,
the maximum AT's were calculated and were added to the air inlet temperature
of 74 °F to obtain the maximum board temperature.

In looking over photographs of the NIM/CAMAC equipment printed wiring
boards with parts mounted on them, it was observed that most parts are DIP's
(Dual In-line Packages) and the packaging density is such that the surface
area of the parts apProximate1y equals or is somewhat less than the area of
one side of the board. The parts are usually separated from the board by a
gap of 0.020 inch and the boards are not conformal coated. The parts are
exposed to the cooling air, and the convective heat transfer coefficients of
the parts are generally equal to or higher than that of the board (depending
on the orientation of the parts with respect to the air flow direction). In
general, the temperature difference between the case and the board tends to
be insignificant. Therefore, for practical purposes, the case temeprature
was considered equal to the board temperature.

1.3.2.4 Thermal Analysis Results and Conclusions

The principal results of the thermal analysis are presented in the four
graphs shown in Figures 1-13 to 1-16. These graphs show the relationship
between maximum board or part case temperature, power dissipation and air
flow rate for the CAMAC and NIM configurations. The results are presented
in parameteric form to allow their use in analyzing a variety of specific
cases. Qur overall conclusions are based on the average or nominal situation.

Several examples to illustrate the use of the results for specific cases are
also given.
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Overall Conclusions - The average power dissipation in a commercial CAMAC
module is about ten watts. From Figure 1-13, we see that at the standard
Spacelab air flow rate, the maximum board temperature, assuming uniform power
dissipation in the module, will be 61 °C (142 °F). Therefore, the maximum
operating case temperature for industrial grade parts (70 °C) is not exceeded.
However, the margin is not very great. A twenty-five percent increase in
either local power dissipation (see Figure 1-15) or total module power dissi-
pation will increase the maximum temperature to the 1imit of 70 °C. If the
maximum allowable temperature is increased to 125 °C (257 °F) by using military
grade parts, the air flow rate can be reduced to under one-half of the standard

value while sti11 maintaining a comfortable margin on the part temperatures.
Obviously, the most effective modification from a thermal standpoint would be
to reduce the power dissipation by using lTow-power versions of the parts that
are functionally acceptable. If the average module power dissipation were
reduced to five watts, the flow rate could be halved and the maximum tempera-
ture of 50 °C (122 °F) would be well below the Timit on industrial grade parts.
Careful attention to any residual high-power parts would be needed, since

they would be points of high local power dissipation and, hence, hot spots.

The averanz power dissipation in a NIM module is about six watts. From
Figure 1-14, it can be seen that the nominal situation is very similar to the
CAMAC case. The fact that the thermal situation is not better for NIM than
CAMAC is due in Targe part to the last assumption listed in Section 1.3.2.2.
The wider effective duct width for the NIM module results in a less efficient
use of the cooiing air flow (compare Figures 1-11 and 1-12).

Modification of the module top and bottom covers to concentrate the air
flow on the internal circuit boards would tend to equalize the convective
heat transfer coefficients for the two cases.

ITTustrative Examples -

Example 1: A crate containing 25 boards dissipates a total of 250 watts, and
is cooled by air at an inlet temperature of 74 °F. Assuming all boards dissi-
pate the same amount of heat and uniform heat distribution on the boards,
determine the maximum board temperature if the cooling air flow rate is

(a) standard, (b) 50 percent of standard, and (c) 150 percent of standard.
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250 watts/25 boards
10 watts/board.

Power dissipation per board Q

From Figure 1-13, Note No. 5, standard air flow rate is 0.48 1b/hr-watt,
W = 0.48 Tb/hr-watt x 10 watts = 4.8 1b/hr.
From Figure 1-13, for Q = 10 watts/board,

W= 4.8 1b/hr, T = 142 °F (a)
boardmax —

W=2.41b/hr, T = 172 °F (b)
boardmaX

W=7.21b/hr, T = 132 °F . (¢)
boardmaX —_— |

Example 2: An 11-inch wide x 8-inch high printed wiring board, with 16 Tead
DIP's mounted on it, is to be used in a crate. The board has a total power
dissipation of ten watts, and is to be cooled with 74 °F air at a rate of
4.8 1b/hr. Assuming all parts dissipate the same amount of power and have
the same heat transfer coefficient, determine the part case temperature if
the packaging density is such that (a) the total surface area of all parts
equals the board area; (b) there are 12 rows of 13 parts each; and (c) there
are 17 rows of 7 parts each. '

For average cases, such as the example given herein, heat transfer from
the part surface that faces the board may be assumed negligible, since there
tends to be Tow air flow through the small gap (0.020 inch) between the part
and the board. Also, heat transfer from the leads may be assumed to be
negligible due to the small surface area of the leads, although the heat
transfer coefficient over the leads may be high. These simplifying assump-
tions should yield slightly higher temperatures, which is a conservative
approach. However, for extreme cases with high power dissipation, every pos-
sible heat path should be included. .

- - _ A
Aparts = Aboard =11 x 8 =88 1in (a)
& = A0M - 0014 w/in? = 114 may in?
parts 88 1in
From Figure 1-15, T = 142 °F .
case .. v
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A

0.725 x 0.265 + 2(0.725 x 0.160) (b)

parts 2
+ 2(0.265 x 0.160) = 0.509 in“/part
A = 12 rows x 13 parts/row x 0.509 inz/part
parts 2
= 79.4 in“(total)
From Figure 1-15, T = 149 °F
case ..
A = 17 rows x 7 parts/row x 0.509 inz/part (c)
parts 2
= 61.0 in“(total)
& = J0M - 0164 U/in® = 164 mi/in®
parts 61 in
From Figure 1-15, T = 173 °F
case .

The foregoing example shows the importance of surface area. For the same
power dissipation and air flow rate, the temperature increases as area de-
creases, and vice versa. Also, when the total surface area of all parts
equals the board area, the case temperature equals the board temperature for
the same air flow rate and heat load as indicated in Examples 1(a) and 2(a).
It should be alerted that, when using Figures 1-13 and 1-14, one must pay
attention to the difference between the total part surface area and board
area, because for a reduction in area of 31 percent (from 88 1n2 to 61 in
the temperature increased 31 °F (from 142 °F to 173 °F) [see Examples 1(a)
and 2(c)]. If one knows that the total part surface area is less than the
board area, he should use Figures 1-15 and 1-16 instead of Figures 1-13 and
1-14 to estimate the temperature, as was done in Example 2. »

2)

The study considered mainly the ideal case with the heat load uniformly
distributed on the board. For less ideal caseé, such as heat Toad concentrated
on the left or right half of the board, or the upper or lower half of the
board, the results developed for the ideal case can be used to estimate the
temperatures with sufficient accuracy when simple factors are applied, as
shown in Figure 1-17 and the following example:
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CASE 1. Heat Load Uniformly Distributed on the Board:
EXIT

7 /// 7]
,/ /
Q WATTS , . -
//////’ A in? ; CURVES AS THEY ARE
//// ////j

NG

W 1b/hr

CASE 2., Heat Load Concentrated on Left or Right Half of the Board:

EXIT

- A// ‘///i |
///i/ "/ Q WaATTS | ' ,
;/// 77 ] USE CURVES FOR Qgeeactive = 2N

A in? i

7 7 /(//A ;

T T\ T INLET

W 1b/hr

CASE 3. Heat Load Concentrated on Upper or Lower Half of the Board:

EXIT

V/ /7//4/
Q WATTS - . _
_é;,lz >, 41 USE CURVES FOR Qurrpopiye = 150

A 1n AND ADD 20°F TO TMAX OBTAINLD

P

W 1b/hr

Figure 1-17. Cases for Uniform]y‘Distributed and Concentrated
Heat Load Conditions
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Example 3: Same as Example 1 except instead of uniform heat distribution, heat
is concentrated on the (a) left half of the board; and (b) upper half of the
board. Determine the maximum board temperature for a cooling air flow rate

of 4.8 1b/hr (standard).

From Figure 1-17, Case No. 2, determine the temperature by using (a)
the curves for Qeffective = 2Q.
From Figure 1-13, for Q = 2 x 10 = 20 W, Tboard = 210 °F.
max
From Figure 1-17, Case No. 3, determine the temperature by using (b)

the curves for Q

. =1.5Q and add 20 °F to the temperature
. ffective
so obtained. €

From Figure 1-13, for Q = 1.5 x 10 = 15 W, T = 176 x 20 = 196 °F.

boardmaX

1.3.2.5 Recommendations for the SECT Program

As part of the thermal analysis effort, more definitive recommendations
for thermal testing in the SECT program at JSC were generated. The objec-
tive of the tests, as described here, is to simulate the Spacelab environment
for rack-mounted equipment. The recommended configuration is shown in
Figure 1-18. The equipment will be operated in a laboratory ambient environ-
ment with ambient air sucked through it to provide cooling. An air distri-
bution plenum, with a long flexible duct attached to it, will be installed
on top of the crate. Located near the other end of the flexible duct is a
fan, which will be utilized to suck the air through the crate.

For this test, the following measurements should be performed:

e Total electrical power input to the crate, and if possible, power
input to some typical and high-power boards (same boards whose
temperatures are to be measured).

@ Temperatures of typical and high-power boards and parts mounted on
them; at least two boards located in the middie and two boards on
one side of the crate, and the high-power dissipating and low-power
dissipating parts.

® Total cooling air flow rate through the crate, and preferably air
flow rates over typical and high-power boards, as well as the
middle and side boards (whose temperatures are to be measured).

40




Ly

/A

.
o 20 v T v S8 e B B s B s B s N e O

<

TYPICAL HOT-WIRE ANEMOMETER &

THERMOCOUPLE LOCATIONS

TYPICAL PW BOARD WITH

j |
a
a)l
F(I
PARTS MOUNTED ON IT \\\\\\ I 17

\ (]
7 TN
1
|
i

!

Figure 1-18.

AIR
DISTRIBUTION
PLENUM

FLEXIBLE
; DucT

DAMPER

FAN ““‘\\\\\

N

|
B
| | 8.6 in.
||
| |

RN

THERMOCOUPLE LOCATION—" AIR IN

Recommended Test Techniques for Thermal Testing of
NIM/CAMAC Experiment Equipment

AIR
//ﬁ ouT
Z{iMANOMETER &

THERMOCOUPLE .
LOCATIONS



Every attempt should be made to measure the power dissipations of the
boards , because without knowing the values of this parameter, comparison of
the test and analytical results would not be meaningful.

For temperature measurements, it is recommended that thermocouples be
bonded to the boards and parts with a thermally conductive epoxy.

To determine the total air flow through the crate, an inclined water
manometer can be used to measure the static pressure across the fan, and from
the fan characteristic curve, the volume air flow rate can be determined.

In order to calculate the weight air flow rate, the air temperature upstream
aof the fan should be measured, from which the density of air can be deter-
mined. It is desired to test the equipment at the following air flow rates:
(a) standard, (b) 50 percent of standard; and (c) 150 percent of standard.
The air flow rate can be varied with a damper that should be located down
stream of the fan.

The adequacy of the air distribution plenum can be determined by mea-
suring the air flow rates over the boards that are located near the middle
and near one side of the crate. Calculations showed that the air velocity
over the boards is approximately 30 ft/min, and in order to measure this
Tow velocity with sufficient accuracy, it is recommended that hot-wire ane-
mometers should be Tocated in the exit openings (upper structure of the crate
which keeps the boards in the vertical position), where the area can be
measured accurately. The air temperatures at the same locations should be
measured with thermocouples, which allow the determination of the density
of air. Finally, the weight air flow rate can be determined by the equation
of continuity.
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1.4 RECOMMENDED MODIFICATIONS AND ESTIMATED COSTS
(TASK 3B)

1.4.1 Recommended Modifications

The preliminary assessment of the modifications that would be required
to make NIM/CAMAC equipment ccmpatible with the Spacelab environments, pre-
sented in Section 1.2.3, was reevaluated in light of the results of our
dynamic and thermal analyses to arrive at our final recommendations for equip-
ment modifications. The modifications are treated in two categories. First,
we will consider the minimum modifications that are required to use NIM/CAMAC
equipment with at least some degree of confidence in its reliable operation.
Second, we will consider those modifications that would essentially assure
reliable operation. At the same time, these more extensive modifications
will allow the incorporation of the changes needed to alleviate the convec-
tive cooling requirements of NIM/CAMAC equipment.

1.4.1.17 Module Modifications

In general, the minimum modifications required correspond to the pre-
Timinary assessment except in the area of structural changes where the
situation was found to be better than our intuitive judgment indicated.
The minimum module modifications required are given in Table 1-5. They
apply to both NIM and CAMAC modules, with the few exceptions noted. These
modifications are all of the type that could be performed on a commercial
module after its original fabrication with the possible exception of the
isolation of circuit and frame grounds. Changes in the printed circuit
board layout, which are difficult to implement after the fact, may be re-
quired to obtain ground isolation.

The second class of modifications considered for NIM and CAMAC modules
are more extensive and involve a significant amount of redesign prior to
module fabrication. These modifications could not be performed on commercial
modules after their original fabrication. The general approach would be the
following: starting with the existing circuit design, perform design and
re]iabi]ity analyses directed at reducing power consumption, replacing com-
mercial electronic components such as parts and connectors with items
selected from a NASA-approved parts list, and increasing the circuit relia-
bility under worst-case conditions. Once the circuit redesign is completed,

43



Table 1-5. Minimum Modifications Required for
NIM and CAMAC Modules

e Conformally coat the printed circuit boards.

e Mechanically support or spot bond unsupported parts weighing more than
five grams and vunerable parts such as vertically-mounted capacitors.

o Stress relieve and spot bond point-to-point wiring.
e Lock all fasteners by spot bonding or substituting self-locking hardware.
o Isolate circuit ground from frame ground.

e Review materials (especially plastics) and replace with acceptable
materials; e.g., Teflon-insulated wire.

o Analyze power dissipation to identify local hot spots. Correct by instal-
Tation of heat sinks or replacement with extended temperature range part.

¢ Inspect soldering and lead forming on parts. Rework or replace suspect
items as required.

¢ Install top front panel attachment screws on all CAMAC modules.

e Install guide pins to provide mechanical support for the rear card edge
connectors on all CAMAC modules.

e Review electromechanical devices such as switches, potentiometers, etc.,
and replace with vibration-qualified devices or hard-wired parts. These
devices are mostly found in NIM modules.

a new product design, primarily involving a modified printed circuit board
layout, would be performed. Again, this board Tayout would presumably start
with the existing layout and incorporate both the circuit and component changes
as well as the modifications identified as minimum modifications in Table 1-5.
The fabrication of the redesigned module would be done in conformance with
current NASA-approved processes and assembly techniques for space electronics.
The inspection and test activities would also be handled in much the same
way as they currently are for experiment electronics to be flown on unmanned
scientific spacecraft.

This approach to implementing NIM and CAMAC equipment for spaceflight
experiments is being actively pursued by NASA/GSFC. Three manufacturers of

commercial CAMAC and NIM equipment are each investigating this type of approach
for several specific modules under contract to GSFC (see Table 1-2, Volume 11).
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One of the objectives of the GSFC work is to reduce the power dissipation to
the point at which conduction cooling of the spaceflight versions of NIM/
CAMAC equipment is possible. If this is feasible, some further mechanical
changes to the modules will be required to improve the heat conduction paths
inside the modules and from the modules to the crate or bin. These changes
would be incorporated into the new product design for the modules discussed
in the preceding paragraph.

1.4.1.2 Crate or Bin Modifications

The minimum modifications that must be made to the CAMAC crate or NIM
bin correspond very closely to our preliminary assessment. The essential
result of the dynamic analysis was to confirm that the basic structure was
adequate with a comfortable margin of safety. The minimum crate/bin modifi-
cations required are 1isted in Table 1-6.

Table 1-6. Minimum Modifications Required for
NIM Bins and CAMAC Crates

e Provide bottom surface mechanical support and attachment to Spacelab
rack structure.

@ Provide top surface plenum with connection to the Spacelab cooling air
return ducts.

e Lock all fasteners by spot bonding or substituting self-locking hardware.
e Add retaining mechanisms to all card guide rails.

e Add attachment points for module top front panel screws (already on NIM
bins and some CAMAC crates).

e Provide guide pin sockets for CAMAC dataway connectors.

As was discussed in Section 3 of Volume II, because of the inherent
high degree of commonality present in the requirements for system-common
equipment, such as the crates or bins, a reasonable effort can justifiably
be invested in developing spaceflight versions of the equipment. This is
not particularly significant so far as the crate mechanical structure is
concerned because the existing design is basically adequate. However, this
point has a very significant influence on the choice of the best approach
for the crate or bin Tow-voltage power supply. The most reasonable approach
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is to design, develop, and qualify a crate low-voltage power supply speci-
fically for Spacelab use. The redesign would be primarily directed at
increasing the supply efficiency and reducing the supply weight. If a suf-
ficient weight reduction is achieved, the supply could be mounted on the
rear of the crate or bin as it is in the existing equipment. Otherwise the
supply could be independently mounted to eliminate the large cantilevered
load on the rear of the crate or bin.

To a large extent, this approach corresponds to going directly to the
second category of more extensive type modifications discussed in the pre-
vious section for modules. Again, if it turns out to be feasible to reduce
the power consumption to the level at which conductive cooling can be con-
sidered, more extensive mechanical modifications to the crate will be needed
to improve the thermal conduction paths.

1.4.2 Modification Costs

In estimating the modification costs, we have taken advantage of the
inherent commonality of NIM and CAMAC equipment. The types of modifications
that have to be performed are relatively independent of the particular func-
tion or supplier of the module. Therefore, we have estimated the modifica-
tion cost for an average single-width module (i.e., containing one printed
circuit board). As a point of reference, the current average retail price
of NIM or CAMAC modules is about $700.

The actual modification cost for any particular module may vary consider-
ably from the average cost we have estimated depending on the complexity of
the unit and the amount of modification needed (see, for example, the results
of the GSFC-sponsored studies by three CAMAC manufacturers). However, the
principal use of our cost estimates will be to generate programmatic cost
estimates in Task 4. As will be seen in the discussions of Task 4, the num-
ber of modules involved in the programmatic estimates is large. Thus, to
well within the overall accuracy of the programmatic cost estimates, any
variations in actual modification costs for different types of modules will
average out.

Cost estimates were developed for three cases. The first two correspond
to the minimum modification approach and the more extensive modification
approach discussed in the previous section. The third case deals with a
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so~called custom-built approach that corresponds closely to current aerospace
practice for the development of unmanned spaceflight experiment electronics.
This case is included for the purpose of comparing the cost of using modified
NIM/CAMAC equipment for Spacelab payloads with the cost of continuing to use
current methods of implementing payload electronics.

Since the crates and bins, with their associated power supplies, consti-
tute a small fraction of the projected equipment usage (less than seven per-
cent), no separate cost estimate was generated. As discussed in Section
1.4.1.2, the best approach for these equipment items is a one-time develop-
ment of a version specifically designed for spaceflight use. Although the
powered crate or bin is a distinctly different type of hardware compared
with the modules, the development and production costs are not expected to
be sufficiently different from the module costs to significantly affect the
overall programmatic cost estimates.

1.4.2.1 Minimum Modification Costs

The minimum modifications needed to adapt NIM/CAMAC modules for Spacelab
use (see Table 1-5) are essentially identical to the type of modifications
identified in the Rockwell analysis of commercial equipment for Spacelab pay-
loads. Therefore, the Rockwell cost estimates have been used as the basis
for our minimum modification cost estimates. The basic approach investigated
by Rockwell involved modification of an actual commercial unit after its
original manufacture. As stated in Section 1.4.1.1, this approach is appli-
cable for what we call minimum modifications.

In the Rockwell study, a wide variety of commercial equipment that was
1ikely to be used in Spacelab payloads was analyzed. Four items of NIM equip-
ment were included in the analysis. Two qf the items, the NIM bin power
supply and the Nuclear Data multichannel analyzer, are not good representa-
tions of NIM/CAMAC modules. Although the multichannel analyzer contained
three NIM modules, the majority of the hardware was not NIM and the module
modification costs were not separately identified. In the case of the two
other items, the Tennelec timer consisted of three NIM modules and the ORTEC
particle counter consisted of four NIM modules.

A certain amount of analysis and interpretation was necessary to extract
module modification costs from the Rockwell report in a suitable form for our
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purposes here. Most importantly, the nonrecurring engineering and test costs
estimated by Rockwell for the items composed of several NIM modules took intc
account the fact that the individual modules are very similar. Our interpre-
tation of their cost estimates for the Tennelec timer and the Ortec particie
counter is that the engineering and test costs are independent of the nuber
of individual modules in the equipment. It is generally true of the Rockwel:
modification cost estimates that the engineering and test costs are relatively
insensitive to the retail price and complexity of the equipment. Therefore,
we have taken the mean of the engineering and test costs for the Tennelec
timer and the Ortec particle counter as the best estimate for a single riodule,
It is certainly true that in actuality advantage would be taken of the com-
monality of NIM/CAMAC equipment to reduce the modification costs. However,
for consistency, all of our cost estimates are based on the assumption that
each module is treated independently since we cannot see a nonarbitrary way
of choosing, at this point, how many modules would be modified by one
organization.

The best estimate of the average manufacturing cost per module is
straight forward. The total manufacturing cost for the Tennelec timer ard
the Ortec particle counter was divided by seven, the number of modules in-
volved. For documentation and program management, Rockwell ratios of ten
percent and five percent, respectively, of engineering, manufacturing and
test were used. Finally, the costs were divided into nonrecurring design,
development, test and engineering, and recurring unit costs. The Rockwel:
test category includes the costs associated with development verification
testing of the first unit which is basically nonrecurring whereas the cali-
bration and testing of subsequent units is included in the manufacturing
costs.

The resulting cost estimate is shown in Table 1-7. A check on our
interpretation of the Rockwell cost estimates can be obtained by comparing
the ratio of the modification cost to the retail unit cost in Table 1-7 with
the summary plot of this quantity versus retail unit cost for NIM zquipment
shown in Figure 3-33 of Volume II of the Rockwell report ($11,513/695 = 16.5
from Table 1-7 compared with 16 for a retail unit cost of $700 in Figure 3-33).
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Table 1-7. Estimated Costs of Minimum Modifications
for an Average NIM/CAMAC Modutle
(adapted from Rockwell study)

Nonrecurring Recurring

Engineering 5,850 -
Verification Test 3,680 --
Manufacturing and Test - 485
Documentation 953 49
Program Management 477 24
Original Module Cost - 695

Totals $ 10,960 $ 1,253

1.4.2.2 More Extensive Modification Costs

Our estimated costs for the more extensive approach to modification for
Spacelab use, described in Section 1.4.1.1, were derjved from a recent TRW
study of Tow-cost approaches to scientific experiment implementation for
Shuttle-Taunched and serviced spacecraft (Contract NAS w-2717). As part of
that study, a cost was computed for producing standard electronic modules
that were similar to NIM and CAMAC modules in function and complexity, but
designed specifically for spaceflight use. The costs were generated using
detailed cost estimating re]ationships based on our experience with developing
spaceflight scientific experiment electronics. The costs are broken out in
accordance with a rather detailed work breakdown structure.

The cost estimate for the modification approach under consideration here
was developed by modifying the level of effort devoted to each of the tasks
in the work breakdown structure to correspond to the modification approach
discussed in Section 1.4.1.1. The important changes to the "low-cost approaches
study" estimate for development of a standardized electronic module were:

o Start from existing circuit design and printed circuit board layouts.

e Reduce number of qualification units produced and extent of the
qualification test program.

e Concentrate reliability effort into parts selection and application
review, worst-case analysis, and test requirements.

49



The resulting cost estimate is shown in Table 1-8, broken down into major
task categories as well as nonrecurring and recurring costs.

Table 1-8.

Estimated Costs for More Extensive

Modifications to an Average
NIM/CAMAC Module

Design Engineering
Product Engineering
Reliability

Parts, Materials and Processes

Quality Assurance
Manufacturing
Test

1.4.2.3 Custom-Built Module Costs

Nonrecurring Recurring
10,750 -
7,500 -
2,500 -
4,000 2,900
3,750 400
13,630 1,150
7,000 380

$ 49,130 $ 4,830

This case does not acfua]]y correspond to modification of an existing
NIM/CAMAC module, but rather represents the costs required to develop and

produce an equivalent unit using a conventional, present-day approach for
experiment electronic hardware intended for use on an unmanned scientific

satellite.

The unit is equivalent in the sense that it satisfies the same
functional requirements as the NIM/CAMAC module.

Qur cost estimate for this

case is taken directly from the TRW low-cost approaches study discussed in

the previous section.
applicable without any adjustment.

The module cost estimate generated in that study is

The cost estimate, broken down into major task categories and nonrecur-

ring and recurring costs, is given in Table 1-9.
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Table 1-9. Estimated Costs for a Custom-Built
Equivalent of an Average NIM/CAMAC

Module
Nonrecurring Recurring

Design Engineering 27 ,500 -
Product Engineering 12,500 -
Reliability 6,250 -
Parts, Materials and Processes 23,375 3,150
Quality Assurance 12,500 590
Manufacturing 34,125 2,130
Test 8,750 380

Totals $ 125,000 $ 6,250

1.4.3 Analysis of Alternative Modified Equipment Sources

In their analysis of commercial equipment for Spacelab payloads, Rock-
well reached the conclusion that the original manufacturer is clearly the
preferred modifier. In the particular case of NIM/CAMAC equipment being
considered here, we came to essentially the same conclusion for many of the
same reasons. However, the choice is not as clear. For NIM/CAMAC equipment,
some of the factors to be considered in determining the most cost-effective
source differ significantly from the general case analyzed by Rockwell.

The extremely nonuniform procurement profile used by Rockwell (large
peaks every five years) almost immediately ruled out any centralized agency
because of the inefficient utilization of personnel and facilities. As we
will see in the discussion of Task 4A to follow, the procurement profile
for NIM/CAMAC equipment is reasonably constant. In addition, if an equip-
ment pool is adopted, a central agency that has other related functions to
perform already exists.

Secondly, the inherent commonality of NIM/CAMAC equipment due to its
standardized nature reduces the advantage the original manufacturer has
because of his familiarity with his ~wn equipment.

Finally, a centralized source could take greater advantage of the com-
monality in the kinds of modifications that are required to reduce the non-
curring costs involved. Recall that in the discussion of modification costs
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in Section 1.4.2.1, it was pointed out that, whereas our cost estimate
assumed independent efforts for each type of module, in actuality, nonrecur-
ring costs should be lower when more than one type of module was being modi-
fied by the same organization. Obviously, the greater the number of modules
being handled in common, the greater the cost reduction.

On the other hand, due to the many types of NIM/CAMAC modules being used
and the fact that most of the manufacturers each produce all or most of the
types, many more than one type of module would usually be supplied by a
particular manufacturer in any case.

In addition, the original manufacturer still has many advantages in
terms of familiarity and available facilities and stock. This is especially
true for the case of minimum modifications.  Most importantly, he can incor-
porate the modifications during the original manufacturing cycle, as opposed
to after the fact, and, hence, avoid the costs of disassembly, discarded com-
ponents, retesting, etc. For the case of minimum modifications, our conclu-
sion is that incorporation of these modifications during the original
manufacture of the equipment is the most cost-effective approach.

For the case of the more extensive modifications, the modifications
clearly must be incorporated during the unit fabrication and assembly. The
only question is whether the most cost-effective manufacturer is the manu-
facturer of the commercial unit on which the redesign was based or someone
else. The current U. S. suppliers of NIM and CAMAC do not produce military
or aerospace equipment (the same is not true of the European suppliers).
Therefore, they have the disadvantage of not having the special facilities
for, or experience with, the production of aerospace equipment to military
or NASA standards.

In this case, their willingness to learn the practices, procedures, and
techniques required becomes a key factor. The willingness of at least some
of the NIM/CAMAC suppliers to do so has been demonstrated by the GSFC-sponsored
activities. Assuming this interest and willingness continues, they may well
be the most cost-effective source. On the other hand, the alternative source
of a contractor with experience in producing aerospace electronics, possibly
gaining access to the original supplier's familijarity with the equipment
through a licensing agreement, would probably not be significantly less cost-
effective.
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2. IMPLEMENTATION ANALYSIS AND MANAGEMENT PLAN DEVELOPMENT
FOR NIM/CAMAC EQUIPMENT (TASK 4A)

2.1 INTRODUCTION

The study effort to this point has demonstrated the general applicability
of NIM and CAMAC equipment for Spacelab payloads and has defined the necessary
modifications and costs involved to make NIM/CAMAC equipment compatible with
the Spacelab environment. In this task, we used these results to estimate
the projected usage and costs of NIM/CAMAC equipment in Spacelab payload opera-
tions during the time period of 1980 to 1991.

Two alternative general approaches to providing the NIM/CAMAC equipment
required for Spacelab payloads were considered.
@ A shared-equipment implementation in which the various Spacelab

users draw their required compiement of standard NIM/CAMAC equip-
ment for a given flight from a common equipment pool.

® A dedicated-equipment implementation in which each of the users

is responsible for procuring either their own NIM/CAMAC equipment

or its custom-built equivalent.
The obvious objective of the shared-equipment approach is to take advantage
of the commonality found in the NIM/CAMAC requirements of the various pay-
Toads in order to minimize the total amount of equipment, and hence cost,
needed to support the Spacelab payload operations. The basic assumption,
which makes this approach attractive to consider, is that by committing the
NIM/CAMAC equipment needed in a particular payload to that payload for only
the length of time it is actually required for a given flight, the overall
efficiency of equipment utilization will be significantly increased.

Experience with NIM/CAMAC use in ground-based laboratories strongly in-
dicates that an equipment pool is a cost-effective method of satisfying user
requirements for standard modules in a situation that has many factors in
common with Spacelab payload operations. A simplified version of the situa-
tion for Spacelab payloads has already been considered in the commonality
analysis of Task 2 (see Section 3.9.2, Volume II). Comparison of the extreme
cases; namely, completely shared equipment usage in a serial flight series
of the eleven representative payloads versus completely dedicated usage in a
parallel flight series, indicated that equipment sharing between payloads
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would reduce the total amount of equipment required from 687 items to 217
items, in the case of CAMAC equipment; and from 406 items to 245 items,
in the case of NIM equipment. Thus, an overall reduction by a factor of
about 2.4 was obtained in this overly simplistic scenario.

- Our work in Task 4A was directed at making a more accurate and real-
istic assessment of the impact of equipment sharing in the Spacelab era.
Hence, we have concentrated on determining the most efficient type of equip-
ment pool implementation for Spacelab payloads. However, in order to pro-
vide a baseline for comparison, we have also estimated the costs of
dedicated equipment implementation approaches that do not involve a pool.
Although a number of simplifying assumptions were necessarily made in our
analysis, we believe that the overall results present a reasonably accu-
rate projection of the cost reductions that can be achieved through the
use of NIM/CAMAC in a pooled-equipment implementation approach. In actu-
ality, many detailed factors will vary from the model used here, but the
overall results should remain valid. Our approach to Task 4A was sub-
divided into the following four tasks:

Task 4A.1 - Develop time-phased NIM/CAMAC equipment requirements.

® Define a baseline Spacelab traffic model. ‘

o Establish a schedule for module use by an individual payload.

¢ Project overall NIM/CAMAC usage in the baseline payload model
using the results of Task 2 for representative payloads.

Task 4A.2 - Perform a tradeoff analysis of NIM/CAMAC equipment pool
concepts.

e Define alternative pool concepts. _
® Tabulate pool size requirements for the alternatives.
@ Select the optimum pool concept.

Task 4A.3 - Prepare a management plan based on the recommended pool
concept.

® Refine pool size requirements taking into account equipment
replacement rates.
8 Prepare a budgetary cost estimate for pool equipment.

e Develop a recommended NIM/CAMAC equipment procurement plan and
a recommended pool management plan.
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Task 4A.4 - Prepare comparative equipment cost estimates for program
implementations that do not involve a pool approach.

¢ Tabulate equipment requirements based on no equipment sharing.

e Prepare cost estimates based on nonshared NIM/CAMAC equipment

and on nonshared custom equipment.

The first three tasks will result in a management plan for the recom-
mended pool concept. The fourth task will provide the information neces-
sary to determine the expected cost savings from implementing an equipment
poos using NIM/CAMAC equipment.

The documentation used in the performance of Task 4A is listed in
Table 2-1. These references were primarily used in our effort to define
a baseline Spacelab payload flight traffic model that constitutes a reason-
able representation of the number of Spacelab flights that will occur be-
tween 1980 and 1991. Because Shuttle mission planning activities are stil]l
in the formative stages, the payload flight traffic model will undoubtedly
change. The overall results of our analysis, for the most part,can simply
be scaled with the total number of Spacelab flights in the model, unless
the payload mix significantly varies.

Finally, some definitions of the nomenclature being used here should
be noted. As previously discussed in Section 2.1 of Volume II, we are
using the term "payload" to mean a collection of instrumentation that re-
quires approximately the full resources available in a given Spacelab flight.
A flight simply means one sequence of the operations (payload integration,
Taunch, orbital operations, return, etc.) necessary to carry out a mission
with a given payload.

Since it is anticipated that many payloads will be flown more than
once, with refurbishment and possibly modification between flights, the num-
ber of flights will always be greater than the number of payloads. For the
case of equipment sharing, the NIM/CAMAC equipment requirements are deter-
mined primarily by the number of flights since the equipment is not uniquely
identified with a given payload. The overall equipment reguirements are
relatively insensitive to variations in the makeup of the payload for any
particular fiight as Tong as the overall distribution of missions among the
different disciplines 1is not changed.
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On the other hand, the equipment requirements are primarily determined
by the number of payloads in the case of dedicated use, and the results are
relatively sensitive to questions such as how many times is a particular
payload flown without making modifications that result in new requirements
for NIM/CAMAC equipment. As we will see in Section 2.5, this makes the
realistic estimation of equipment requirements more difficult in the
dedicated equipment case.

Table 2-1. References Used in NIM/CAMAC Management
Plan Development

Summarized NASA Payload Descriptions - Sortie Payloads (SSPDA),
NASA/MSFC, July 1974.

The 1973 NASA Payload Model - Space Opportunities 1973-1991,
NASA/Headquarters, 1973.

Updated F1ight Model for Use in Shuttle, Spacelab, and IUS/Tug
Procurement and Operations Analysis (Yardley Memorandum), NASA/
Headquarers, October 1974,

Shuttle Era Mission Model - Sortie Payload Missions/Experiments,
NASA/GSFC, December 1974. ' :

Spacelab Briefing for AMPS, NASA/MSFC, November 1975.

2.2 TIME-PHASED NIM/CAMAC EQUIPMENT REQUIREMENTS
2.2.1 Baseline Spacelab Flight Traffic Model

In Task 2 of this study representative Spacelab payloads for a wide
range of disciplines were analyzed. In order to transform this data into
a measure of the total requirements for NIM/CAMAC equipment, the Shuttle
flight frequency for each of the disciplines is required. The selection
of this flight traffic model is important since the subsequent definition
of an appropriate pool concept, management plan and program cost is based
on this model. However, the precise details of the flight traffic model
are not critical, as the aim of this task is to define the order of magni-
tude of a NIM/CAMAC pool. After consideration of several models, the
Shuttle traffic model of October 1974 was chosen as a baseline because it
is in good agreement with a model generated directly from the SSPDA docu-
ments. The 1974 traffic model stipulates that there are 226 Spacelab ope-
rations out of a total of 572 Shuttle flights between 1980 and 1991.
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The SSPDA documents were used to identify the experiments that are
projected to be flown during each year between 1980 and 1991. An estimate
of the number of flights per year that are required by each discipline was
obtained by adding together the reentry weights for each of the experiments
and then dividing the total reentry weight by the Shuttle experiment payload
capability. The payload capability varied for each discipline as it was
based on whether the discipline required the pallet-only, pallet-module or
module-only mode. The numbers of flights that were required each year by
the different disciplineson the basis of the SSPDA documents are tabulated
in Table 2-2 along with the same information from the 1974 flight traffic
model. The di ciplines have been grouped in a way that corresponds to the
applicability of the results for the representative payloads that were
selected and analyzed in Tasks 1 and 2 of this study (see Sections 2 and 3
of Volume II). As might be expected in the early years, up through 1982, the
SSPDA model indicated that substantially more flights were required than
projected by the flight traffic model. However, after 1982, the agreement
between the two models was good. In other words, in the early years the
SSPDA document oversubscribes the number of flights whereas the 1974 flight
traffic model indicates the actual maximum number of flights that are pos-
sible.

2.2.2 Payload Equipment Usage Schedule

The NIM/CAMAC equipment requirements for each discipline were based
on the representative payload equipment requirements that were compiled in
Task 2 of this study. The equipment requirements for each year could be
obtained on a qualitative basis by simply multiplying the number of units
of CAMAC and NIM that were required by the representative payloads, by the
number of flights per year projected by the baseline model. However,
equipment requirements generated in this manner do not take into account
the length of time the equipment has to be committed to a payload for a
particular flight. If the payload equipment has to be committed only for
a length of time that is less than the time between flights, the actual
equipment requirements would be less than the simple estimate would indi-
cate. Conversely, if the period of commitment is longer than the time
between flights, the actual requirements would be increased. In order to
take this factor into account, we will examine the payload development
sequence before projecting the equipment requirements.
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Table 2-2. Baseline Spacelab Flight Traffic Model (Flights/Year)

Year: 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 Totals

Astronomy
SSPDA Model , 1% 2 2 4 5% 6% % 3% 5 3 4 2% 47
1974 Traffic Model - 1 2 3 2 3 4 4 4 4 4 4 35
High-Energy Astrophysics
SSPDA Model 1% 1% 2 3 3 2 2 2% 2 2% 2 2 26
1974 Traffic Model 1 - 1 1 2 1 2 2 1 2 2 17
Solar Physics
SSPDA Model 1 1 1 % 2 2 1% 2 I 2 1% 2 19
1974 Traffic Model - 1 1 2 2 2 2 2 2 2 2 2 20
Atmospheric & Space Physics
SSPDA Model - 1 1 1 3 3 4 3 4 3 4 3 30
1974 Traffic Model - 1 1 2 2 2 2 2 2 2 2 2 20
Earth Observation &
Earth & Ocean Physics
SSPDA Model 3 3 3 3 2% 2% 3 3. 3 3 3 3 35
1974 Traffic Model - - 2 2 3 2 3 3 4 4 6 34
Life Sciences
SSPDA Model - 1 1 1 1 1 1 1 1% 1% 1% 1% 13
1974 Traffic Model - 1 1 2 2 2 2 2 2 2 2 2 20
Space Processing &
Space Technology
SSPDA Model 3 6% 7 . 6% 7 7 7 7 7 7 7 7 79
1974 Traffic Model - 1 3 4 7 7 7 8 8 8 9 10 72
Multidiscipline
1974 Traffic Model ' 1 1 1 - - 1 - 1 - 1 1 1 8
Totals
SSPDA Model 10 16 17 20 24 24

26 22 24 22 23 21 249
1974 Traffic Model 2 6 12 17 19 21 21 24 24 24 27 29 226



2.2.2.f Spacelab Payload Development Sequence

Because the latter phases of the sequence of opergsions involved in
a typical Spacelab flight are better defined, it is more convenient to dis-
cuss the sequence in reverse order. After the flight is over, the post-
f1ight operations will include a post-flight calibration of the instruments
followed by removal of the payload from the Spacelab. Following payload
disassembly, the NIM/CAMAC units would be tested, maintenance or recalibra-
tion performed, as required, and they would be returned to a storage area,
ready for their next assignment. We estimate that this sequence would re-
quire about three months at the most. It is probably desirable to delay
disassembly of the instruments until at least some data analysis has been
performed. '

The flight itself lasts for seven to thirty days with the vast
majority of flights being seven days.

The pre-flight integration period is essentially composed of four
phases. In the first phase (Level IV) each experiment or instrument is
integrated with the racks and pallet segments that it requires and quali-
fication tests performed. This phase should require about five months.

In the next phase (Level III) the combination of instruments composing the
payload are integrated and checked out. In Level II the payload integra-
tion and checkout is extended to include the Spacelab flight subsystem sup-
port elements. Finally, Level I is composed of integration and checkout

of the Spacelab with the Shuttle Orbiter. Level III through I integration is
currently estimated to take one month. The total integration time for
Levels IV through I is therefore about six. months.

The payload equipment to be used in the flight, including the NIM/
CAMAC equipment, will definitely have to be committed to the payload for
the duration of the operations discussed up to this point. Thus the mini-
mum period for which the flight NIM/CAMAC equipment must be committed is
about nine months.

The payload development activities prior to Level IV integration will
involve the design, development and testing of the individual instruments
by the organizations responsible for the experiments or their contractors.
We estimate that this activity will typically require at least nine months
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and, frequently, several years may be needed. The existence of commercial
units that are functionally identical to the NIM/CAMAC equipment to be’
flown, allows an approach to the phases of instrument development sequence
prior to Level IV integration that may be very cost-effective. Normally
the approach used during instrument development and testing prior to inte-
gration of the actual flight hardware involves a sequence of progressively
more flight-1ike hardware such as breadboards, prototypes, etc. This de-
velopment hardware is often nearly as expensive as the flight hardware..
However, in the case of the NIM/CAMAC equipment, commercial units could be
used if they are functional counterparts of the modified versions to be
used in flight. We will consider the potential benefits of using commer-
cial NIM/CAMAC equipment during instrument development in the next section.

2:2.2.2 Commercial NIM/CAMAC Equipment Use for Instrument Development

The use of commercial NIM/CAMAC units during instrument development
and testing offers several advantages with respect to the use of equipment
that has been modified and qualified for flight use.

Cost - Since the instrument development and testing prior to Level IV inte-
gration will require nine months or Tonger, the use of flight equipment
during this phase of the instrument development would at least double the
length of time that the flight units would have to be committed to a par-
ticular payload. Consequently, the amount of flight equipment needed in a
pool to support the Spacelab payloads would also be about doubled. The
cost benefit to be derived from using commercial counterparts during in-
strument development, and hence reducing the number of flight units needed
by about one-half, can be assessed by recalling the modification costs dis-
cussed in Section 1.4.2. Considering recurring unit costs only, NIM/CAMAC
modules suitably modified for flight are estimated to be two to seven times
as expensive as commercial units, depending.on whether the modifications are
minimum or more extensive (see Tables 1-7 and 1-8). Therefore, the total
NIM/CAMAC equipment costs will be reduced from 25 to 43 percent compared

to the approach in which flight units are used throughout the instrument
development sequence.

Maintainability - Since the instrument development activities prior to

Level IV integration will be carried out by a variety of organizations at
many different places, maintenance of the flight-qualified status of flight
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equipment will pose a problem. If the flight modules were used for in-
strument development and testing, they would require a flight status certi-
fication after the return of the units from instrument testing, and prior
to jntegration into the Spacelab. In contrast, if commercial units are
used prior to Level IV integration, the flight modules would never be more
widely dispersed than to the payload Level IV integration centers and cer-
tification of their flight qualification could be much more easily con-
trolled and maintained. Any instrument qualification testing at the de-
veloper's facilities will now represent a qualification of the instrument
sensor systems only. The full instrument qualification would occur during
Level IV integration.

Flexibility - During the instrument development phase it is unlikely that
the modules that were originally designated for the instrument will be a
perfect selection. Changes in this complement of modules will be more
difficult if flight moduies are used. The paperwork, delay in receiving
the new units and recertification of the old units will take time and

cause inconvenience to the development program. If commercial modules were
used for the instrument development, changes could be made quickly as the
restrictions on their use should be minimal due to their low cost and non-
flight status.

On the basis of these factors, the use of commercial units for in-
strument development and‘testing is clearly preferred. The availability
of this option arises naturally in the case of NIM/CAMAC equipment due to
the existing wide range of commercial units. Consequently, in our further
discussion of NIM/CAMAC implementation for Spacelab payloads, we will assume
that commercial units are used prior to Level IV integration and that the
flight units will be committed to a given payload for a particular flight
for a period of nine months.

2.2.3 NIM/CAMAC Equipment Usage Projections

Having established the baseline position that the flight equipment
will need to be committed for about nine months for any flight, we can
return to estimating the NIM/CAMAC equipment usage across the baseline
Spacelab flight traffic model. The nine-month commitment period means that
the equipment usage can be projected on an annual basis, i.e., on the
average, equipment for payloads flying during any given year will have to
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be committed to those payloads only during the flight year. On the other
hand, the schedule margin is close enough to preclude the use of the same
equipment for more than one flight in a year.

Hence, a reasonable estimate of the project annual NIM/CAMAC usage
is given by simply multiplying the equipment requirements for the repre-
sentative payloads by the number of flights per year given in Table 2-2
for the corresponding discipline. The NIM and CAMAC equipment require-
ments for the representative payloads were taken from Tables 3-53 and 3-54
in Volume II of this report. In the disciplines where results from more
than one representative payload were available (astronomy, high-energy
astrophysics and space physics) an average of the requirements for the
available payloads was used. For multidiscipline payloads an overall
average of the requirements from the numerous disciplines was used. The
resulting overall NIM and CAMAC equipment usage per year, obtained by
summing over the various types of modules and the different disciplines,
is presented in Table 2-3.

Table 2-3. NIM/CAMAC Equipment Usage

Equipment Usage (Units/Year)

Year Flights CAMAC NIN Total
1980 2 156 210 366
1981 6 425 141 566
1982 12 645 324 969
1983 17 965 478 1443
1984 19 : 990 - 366 1356
1985 21 1066 507 1573
1986 21 1096 376 1472
1987 24 1156 523 1679
1988 24 1218 387 1605
1989 24 1071 523 1594
1990 27 1255 398 1653
1991 29 1292 548 1840
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The annual usage rises up through 1983 as the number of flights per
year increases to reach a level that remains fairly constant for the rest
of the period covered by the baseline flight traffic model. The average
annual usage from 1983 onward is about 1125 CAMAC units per year and 450
NIM units per year. It should be emphasized that these numbers are the
projected usage in contrast to the annual number of units that must be
procured. The procurement requirements could only equal the usage rate 1in
the unlikely event that each unit was only used once. Before turning to
the question of procurement requirements, we will investigate the charac-
teristics of an equipment pool that could support the projected usage.

2.3 NIM/CAMAC EQUIPMENT POOL ANALYSIS

In any pooled equipment approach the following functions would be the
responsibility of the pool organization:

Procurement of equipment

Distribution of equipment to users

Maintenance and calibration of equipment

Provision of technical information and support to users.

¢ @ e 2

The main question that needs to be addressed is what type of equipment pool
organization would perform these functions most efficiently and cost-effec-
tively for the case of NIM/CAMAC equipment to be used in Spacelab payloads.

An obvious starting point is to draw upon the experience gained with
NIM/CAMAC equipment pool operations at ground-based Taboratories. However,
there are significant differences between these examples and the situation
that will apply for Spacelab payloads. In the typical case of the larger
high-energy physics laboratories such as the National Accelerator Labora-
tory, Lawrence Berkeley Laboratory, Stanford Linear Accelerator Center,
etc,, the equipment users are Jocated at the facility during the perfor-
mance of their experiments. In this relatively simple situation where all
of the demand for equipment comes from local sources, one central pool at
each facility is clearly the answer. In the case of Spacelab payload ope-
rations, during experiment development the experimenters will be widely
scattered throughout the U.S. and conceivably the world. As payload inte-
gration proceeds the activities will become progressively more centralized,
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culminating in final integration at the Shuttle flight center (either
Kennedy Space Center or Vandenberg Air Force Base). Therefore, a different
pool organization may be more efficient in this case.

2.3.1 Alternative Pool Concepts

In principle, a wide spectrum of equipment pool concepts ranging from
one centralized pool supporting all Spacelab users to a number of pools
that each support a particular segment of the user community such as ex-
perirenters in one discipline or one geographical area could be considered.
However, a centralized pool will always be more cost-effective in direct
terms because of the following factors:

¢ Less duplication of effort and more efficient utilization
of pool manpower

8 More uniform demand for services due to averaging over a
larger community of users

e Higher level of consolidation in equipment procurement.

Therefore, we have taken the approach of starting from the concept of one
centralized pool and attempting to identify what requirements, if any,
could justify the adoption of a more decentralized pool organization.

The disadvantages that normally arise from overcentralization mainly
involve a loss of flexibility to deal with special user requests, inability
to respond to demands for rapid service from a widely dispersed user com-
munity and intolerance to i11-defined or frequently changed user require-
ments. If any of these circumstances apply during the development and in-
tegration of Spacelab payloads, the resulting user inconvenience and de-
lays could translate into cost increases that-offset the cost advantages
of a centralized equipment pool.

In considering the case of NIM/CAMAC equipment for Spacelab payloads,
we could identify only a limited number of potentially significant pro-
blems that might occur with a centralized pool organization.

In terms of the functions of the pool organization, the procurement
of flight NIM/CAMAC equipment and the provision of technical information
and support would definitely be more efficiently handled by a centralized
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organization. In addition, if the use of flight NIM/CAMAC equipment is
lTimited to Level IV and higher integration phases as discussed in the pre-
ceding section, no problems were foreseen with maintenance and calibration
of the flight equipment by a centralized organization.

Problems could arise with a centralized pool organization in the
area of equipment distribution if a requirement for rapid service to
widely dispersed users occurred. However, during the phases of the Space-
lab payload operations sequence when rapid response is critical, i.e.,
during Level II, II and I integration, the users will all be Tocated at one
of the two flight centers. Thus, if the equipment pools are also located
at the flight centers, delays would be held to a minimum.

During instrument development and testing prior to Level IV integration
the users are widely dispersed and user requirements may also be i11-defined
and frequently changed. However, in this case only commercial units
would be involved. The distribution of commercial units could be handled
by the central pool without restrictive controls because of their rela-
tively low cost and the absence of any requirements to maintain a flight-
qualified status. The instrument developers could also have the option
of going directly to commercial suppliers if the central pool was unable
to provide adequate service. '

No meaningful comparison can be made at this time between the total
inventory of equipment that must be maintained to support payload usage
with alternative pool concepts. More data is needed than is available
with the 1imited sample of representative payloads on the variation of
equipment requirements from payload to payload in the segments of the
user community served by individual pools in a multiple pool approach.

In general,a centralized pool would be expected to require less equipment
because of the averaging over a larger number of users. A rough indica-
tion of the differences that can be anticipated is provided by a compa-
rison between the total equipment procurement requirements for a centra-
lized pool to be calculated in Section 2.4 and for a dedicated equipment
approach to be calculated in Section 2.5. As we will see, the dedicated
approach, which to a certain extent represents a maximally decentralized
approach, requires about 33 percent more equipment over the first six
years of Spacelab operations.
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In summary, we do not foresee any factors in the Spacelab user re-
quirements for NIM/CAMAC equipment that could offset the overall cost
advantages of a centralized pool approach if commercial equipment is used
during the instrument development phase and provision is made for rapid
response service at Vandenberg when Spacelab payloads start operating from
there.

2.3.2 Recommended Pool Concept

The recommended pool concept is shown diagrammatically in Figure 2-1.
The organization includes a control center for pool operations and equip-
ment pool and distribution centers at the Shuttle flight centers (KSC and
VAFB). The control center is & permanent element that performs the func-
tions of overall pool management, technical information support for users
and equipment procurement. The control center would most Tikely be located

NIM,/CAMAC
PROCLREMENT 1 SUPPLIERS

b o — ————— —— ——

TECHNICAL
INFORMATION  |=+——
CENTER

b —— —— s ————

POOL
CONTROL ~ EXPERIMENTERS

CENTER ™1 AND INSTRUMENT
I : DEVELOPERS

POOL
»| DISTRIBUTION -
CENTER

(VAFB)

POOL
DISTRIBUTION
q CENTER

| (KSC)

Figure 2-1. Recommended Organization of the
NIM/CAMAC Equipment Pool
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at KSC but this choice is not critical. The actual number of distribution
centers in operation at any time will depend on the demand. For example,
in the initial years of Spacelab operations only the distribution center

at KSC will be needed since Shuttie operations will not start at Vandenberg
unti] 1983. Additional distribution centers can be established if the
sufficient demand exists.

The estimated manpower required to operate this pool and approximate
annual labor costs at current rates are given in Table 2-4 for both the
initial phase of operation in 1980 and for 1984 when equipment usage has
reached a stabie level and the pool is at its full size. The operational
costs of the pool have to be considered when estimating the total cost of
implementing a shared equipment approach for NIM/CAMAC equipment. How-
ever, most of the functions provided by the pool will have to be provided
by somebody in any approach, so only a small fraction of the pool opera-
tional costs can be uniquely associated with the use of an equipment pool.

Table 2-4. Manpower Requirements and Costs for
Operation of the Recommended Pool Concept

Number of Persons and Cost/Year ($000)

Location Labor Category 1980 1984
Manager 1@65= 65 1 @65 = 65
Control Procurement Officer 1@50= 50 1 @50 = 50
Center Information Officer 2 @ 50 = 100 2 @ 50 =100
Clerical & Support 2 @25 = 50 3@25= 175
KSC Supervisor 1 @50 = 50 1650 = 50
Poo] Technician " 1 @40 = 40 3 @40 =120
Clerical & Support 1@30= 30 36830= 90
Supervisor - 1 @50 = 50
pars Technician 1040 = 40
Clerical & Support 1 030 = 30
Total Cost $385K $670K
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2.4 EQUIPMENT COSTS AND POOL MANAGEMENT PLAN

Before NIM/CAMAC equipment costs can be estimated for the pooled-equip-
ment approach, the time-phased procurement requirements to support the
estimated yearly usage shown in Table 2-3 must be determined.

2.4.1 Pool Equipment Procurement Requirements

The minimum pool equipment procurement requirements were cdlculated
directly from the detajled equipment usage requirements as follows: starting
with the tabulation of the numbers of each type of NIM and CAMAC equipment
item used in each year by the payloads in each discipline (i.e., the number
of flights in each discipline for each year times the appropriate represen-
tative payload equipment requirements), the annual usage requirements for
each NIM and CAMAC equipment item were determined by summing over all of
the disciplines. The annual procurement requirement for each equipment
item is equal to the number of units that must be added to the pool each
year to maintain an inventory that is at least equal to the number of units
to be used in the year. The results of this calculation for the first four
years of Spacelab operations (the period of primary pool buildup) are tab-
ulated in Table 2-5. These minimum procurement requirements were next ad-
justed upwards to take into account the needs for spare units and
replacement units.

2.4.1.17 Space Unit Requirements

We assumed that a number of spare units approximately equal to twenty
percent of the number of units in the pool should be available to cover
contingencies and variations in user requirements. However, because of the
small size of the pool in the early years, thé procurement profile was
adjusted to provide close to forty percent spares in the first year and a
gradual decline in the number of spare units to an average of about fifteen
percent when the pool has reached full size. This approach has the added
advantage of smoothing out the fluctuations in the yearly procurement
profile.

2.4.1.2 Replacement Unit Requirements

Since the equipment has a finite life expectancy, new units will have
to be procured as old units are removed from inventory. The effective life
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Table 2-5,

CAMAC _
CAMAC Equipment Item _Code 80
Scalers 111 23
Preset Scalers 113 1
Position Encoders 117 6
Input Gates 121 6
Input Registers 122 1
Logic Units 123 4
Interrupt Registers 127 2
Clocks & Pulse Generators 131 4
Qutput Registers . 132 5
Output Drivers 133 11
Stepping Motor Controllers 145 16

Analog to Digital Converters
High Resolution - Fast 161 18
Multichannel - Slow 161 15
Time Digitizers 161 16
Digital to Analog Converters 162 4
Multiplexers 164 4
Branch Drivers 211 2
Crate Controllers 231 9
Crates W/Power Supply 411 9

CAMAC Totals

Equipment Pool Procurement Requirements for 1980-1983
(no spares or replacements included)

Year

81

—
N O O 0 B O

BN
o W

56
40

0
15
23

5
19
19

82

13
3
8

15
8

2
3
2
14
30
26

12
25

0 .

6
0
4
14
14

12
16
20
44

48
37
12
14

9

5
21
21

156 297 199 315

NIM Equipment Item

Shaping Amplifiers
Fast Amplifiers
Delay Amplifiers
Sum/Invert Amplifiers
Linear Gates
Fast Linear Fan-Ins
Fast Linear Fan-Outs
Fast Integral Discriminators
Stow Integral Discriminators
Single Channel Analyzers
Zero Crossing Discriminators
Constant Fraction Discriminators
Coincidence Units
Pulse Height Analyzer
High Voltage Power Supplies
NIM Bins W/Power Supply
Special Modules
Sequence Discriminator
Wave Analyzer
Differential Amplifier

NIM Totals

Year
8 81 8 83
37 7 25 35
0 0 O
0 0 1
32 0 1 19
1 0 16 0O
9 0 0 3
0 0 1
21 0 0 M
6 9 3 12
1 3 7 6
5 0 0 3
8 0 0 4
15 0 0 7
1T 1 0 0
38 0 34 38
21 0 11 6
5 0 4 7
1 3 0 2
1 0 0 0
210 23 101 155



expectancy of NIM/CAMAC equipment being used in Spacelab payloads is a
difficult quantity to estimate. The possible factors to be considered in
arriving at an estimate are:

e Failure rates
¢ Maintenance costs vs. replacement costs
e Obsolescence

Conventional failure rates for NIM/CAMAC equipment can be estimated
from failure rate data on the types of electronic components used in the
circuits, Even for industrial-grade parts, the corresponding 1ife expec-
tancies are greater than ten years. In addition, the units can be repaired
so the calculated failure rates don't represent the actual situation. The
real failures will probably occur because of overstressed components, mar-
ginal design, or misuse. Recalling the discussion of the modifications for
Spacelab use in Section 1.4, the first two causes are much more likely to
occur in equipment with minimum modifications since the commercial circuit
design and part selection are used without modification. For this type of
fajlure, repair by simply replacing the failed part does not cure the prob-
lem. In any case, the 1ife expectancy due to actual failures will probably
be on the order of five to ten years for minimum-modified equipment and
greater than ten years for more extensively modified equipment.

Another Timit on the effective 1ife of the equipment is the point at
which it becomes more expensive to continue maintaining a unit than to re-
place it. We estimate the typical maintenance cycle for a unit will cost
about $200. Hence, at a rate of one cycle per year, even the minimally
modified units could be maintained for six years before the maintenance
costs equal the original cost.

The factor that we beljeve will really control the effective useful
1ife of the equipment 1is obsolescence. If new units with improved perfor-
mance are available, users will tend to quit using the older models. The
situation is actually a tradeoff between the increased costs of a higher
replacement rate and the users' preference for the latest model. The most
cost-effective approach will be for the pool to resist the users' tendency
to switch to a new model unless it is truly required. Experience with NIM/
CAMAC equipment pools indicates that the useful 1ife of a unit in these
circumstances is about seven years, on the average. We, therefore, have
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used this number for the 1ife expectancy of a more extensively modified
unit. In view of the Tower unit cost and higher expected failure rate of
minimally modified equipment, we have assumed four years to be its average
1ife expectancy.

The average life expectancies were factored into the equipment procure-
ment requirements by using an annual replacement rate for pool equipment
that results in total replacement of the inventory in a period equal to the
average life expectancy.

2.4.1.3 Refined Pool Equipment Procurement Requirements

The annual NIM/CAMAC equipment procurement requirements for the recom-
mended pool concept, which were calculated as described in the preceding
sections, are given in Table 2-6.

Table 2-6. NIM/CAMAC Equipment Pool Procurement Requirements

NIM/CAMAC Units Procured per Year

Minimum More Extensive
Year Pool Size Modification Modification
1980 500 500 500
1981 785 410 356
1982 1200 611 527
1983 1720 820 691
1984 1720 430 246
1985 1800 510 326
1986 1800 450 257
1987 1850 500 307
1988 1850 463 264
1989 1850 463 264
1990 1850 463 264
1991 1850 463 264

2.4.2 (Cost Estimate for Pool Eguipment

NIM/CAMAC pool equipment costs were estimated on the basis of both
minimally modified and more extensively modified flight units. The non-re-
curring design, development and test costs as well as the recurring unit
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costs were given in Tables 1-7 and 1-8. For our purposes here, these esti-
mates were used to generate the average module cost including non-recurring
development as a function of the number of units procured. This relation-
ship is plotted in Figure 2-2 for both modification cases. The cost esti-
mates for the NIM/CAMAC pool equipment were then generated using annual
procurement requirements for each type of NIM and CAMAC equipment item (the
equivalent of Table 2-5 after spare and replacement units were added) and
the curves in Figure 2-2. The results are given in Table 2-7. Two sig-
nificant points should be noted. First, the relatively low cost of the

pool equipment in general, especially atter the initial buildup period.
Second, although the more extensively modified units are initially four to
five times as expensive as the minimally modified units, the difference over
the entire 1980-1991 period is only a factor of two due to the large quanti-
ty of units procured.

These cost estimates cover only the NIM/CAMAC flight equipment. An
equal quantity of commercial units will need to be procured for instrument
development and testing. The total cost of commercial units over the twelve-
year period is about $3.6 million or an average of $0.3 million/year. Al-
though significant, this cost is well below the flight unit costs. Also
the pool operational costs given in Table 2-4 should be inciuded for a more
complete NIM/CAMAC pool cost estimate. The cumulative pool operational cost
over the twelve-year period is $8.0 million. Including the commercial units
and pool operational costs, the total pool cumulative costs for 1980-1991
are $20.8 million and $30.6 million, respectively, for the minimum and more
extensive modification cases. Hence, the cost difference between the two
Tevels of modification is even less significant when the fixed overhead of
the equipment pool is taken into account.
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Table 2-7. Estimated Costs for NIM/CAMAC Pool Equipment
Equipment Costs (M$)

Minimum Modification More Extensive Modification
Year Cost/Year Cumulative Cost/Year Cumulative
1980 1.15 1.15 4.25 4.25
1981 0.66 1.81 1.71 5.96
1982 0.92 2.73 2.30 8.26
1983 1.23 3.96 2.59 10.85
1984 0.60 4.56 0.92 11.77
1985 0.71 5.27 1.22 12.99
1986 0.63 5.90 0.96 13.95
1987 0.70 6.60 1.15 15.10
1988 0.65 7.25 0.91 16.01
1989 0.65 7.90 0.99 17.00
1990 0.65 8.55 0.99 17.99
1991 0.65 9.20 0.99 18.98
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2.5 DEDICATED EQUIPMENT APPROACHES

Our primary objective in considering implementation approaches in
which the NIM/CAMAC equipment used by each payload was assumed to be dedi-
cated to that payload and not available to other users was to provide a
cost comparison with the pool approach. In addition to providing the basis
for the determination of the cost impact of equipment sharing by users, con-
sideration of a dedicated equipment approach also allowed us to make a cost
comparison between the use of standard NIM/CAMAC equipment and the use of
functionally equivalent, custom-built equipment. This type of equipment
would by definition be dedicated to the payload for which it was developed.

2.5.1 Equipment Requirements for Dedicated Approaches

It is 1mportant'to realize that even in a dedicated equipment approach,
the equipment will in general be used a number of times if the payload to
which it is dedicated is reflown. The relative cost of dedicated equipment
usage compared to the adoption of an equipment pool thus depends critical-
1y on the number of payload reflights. This can be seen by considering the
situation in which a payload using dedicated equipment is flown every year.
In this case, it makes no difference if the equipment is dedicated to the
payload or is part of an equipment pool. Therefore, it is necessary to
establish the actual new payloads in our baseline Spacelab flight traffic
model as opposed to reflights of existing payloads.

2.5.1.1 Baseline Model for New Payloads

The number of new payloads i1 the baseline Spacelab traffic model was
estimated on the basis of the mistion frequency information contained in the
1974 version of the SSPDA documents. The method used was similar to that
previously described in Section 2.2.1. In this case, however, an instru-
ment or payload listed in the SSPDA tabulation was only included in the
calculation of the number of full payloads in each discipline for the first
year in which it appeared. In other words, reflights were not counted.
This information was converted to the number of new payloads in the base-
1ine model by assuming that the fraction of the total number of flights
per year in each discipline which were new payloads was the same as that
found in the SSPDA tabulations.
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The result of this process was that only 23 out of a total of 77
flights in the first six years of the baseline model (1980-1985) involved
new payloads and essentially all flights after 1985 were reflights. Nat-
urally, this simply reflects the understandable fact that there is a very
large number of reflights projected in the SSPDA tabulation and all of the
payloads identified are assumed to fly for the first time before 1935. This
is undoubtedly not a realistic representation of Spacelab payload operations,
but no better information is available on which to base the estimate. Since
the number of new payloads estimated in tnis way becomes increasingly un-
realistic in the later years of the payload model, we only carried the exer-
cise on dedicated equipment through 1985.

2.5.1.2 NIM/CAMAC Equipment Procurement Requirements for a Dedicated
Approach

Given the number of new payloads in the baseline model, it is a straight-
forward process to estimate the amount of equipment that must be procured
each year in a manner that is analogous to that used for the pooled equip-
ment case. The same assumptions were used to adjust the initial estimated
requirements to take into account the finite 1ife expectancy of the equip-
ment and the need for spare units to cover contingencies (i.e., replacement
cycles of four and seven years, respectively, for minimum and more extensive
modifications; and 20 percent spare units). The resulting total numbers
of units that must be procured each year are given in Table 2-8.

Table 2-8. Dedicated NIM/CAMAC Equipment
Procurement Requirements

NIM/CAMAC Units Procured per Year

Baseline Traffic Model Minimum More Extensive
Year Flights New Payloads Modification Modification
1980 2 2 383 383
1981 6 6 656 615
1982 12 8 1064 963
1983 17 4 888 698
1984 19 11/2 645 408
1985 21 11/2 705 458
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The total procurement requirement over the 1980-1985 time period is
only about 33 percent greater than in the pool approach for both minimum and
more extensive modifications. The advantages of the pool approach would
probably be more significant in the following years. Whereas the pool has
attained full size by 1985 and only requires a reasonable amount of replace-
ment to be maintained, new requirements will continue to arise in the dedi-
cated equipment case. A reasonable approximation of the 1986-1991 time
period for the dedicated case would probably be given by assuming a repeat
of the 1980-1985 requirements. If so, the dedicated equipment approach
would require procurement of about twice as many modules as the pool
approach.

2.5.2 Estimated Costs for Dedicated Approaches

2.5.2.1 Dedicated NIM/CAMAC Equipment Costs

The cost estimates for the dedicated NIM/CAMAC equipment were gene-
rated in the same way as for the pool equipment. In particular, it was
assumed that although the equipment would be dedicated to individual pay-
loads, the procurement requirements for the various payloads would be
consolidated. Even if this assumption was not literally valid, the unit
prices of the equipment would certainly reflect the overall level of pro-
curement. The results are given in Table 2-9.

2.5.2.2 Custcm-Built Equivalent Equipment Costs

It is also a straightforward process, given the number of new payloads
in each discipline, to estimate the comparable cost of implementing the
payloads in the way it is conventionally done at present. For this case,
equipment that is functionally equivalent to the NIM/CAMAC equipment re-
quired by the payload would be developed and manufactured specially for
each payload. It was assumed that advantage would be taken of the com-
monality of requirements that existed within each payload. Thus, a unit
cost versus number of units curve, analogous to those in Figure 2-2, but
based on Table 1-9, was used to estimate the cost of the equipment re-
quired for each representative payload plus 20 percent spare units. HNo
equipment replacement was included in the estimated cost. The costs of
the representative payload in each discipline were simply multiplied by the
numbers of new payloads in the disciplines to arrive at the programmatic
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Year

1980
1981
1982
1983
1984
1985

Table 2-9.

Minimum Modification

Equipment Costs for Dedicated Approaches

Equipment Costs (M$)

More Extensive Modification

Cost/Year Cumulative Cost/Year Cumulative
0.88 0.88 3.26 3.26
0.98 1.86 2.74 6.00
1.49 3.35 3.35 9.35
1.24 4.59 2.15 11.50
0.90 5.49 1.26 12.76
0.99 6.48 1.41 14.17

Custom-Built

Cost/Year Cumulative
8.66 8.66
16.60 25.26
24.40 49 .66
12.65 62.31
3.80 66.11
4.56 70.67



cost estimates. The results are given in Table 2-9 along with those for
modified NIM/CAMAC equipment.

2.5.3 Comparison of Costs for the Alternative Approaches

Because of the low numher cf new payloads in the baseline payload model
used and the assumption of consolidated procurement, the estimated cumula-
tive equipment costs for a dedicated implementation approach are only
s1ightly greater than the comparable pool equipment costs ($6.5 million
versus $5.3 million and $14.2 million versus $13.0 million, respectively,
for the minimum and more extensive modification cases).

Although the frequency of reflights has probably been overestimated,
these results do indicate that the cost saving to be realized by the es-
tablishment of an equipment pool will probably not be great in the early
years of Spacelab payload operations. As already discussed, the cost bene-
fits of a pooled-equipment approach will probably be more significant in
the later years of payload operations. This suggests that the most reason-
able approach would be to start out by setting up the amount of central
control needed to establish the standards to which equipment is to be built
and to coordinate the equipment requirements and procurements of the various
payloads, but to not set up an actual equipment pool. As the situation
evolves, actual equipment pool operations can be imitiated when warranted
by the Tlevel of equipment usage and degree of user acceptance.

In contrast to the relative costs of pooled and dedicated approaches,
the cost of comparable custom-built equipment is seen to be five to ten
times greater than the jmplementations using standard NIM/CAMAC equipment.
WhiTe this is due in part to the higher nonreéurring development and re-
curring unit costs used for this equipment, the largest portion of this
cost increase is due to the assumed absence of standardization beyond the
payload level. In other words, the amortization of nonrecurring development
costs is greatly reduced in this case.

In order to illustrate this point, our analysis of alternative imple-
mentation approaches can be generalized to consider all of the available
options. The generalization can be viewed as an investigation of the equip-
ment costs as a function of two independent parameters: the level of equip-
ment modification and the degree of standardization in the implementation

approach.
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So far as the level of modification is concerned, we already have the
necessary information for three levels, if what we have been using to this
point as the approach for custom-built equipment (see Section 1.4.2.3) is
interpreted as the maximum level of modification. The estimated costs
(Table 1-9) do not depend on whether the equipment is standard or custom-
built.

Two key questions are involved in the alternative implementation ap-
proaches: 1is the equipment shared by users or dedicated to individual
payloads and is the equipment procured in common for all payloads or pro-
cured separately for each payload? Out of the four possible combinations,
the case of separate procurement but shared usage is not germane. Thus
three alternatives are available. '

The comparable equipment costs for all nine possible options can
easily be estimated using the methods and assumptions already described.
In fact, five options have already been estimated. The estimated 1980-85
cumulative costs for the complete matrix of pessible options are given in
Table 2-10. The results illustrate the fact that the sharing of nonrecur-
ring development costs made possible by standardization is more important
than shared usage of the equipment. As would be expected, this conclusion
becomes stronger as the level of modification, and hence the nonrecurring
development cost, increases.

Table 2-10. Comparative Costs of Alternative Equipment Implementations

Cumulative Equipment Costs for 1980-1985 (M$)

Equipment s s
Implementation Degree of Modification
Approach Minimum More Extensive  Maximum
Pooled Standard Equipment 5.3 13.0 22.3

e shared usage
® common procurement
for all payloads

Dedicated Standard Equipment 6.5 14.2 26.1

© dedicated usage
® common procurement
for all payloads

Dedicated Custom Equipment 8.9 35.6 70.7

e dedicated usage
e separate procurement
for each payload 79



3. IMPLEMENTATION AND IMPACT OF CAMAC ON
SPACELAB EXPERIMENT SOFTWARE (TASK 4B)

3.1 INTRODUCTION

In order to properly assess the cost effectiveness of adopting the
NIM/CAMAC standards for Shuttie experiment data acquisition and control sys-
tems, one cannot ignore the associated software development and implementa-
tion costs. No cost savings can accrue to NASA if, in the effort to minimize
expenditures, an economical hardware standard is adopted that requires ex-
tensive additional software expenditures cancelling or exceeding the savings
originally derived from the hardware standards. If a CAMAC hardware system
is implemented for experiment control and data management, significant por-
tions of the software will directly support the hardware functions and
since these hardware functions will be common to many experiments there will
also be considerable commonality in the supporting software. Therefore,
those portions of the experiment software systems that directly support the
CAMAC hardware functions need be written only once and can be supplied to
the individual experiments in parallel with the pooled hardware.

3.1.1 Scope of the Software Task

The objective of this task is to investigate the impact and implementa-
tion of such a software system. The effort was divided into four subtasks.

Task 4B.1 Survey and summarize representative existing CAMAC
software systems.

Task 4B.2 Survey and summarize current information on the
Spacelab software system.

Task 4B.3 Investigate a system of pooled CAMAC support software.

Task 4B.4 Analyze the major software requirements for two

representative payloads.

Four existing CAMAC software systems were selected from the available
examples. These four systems provide a reasonable sample of the range of
CAMAC software system concepts used in different applications that each
have at least some key requirements that will be encountered in implement-
ing Spacelab payload software. A1l of the available documentation on these
software systems was obtained and a summary of the relevant features of each
was prepared with an emphasis on their approach to user application program
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implementation.

Next, the available documentation describing the Spacelab software
environment for payloads was reviewed and summarized with emphasis on
those features most relevant to payloads using CAMAC hardware.

The results obtained in the surveys of existing CAMAC software sys-
tems and the Spacelab software system were applied to investigate software
implementation for CAMAC systems used in Spacelab. Functional criteria
were identified to distinguish two general categories of CAMAC usage in
Spacelab payloads and recommended approaches to handle each ware formu-
lated. The types of standard CAMAC software to be provided for users
were defined and the impact of the use of CAMAC hardware on experiment
software development costs was assessed.

Finally, the major software requirements were analyzed for two of
the representative payloads selected and analyzed in Tasks 1 and 2. Top
Tevel software system diagrams were developed to provide specific examples
of the recommended approaches to CAMAC software implementation and the
standard CAMAC interface subroutines required by each payload were identi-
fied.

3.1.2 General Experiment Software System Requirements

The following major elements are required in a software system to be

used for experiment control and data acquisition:
8 The operating system for the processor which handles executive
services such as task scheduling, system resource allocation
and system initialization and loading.

@ Input/output drivers which handJe'data transfers to and from
peripheral hardware.

@ A utility library which provides commonly-used computation and
analysis routines, display control routines etc.

¢ The application program which defines the sequence of operations
required by the experiment.

6 Software development aids such as high-order language compilers,
assemblers, editors and simulators.

The operating system of the software is unique to the computer central
processing unit and is usually supplied by the computer manufacturer. The
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operating system is a collection of programs such as the monitor program,
executive program, system loader, system preparation routine; i.e., those
programs required to allow the hardware to perform the desired functions of
a computer. The operating system is written in efficient machine language.

The input/output drivers handle communications between the central
processing unit and peripheral hardware such as tape recorders, printers,
disc memories, keyboard units, display units, and of particular interest
here, experiment data acquisition and control hardware such as CAMAC.

Most software systems include a library of utility routines that per-
form commonly used functions such as special mathematical functions, statis-
tical analyses, matrix manipulation, display control, etc. These utility
routines are usually designed to be called from a high-order language pro-
gram and facilitate the user's development of his application program. The
utility routines are frequently written in assembly language to maximize
operating efficiency.

The application program is the software which has been created to pro-
vide the events and data acquisition desired by the experimenter. This
must be accomplished within the constraints of the operating system and the
hardware system. This software can be in a high-level language to minimize
programmer time or in assembly language to minimize core requirement and/or
minimize machine time.

The software development aids are all intended to minimize the user's
effort required to generate, integrate, and check out his software.

A1l of these elements except the applications program, which must be
developed for each specific experiment, are usually provided to the user by

the host software system and certainly shouid be provided for Spacelab users.

The magnitude of the experiment software effort depends critically on the
availability and convenience of use of these software system elements.
Ideally, the experiment software development should only involve developing
the applications program.

3.1.3 Impact of CAMAC on Software Requirements

The use of CAMAC hardware really only directly impacts the software
system by allowing the use of standard input/output drivers for the CAMAC
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hardware. The drivers should ideally make the details of the host software
system as transparent as possible to the user. '

The CAMAC driver routine loads all the CAMAC commands, which are gen-
erally provided by the app]icatﬁon program, into the registers of the CAMAC
branch driver (serial or parallel) or of the crate controiler if a stand-
alone type U crate controller. Since bit mantpu?ation and transfers te
specific core addresses are often required;.this must be accomplished by a
lTow-Tevel language. In addition, as the low-level language depends on the
computer and the registers can differ among branch drivers, this portion of
. the software is usua]]y unique for each computer and each manufacturer's
~ branch driver. Whl]e used often, this routine rea]]y only transfers four: ,
" standard CAMAC pieces of information; i.e., 1) CAMAC function, 2) CAMAC

address,-3) CAMAC data (when required), and 4) CAMAC status. : AL

" The actua] man1pu1at1on of CAMAC commands and data is accomp11shed
differently by the various users as will be pointed out in the d1scuss1ons
of the four CAMAC app11cat1ons which are reviewed in the following SeCtTLh .
Most CAMAC software 1mp1ementat1ons aimed at 51mp]1fy1ng the creation of the
4 app]1cat1on program are based upon a subrout1ne for each CAMAC modu1e to
construct the desired call to the CAMAC dr1ver

~In considering the 1mp1ementat1on of the Space]ab software system, 1%
is evident that compared to comp]ete]y un1que systems for each LAperwmcnr S
there are many potent1a] advantages to work1ng w1th a subsvszem of CAMAC ,
software 1nterfac1ng w1th CAMAC hardware in the expernment contrel and aala
management system S el ' :

A maJor advantage of a CAMAC system 15 that tr hardware/seftwaxe i

,terface is f1rm1y estab11shed Th1s means that tne deta1}s of wh‘ 1nttrface o

~do not have to be readdressed each t1me the sofiware for a rew 9YP9P1WEFL:

s belng generated The exoer1ment un1que software has or?v ta tht@l?}w

“7'gent1y cal] ‘the modu]e Tevel subroun1nes in order to rommun1cate w thell

k\'f};hardware Th1s resu]ts in a significant reduction in the amount of ~oft~ {g[}f:.f
: nffiware that has to be Wr1tten for each individual exper1ment ' ' ;

Another advantage is that since the CAMAC system software need be

‘;hﬂwr1tten on]y once to hand?e all e>\per1m°nts3 it can be wr1tten in the

ﬁassembler 1anguage,of the host system.. This minimizes the‘core space

.



required by the subroutines and maximizes their efficiency. It also means
that the CAMAC software can be documented more thoroughly as it is generated
making it more accessible to new users and review personnel.

A final advantage of the CAMAC software system is the ease with which
it is understood. Since it is structured to directly support the pool of
hardware, there is never any indecision about the software requirements of
a given hardware system. As soon as the hardware modules for an experiment
are chosen, the software support functions required by these modules are
known. The process of reviewing and approving an experiment software system
for flight is greatly simplified since large sections of that software will
be from the CAMAC software pool.
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3.2 EXISTING SOFTWARE SYSTEMS

Four examples of software implementation for CAMAC systems were selected
from the Targe number of available examples. As in the case of CAMAC hard-
ware (see Section 3.1.2 and Appendix I, Volume II), a CAMAC Product Guide
for software is published in each issue of the CAMAC Bulletin. The edition
from Issue No. 14 (December 1975) is reproduced in Appendix I of this volume
to illustrate the amount and type of CAMAC software currently available.

3.2.1 Hot Fuel Examination Facility

3.2.1.1 General Description

The Data Acquisition and Process Control System at the Hot Fuel Examin-
ation Facility is primarily a dedicated system for computerized automatic
control and data acquisition of fuel element examination via two CAMAC par-
allel highways. The sofiware system is relatively static because of its
dedicated function. The software system, operating on a Datacraft 6024/3
central processor, makes extensive use of assembly language to achieve high
operating efficiency.

Hot-cell examinations such as gamma scanning produce vast amounts of
data, and only so much data can be taken during an eight-hour shift. Auto -
mation of the examination device has improved the situation by making it
possible to operate the device twenty-four hours a day without operator
attention and by improving the efficiency of the machine through automation.

The Data Acquisition and Process Control System uses a Datacraft 6024/3
central processing unit. This is a medium-sized computer with a word length
of 24 bits, a cycle time of 1 microsecond, and 32-k-word magnetic core mem-
ory. Peripheral equipment consists of a 28-megabyte moving head disc, two
9-track magnetic tape units, four 7-track magnetic tape units, card reader,
1ine printer, teletype, engineering display terminal, three remote terminals,
and the two CAMAC parallel highway systems. Figure 3-1 is a schematic of
the system.

3.2.1.2 Software System Description

Operation System - The Disc Monitoring System (DMS-III) operating system
provides toreground multiprogramming concurrently with background batch pro-
cessing. The real-time, application programs are run in foreground and
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receive highest priority. Background programs, which carry out the data
reduction, are serviced as time permits. Each time a significant event
occurs; e.g., an operation that causes an active program to become idle,

the program 1list is examined from top to bottom to find a program to run,
the dispatcher enters in idle Joop to await another significant event; i.e.,
an operation that causes a suspended program to become active.

For high-speed devices such as magnetic tape or disc units, the trans-
fer of data one word at a time under program control is too slow. The
Datacraft operating system provides for Automatic Block Transfer Channel
(ABC); After the ABC is initialized with information on size of block and
storage locations, data is transferred twenty-four bits at a time without
CPU action. An individual channel is capable of using one out of every
three memory cycles for a rate of 333-k words per second. By means of
special instructions, multiple channels can be overlapped to achieve an
aggregate rate of one million words per second.

Application Programs - Programs for DAPCS have been designed in modular
fashion; i.e., usually each CAMAC module has a corresponding subroutine.
Where several CAMAC modules are similar, more generalized subroutines have

been designed. These subroutines reside as members of the disc library
files and can be accessed by any program.

The data word output from the software system to the CAMAC system is
twenty-four bits in Tength. This is possible due to the compatability of
the computers 24-bit word and the standard CAMAC 24-bit word.

The six parts of the CAMAC command word are standardized as crate
address (CR), station or module number (N), subaddress (A), function code
(F), initialize (Z), and graded-L request (BG). These components of the
CAMAC command word are arranged from the most significant bits to least
significant bits (left to right) as follows: (BG), (Z), (F), (A), (N), and
(CR).

The CAMAC command words are given mnemonics that correspond to the
CAMAC task to be performed. For example, the mnemonics for the command
word to read the ADC Multiplexer for the fuel element-clamping-guide force
(CRN A FO) is RADCCG. Broken down, this is Read (FO) the ADC (N) for
Clamping Guide force (AO). Similarly, RADCSR refers to Read (FO) the ADC
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(N) for Sense Rod position (AZ)' The command words and their mnemonics
are stored in the subroutine or program where they are used.

The components (F A N CR) of the command word could be passed to the
CAMAC driver with the actual command word put together in the CAMAC driver.
This would eliminate the storage of command words; however, the same com-
mand words would have to be assembled many times and the CAMAC driver would
be Tengthy. As indicated in the previous paragraph, the command words are
defined and stored in the program where they are used.

CAMAC Driver - The CAMAC driver for the DAPCS is a subroutine OUTWD. It is
necessarily written in Datacraft assembly language. The efficiency afforded

by the assembly language is also important because the CAMAC driver is
called over 2-1/2 million times per Gamma Scan. In an.average precision-
gamma-scanning program,around 300 spectra are taken and QOUTWD is called
roughly 8300 times per spectrum.

The main features of the routine OUTWD as the means of implementing
CAMAC commands are as follows:

e OUTWD provides a standard method of addressing all CAMAC systems.
A1l real-time programs are written in a similar way. Training
required for new programmers is reduced and programming time
required for experienced programmers is decreased.

o The subroutine can be called from a main program written in
assembly language or a higher-level language such as FORTRAN.

e Each time a command word is output to a remote crate, the on-line
status of that crate is automatically checked.

@ Handshake must be returned from the addressed crate before the
program will continue. ‘

@ A second try to output the command word is attempted if the hand-
shake is lost because of electrical noise.

e Transmission errors are checked for in either direction.

e A second try to output the command word is attempted if a trans-
mission error occurs because of electrical noise. This includes
parity, framing, and stop/start bit errors.

e The advantages of a subroutine such as QUTWD outweigh the over-

head time in its execution. A normal execution of OUTWD takes
approximately 100 machine cycles or 100 microseconds.
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3.2.2 Fermi National Accelerator Laboratory

3.2.2.1 General Description

The Basic Instrument for the Support of On-Line Needs (BISON) system
at Fermilab provides high-speed communication Tinks using CAMAC equipment
to interconnect two central CDC 6600's with a variety of user minicomputers
(mostly DEC PDP-11's) in a multiplexed star network. The software system
provides for efficient, transparent data transmissions between users and the
central computers. For immediate data analysis, each experiment is allowed
to transfer one 1024-word buffer from its minicomputer to the CDC-6600's,
per accelerator cycle. The majority of the data are reduced and analyzed
either by the controlling minicomputer with visual display or batch pro-
cessed by the CDC-6600's. :

The intercomputer communication is by CAMAC modules which provide hard-
ware independence. Each station consists of a transmit/receive module and
two 1024-word, 24-bit memories. One memory is the transmit memory and the
other the receive memory. At the other end of two coaxial cables is a
similar set of modules, and each set of modules is connected by a proper
interface to a computer. This provides CAMAC-controlled computer-to-
cohputer communication. This communication Tink is shown schematically
in Figure 3-2. Figure 3-3 illustrates a typical PDP-11 BISON configuration.

3.2.2.2 Software System Description

The Fermilab has developed a library of software to support the CAMAC
instrumented experiments. A number of PDP-11 operating systems are used.
In addition to operating systems provided by Digital Equipment Corporation
(DEC), Fermilab has deveioped their own PDP-11 operating systems called
SPEX and BSX. Of course, each experimenter must develop his specific appli-
cation program, but Fermilab has many subroutines to aid in debugging pro-
grams, handling data, displaying data, formatting, etc. FORTRAN callable
CAMAC handlers or drivers in assembly language are provided for several
branch driver/PDP-11 interfaces.

Fermilab has developed an interpreter to format desired CAMAC commands
into Task tables that are then used by the CAMAC driver. This aids in tr«
development of application programs by the experimenters.
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Operating Systems - As mentioned above, a number of operating systems are
available to be used at Fermilab. The PDP-11 operating systems include
DEC's Real-Time RT-11 disc operating system, DEC's RSX multitask system,
and Fermilab-developed systems SPEX and BSX. SPEX is the spectrometer
executive developed by Experiment 96 for use at the Meson Laboratory's

Single-Arm Spectrometer. It is & core-resident multitask supervisor that
swaps tasks in from the disc as they are required and frees core for addi-
tional swapping as tasks exit.

BSX is the primary operating system for PDP-11's. It is a core-resident
real-time interrupt-driven multitask supervisor that is cperated with DEC's
DOS. The PDP-11's trap directives are used to control the various Tasks,
by changing the Program Counter (PC) and the Processor Status Word(PS). A
trap is effectively an interrupt generated by software. When a trap occurs,
the contents of the current PC and PS are pushed onto the processor stack
and they are replaced by the contents of a two-word trap vector containing
a new PC and new PS.

Application Programs - Appropriate subroutines are provided at Fermilab to

allow FORTRAN application programs to operate in real-time. In addition,
FORTRAN callable utility subroutines are provided to retrieve parts of
words, shift bits of words, modify words, and work with specific addresses.

The application programs used at Fermilab are numerous and constantly
changing, as contrasted to those at DAPCS where a few programs are used
month after month. At Fermilab there are two ways to implement CAMAC systems.
One used the Kinetic Systems serial branch driver in an inexpensive data
transfer approach. For the Kinetic Systems KS0011,.a table of directives,
properly formatted, provide experiment contron and data transfer under pro-
gram control (i.e., no hardware block transfers). The FORTRAN callable
routine, KS0011, transfers the desired CAMAC commands.

The other method at Fermilab for data transfer, including block trans-
fer of data by Direct Memory Access (DMA), uses an EG&G BDO11 branch driver
and at least one DEC Device Register Interface (DR11-A). The BSX operating
system provides for much of the task priorities, interrupt, and CAMAC
handling. For example, a PDP-11 assembly language application program can
define eight word task tables, define specific tasks, and proceed to accom-

plish the tasks under program control solely by BSX. The trap directives

are all FORTRAN callable. 91



While BSX can perform CAMAC handling, the general FORTRAN approach
uses BSX through various subroutines. A labeled common (CAMCOM) of seven
one-word integer variables is used to provide for "CAMAC BRANCH DEMAND
interrupts," status of buffers, etc.

The routine CAMVL is used to initialize the Branch Driver (BDO11) and
up to four DR11-A's. This allows up to four high-priority (DMA) events;
i.e., non-BDOT1 interrupts, to be initiated by DR11-A's. Included in the
Call statement are the interrupt vector address and respective 1ist of
CAMAC commands for up to four interrupts. Also included is a word control-
ling the mode in which event-associated CAMAC processing will be performed.
The lists of commands are coded with the first five words defining event
variable, maximum word count, release and initialization flags, and a "non-
interrupt routine" address before the actual CAMAC commands which are
regular BDO11 crate selection-word count and instruction words.

In addition to the above DR11-A interrupts set up by CAMVL and normal
Branch Demand interrupts, explicit program calls to the routine CAMIO will
initiate specified CAMAC operations. This provides for Tower priority
CAMAC operations. Up to eleven calls may be queued up at a given time and
these tasks specified by task vectors will then be processed on a FIFO
(first in first out) basis.

Other FORTRAN calls are available to handle buffers, branch demands,
errors, etc. and also to enable or disable the DR11-A interrupts. These,
along with the FORTRAN utility programs, must have the task vector format
to conform tog the standard BSX task table.

CAMAC Driver - The system does not have a directly identifiable CAMAC driver.
The Operating System, BSX, in many respects serves the function of a CAMAC
driver; i.e., CAMCOM (common block), CAMVL and CAMIO combine to establish
the CAMAC command that BSX then passes to the branch driver (BDO11) and,
hence, to the CAMAC system. Similarly, a call to KSO0011 passes the desired
command to the KSO011 branch driver, The cal?® itself includes the 1ist of
commands coded per simple setup and action words. A& standard FNA is in the
action word while the crate number, number of CAMAC words to be transferred,
and the control bits are contained in the setup word. This, within the
established formats, both parallel and serial CAMAC branch drivers are
FORTRAN programmable.
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3.2.3 Los Atamos Scientific Laboratory

3.2,3.1 General Description

The software system for data acquisition in experiments using CAMAC at
Los Alamos is designed to support high-speed data acquisition on CAMAC sys-
tems controlied by a PDP-11 via a microprogrammable branch driver (MBD).
The software system provides CAMAC drivers for the PDP—]]/branch driver
combination, utility routines and a special task-oriented language inter-
preter to facilitate user app]ication program development.

The arrangement relative to the PDP-11 unibus is illustrated as Figure
3-4. The dotted arrow indicates the additional six CAMAC crates that could
be added to the system. The event trigger is a special CAMAC module that
was designed to identify the various different classes of events, to facili-
tate control and testing of the equipment,kand to facilitate communication
between different modules in the system. ’

~The MBD contains a full-fledged processor with an instruction time of
350 nsec, eight priority structured DMA channels which share access to the
CAMAC branch and unibus, and a sharable control memory {1024 words). The
MBD controls the CAMAC branch, is capable of performing DMA data transfers
to PDP-11 memory, and can interrupt the PDP-11. |

The MBD was required at Los Alamos because many of the experiments have
high event rates and very high data rates. Their minimum system requirements
are: two DMA channels for experimental data, one DMA channel to display accu-

~-mulated data, and one DMA channe] for communication with Los Alamos Meson

Physics Facility terminal computers.

The three major parts of the MBD are: the PDP-11 computer interface,
the CAMAC branch driver, and the microprocessor. The computer‘interface

" has five’16—bit registérs. These are: 1) memory addreSs register (MAR), 2)

memory data registér (MDR),. 3) contr01~and status‘regjster, 4) program data
register, and 5) mask register. The MAR and MDR are DMA channel registers
controlied by the processor which controls the PDP-11 data durihg all DMA

~transfers.

~ The branch driverkis a c0nventiona1 design with three basic registers;
the 16-bit command register (CNAF), the 24-bit branch data register, and
the 24-bit graded-L register. In order to get around the problem of the -
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command requiring seventeen bits, three different command types are defined:
read, write, and control/test. Bit F8 is omitted from the command word and
is provided by the processor. The processor is in complete control of the
branch driver. :

The microprocessor is the control device that gives the MBD the speed and
flexibility such that transfers between registers is faster and requires less
hardware than with gates alone. The arithmetic and logic unit (ALU) is the
heart of the processor and it connects the Source bus and the Destination
bus. One microinstruction of the ALU transfers words between any of the regis-
ters connected to the buses. An important function of the processor is to
multiplex and control the eight DMA channels. In addition, the processor con-
trols all communication between the CAMAC branch and the computer 1/0. This
frees the PDP-11 for use in real-time data computations.

The Event Trigger Moudle provides for 32 external signé]s to be entered
jnto the system via the CAMAC dataway on a priority basis. Receipt of an
external trigger generates a Look-at-Me, causing the MBD data acquisition
channel to begin’exécution, and it signifies that one of the 32 user-defined
events has occurred. The trigger module also provides “busy“ outputs that
can be monitored. ' ‘

- 3.2.3.2 Software System Description

Operating System - The PDP-11 operating systems at~Los Alamos are DEC RSX-11D
or RSX-11M, interrupt-driven multitask supervisor systems. Where the Fermi-
1ab operating system (BSX) accomplished most of the CAMAC operations through

task tables, at Los Alamos most of the CAMAC data acquisition is accomplished
by the application program and CAMAC (QA) handler. Figure 3-5 is a simplified
software block diagram. The operating system is involved with the tape unit,
 the display, disq histograms, core histograms,fand the histogram display; i.e.,

o the computer non-CAMAC I/0 functions. A portion'of,the.QMBD, which is a: -

resident data-acqqisitipn MBD Code, can also be cohsideredvpart of the operé“'
ating system. g ' R
| App]ication Programs - At Los A]émos, the application programs which must be
‘prepared specifically for each given application, and, hence, suppliied by the

user of the programs, are the event descriptions, the event processors, and
the initialization sequence. The event descriptions are provided via a special
: : T S hel. ; ‘



easy-to-use event specification language (Q system), while the event proces-
sors and the initialization can be written as FORTRAN subroutines.

An application program tailored for each experiment is referred to as
an analyzer program and is written, translated, and task-built with a standard
structure. The end result is two files: one an object file containing the
MBD code which acquires the data, and the other an RSX-11 task that processes
the data acquired. Each analyzer program is given a name and is used else-
where when referring to the particular analyzer. Each device is given a name
and is unique by inciuding a module name (e.g., KS3610, Kinetic Systems 3610
scaler) and its address C, N, A. The module names must be part of the Q sys-
tem which defines the legal CAMAC operations on the modules. Each event for
the analyzer program is given a number, 0-238, with 24-328 reserved for spe-
cial system functions. Operand commands (e.g., RD24, read 24-bit data) may
be defined for multiple devices which were previously defined. Control and
test commands may be specified. General CAMAC FCNA commands can be specified.
The Q system translates the above and other normally-required CAMAC functions
to produce the required data acquisition and data analysis files. The MBD
does the data acquisition and the PDP-11 does the data analysis.

What the above describes is a coded procedure to simplify the preparation
of the application program. The specific steps or statements are defined in
Los Alamos documents and must be followed with a certain rigor in order to
satisfy the standard established format. The result is an efficient coupling
of data acquisition using the microprogrammed branch driver (MBD) and data
analysis using the PDP-11.. ‘

CAMAC Driver - As implied in the preceding section on application programs,
the Q system proVides the required CAMAC driver. That is, the Q system at
Los Alamos interprets the 1nput,command statements and develops the required
code for the MBD to pass the desired commands to the proper CAMAC modules

'3.2.4 Aluminum Company of America (ALCOA)

3.2.4.1 Genera1>Descfiption : ;
The CAMAC support library for industrial systems at ALCOA prov1des an

extens1ve library of computer- 1ndependent software modules to facilitate the
deve]opment of diverse portable applications programs in standard ANST FORTRAN
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supplemented by standard ISA bit manipulation routines. A wide repertoire

of computer/branch-driver-specific CAMAC drivers are available with a standard
FORTRAN call sequence. A flexible logical device table generator scheme is
included to handle diverse or variable hardware configurations with mininum
software impact. ‘

In order to make the software system applicable to a diverse range of
industrial process control applications using many different control proces-
sors, a conscious effort has been made toward standardization; i.e., CAMAC
hardware and ANSI X3.9-1966 FORTRAN software. Application programs are nor- -
mally prepared in FORTRAN, and the hardware system support programs developed
and cataloged;by ALCOA are FORTRAN callable. In addition to the hardware
system support programs; i.e., computer-CAMAC driver programs ALCOA has high-
level (FORTRAN) test programs, adaptor programs, and general utility programs.

3.2.4.2 Software System Description

Operating Systems - Specific operating systems are not required, and any sys-
tem with a standard ANSI FORTRAN complier for a given computer can be used
within the operational limitations of that system. :

ALCOA has standardized their approach to CAMAC for various operating
systems. This standard is based on use of four registers for interfacing
(i.e., computer bus to CAMAC highway) which are used for -the following: 1)
COMMAND, 2) ADDRESS, 3) DATA, and 4) STATUS. These generic information classes
are képt separate and intact. The COMMAND register is used right-justified
‘when mapped from register or data paths of more than five bits such as the
computer 1/0 bus. As for the ADDRESS register, the bits are given right-
justified as C, N, A. Twelve bits are used for a parallel highway, while
fifteen bits are required for a serial highway. Each crate must have a unique
address in the software and overall system structure. This becomes an'"effec-
tive" crate address in multiple- h1ghway systems and the translation between
effect1ve address and phys1ca1 crate address on a particular h1ghway must be
done in the ~highway or computer port selection software. For the DATA reg1s-
ter, which \aqu1res twenty-four bits on the CAMAC side of the interface, |
sign extension 1s~used;With right-justified data bits when the computer word ,
exceeds twenty-four bits and two or more non-CAMAC registers must be cascaded
,with,sign'extension.for,computérs with#]ess:than244bit words. So far as the
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STATUS register is concerned, the following is the standard: a) the least
significant bit indicates a No-Q response (i.e., it wiil be 1 if Q = 0), b)
the next least significant bit indicates No-X response, c) the third least
significant bit indicates a highway error, d) the next four bits are not

to be used (reserved for future definition). A recommended option is that
the eighth or higher bit be assigned as an "interface busy" bit. Then,

when the software goes to read the status information, it can readily verify
that the CAMAC operation has been completed. In most cases, the Computer's
sign-bit WTT}‘be most useful for this purpose.

App]ication‘??ograms - Specific CAMAC process control programs at ALCOA are
usually high-level programs written in ANSI Standard FORTRAN X3.9-1966.
These can be implemented by using a Logical Device Table; i.e., a table
formatted to assign a logical device number (LDN) to each device in a sys-
tem. Utility programs are available to generate the LDN's, store this
array in COMMON, and to modify the table of LDN's as required. Each LDN
can theh be used in the application program as the argument in calls to
specific functional handlers; e.g., INTEGER FUNCTION INCHINT (LDN) which
returns an integer value from the respective plug-in module's Group-1 regis-
ter. Other FORTRAN callable functions or subroutines are used to handle
data words in arrays, singly, or in bits; to test LAM's; etc.

ALCOA has implemented the ISA-S61.1 Procedures (Instrument Society of
“America) as the standard method for FORTRAN manipulation of bit strings.
Programs are provided for various computers when the manufacturer of the
computer does not provide for the ISA procedures. ’ :

CAMAC Driver - There are many CAMAC drivers used at ALCOA: i.e., one for
each computer—branch dfiver;combimation used. They are all used the same ;
with simply CALL CAMAC (FUNCT, ADBR, DATA, STATUS). For multiple highway,
the'driver for each branch driver is renamed and CAMAC is then made as a
~ highway selection code. B St L S
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3.3 SPACELAB SOFTWARE SYSTEM

The primary hardware interface for data acquisition and control be-
tween Spacelab and investigator-supplied experiment instrumentation is
the Control and Data Management Subsystem (CDMS). This subsystem incor-
porates a Mitra 1255 general purpose computer that is dedicated to support
of experiment operations. A complete set of software, including operating
system and user program development bits will be available for that compu-
ter. An overall description of the Spacelab software system from the user's
standpoint is given in Section 4.5, Software, of the "Spacelab Payload
Accommodation Handbook," ESA, May 1976. This material is reproduced in
Appendix II for this volume. More detailed descriptions of the Spacelab
software system and the COMS operating system are contained in "Software
Specification," SR-ER-0001, ERNO, August 1975; and "CDMS Operating System,
Package Design Specification," SS-ER-0012, ERNO, September 1975,

The software provided for users with the CDMS system coveérs all aspects
of software development, integration, testing and operation, including in-
flight command and data handling. A functional breakdown of the total
Spacelab software system is shown in Figure 3-6.

‘The investigator's experiment'specific software or application program
will interface with the experiment computer operating system (ECOS) and can
make use of certain facility-type software 1ncorporated in the flight

- app11cat1on software packages (FLAP).

The ECOS will be core-resident except for display routines and will
consume approximately five percent of the computer execution time. It
“will handle the scheduling of tasks and a]]ocation of resources with execu-
tive routines for task schedu11ng, memory management t1me management
computer resources management, and asynchronous task handllng

In addition, it will provide the software 1nterfaces (1nput/output
~drivers) to the remote acquisition units (the hardware interface between
the CDMS and experiment instrumentation), the CRT display units and‘ther
operator keyboards,'as well as the standard periphera]s - The primary use
of FLAP for experiment operat1on w111 be in obtaining Spacelab subsystem '
~operat1ng 1nformat1on such as resource ava11ab1]1ty e
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The software development aids are designed for operation on an IBM
 370-series host computer. There are two HAL/S language compilers, one
producing IBM 370 machine language and one producing Mitra 125S machine
language. Programs in 1255 language can be executed on a 370 with the use
of a 1255 simulator supplied as one of the development aids. There will
also be two version each of a 125S macroassembler and an editor. One ver-
sion will run on a 370 and the other will run on a 125S. A simulator
running on the 370 for the entire CDMS exclusive of the 1255 will be
available for program testing in conjunction with the 125S simulator.

Using the above set of development aids, the investigator will be
required to write his experiment-specific programs in either HAL/S or
in Mitra 1255 assembly language. Unfortunately, in spite of the complete-
ness of the available software in terms of types of functions implemented,
this is a serious deficiency from the typical user's point of view. No
provision is made for users to write programs in any of the high-level
software languages commonly used for laboratory data systems. Compounding
this problem for the investigator who is willing to work in assembly lan-
guage is the selection of a computer with which the typical user is tota11y
unfamiliar. The user will thus be forced to invest in the necessary time for
his programmers to become familiar with these languages. In addition, |
as is always the case when a new language is first learned, the efficiency
of the programming effort will be low initially and the execution efficiency
of the resulting code will also be less than optimum for early efforts.

These potential problems will be somewhat alleviated if NASA is able
to supply standard software modules to the investigators to handle routine -
repefitive'operatiohs such as acceSsing CAMAC hardware modules. As a
result of these factors, it will be veky important for NASA to supply as
much standard software as possible to somewhat relieve the burden,placed
on individual investigators.
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3.4 CAMAC SUPPORT SOFTWARE FOR SPACELAB

In investigating four existing approaches for software to support the
the use of CAMAC hardware, it was found that several different concepts were
used, sometimes even to meet similar requirements. The Spacelab experiment
environment does not exactly match any of these four approaches and, in fact,
includes some aspects of each. In considering the software requirements of
the payloads analyzed in Task 2, a natural division into two distinct cate-
gories was found. The first of these was the use of CAMAC to implement
facility-type functions and the second was the use of CAMAC to implement
exper1ment specific instrumentation.

3.4.1 Software for Facility Use of CAMAC

The simplest of these two cases, in terms of selection of the best
approach, is the facility use of CAMAC. In this case, the requirements
change either very little or not at all as a function of time. The facility
is reflown many times and accommodates new instruments from time to time but,
in general, it supplies the same support functions on all flights. Because
the CAMAC software is written only once and used for many flights, a some-
what higher programmihg cost can be justified in order to achieve more effi-
cient software performance in terms of resource requirements: execution
speed and memory size. It is universally accepted that programming in assem-
bly language can produce more efficient codes although at higher cost than
if a higher-level language is used. Because of the nature of the long-ternm
utilization of the CAMAC implemented facility-type equipment for-Spaceléb,'
the use of assembly language programs specifically tailored for each'app11-‘_-
~cation is the best choice. Responsibility for preparing the pkograms will =
~usually best be left with the facility hardware development organization. |

3.4,2 Software for Experiment Use of CAMAC

For experiment=specific use of CAMAC, the variability of the software
requirements means that software development will be a continuing process.
Therefore, a convenient, user-oriented software system is preferable in
Spite of its reduced operatihg efficiency.  In this éase, a wider variety
~ of techniques appears to be applicable, and the tradéoff among‘alterhative:
“approaches is not always clear. This»uncertainty is éxemp]ified by the
“choice of different approaches‘tpléblve’similar problems in the four existing

102



software installations surveyed. In the case of Spacelab, however, there

is one major consideration that clearly drives the choice. Because of the
unfamiliarity of the typical user with the prdégramming languages used with
the Spacelab computer, the burden on the user can be greatly relieved if
NASA provides a set of standard software modules that can be called in HAL/S
for use with the CAMAC hardware. The resulting programs will not be as
efficient in utilization of resources as the specially-coded facility pro-
grams discussed above, but the cost of preparing new experiment-unique soft-
ware for each mission will be greatly reduced. |

The optimum system for reducing programming effort uses a hierarchy of
several routines. The lowest level is a single CAMAC driver that provides
the basic hardware/software interface. This handler is very hardware speci-
fic, depending on the computer and the CAMAC branch driver combination being
used. It would be written in assembly language for the Mitra 1255 and pro-
vided as part of the ECOS and the simulators for the 370. If a standard
branch driver is developed for use with the Spacelab CDMS because of the
high degree of commonality expected for this system-common hardware element
(see Section 3.1.1, Volume II), the development of a driver for the 125S/
branch driver combination would be a one-time effort that should be done in
conjunction with the branch driver hardware development.

The next level of subroutines would be the standard CAMAC software
modules. These software modules would exist in a one-to-one correspondence
‘with each type of CAMAC hardware module. They would be callable from HAL/S
and, in turh would call the CAMAC driver. They would allow reference to
individual ‘hardware un1ts by means of logical unit number rather than physi-
cal locations within the CAMAC crate system. In this way, the user software
would be independent of the specific hérdware configuration The correspon-
dence between Togical unit numbers and hardware location wou]d be estab11shed
by an 1n1t1a11z1ng routine prepared by the 1ntegrat1ng contractor. Th1s
approach is best i1lustrated by the logical unit table generat1on scheme
included in the ALCOA CAMAC support Tibrary. It would minimize the amount
of software modification required when the hardware configuration is changed.

The standard CAMAC software modu]és'wou]d be written in assembly lan-
guage since they will be unchanging with time. In order to assure the auto-
~matic compatibility of CAMAC hardware modules with the software system, the
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standard CAMAC software module corresponding to each hardware module should
be developed in conjunction with the hardware.

The highest level of software would be the unique user-supplied appli-
cation program. This would be written in the high-level language, HAL/S
for each experiment and would access the CAMAC hardware by calls to the
standard CAMAC software modules. The user program would generally consist
of a main observation program along with at least two subroutines, one for
instrument control and one for data acquisiton.

The CAMAC handler and standard software module would be provided to the
individual experimenter by NASA. Either the experimenter or his instrument
contractor would prepare the experiment-unique software in each case. Al-
though the resulting total software is not optimized in terms of execution
time or memory size, it certainly provides the lowest risk development in
terms of schedule and cost.

The software cost impact of the use of CAMAC will depend on the host
software environment which is available. If the complete Spacelab software
system is available, the addition of the standard CAMAC software will greatly
simplify the user effort devoted to input/output data transfers between the
Spacelab computer and his experiment hardware, but this represents only a
portion of the user's application program development task. The main advan-
tage to the user would be the capability to write his applications program
in direct correspondence with the hardware with which he is most familiar -
the CAMAC modules used in his experiment rather than the Spacelab CDMS re-
mote acquisition units. If convenient, user-oriented, input/output drivers
for the Spacelab RAU are available in the Spa¢é1ab'software system, the
'cost differences due to the use of CAMAC equipment will probably be slight.
On the other hand, if the available Spacelab software support is limited or -
inconvenient to use, the availability of standard CAMAC software can save a
considerable amount of the user effort that would be required to develop
special input/output drivers specifically for his experiment.
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3.5 SOFTWARE REQUIREMENTS FOR REPRESENTATIVE PAYLOADS

The Shuttle Infrared Telescope Facility (SIRTF) and the X-ray/Gamma-
ray payload were selected as specific examples to illustrate the software
implementation for payloads using CAMAC equipment,

3.5.1 Shuttle Infrared Telescope Faciiity Software

3.5.1.1 Major Categories of SIRTF Software

In considering what is needed to operate SIRTF during a Shuttle flight,
it is evident that two major categories of software functions are required.
The first is that which monitors and controls the operation of the telescope
facility, itself, and the other is concerned with data processing and con-
trol of whatever focal plane instruments are being used in the observations
being performed. The software in each of these two categories operates
mostly independent of that in the other category and the treatment of each
category as far as the creation and configuration mariagement of the programs
will be different.

A wide assortment of programs and subroutines will be required in the
category of facility software. An automatic initialization routine will be
necessary to activate the telescope after the Shuttie has been launched and
has arrived on station. This will include operations for uncaging and
starting cryogen flow. In association with this initialization routine,
another program will be required to perform an automatic checkout and setup
of the telescope including such functions as focusing and establishing opti-
cal alignment using a laser source. This latter function is especially
critical because the telescope will be incapable ofadequate alignment until
it experiences zero-g environment. Additionally, there must be a facility
program to hand]e}the overall pointing and control of the te]eséope during
operation. This program must interact with the Orbiter attitude control
programs and with the observation programs for the individual experiments.
Finally, an automatic shutdown program W111 be required that cages the tele-
scope and safes the facility in preparation for landing.

The software associated with each of the individual expériments will
be primarily concerned with providing operational control to the instruments
and processing the data from the infrared observations. The routine that
- governs the overall data gathering operation must interact both with the
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data processing program for the instrument and with the facility telescope
pointing programs. Additionally, the experiment software must provide for
the display of experiment data on the Spacelab CRT's and also be able to
interpret inputs from the Spacelab keyboard.

In order to determine the applicability of modularized CAMAC software
to SIRTF, consideration must be given to the different characteristics of
the two categories of software.

Specifically, since the software associated with the facility is inde-
pendent of whatever instruments might be mounted in the focal plane, it will
‘be developed as a part of the development of the facility on a one-time, non-
recurving basis. The software associated with the focal plane instruments,
however, will change with each new instrument and will continue to be modi-
fied as the experiments are modified. These considerations indicate that
vthe facility software is better developed uniquely for each of the facility
requirements and that it 1s only in the case of the experiment software that
benefit might be had from the moduiarized concept, '

Additionally, it should be pointed out that the modular CAMAC concept
in the software presupposes the existence of CAMAC hardware with which to
interface. In Seotion 3.3 °of Volume II, it was seen that except for the
housekeeping and fine pointing functions, all of the application of CAMAC
hardware was to the signals from the focal p]ane instruments. There was
very Tittle applicability for CAMAC in the rest of the facility.

For these reasons, the analysis that follows wi]l»concern itself with .
the application of CAMAC modular software to the instrument-related category
of SIRTngoftware almost exclusively. The only exception wiil be that the
facility housekeeping and fine pointing funbtions wii] also be considered.

3.5.1. 2 'SIRTF Software Requ1rements and System De51gn‘

The- spec1f1c software functions requ1red to support the operations of
the five SIRTF instruments are anaiyzed below. Also included is an analysis '
and discussion of what is required to operate the housekeeping and fine'
pointing systems if they were 1mp1emented with CAMAC hardware as discussed
in Task 2 of this study. : 2

106



Filter Photometer - Operation - When the filter photometer instrument is
flown, it will have a preplanned program of observation to execute. This
program will be established based on prior knowledge of Shuttle orientation,
sun-moon-earth positions, and the requirements of other instruments during
that mission. The observation of a single object (target) will proceed as
follows:

The payload specia]ist will tell the experiment computer (via keyboard
input) that he is ready to move to the next object in the filter photometer
observing program. The computer retrieves the coordinates of that object
from'thé mass memory and from the Orbiter computer, gets the current orien-
tation of the Shuttle. From this it computes the operations necessary to
acquire the target and display it for the payload specialist. After the
target area has been acquired, the computer retrieves from mass memory and
displays for the payload specialist instructions about how to observe the -
specific object. This will include finding charts (to aid in fine pointing
acquisition), expected signal levels, filters and apertures to be used, and
any special instructions for carrying out the observation.

The payload specialist will then perform the fine pointing functions
'hecessary to acquire the particular object to be observed within the target
area. The detailed operations required for this acquisition will depend on
how the faaility ultimately provides for fine pointing control (e.g., .joy-
stick, keyboard input, pushbutton). :

Having acquired the object, the pay]oad‘specia]ist will call up the
observation mode program in the experiment computer and input the parameters

~ .necessary to perform this observation. These parameters will include speci-

fying the amount of time to observe the object before moving to a nearby
piece of background sky and the number of times to repeat the object-sky-
~object cycie ‘He will also specify the sequence of filters and apertures to
~ be used in making the observation. In one mode of observat1on, he may re-
quire that a part1cu1ar signal-to-noise ratio be atta1ned before mov1ng to
the next filter and aperture se]ect1on ‘

Hav1ng made these inputs, he w111 1n1t1ate the observation process that

e will then proceed under computer. control. As the observation is made,_the

exper1ment computer will perform all rout1ne mon1tor1ng of instrument status
‘parameters and contro] the fine po1nt1ng of the te]escope The computer
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will also perform real-time processing and display of the infrared data
and, via its interface to the Orbiter, output this data to the telemetry
system. ’

Filter Photometer - Software Reguirements - The major software functions
required to operate the filter photometer as just described are shown in the
top level system diagram of Figure 3-7. The Spacelab computer system is
indicated on the left of the figure and the CAMAC hardware used to support
the facility and the filter photometer is shown on the right. Each of the
blocks in between represents a module of software operating within the ex-
periment computer. The diagram does not show the separate subroutine that

is used for the initial retrieval of information from mass memory to give
the payload specialist the background information required for each =~
observation.

The central control of any given observation resides in the observation
mode program. This program receives the keyboard instructions of the pay-
load speéialist and uses them to execute the details of the observation.

In order to do so, it must interface with the facility subroutines for fine
pointing and housekeeping so that it can control the telescope. It also
must interact with the subroutines that process the data from the photometer
since it_reécts to the signal-to-noise ratio of the infrared detector and to
other of the instrument parameters in determining the amount of time to be
spent on any given measurement. ‘

The daté'acquisition subroutine is specifically oriented toWérd{the;‘
filter photometer. It contains all of the data reduction parametebs and
computation algorithms necessary to process the signal from the infrared
~ sensor. By ac¢essing the CAMAC module subrouiines, it gets the digitized
data from the sensor. Infofmation about filter position, aperture and
photometer temperatures are obta1ned from the instrument control subroutine.
Pointing and frequency of spat1a] chopping data come to it through the ob-
~servation mode program. Upon request it provides processed data to the
payload specialist. SRty : ' =

The instrument contro1 subrout1ne monitors the status of the photometer
and generates control 1nstruct1ons for the se]ect1on of filters, choice of

| “apertures, and the 1nsert1on of the blackbody ca11brat1on source into the
beam. It accesses the CAMAC modu]e 1eve1 subrout1nes as requlred to
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retrieve data from the photometer and generate control signals. Upon re-
quest by the observation mode program, this subroutine provides the instru-
ment status parameters for display or changes the instrument configuration
for the next stage in the measurement process.

Both the data acquisition subroutine and the instument control subrou-
tine communicate with the photometer through the CAMAC module level subrou-
tines. There is one of these for each module in the CAMAC crate supporting
the photometer functions. They, in turn, access the hardware through a
CAMAC driver that is used in common by all of the CAMAC module software.

It is this driver that forms the software side of the software-hardware

interface in the CAMAC system.

The display and keyboard subroutines shown in the figure handle the
details of operating those two pieces of hardware. If CAMAC is used in
these systems, then they also would be accessing module level CAMAC sub-
routines.

The fine pointing and housekeeping subroutines interact with observa-
tion mode program for control of the telescope facility. They will be dis-
cussed separately in a later section.

Filter Wedge Spectrometer - As discussed in the earlier analysis of this

instrument, it is essentially identical operationally to the filter photom-

eter. It would require identical software and could be operated in the

same fashion except that measurements at many more filter positions would “
be required.

Grating Spectrometer - The primary difference between this instrdment and

the filter photometer is that here the observation mode program and the ;
instrument control subroutine must use and control the grating in the instru-

ment. The particular spectral settings used in a given measurement will

vary depending on the nature of the object and the purpose of the measure-

. ment. The choice of these settings will be input to the'bbServation‘mode

program:by the payloadfspecialist at the beginning of each observation._ o
The data acquisition subroutine will have to incorporate the grating

' oriéntation into its'interpretation of the signal from the sensor. '0thef-_3 )
¢ VW1se “the grat1ng spectrometer requires the same software and operates 1n
~ the same fash1on as the filter photometer. :
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Detector Array - As discussed in an earlier section, the detector array is
functionally identical to the filter photometer except that it generates

256 identical signals and allows simultaneous measurement and mapping of
many points in a region of interest. Each of the 256 signals may be thought
of as that from a single filter photometer and is processed in an identical
fashion. However, the capabilities of the data processing subroutine must
be much expanded to handle all of these signals at one time. It also must

average the signal-to-noise calculation over the entire array of signals

in order to present reasonable signal-to-noise information to the observa-
tion mode program. The display software for this instrument should be
capable of presenting the infrared map of the target area as it is accumu-
lated by the sensors. The only difference in the instrument status subrou-
tine from that for the filter photometer is that control signals must be
provided to operate the pulse generator which clocks s1gnals out of the
detector array.

Fourier Spectrometer - The software system required to operate the Fourier

spectrometer is organized the same functionally as that shown for the filter
photometer. Howevér, the operations performed in the observation mode pro-
‘gram, data processing subroutine and instrument status subroutine and the
uses made of the fine pointing are significantly different from those in

the filter photometer system. The primary reason for these differences is
“that in this instrument the mechanical operation which causes the signal
variation detected by the infrared sensor is the motion of the Michelson
mirror in the instrument itself and not the spat1a1 chopping with the second
folding flat of the telescope.

One major result of th1s d1fference is that in th1s system the instru-
 ment control subroutine must be more sophisticated than a photometer-type
system It must precisely control the motions of the Michelson mirror‘and
must continually keep the data processing subroutine 1nformed of these
motions. In turn, the latter subroutine will have to prec1se]y coordinate
its samp11ngs of the sensor output with the movements of the mirror. A
- sizable data storage array will be requ1red in which to accumulate the
'samp1es from each of the different mirror velocities. In order to present
the data as a spectra1 distribution, the data acquisition subroutine will
either have to conta1n a fast Fourier transform algor1thm or be able to
call upon one in the Spacelab software system '
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The observation mode program for the Fourier spectrometer will main-
tain overall control of the measurements but will not be as directly in-
volved in the measurement process as it was in the photometer system. Once
it has put the object in the spectrometer aperture by controlling the fine
pointing syStem, it essentially turns control over to the instrument control
and data acquisition subroutines until the measurement is complete. At that
point, it resumes control and may call for a display of the spectrum or may
repoint the telescope at 2 nearby section of sky to take a background
measurement. '

Housekeeping and Fine Pointing - The software to monitor the facility house-
keeping signals and to control the fine pointing of the telescope will operate

within the experiment computer and interface into CAMAC equipment but because
it is a permanent part of the facility and independent of whatever focal
plane instruments are flown, it will be structured somewhat differently from
the CAMAC software associated with the instruments. In order that they may
be readily modified as the fati?ity evolves and in order to be more easily
adapted to the various observation mode programs, the fine pointing and
housekeeping functions will be handled by'separate subroutines. However,
instead of calling CAMAC module level software to interface to the hardware,
these subroutines will access a facility interface routine which itself |
directly accesses the hardware.

The facility interface routine is written in the assembly language of
the computer. It is effectively an amalgamation of the CAMAC routines and
the CAMAC driver. In the case of faci]ity,software, this amalgamation is
acceptable because the hardware system is fixed and not continually being
‘reconf1gured as it is for the instruments. BéCause the facility interface
routine accomplishes the software/hardware interface in a single assemb1y
Tanguage stage, it is more efficient than the corresponding interface in the
'1nstrument software system | |

The f1ne po1nt1ng subroutine 1tse1f performs all of. the real t1me
functions necessary to close the control loop on the or1entat1on of the
‘second folding flat of the te]escope. Through the interface rout1ne, it
relies heavi1y‘on the real-time interrupt capabilities of the computer to
react to changes in the po1nt1ng status of the te]escope as they are detected
by the quadrant error sensor. ‘
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The housekeeping subroutine also depends or the real-time interrupt
structure of the computer in that it must respond to any changes in status
of the parameters it monitors. Additionally, it performs regular, routine
checks of all signals in the housekeeping system and stores processed
values for presentation to the observation mode program upon request.

3.5.1.3 CAMAC Module Software Requirements

The requirements for CAMAC module level subroutines can be derived in
a straightforward fashion from the requirements for CAMAC hardware that
were established in Task 2 of this study. Table 3-1 is a software require-
ments analog of Table 3-16, Volume IT, which summarizes all of the CAMAC
hardware requirements for SIRTF. '

The one difference in the software table is that there is no need to
indicate the number of module subroutlnes of a given type that are required
for each instrument. At most, only one of each type will be requ1red no
matter how many modules of that type are used in the hardware system. This
reflects the fact that a single CAMAC module level subroutine can be used
to service many hardware modules. For each module, the subroutine is called
with an argument that specifies which hardware module is to be serviced.

The only modules for which separate subroutines may be required are the

fast ADC's used in the detector array. This will depend on the frequency of
sampling for that system which in turn depends on the frequency of spatial
chopping that is used. It should also be noted that a separate type of sub-
routine is specified for the multichannel ADC's due to the slightly different
software structure required by the added complexity of address1ng a specific
ADC channel.

Because the housekeeping and fine pointing systems access a custom- ‘
designed interface routine as discussed earlier, they are not listed in the
table. Since they are the only subroutines that access~dig1tal-to-analog
converter modu]es, no modu]e level subrout1nes for th1s function are required.

Not shown in Table 3-1 is the CAMAC interface 1eve1 subroutine referred
to as the CAMAC driver in Figure 3-7. This assembly language program accom-
plishes the detai]ed interface of the softWare'system to the hardware system.
It is accessed by all of the module level subrout1nes and 1s,rtherefore,
requ1red in the software system of every 1nstrument
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Table 3-1. SIRTF CAMAC Software Module Requ1rements
SIRTF Instrument

CAMAC Module Filter Filter Wedge Detector Four1er Grating

Subroutine Photometer Spectrometer _Array Spectrometer Spectrometer
Input Register ] ° () [ o |
Pulse Generator o ‘ & | |
Qutput Register ) ) ] . )
Controter . ¢ . . .
ADC's

Single-channel, fast o e ° °

Multichannel, slow e ° ° ° )
Multiplexer

The CAMAC module level subroutines and the CAMAC driver will be fur-
nished to each instrument as a part of the package including the CAMAC
~ hardware modules required by that instrument. After selecting his hardware
modules, the experimenter for each instrument will also receive a user’s
guide to the module level subroutine associated with each piece of hardware
he has chosen. Reference to these user's guides will greatly simplify the
generation of his data acquisition and instrument control subroutines.

Additiona11y, the housekeeping and fine pointing subroutines together
with the CAMAC-oriented facility interface routine are available to each
experimenter. This will allow him to accurately control the fine pointing
of the telescope by high-order'software operations. He'w111‘n0t-requ1re a
detailed knowledge of the subtleties of the fine pointing control loop or
the intricacies of the software-to-hardware 1nterface for this control,
Similarly, all of the housekeep1ng and status 1nformat1on from the fac111ty
will be readily accessible to him either by ca111ng the subrout1ne ur by
having the status var1ab1es passed to him in common.

F1na11y, the software necessary to drive the 1/0 units (keyboard and
CRT d1sp1ay) will be part of the software package available to each experi-
menter. As mentioned prev1ous]y, these will 1nc1ude the appropriate CAMAC
modu1e 1eve1 subroutines if CAMAC is the hardware standard used to 1mp1ement
them ;
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Thus, only three major elements of the software need be rewritten for
each of the instruments. These are the observation mode program, data
acquisition subroutine and instrument control subroutine. These can al]l
be written in the high-order language of the experiment computer and all
of their interface to the hardware will consist of simple calls to the
appropriate subroutines. The use of CAMAC and facility software thus mini-
mizes the software effort required as different instruments are developed
for use in SIRTF.

3.5.2 X-Ray/Gamma-Ray Pallet Payload

3.5.2.1 Major Categories of X-Ray/Gamma-Ray Pallet Software

The X-Ray/Gamma Ray Pallet is composed of three independent instruments
primarily intended for preprogrammed automatic operation. They require no
specialized facility support from the Spacelab beyond the normal resource
provisions and pointing capability. Because of these factors, no facility
software is required to support the operation of these instruments other
than the standard operating system for the Spacelab experiment computer,
Each instrument does, however, require a unique set of experimenter-provided
software which can readily be partitioned in the manner recommended in
Section 3.4. The programining effort required to deveilop this unique set of
software would be greatly reduced if the recommended set of standard soft-
ware modules were supplied to the experimenter by NASA.

3.5.2.2 X-Ray/Gamma-Ray Pallet Software Requirements

Because of the similarity of the software requirements for the three
instruments that form the X-ray/Gamma-ray pallet, Figure 3-8 cah be used to
‘represent, the software and hardware intekrelationships for each instrument.
As shownykn‘Section 3 of Volume II, all electronic requirements for these
instruments can be satisfied with NIM and CAMAC hardware with the exception
of a limited number of amp1ification and power supply réquirements. In ’
particular, all data and control interface functions'are-1mp1emented with
CAMAC modules and this interface is represented'by the block at the far
right side of Figure 3-8. The software‘interface is provided by a standard
NASA-provided CAMAC driVer. “In addition, a set of standard, NASA-provided,
CAMAC module level subroutines are used to reduce the programming effort
- for thehihstruments; Thésé,SubroQtinesiprovideiactess to the individual
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ROUTINE | I !
LIBRARY | I !
- KEYBOARD |
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Figure 3-8. X-Ray/Gamma-Ray Pallet Payload Software System Diagram



CAMAC hardware modules from a high-level programming language on a one-for-
one basis.

The only unique software that the experimenter must provide for an
individual instrument is the main observation program and its associated
instrument control and data acquisition subroutines. This set of unique
software is executed in the environment of the Spacelab experiment computer
system hardware and software and calls the standard CAMAC software modules
as required.

Large Area Proportional Counter Array - The Large Area Proportional Counter

Array has very few control requirements. In the normal data acquisition
mode, the instrument is completely passive, responding on an event-by-event -
basis to detected X-rays. Attitude control operations, including pointing
at sources and scanning regions of the sky with the optional modulation
collimators, are provided by the normal Spacelab facility capability.

The instrument control subroutine satisfies two housekeeping-type
functions. The ongoing activity is the maintenance of the gas pressure in
the MWPC's within pre-established limits. This requires periodically mea-
suring the pressure in each of the ten MWPC's by means of the transducers
connected to CAMAC ADC's. When the pressure falls below the desired range
for a given MWPC, the gas supply valve is actuated by a CAMAC output driver
until the pressure reaches the upper limit of the desired range. The cali-
bration function is an infrequent operation occurring at preprogrammed
times. CAMAC stepping motor drivers are used to position radioactive sources
in front of each MWPC and CAMAC position encoders are used to determine the
exact source position in each case. These sources are left in front of the
MWPC's for a fixed length of time and then retracted s0 that normal data
‘taking can resume. The instrument control subroutine would utilize four-
standard CAMAC software modules, one corresponding to each type of CAMAC
hardware module mentioned above, in addition to the standard CAMAC handler.

The data acquisition subroutine can react to the occurrence of an
event in one of two ways,:depending on how the event trigger is impTemented
in the hardware. If'the iﬁstrumentlis assigned to a computer interrupt,
event data can be acquired on a,prid}iti;ed‘demand basis. - In this'CaSe, the
- data acquisition software must bekprepared in the form of an interrupt sub-
routine with appropriate entry, exit and register save functions as required
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by the operating system. If the instrument uses a CAMAC input register for
setting an event flag, then that CAMAC module must be periodically polled
at a rate that is significantly higher than the expected event rate in order
to avoid substantial counting rate type losses. The polling function can
probably best be performed at the system level rather thau by periodically
calling a user-supplied program. In this case, the data acquisition sub-
routine could be activated by a software generated interrupt or in a less
direct context change, by the time sharing system.

Once activated, the data acquisition subroutine would access the CAMAC
hardware mbdu]es to recover the event specific data and the updated scaler
values not directly associated with the occurrence of an event. This data
would be buffered in the memory for logging to permanent storage and also
made available to the instrument observation program. After obtaining the
event data, the data acquisition subroutine would perform any necessary
resetting and clearing of data buffers in the CAMAC hardware to prepare
the instrument for the occurrence of the next event. A total of four types
of standard CAMAC software modules are required to perform these data acqui-
sition functions.

The observation program would coordinate the activities of the instru-
ment control and data acquisition subroutines, in particular during cali-
bration sequences. It would also provide for any on-line preparation of
the data for quick-look displays used to verify proper operation of the
instrument.

 Bragg Crystal Spectrometer - From the standpoint of the software, the Bragg

Crystal Spectrometer can be treated as two separate instruments, with the
low-energy and high-energy spectrometers operated independently. In the
normal data acquisition mode, both‘spectrOmeters respond to detected X-kays
on an event-by-event basis. The instrument control subroutihe must provide
active control of the crystal pos1t1on during data acqu1s1t1on The crystal
is stepped through a preprogrammed series of pos1t1ons to provide energy '
_spectrum information and this observation cycle is repeated periodically.
Attitude control operat1ons are carried out by the norma] Spacnlab fac111ty
“capability and are coordinated with the crystal observat1on cyc]1ng

In add1t1on to contro]11ng the crysta] positions during exper1ment
observat1ons, the instrument control subrout1ne a]so provwdes for gas



pressure control in each of the MWPC's and performs calibration operations
for both spectrometers. From a software standpoint, these functions are
jdentical to those described for the Large Area Proportional Counter Array.
In total, the instrument control subroutine would use four standard CAMAC
software modules.

The data acquisition subroutine would be written to correspond to the
specific hardware configuration of CAMAC modules used for the spectrometer.
Its operational concepts and functions provided, however, would be identical
to those discussed for the Large Area Proportional Counter Array. A total
of four standard CAMAC software modules would be used for the data acquisi-
tion subroutine. '

The observation program would also be similar in functional concept to
that for the previous instrument. Any on-line data reduction and quick-
look displays would, of course, be specifically tailored for this instru-
ment. In addition, the observation program for this instrument would have
to provide for the coordination of the crystal observation cycles and the
Spacelab attitude control. ‘

High-Resolution Gamma-Ray Ge(Li) Spectrometer - The software requirements

for the High-Resolution Gamma Ray Ge(Li) Spectormeter are not as extensive
as those for the preceding two instruments, although the basic concepts are
the same. The only function performed by the instrument control subroutine

is the maintenance of the proper temperature environment for the optimum
performance of the solid state detector. This subroutine requires two
standard CAMAC software modules.

The data acquisition subroutine again responds on an event-by-event
basis as for the previous twoyinstrumehts. It uses three standard CAMAC
software modules. The observation program deals primarily with the data
acquisition subroutine since the temperature control provided by the instru-
ment control subroutine is a continuous, unchang1ng activity except for -
periodic assessment of housekeep1ng data.

3.5.2.3 CAMAC Module Software Requirements

The X-Ray/Gamma-Ray Pallet requirements for CAMAC module level subrou-
tines are summarized in Table 3-2. A total of ten different module subrou-
tines are used. As descr1bed in the SIRTF payload d1scuss1on, each
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Table 3-2. X-Ray/Gamma-Ray Pallet Payload CAMAC
Software Module Requirements

Instrument
Large-Area Bragg High-Resolution
Proportional  Crystal Gamma-Ray
CAMAC Module Counter Ayrax, §pecFrometEf] Spectrometer
Scaler o . j °
Position Encoder ° ]
Input Register [ + l ()
Output Driver * 'Y
Stepping Motor Controller ° [
Time Digitizer o (I
ADC's }
DC level ; ) . .
Tow-resolution pulse e o
high-resolution pulse ‘ o 0

DAC ' : 1 0

subroutine is used on a shared basis for all hardware modules of that same
type. Thus, although over 100 CAMAC hardware modules are utilized for
this payload, the ten standard subroutines listed in the table, combined
Wwith the single standard CAMAC driver, satisfy all software interface
requirements. | ‘

3.5.2.4 CAMAC Software Applicability Summary

As was found in the case of the SIRTF payload, a significant program-
ming burden, and consequently cost, can be removéd from the individual
 investigator using the X-Ray/Gamma-Ray Pallet if NASA supplies standard
CAMAC software modules corresponding'to the hardware utilized. In this way,

the individual investigator is freed from the hardware/software interface
manipulation requirements and'can'concéntrate dnvhis’observation mode pro-
~gram and its associated data acquisition and inStrument cohtrO] subroutines.
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CAMAC SOFTWARE PRODUCTS GUIDE

INTRODUCTION

The Software Products Section of the CAMAC
Products Guide lists a number of software packages,
programs and routines which have been developed
by software firms, manufacturers of CAMAC
equipment, and at research laboratories.

Work is going on to implement IML — the inter-
mediate level CAMAC language. One contribution
to IML implementation is listed below, but at least
five other laboratories are at present engaged in
implementing IML on several computers.

The products listed below are either in current

-~ use or will be so in the nearest few months, Some

of the software listed is commercially available,
information about other is presumably available
from respective authors. The correctness of each
entry has been carefully checked against data
provided.

Inclusion in the list does not necessarily mdlcate
endorsement, recommendation or approval by the
ESONE Committee, nor -does omission indicate
disapproval.

The classification used tentatively and reproduced
below, is the same as was proposed in the March
1974 issue (No. 9) of this Bulletin. :

SOFTWARE CLASSIFICATION GROUPS

51 User-Oriented Programs I (full system -

-~ support . with —user run-time and

B . Page
5 Software. ‘ ’
.50 Fundamental Concepts, General Sub- N
. jects. . xxxvn- ,
.500 General Descnptlons Documentatxon, i
etc. R S
501 Languages.; G

CAMAC system service programs) XXXV

.52 User—Orlented Programs IT (specific_

run-time programs) XXXIX

.53 User—Orlented,Programs I (subpro-

“grams, routines, Hardware programs).  XXXIX

XXXV

542
543
544

55 Support Software 1I:

552

- Page

.54 Support Software I (translators). XLI
.541 Assemblers (with/without macros).
~Cross-Assemblers, Cross-compilers.

- Compilers.

Interpreters, Algorithms.

XLII
.551 'Loaders.
Linking Programs.

.553 - Utility Routines.

.57 Other Service Programs. -
.571 - Editors.

.572. Debugging Roﬁtines.
573" Test Routines.

XLIV




READER SERVICE
CLASS CUDE =
T1TLke @« & »
AUTHOR(S8)s =

PUBL, REF, ®

READLR SENVICE
CLASS CODE =
TITLEe © & =

AUTHOR(S)e »
PUBL, REF, =
FSUNE REGSTR DATE

READER SERVICE
CLASS CUDE =
Tititw » © =

AUTHOR(S)® «
PUBL, REF, o

NAME/ACRONYM o
OPERAYIVE DATEe
COMPUTER =
INTERFACE(S) «
SUFTWARE TYPE =
INCURP TECHNIGUE
FACILITIES »

READER SERVICE
CLASS CUDE »
AUTHOR(3)® »

- NAMEZACRONYM &
COMPUTER =

SUF TWARE TYPE w

READER SERVICE
CLASS CODE »
TiT ke = » »
AUTHUR(S)» »

NAME /ACRONYM @
OBTAINABLE FRUMe
AVAILABLE UN/ASe
SOF TWARE TYPEe

READER SERVICE
CLASS CODE =
TITLE= » = »

PREPARED BY
PUBL, REF, »

NAME/ACRUNYM »
HAINTENANCE BYs

UBTAINABLE FROM

ESONE REGSTR OATE
COMPUTER w.
SOFTWARE TYPE o

HELADER SERVICE
CLASS CODE e
TITLE™ o o =
AUTHOR(S)e »
NAMEZACRUNYM =

" OBTAINABLE FRUMm
AVAILABLE. UN/ASS

L SUFTwWARE TYPEs

CAMAC SOFTWARE PRODUCTS GUIDE

.50 Fundamental Concepts, General Subjects

REF NO 14,5001

50

IMPLEMENTING CAMAC BY CUMPILERS

W, KNEIS, GFX, {YSLUTRUNeLR,,
KARLSAUME, GEHMANY

PRUC CAMAC SYMPUS, LUXMBG, DEC 1973

REF N0 14,5002

50

PROCEDUKE CALLS = A PHAGMATIC
APPROACH

Js MICHELSON, H, HALLING,

KP4, JUELICH,

PRUC CAMAC SYMPUS, LUXMHG, DEC 1973

31 MAY 1974

REF NO 14,5008

,bol(PL'll)

CAMAC FACILITIES IN THE PROLRAMMING
LANGUAGE OF PlLael}

RUBERT D RUSSELL, CLHN, GENEVA

PRUC CAMAC SYMPUS, LUXMBG, DEC §973
YELLOw REPURY, CEWN 74w24, UEC 1974
EXTENDED PLei}

1974/72

POPwyt, WORD LENGYN {6 H1T5

CAei) (£GEG/URTEC)

LANGUAGE, PLeli(EXTENDED)

INSLINE CODING UF CAMAC STATEMENTS
SYMBOLIC DEVICE NAME USED

NEMAND. HANDLING 1S INCLUDED

REF ND 14,5004
801 (CATY)
F-R GOLDING,
CATY

ANY

LANGUAGE (DASED UN BASIC)

DARESHURY - LABUONATUR]IES

REP KU 14,5008

,501 (CATY)

SPECIFICATIUN U THE LANGUAGE CATY (1030
R-F CRANSTELDy GEC ELLIUTT

(SEL ALSO PREVIUUS ENTRY)

CATY

GEC ELLIUTT (SEE LIST Ub MANUFACTUREHS)
DESCRIPTION

LANGUAGE (BASED UN HBASIC)

REF ND 14,%008

1501 (1mL)

THE DEFINITIUN Wb ML

A LANGUAGE FUR USE [N CAMAC SYSTEMS

. ESUNE CUMMITYEE, SUFTwARE W,0, AND

AEC NIM COMMITTEE, SUFTWARE #,Gy
REPORT ESUNE/ZIML/01% UCT 1974, AND
REPURT. 11Dw2661%, JAN 1929

ML
ESUNF CUMMITTEE IN CULLABURAYIUN
wllr NIM CUMMITTEE
ESONE SECRETARIAT AND U,8, GOVEWNw
MENT PRINTING OFFICE ﬁ&&PECTleLY
AUG/SERT 1974

ANY
LANGUAGE

REF NU' 14,5007
,501 (CASIC)

"k CAMAC EXTENDED HASIC LANGUAGE

J M SERVENT (SCHLUMMERGER)
casic

SCHLUMRERGER (SkE LIST UF HANUFACTURLkS)
DESCRIPTION

S LANGUAGE (FXTENDED BAS1L)

ORIGINAD PAGE IS
OF POOR QUALITY

DESCRIPTIUNS »

DEMANNS UN WeALelIME SyST&MS SUCH AS MIN[MUM EXECUTIUN T[ME
MINIMUM CUKME REWUIHEMENTS, ETC,y HECUMMEND TnE USE UF (UM=
PILERS IN PKUGRAMMING, THE PUSSIBILITY TU IMPLEMENT A LaMAC
LANGUAGE BY & COMPILEN IS5 FIxSY Uk ALL & FUNCTIUN UF ThE
LEVEL AND CUNCEPT UF Tnbk LANGUAGE, METACLANGUALES, THE SYNe
TAX DF A PRUGRAMMING LANLUAGE, ANE USED TU FUKMULAIE A CuMae
PILER FUOR A SPECIFIC LANGUAGE, Trk MeTmub UESCHIBED mad

BEEN USED Tu wWITE A CUMPILER PUK IML, THE INTERMEUIATE LEVEL
CAMAC LANGUAGE, IMPLEMENTED IN AN ASSEMBLEKR ENVIRUNMENT,

DESCRIPTIUN® =

DISCUSSIUN UF PHUCEDUKE CALLS AS THE HASIS FUR CAMAC SUb!wikt
WITHIN HIGHeLEVEL LANGUAGLES, COMPARISUN w]TH SYNTAX MUCIFIw
CATIUNS TO LANGUAGES, OJSCUSSIUN UF IMPLEMENTATION
RESTRICTIUNS OUE TU LANGUAGE REQUIKEMENTS PUX- EXISTING KlGHe
LEVEL LANGUALES, £,Gy CLUSED SYSTEMeSUBNUUTINES wAlCn EXkw
CUTE [INE DEFINED UPERATIUN (INVUOLVING UNE UR MURE CAMAC
CYCLES AS A GRUUK), COMPARISUN DF USeN[™ CAMAC FUNTRAN
SUBROUTINES ANy PRUCEDUNECALL SYNTAX UF ESUNE SwG InmL
LANGUAGE, APPLICATIUN UF PRUCELDURE@LALLS TU APPLILATIUNS
OURIENTED. SUF TwARE,

DESCRIPTIUNS =

PLo1} 1S AN INTERMEOTATReLLVEL, MACHINEOURIENTED PrUbLkAMMING
CANGUAGE EXTENDED 10 INCLUDE CAMAC Fraluwby, SYNTACIIL PUKM
Ub CAMAC STATEMENTS AWE ANALUGUUS TU STANDARU PLell STATEe
MENTS,  SYMBULIC NAMES FUR VARJABLES AND FUNLTIUNS ANE DEe
Cleko AT UNCE, AND UPERATIUNS aRE EIECUILD BY STATEMENTS
HEFERRING TU THESE NAMES, .USE OF SYMBULJC NAMES MAKES PxUw
GRAMS READABLE, ANV SIHPLIFIES MUDIFICATIUNS UF CAMAC (ONw
FIGURATIUNS,

EXAMPLE UF STANDARU STATEMENTee

wMILE PRINTSTATUS ® BUSY DU

LXANPLE UF CAMAC STATEMENT»w

WHILE CRYSYATUS & BUSY DU

DESCRIPTIUNe »

CATY IS A MACHINE INDEFENOENT mIGhHelEVEL LleUAGt BASED UPUN
A SUBSEY OF uASIC wITH EXTENSIUNS PUW ADURESSING CAMAC,
PRUGRAMS wWITTEN IN CATY ARE CUMPILED AND NUT [NTENWPRETED,
THUS, THE SPEED. UF UPEWATIUN. WHEN CAMAL 18 TESTED UNDER.CATY
18 CUMPARABLE wITH TmE SPEED OF UPERATIUN IN APPLILA)JUNS,
CATY HAS BEEN [MPLEMENTED UN SEVEWAL CUMPUIEKS (StE ,b4a4;,

DESCHIPTION®

THE MAIN SPECIFICATIUN DESCLRIBES TwE FACILITIES avallasit 1N
Trk MACHINE INDEPENDENT MIGh LEVEL LANGUAGE LATY, APPENDICES
TU ThE SPECIPICATIUN DESCRIBE THE ADUITIUNAL PEATUNES ASSUCLe
ATED WITr [MPLEMENTATIUNS, ALL USING GeC ELLIUTY SYSIEM LRATE
INTERFACES UN THE PUPell, NUVA, GELed40BQ, AND GEC®2050
CUMPUTERS,

DESCRIPTIUNe «

IML IS & LANGUAGE USED TU EXPRESS Tt UPLR‘TIUNS vts&"tato
IN THE CAMAC MARUWARE SPLCIFICATIUNS, AND THEIK INTEMACTIUN
WITH A CUMPUTEN SYYTEM, 1ML STATEMENIS LINK CAMAC STRUCTURLS
AND. MODES UF QFERATIUN TU DATA STRUCTURES ANU HEALeT{ME "
FEATURES IN THE CUMPUTER SYSTEM,

THIS DEFINITIUN IS A GUIDE FUR TnAUSE IMHUEMENTING LANGUAGLES
AND OPERATING SYSTLMS wrU wl¥n TU. MAKE (AMAC INBUT/LUTPUT
AVAILABLE TU USEWS, FEATURES ANE INCLUUEL wHICe SUPPURIT THE
CAMAC BNANCH MIGHWAY ANU THE CAMAC SERIAL MILNwAY,

THE LANGUAGE 19 DEFINED SEMANTICALLY o THE SYNTAX us&o L
EXPRESS. IML DEPENDS UN THE ENVIRUNMENT, [HE MACRUD :
SYNTAX IMLeM] IS DEFINED IN AN APPENDIX,

DESCRIPTIUN =

CASIC 15 HASED UM BASIL ANU HRUVIDES ALL STANUARD bTAYlHLN]S
UF. BASIC PLUS A SET UF CAMAC KELATED STAIEMENTS,

CASIC o LIKE HASIC ‘= ]S CUNVERSATIUNAL, TR MUST KECENT
VERSION CONFURPS TU Thk 1ML LANGUAGE (Stk 45U1(IML)) UEFINED
HY ThE ESONE CUMMITTER,

CASIC 1S IMPLEMENTED UN PUPel]-(SbE ,544),




READER SERVICE
CLASS CODE
1iTite & » =

MTHOR(S)® »
PURLy REFy =
NAME/ACRONYH »
AVAILABLE UN/AS
UPERATIVE DATLe
CUMPUTER
INTERPACE(S) =
SOFIWARE TYPE =
LANGUAGE =

CAMAC FACILITIES

READER SERVICE
CLASS CODE =
TItEe = ® @

AUTHOR(S)e =
NAME/ACRONYM »
AVAILABLE UN/AS
OPERATIVE VATEe
COMPUTER. »
INTERFACE(S) @
HIN SYSTEM CONFIG

SUFTWARE TYPE e
LANGUAGE =

READER SERVICE
CLASS. CODE
TItLEw » = @
AUTHOR(S)= »

PUBL, REFy =
OPLRATIVE DATte
CUMPUTER ®
INTERFACE(S) =
SOFTWARE YYPE =

READER SERVICE
CLASS CODE =
TITLEs » @ =«
NAME/ACRONYM ®
OBTAINABLE FRUM®
SOFThARE TYPEe
COMFUTER o ®
INTERFACE(YS) o

HARDWARE CUNFIG

READER SERVICE
CLASS CUDE »
11fLEks o » »
NEME/ACRUNYM @
(IBTAINABLE FRUM=
SOFTWARE TYPE®
_COMPUTER » '@

. INTERFACE(S) »

FARDIARE CUNF1G

READER SERVICE "
- CLASS CUDE w
"1ITLEe » @ =’
NAMEZACHUNYM
UBTAINABLE FROMw
SOFTWARE TYPEe
COMPUTER '® @
INTERFACE(E) w

CHARDWARE CUNF 106

XXXV
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.51 User-Oriented Programs | (full system support)

REF NI 14,5008

113

CAMAC UPERATING SYSTEM FOR
CONTROL APPLICATIUNS

DR B, MERTENS, 1kP, KbA, JUELICH
CAMAL BULLETIN NO 9, MARCH 1974
cus

PAPLR TAPE, ASCI! CuDt

1972

PDPeih, CORE REUUIREMENTSs (6K

TYPE 2200 (BOKER)

SYSTeM PRUGRAM

FURTRAN & MACRU=ASSEMBLER

SYMAOLIC DEVICE NaMeS USED, SINLLE &
MULTIPLE ACTIUN PER INSTRUCTION,
REAL/YIME DEMEND WANDLIMG INCUNPUKATED

, REF ND 14,5009

51

BACKGRUUND »f DREGRUUND SYSTEM $UW
PULSE@HEIGNT ANALYSIS UF Twle
OIMENSIUNAL MULTIWIKE PROPORTIUNAL
CHAMBER DATA
DR A MEUSLER,
BFG

PAPER TAPE, ASCII CUDE

19747 i

POPwib, CORE REUUIREMENTS o 24X
TYPE 2200 (BORER)

MAGTAPE, DECTAPE, DISX, &

MEMURY SCANNING DISPLAY (INeKUOUSE)
SYSTEM PROGRAM

FORTRAN & MACRO®ASSEMBLER

IPK, KFAs JUELICH

REF NO 14,5010

51

THIUMF CONTROL SYSTe® SUFTWARE

T, P, GURD, W, K, DASUN, TRIUMf,
UNIVERSITY OF aLBERTA, CaNADA
CAMAL BULLETIN NU 8, NOVEMBER 1972
1973

4 SUPERNOVAS

INwHOUSE TYPE

FULL SYSTEM SUPPURT FUR CUNTROL UFb
TRIUME CYCLUYRON

REF ND 14,5018

81

BASIC SINGLE PAKAMETER MCA SYSTEM (MISP)
L3¢ 14

NUCLEAR ENTERPRISES (SEE INDEX UF MFRS)

SYSTEM SOF TwARE .

PDPeyt, BK MEMORY § REAL TIME CLUCK

9030 (NUCL, ENTERPR)

(FRUGRAMMED TRANSFENS & INTLRRUPT UNLY)

ADC (LAHEN UR 9060),9021 LIve TIME RTC,

TIY/READER (7064),TtK603/604 OR LANSCUPE

REF NO 14,5012
51 :
5ulL MCA SYSTEM (DAMCAS)

“DAMCAS

NUCLEAR ENTERPRISES (SEE INDEX UF MERS)
SYSTEM SOFTwARE
PDPeyy, 8K MEMURY ¥ HEAL TiMe CLUCK

19030 8 9053 (NUCL ENTERPR)
“(PRUGRAMMED: & AUTUNUMOUS TRANSFERS)?
T ADC (LABEN UR 9080),9021 LIVE TIME KTC,

TIY/READER (7064), PUNCH (7065)) MAGTAPE
(9 0062), TEKO03/004 UR: LANSCOPE

REF NU 34,5018
W91

LTI PAaAnLvea DATA "ACUUISITIUN SYSTEM
MUDAS 1

NUCLFAR ENTERPRISES (SEE INOEX OF MFHS)
SYSTEM. SOFTWARE :
POPety, 8X MEMDRY 8 Rtal TIME cLuck
9030 (NUCL o ENTLRER)

(PRUGRAMMED ‘TRANSFERS & INTERRUPT UNLY)
ADC'S (LAREN. OR 9060) ‘& CUING SELECTUR
(CS 0045), 9021 LIVE TINEK KTC, TTY. %
MAG TAPE, Tek 603/b04,

I-4

DESCRIPTIUNS »

THE SYSTEM SUFTwARL PALKAGE PEWMITS WEAD AND exik UF VP TU
100 MODULES, REALeTIME TASKS MAY HE Ut INED UNeLINE, ABUUY
60 ELEMENTANY CUMMAMUS ARE PREwDEFINED, SULH ASes

eNAML MUDULE/CEY, N2, AmI/UEFINE SYMBULIC NaMt

ekt AD MUDULE /FEO

ewRITE MUDULE 321/F310

eD}8al MUVULL /P24

oULFINE TASK/ZDFEN A TASKeDEFINITIUN

sEND/CLOSE TASKepILL

AFTER 1% SECS TASKR/bXECUTE ussn-uhrxngo TASK

i SECS PRUM NOw

oSULL MUDULE J45e/vALUE 10 Bk wRITTENM NEXT TU MUDULE

DESCRIPTIUN® @

THE SYSTEM SUFTwARE PEXMITS START AN STUP UF BLUCK TRANSFER
FHUM THE A/0 CUNVENRTERY TU ThE PDPeld MEMURY (LIST ™MUOE
UUTPUT UNTU MAGTAPL UNsLINE SUKTING JF DESIRED),

THE BORER JNTEWFACE MAS BEEN MUDIFIED TU ALLUH BLUCK

LENGTHS UP TU ax 18 HIT wURWDS,

DESCRIPTION®
THE SYSTER JUFTwARE PACKAGE MUNITURS UVER 1000 ANALUGUE
PAHAMETERS AND 1000 OIGITAL STATUS PUINTS, SEANCHEY UUleUFe
LIMIY READINGS, DISPLAYS MEASUWEMENTY UN REQUEST,

SETY UVEN 300 ANALUGUE PUINTS PRUM & CENIWAL CUNSULE AND
PENFOAMS A NUMBEN UF UTWER RUUTINEY,

A RKEAL®TIME EXECUTIVE MRUGWAM o NATS (FUK NUVA ASYNCHRUNUUS
TASKING SUPLNVISUR) » SCHMEGULES AND SUPLWVISES CAMAC TaSkY,
SUPPURTED BY A SUHPRUGRAM LIHKARY, AS IWbY AKE REQUESTED,
JUBS 10 8k PERPUFMLD ARE STHUCTURED INTU SEUUENCES UF CamaC
UPLHATIUNS SPECIFIC TU & PIECE UF mANDAANE (® LAMAL MUDVLE),
THEME 18 THUS A DIRECT MUDULAR HARUWAREL@5UPTmANKE CUKMESPUNUS
ENCE, CONTHUL 19 BASICALLY CLUCKLINITIATRD SUFTmakt SCan Ub
CYCLOTRUN MUNITURING, BUT INTERRUPTS AKE INCLUDEU, Malnly
IHITIATED 9Y CUNSULE, .

DESCRIPTIUN® o

THE PROGKAM UCLUPILS 2K UF MEMURY. ANU USES & UATA ARELA UF ¢K
FOR UP TU 4096 CHANNELS ACUUISITIUN,

THE PACKAGE CONSISTS UF A DJSPLAY URIVEH, A USER UAENIED
TELETYPE MANULER, ACWUISITIUN CUNTHOL, AND 4 DATA MANIPULA®
TIUN RUUTINE

THE D1SPLAY DﬂlVbR 1S WUN AS A BALRGHUUND TASR wml(W IS
INTERRUPTED BY THE ADC, CLUCAS ANU TELETYPE,

THIS PACKAGE CAN BE UBTAINED mlTm MULTISLALER UPTIUN, (st
HARDWARE 1S EXTENDED wiTw 49003 Uk 00 SCALER, DAJA AREA IS
DIVIDED INTU @ ANEAS, EACK UNE ThUUSAND CHANNELS,

OESCRIVIION w'

L IME PRUGKAM UCLUPILS bK LEAVING JuUR UF MEMUMY PUK -UATA ALUule

SITION (4% .OF 16 d11S & an UF 24 BITS),

- Tt SOFTwARE PACKAGE CUNSISTS Uk 4 DISPLAY UNIVEN, A YtLtTYPL‘

HANDLER FUH UPERATUR CONTRUL UF. UATA ALWUISITIUN, DAIA MARNIe
PULATION RUUTINE, AND A WUUTINE PUN AUTUNUMOUS CONTHUL QF

DATA ACUUISITIUN AND MAL TAPE TRANSTFERY.

UbSCHlPTIU~- .
TRE. SYSTEM 1§ CAPABLE OF ALCtPYXNb FIVE PANABETER EVENTS AND

“STURING THEM UN MAL 1APE, SImulTaneUuSLY PhN{Unang MULT e

CHANNEL ANALYSLIS. UN UNE SELELTED HPARAMETLN,

WINDQWS MAY BE SET UN EACH PARSMETER FUK BUTH 8UDES,  TUGETHER
wWITH A COUNY DIVISIUN $ACTUN SET UVEx Irk KELIUN Ub INTEREST,
DATA DUMPED IN . LIST MUDE MaY Bt wEaD BACKR -PUR ANALYSIS,



READER SEwVICE
CLASS CODE »
AUTHUK(S)" «
NAMEZACNUNYS »
OPERATIVE VATks
SUFTwARE TYPL »

READER SENVICE
CLASS CUDE »
TiTfe o = o
NAME JACKUNY™ »
MAINTENANCE Yo
OBTAINABLE FRUM
OPERATIVE DATEe
COMPUTER »
INTERFACE(S) =
SUFTwaARE TYPE «

WEADER SERVICE
CLASS CODE «
TITLE® o & »

NAME ZACRUNYM »
NBTAINABLE FRUMe
BOFTwaARE TvPpe
CUMPUTER »
INTERFACE(S) »

READER SEWVICE
CLASS CODE »
11760 o » o
AUTHOR(S)® «
PUBL, REF, »

NAME ZACRUNY™ »
MAINTENANCE BYe
DBTAINABLE #ROM
AVALLABLE UN/AS
OPERATIVE DATEe
CUMPUTER =
INTERFACE(S) »
MIN SYSTEM CONFIG
SOFTWARE TYPE »
LANGUAGE

HOST LANGUAGE =
CAMAC FACILITIES

FACILITIES »

READER SEWVICE
CLASS CUDE «
TiTLte o o o

AUTHUR(S)e »
PUBL, REF, o
NAMEZACRONY™ «
UBTAINABLE FRUM
AVAILABLE Un/as
(PERATIVE DATEew
COMPUTER =
INTERPACE(S) =
SUFTWARE TYPE «
LANGUAGE »
CAMAC FACILITIES

READEN SEMVICE
CLASS CODE »
TITLEw » » »
AUTHOR(S)e »
NAME ZACRUNY™ o
VERSION® = «
NBTAINABLE FRUM
AVALILABLE UN/AS
OPERATIVE DATE=
CUMPUTER »
INTERFACE(S) »
SOFTwARE TYPE »
LANGUAGE =
INCURP TECHNIWUE
CAMAC FACILITIES

CAMAC SOFTWARE PRODUCTS GUIDE

REF wNU 14,5014

1

.

D GURD, THIUMF,UNIv, ALBENTA,CANADA"
Camac

7)
SYSTEm SUFTwaRE

VESCHIPTIUNe

TRE SYSTE™ SUb Taante CamAC o CunSISTS UP Stvekay SUuwuuTint
CALLS, THESE awte »

PRIMITIVE SUBRUUTINES WewbumrInG THE ACTUAL 170 UPEHATIUNS,
MUDULE SUBNUUTINES, Twe mUuR/ZADL SUBNUUTINES, Camal Lamy uM
INTENRUPTS, Stwlal TASKS, aAnD AN INTERFWRLTEN (PUN pata),

.52 User-Oriented Programs Il (specific run-time programs)

HEF AD 14,5015
52

OPERATING SYSTE® SUFTwaARE PACKALES
SEE DESCRIPTIUN

oOtC
DEC (SEE INDEX UF MaNubaCTUNERS)
197%

.p’.] 1

SEE DESLRIPTIUN

CAMAC SERVICE RUUTINES, UStwe,
INTERFACFe & DESCNIMTUR PHOLRAMS

REF NU 16,5010
o2

CASPAC » & SDFTwARE PACKRAGLE FUN CUMMUNLe

CATION »1Tw CAMACEPHUCESSePLRIPHENALS
CaASPaC

10AS (SEE INDEX OF MANUFACTURENS)
SYSTEM UF REENTHANT ASSEMBLER WUUTINES
POPei] (DEC), MIN 740 =URDS OF mEpmyuRy

1 CPell (SCHLUMBENGEN)

DESCHIPTIUNS o

ThE SO TaaWt Palasubd Akt CUMPLETE UPEWATING SYSTEmS,
CUNTROLLENS ANU UPENATING SYSTEMS AWt RELATEVD AS FULLUNSes
Chellol USED RORelloy UPENATING SYSTEM

CAsliek USES WhXejjem UK Kiel)

CAeliel USED WEXeller UK Hiwl]

ULSLHIPTIONS »
THE SYSTE™ UP ASSEMBLEN WUUTINES ALLUW CUMMUNICATIUN aitw
CAMACOPRUCESSerbw]rmtialS USING SINGLEeAURD TRANSFEN MUDE A8
sELL 48 BLUCR TwandFek mUDE Un FURTRAN AND ABSEMBLEN LEVEL,
INTENRUPT ACTIUNS (AN BE UBTAINEU In Twk FURM UF AN ARD]TWANY
SEGUENCE UP CAMAC TRANSFERS UM PURTRAN LEVEL,

NU SOF TwaWE UPLWATING SYSWEM |5 NEEDED, AND CASPAL Can
THENEFUNE HE USEDL AUTUNUMUUSLY AS wELL A5 IN CUNNELTIUN w]ThR
A REAL TIME UR BATLR UPEWATING SYSTER,

.53 User-Oriented Programs Ill (subprograms, etc.)

REF NU 14,5017
53 (8asIC)
CAMAC AND INTERACTING PROLRAMMING
DR E m WIMMER, CEWN, GENEVA

PRUC CAMAC SYMPUS, LUXMBG, VDEC 197)
& BASIC CALLABLE RUUTINES,

NP GROUP NOTE, NPeDRG, CERN

WPCMA, MPCMB, WPCHC

DR B M WIMMER

NP DIV, CERN, Chel211 GenbVA

LR TAPE, ASCI] CUDE

1971272

MeP 2100eSERILS, 6% 16 BIT ~UNUS
2201 (BOKER), 7218 & “PCCe0B6O(CERN)
TIY OF TEX 4010 TERMINAL & (Ceal
SET UF SUBRUUTINES

WP ASSEMBLY

BASIC (NP EXTENSIUN OF)

INOLINE CODED CALLS IN BASIC,
SUBROUTINES IN ASSEMBLY, AHS ADLN
SINGLE & MULTIPLE ALTION PEN
INSTRUCTION, NO DEMAND WANDLING

REF WU 14,5018

JSS(FURTRAN)

SPECIHICATIUNS FUR STANDARD CaMAC
SUBROUTINES

RICHARD F TwOMAS JR,

CAMAC BULLETIN NU 8, ™aRCw 1973

SEE DESLRIPTYIUN

USAEC NIM CUMMITTEE, CAMAC S»G
ALGURLTmM

1973 3

INDEPLNUENT, MEMURY S].k NOT SPeC,
ANY

SET OF SUBRUUTINES

FURTRAN

FUNDAMENTAL CAMAC UPLHATIUNS, STANDARD
BLOCK TRANSFERS IN SINGLE & MULTIPLE
ACTION STATEWENTS

REF NO 14,5019

JOIFORTRAN)

FORTRAN SUBRUUTINES

w PUs

FORTRAN CALLS

voo2

m PUNL, ZEL, KFA, JUELICH
DLCTAPE

MANCW 1972

PDPeil, 16X 16 HIT »URUS MEMORY

TYPL 15334 (BHUNER)

PRUCEDUNE CALLS

FORTEAN ON POPel) (IwRbapel CUVE)
INeLINE SUHROUTINE CALLS

SINGLE ACTION STatemenTs

DESCRIPTIUN®

THESE BASICeCALLABLE CAMAC SUBNULTINES In IWnEL VENSIONS Fuk
THREE INTEWPACES PwUVILE MUST CUmMAND PALILITIES FUR CunThuL
AND DATA THANSPEW, DATA wUNDS maAY BL 16 Ux 24 B1TH LUNGS
CUNLY 16 BITS PUN WP(Lw066), BINARY, BCD UN LUGIC (0 Ux 1),
RUUTINES CUVER BLULK TwANSPERS, PHUGNAMMED AND SEUUVENT (AL
AUDRESSING & UTILITY RUUTINES, IN TOTAL 18 & 3 UFTIUNALLY,
GENERAL FON™ UF CALL STATEMENTes

ALL (SUBNUUTINE NUMBER,C, N, 4,F,0,4)

» = oCALL (SUBNUUTINE NUMBER,Con A, F 0(1)su,m)

WHENES w 18 sURD CUUNT, D I8 UATA, CoNohyb, & U mave USuAL
MEANING

EXes CALLCLIUp1,2,0,00,0(00),0,20)

TIME 1S APPN 8 WMSELS/STATERENT, BLUCKR IWMANSFER CALL GENE
RATED DINECTLY By INTEwFACE ARE mulm FASIEw,

CDESCRIPTIUNS »

A SET OF & SUBNUUTINES, UP wwlChw UNE I3 CALLED 8Y ALL Wt
OUTWER PEMMITS A GREAT vakleTY UF SINGLE AN MULTIPLE Camag
UPERATIONS Tu BE PENFUNMED, VEMAND WANDLING, UTHEN Twan BY
TEST LAM, 18 NUT CUuVEWRD,

ThE SUBWUUTINED EXRCUTE CAMAC UPENATIUNS AB PULLURS=»
CMCBSC » SINGLE CAMAC FPUNCTIUN AY SINGLE AUDKRESS

ONE OR MURE TImEs

CHMCSEQ o SINGLE CAMAL FUNCTIUN AT SULCESSIUN UP ADUWESSES
CMCASC o SPECIPIED CAMAC PUNCTIUN IN AUDNESS SCLAN mUVE
CMCHPT » SPECIPIED CAMAC FUNCTIUN [N REPEAT mUDE

CHMCSTP o SPLCIPIED CAmAL PUNCTIUN IN STUF mupt

CMCLUP o SPECIFIED CAMAC FUNCTIUN AT A mlbwamCrmiCAL SEWUENCE
OF ADDRESSES wlTw UPTIUNAL SKIF UF SLUUENCE BASED UN @,
GENERAL FUKM UF STATEMENTwe

CALL CPC .,y (PANAmETLK LI8T)

EXAMPLESe CALL CMCSTH (P 8,0 N AUILN DATA ERNUNA,NEX)

DESCHIPTIUNS =

FURTRAN SUBNUUTINES PUN SINGLE ALTIUNS, MUCh SIMPLEX Tman
THE NIM APPRUALR (Wb, W, F, THUMAS) FUN Tht buwtk 15332
CUNTROLLER wwlTTen In whebnTwant Cube,




HREADER SERVICE
CLASS CUDL »
TITLE® o = @
AUTHUOR(S)® «
NAMEZACKUKYH »
VERSJUN® o =
MAINTENANCE BYew
(IMTAINABLE FROM
AVAILABLE LN/AS
UPELRATIVE 0ATte
CUMPUTER =
INTERFACE(S) =
SUFTWARE TYPE e
LANGUAGE =

HUST LANGULGE
INCORP TECHNIOUE
CAMAC FACILITIES

READER SEWVICL
CLASS cUDE =
AUTHOR(S)= =
NAME JACRUNYH
DETAINABLE FRUM
OPERATIVE DATEs
COMPUTER =
INTERFACE(S) «
LANGUAGE =~
SUFTwARE 1YPE «

READER ‘SERVICE
CLASS CUDL w
TITLEs = v =
AUTHOR(S)= =

NAME /ACRUNYM o
DBTAINABLE PRUM
AVAILABLE UN/AS
OPERAYIVE DATEe
COMPUTER »
INTERFACE(S) =
MIN MEMORY SPACE

MIN SYSTEM CONFIG
SUFYWARE TYPE =
FNYIRUNMENT FUR o
LANGUAGE =
FAGILITIES o

READER SERVICE
CLASS cODE =
TITLEe = » =
AUTHUR(S)e =
NAME/ACRUNYH =
OBTAINAHLE FRUHe
AVATLARALE UN/ASe
OPERATIVE DATE »
CUMPUTER = o

MIN MEMORY SPACE
INTERFACE(S) w
SOFTWARE [YPtw
MIN SYSTEM CUNFIG
INCUR? TECHNIUUE
CAMAC FaACILITIES

READER SERVICE

CLASS CODE «

TITLEw = » =

AUTHUR(S)® »

PUBL ,” REF, w
=

HAINTENANCE BY
OBTAINABLE FRUMe
AVAILABLE UN/ASe
QPERAYIVE UATE
CUMPUTER = o
INTERFPACE(S) »
OPERATING SYSTEM
SUFTWARFE .TYPEw

LANGUAGE. = =
HUST. L ANGUAGE=

INCURP TECHNIGUE

CAMAC FACILITIES

READLR SERYICE
CLASS cUpt =
TITtte » = =
AUTHOR(S) = =~
MAINTENSKCE HY
AVAILABLE UN/ASe
NPERATIVE DATE
COMPUTER = »
INTERFACE(S) =
SUFTwaARE TYPLe

. PDP=1 1,

CAMAC SOFTWARE PRODUCTS GUIDE

REF NU 14,5020

.53

CAMAC FUNCTION FUR RT§1Q

L Byaws, R XEYALR

CAMAC, CAMINT

RY1S

QRTEC

ORTEC (SEE INDEX UF MANUFACTUHEKRS)
PAPER TAPL

1974

PDPey

DCO1Y (LGBG/ORTEC)

SUuBKOUTINES

PDPwy{ ASSEMHLY

RTYI1/FORTRAN

CALLS TU FORTRAN LINRARY KOUTINES
SINGLE UR MULTIFLE INSTRULTIUNS,
DEMAND HANDLING

REF N0 14,5021

SS(FORTRAN)

Jom 51EFHENSUN, L A KLAISHEN

KSCL

KINETIC SYSTEHMS (SEE INDEX UF MERYS)
1974

16K CHRE MEMORY WEUUIRED
TYPES 39414, 3991 & 3992 (KINETIC)
FORTIRAN

LIBRARY OF FURTRAN FUNCTIUNS AND
SUBROUTINES

REF NO 14,5022

W53

170 MACRUS FUR CANACL

D STUCKENBRUCK, G KLENERT,
SIEMENS AG, KARLSRUNE

HACAM

SIEMENS (SEE INDEX UF MFRS)
PAPER TAPE, CARDS & SUURCE LECw
NOYEMBEK 19724

PR 3207330

CC- 320 & SC 330 (SILMENS)

3K o §K UF 16 BITS (SUPELKVISUR ExCL)
DEPENDING ON HARDWANE

TTY AND SUPERVISUK PRUGRAM

1700 ROUTINES, LAM HANDLING

CAMAC SUFTwARE 1S ASSEMBLER 300

MACROS = ASSEMHLER,CALLS = PUNTKAN
CONCURRENT MULTIeUSER UPENATIUN, SYSTEM
RUNS UNDER REALeTIME SUPERVISOR .

REF NU 14,5023

93 (BASIC)

BASIC e SUHROUTINES

0 STUCKENBRUCK, SIEMENS AL, KaRLSKUNME
BASIC = CALLS

SIEMENS (SEE INDEX UF MANUFACTUKENS)
PAPLR TAPE, CARDS

1973

PR 320

{K DF 16 BITS. (BASIL CUMPILEN EXCLUDED)
cc 320

SUBRAUTINES

TYY AND BASIC CUMPILER

EMBEDOLD BASIC CALLS TU SUBHUUTINES
LAM HANULING

HEF NO 16,5024
X :

TwUeLEVEL CAMAC PERIPHERAL RANDLEW

L M TAFF, UKLV UF GRONINGLAN, NETHERLANDS
COUMPUTER PRYSICS CUMMUNICATIONS

(TU 8E PUbLISHED)

AUTHDOR

AUTHOK

OECTAPE (ASCII CUDE)

S1974
‘OtC POPeil, MIN BR Ut MEMURY

CAe15 (UFC) .
(SUFT&ARE) ‘o DEC MURITUR SYSTEM (ADSS)
CAMAC DHIVER/LAM RANDLER SUBRUGT InL,
T/0 DEVICE  m&MDLEKRS, CHCHSC SUNMNUUTING
ASSEMBLER
ANY SUPFURTED BY SYSTem
LISKED AT LUAD TIME

SINGLE TAMAC UPERATIINS, UATA CHANNEL
TRANSFERS, DEMAND NANOLING, HEENTRANT

REF KU 14,5025
53
.
CAMAC/FURTRAN v INTERFACE SUb TaaRE
A GSPUNNER, SEN ELECTHONTVUE

SEN .
DISK (ROOS), FULL ®DWS CUMPATIBILITY
MAY 1975

'ANV AUVA (WITHSIThUUT BLUATING PUINT)
€C-2023 (SEN)
POST PHRUCFSSIR

DESCRIPTIUNW = )
THIS Sk Twant Ma(uaLe CUNDISTS UF & hIMGLK OF bupRLU! INED
FUK FNRTHAN/STLL CALLING CaMal FUNLTJUNS,

THE CAMAL CALL STATEMENT HAS Teb Puliusinbg Furhe-

CALL CAMAL (b In, 1A, lu, jUaTA)

THEY aRE USED U TRANSFER UATA TU/ZFHUM La®al &MU PLW TEST
PUWPUSES ,

IF, IN, 1A AHE HESFELTIVELY FUNCTIUN, STATiUw AULNESS ANy
SUCSADNRESS, 1w IS euUTr wogll avw XbIT,

CAMINT 18 USED T NANDLE INTENWUWIDS Fwun CaMal CRSIEy &MU
HAS THE LENERAL FuHMes

CAMINT (TN, NAMEL)

wHERE IN. I1S' THt STATLON Nunhkk An NasMb] IS IME NamE Ur Int
SUBMUUTINE TU ok EXELUTED w~neN Teb InTesnur! ULCUNS,

DESCHIPTIUNS o
TnIS SUFTwAwk FACKALE IMPLEMENTS ThE CHinSL SEW[LS ufb blANu-
ARG FORTHAN CALLS LESCWIBED IV CEMAC BULLEIIN MU &, 19/3,

1T AL50 INCLUDLS THE BIT “aNjPuLATIUN #UNCITUNS EXLLUSIVE
My INCLUSIVE UK, ARU, NuT, & SRIFT, Int PalAaGE dUPPUKIS
UM TL B CRATES INTERPALED Trxliubn MOUEL 39114 UNIBUS )
CRATE CUNTRULLERS, UP Tu 7 CHATES PEN SYYL DRANCH LKIVER AND
UP TU 81 LRATES PEW 3992 SEWIAL BWaNLS DRIVER, 1mb NUMBEW
UF PA4RALLEL ANU SERIAL BRANCHES SRUULD dbk LESS ThaAn ¥,

*) UNIBLS 15 4 THAUE Makk Ub DIGITAL BEWUIPMENT CuRK,

DESLRIPT1UNe »

A SET UF [/U MACKU SUBKUUTINES CAN Bt CALLED bY Any uStk
PRUGLRAM CUNCURMENTLY RUNNING UM Tnk LUMPULTEN, PHUVIDED TrbY
UPEMATE UNDER 4 NEALWwTIME SUFEHVISUR PmuLRaM, . THE RUUIINES
CUMPRISE THE FUNCTIUNS wEAU, wxlTE, AND EXECUTJUN Uk CURTKUL
CUMMANDS , BLUCK TRANSFERS ARE PENFUKMEL UN CUNDTANT UK
VARLAHLE CAYAL AUDWESS, ANU [N INCHEMENT MUDE UR ®ANDUMSLIS
MUDE, THE CUURUINATIUN UF USER PWUGRAMS AND LAMAL PRUVIQLY
BY THE SUPEHVISUK, FACILITATES GREATLY Tk LaM HANULING,

THE SYSTEM ALLUWS UP TU & BRANLMES, LALM #lTH 7 (KATES,
SYSTEM SUFTwANE EMVIRUNMENTS PACILITATE INLUKFUKRATIUN UF

THE SUBKUUTINE CALLS. A5 STATEMENTS EMBRUVEU N FUKIKAN
PRUGRAMS |

DESCRIPTIUNS o

THE SUBRUUTINES IN ASSEMuLEK Axk MANULLY BY ML BASILeUNIZ0
CUMPILER (INTEWPHEIEW? ),

THEL SYATLMENT » =

CALL (CMy PAMAMEIENW L18T)

CAUSES PRUGWAM. TU JuMP TU SuBROULINE CALLEU.

THE FOLLUAING LAMAC UPERATIUNS CAN db EXLCUTED « »

® SINGLE LPERATIUN (READ, wXiTE, CUNTRUL)

o INTERRUPT KEGISTHATIUN AND JUMP TU LAM mANULING WUUT INE

v WALTING Fuk LAM

TPARAMETER LIST! IS A SThHING DF CnAnAL1£nb SPELIPYING [nt
UPERATINN TU BE EXECUTRU,

EXAMPLE ® o

CALL{CM MAF,11,0,0,21)

o WHERF 13,0,0, = STATIUN,SURAVDURESS JFURLTiut, 41 = vAr]aBLE

CESCRIPTIUNS »

ThE CAMAC DWIVEN/LAM maNDLEH 1S 4 LLUBALLY LiINAEL. SubKUUILNE
FUR EXECUTIL SINGLE CAMSL UPERATIUNS, CUNTRULLING ALCESS Tu &
NAKDWARE DATA LMANNELS VIA WUFULS, AND LIVINL (UNTHOL 1L TrE
PHUPER USEW WUUTINL @MEN A LAM ULCUNS, [T MAY dib {aLlLty WY
ASSEMHLEN LULEU USEN PRULRAMS, Trumadt STAnNDANY SUbWUUI InE
CMCHSC (MEACE ALL UTmbw LF M8 WUUTINES »AICW CALL CMCBSL)
*SEE B3 AnuvE w ANU LU RANULERS PUR CARMAL IN[EREACED
PERIPHEKALYS, EITmEW FRUM MATRSTREAM UKW LaM HANUSANRE PrIUK]TY,
CAMAC INTLREACED DEVICLY FuUN wn]irm AANULENS LUKRKENTLY EXIST
INCLUDE A LINE PwINTER, CANU WEAULH,  INCHEMENTAL PLUITLK, ANy
A TEKTHUNTX @010 TLRMINAL, PLs LLVILE manulbtwd, CAMAC 15
TRANSPENENT ¢ -

1T 1S RELATIVELY EASY ‘TU AUAPT 4 maNpLI™ PUK AN [/U BUS OLVILE
TU Lamal SIHPLY oY SubSTITuTING SusWUULINE LALLS Tu Tkt Univew
FUX 1/0- GPEXATIUNS AND UBSENVING A Fba AunertSTRICIIVE Cunvene ™
TIUNS, - ThIS TaUeLbVEL APPRUSLH LAN ACLUMUUATE CAMAC LANLUAGES
Ik ALYth STATEMENTS Awb CumvlLeU [NTU SUBRUUTINE LALLYS,

CESCHIPTILNS =




i
=

RELADER SEHVICL
CLASS CUDE
TITLEe = » «
AUTHUR(S)® =
MAINTENANCE AYe
DBYAINABLE FRUM
(IPERATIVE DATEe
SOFTWARE 1YPL o
LANGUAGF =
CUMPUTER «

CAMAC FACILITIES

REANDER SERVICE
CLASS CODE. »
TiTLtr » =@

CUMPUTLR =
OHTAINABLE FRUM
SUFTwARE. TYPE =
INTERFACE(S) »

READER SERVICE
CLASS CUDE »
TITLEw = » =
AUTHOR(S)» «

NAME /ACRUNYH »
MAINTENANCE BYe
OBYAINABLE FRUM
AVAILABLE uUN/AS
OPERATIVE DaThe
COMPUTER =
INTERPACE(S) »
MIN SYSTEM CUNFIG
SOFTWARE TYPE e
LANGUAGE =

CAMAC FEATURESe
ENVIRUNMENT FUR. »
CAMAC FACILITIES

B

READER SERVICE
CLASS €U0t »
TITLEe « o =

AUTHOR(S)®
PUBL, REF, »
DBTAINABLE FRUM

AVAILABLE UN/AS
OPERATIVE DATEw
COMPUTER =
INTERFACA(S)
HIN SYSTEA CUNFIG
SOFTWARE TYPE w
LANGUAGE =

CAMAC FEATURESe
CAMAC FACILITIES

READER SERVICE
CLASS CUDE e
TITLEe » &
AUTHUR(S)e =
NAME ZACRUNYM @
NBTAINABLE FRUN

OPFRATIVE UATEe
CUMPUTER »

INTERFACE(S)
MIN. SYSTEM CONFIG
SUF TWARE" TYPE =
LANGUAGE

READEN SERVICE
CLASS CUDE =
T1TLEe o » =
AUTHON(S)w =
HBTAINABLE FRUMe
OPERATIVE DATE e
(UMPUYER »

MIN. MEMDRY. SPACLE
INTEHFACE(S) »
MIN SYSTEM CUNFIG
LANGUAGE w. =

CAMAC SOFTWARE PRODUCTS GUIDE

.54 Support Software | (translators)

REP nG 14,5020

l54

S/UNIP AN UNIVERSAL MACLRU PruCtSSLR
SOF TwARE®PARTNERS

SUFTwARE«PARTLENS

SAME, (SEE INDEX UF MANUFACTUHEKS)
APRIL 1976

MACRN PROCESSUR

ARITYEN In mIGW LevEL LANLUAGE

CAN RUN UN 1AM, UNIVAL, CDCeICLs
SIEMENS, ETL,

INCURPURATED INeLINt FUk PULL=SET
IML WITH MACRL. PRLCESSUN UINECTIVvES

REF NU. 14,5027

Whdd

A MACRD ASSEMBLEX FuR TYPL MHDel}
MICROPRUGRAMMED BHANCR LRIVE~
POPewly

Bl RA SYSTEMS (SEE IaDEx WF MEWb)
MACKRD ASSEMBLER ([TRANILATUR)
MADes) (KBI kA SYSIE"S)

REF NU 14,5028

oS4 (MACROL L) !

HACRQS FOR 15384 v
MR, HEEW

HMACND 15334

MR HETN

MR, HMEER, ZEL, XFA, JUERLICH
DECTaAPE

FEBRUARY {973

PrPel), MIN BK 16 811 wURDS
TYPE $5334 (BURER)

D0S voo0é,; 008, 009
MACKUeSET

MACHO 11}

ARE INCURPURATED INeLINE
CAMAC SUFTwARE ]S ASSEMBLER
SINGLE ACTION STATEMENTS,
SYMBOLIC DEVICE NAMES

REF NO 14,5029

WSeL(INL)

MACRDe]IML xangngn!AVlu~s FUNM VEC
PDPe1y COMPUTLRS

H KUBITZ, R KIND, HMI=BERLIN

CAMAC BULLETIN NO 12, APRIL 1475

M KUBITZ, BERLICH D/b, RMlesERLIN

GERMANY

ALL MEDIA

1974

PpPei}; 16K; 24K, 44K, UR 524

Cawita (DEC), 15334 (HBURER)

DUS VEB/09, RSXefll, RSkeilh

MACHO SET UF IML (IMPLEMENTED)

POPmy ) ASSEMBLY

INCORPURATED BY MACHUS

FULL -SET OF I#_eMACHOS

INCLUDING- DEMAND WANDLIANG

REF NU 14,5030
le(CAYY)

A CAMAC TESTING AID PUW USE UN.#DPell

F R GULDING, APPLIED CUMPUTER SYST,
CaTyy
APPLIED COMPUTER -SYSTEMS (TU,.

WENZEL ELERTRUNIX, NUCL tNtLHPﬂlhts,

(SEF INDEX OF MANUFACTURERS)
1973

POPe(|, 4K UR 8K MEMUNY REGUIREV
DEPENDING UN VERS TN

CeCSCo1 1 (WENZEL), 9030 (N,by)
CUNTROL VISTA, READER, PUNCH
SYSYEM (FXECUTIVE, CUMPILER ETC)
CATY (BASED On BASIC)

HEF N0 14,5031
\S43(CATY)

A CAMAC- TESTING AlD & CATY = FUN PDPel}

F R LULUING, R F CHANFIFLD

GEC ELLIUTY (SEE  INOEX OF MaNUFACTURERS)

1974
PPPwyl, MIN 4K NEWUIRED

FTX'IXC/Da lVG'Il (hEC ELLIuTY)
CUNTRUL. TTY OR vISTa, wELaDiw, PUNCH
CATY (BASED ON BaASIL)

ORIGINAL PAGE IS
OF POOR QUALITY]

LEOLelETIChe -

SAUNIP IS A LASLUALE IRUEPENLERT walng ARyl bbir ANy

T NEFIINE & TRUL PUR %ALEG EXRFanSIus uf &VENY pxl8linme un
Uk B UTyuNt PeiuGrRAMSING LANGUALE, ~[oud D/UNIP FEINTATNS ENY
PHOLESSES MaCRUD TN HILm LEVEL LAMGUALLS [FulTRAN, HRSIL,
ALLL, PEANL, £T0,) 45 mELL ab ASOEMSLY LANbUAGED, S/un]F
CHENATES A5 A MWLerkCESHUR LEAMERATING Sbuxle (uvk
STATEHMENTS FW SubbELubnNT LUMPILATLUN, PULODloLY UN ANUingr
CANPUTER,

CESLMERT LiNe -
Trb o mACKTE AabFUHLER MAD ubEN ShvewlPLe Tu PAQLLITEIE Ten

AR ITING LIF MRULAAMS PN THE “Buell MI{R MRt dBUR SN IERRALL
trk ASSEMBLER TAANOLATLS PRULFAMS aniTUEN JN MACHUL Cuob (AT
INDTRCTICNS ALCEPTABLE BY Tnk Ypuel), UF Tu 4R INSTHUCTe
S8 Catv pE STuMEG 1A Tk wduel], A Fonlilut ub rhMgny S1LE
pEILH GU O PWLM 258 TG 8k aURDS 1Y PNCRERENTD Ub 256 ANy gw,
ISSTRUCTICNS Ak “]CeUeSTFUCTuby PusMiNL A PURBRFUL bL.7,

LLSLRIPTIUNS »

1618 15 4 SIMPLE “alWU SET (AU SRCLARALIIUND) iuﬂ’beuLz )
SCTILN STATEMENTS,  RXECOTIUN SPekty |5 miLnEx (ARPNuz 0
MICHUSECS PEN INSTWRUCTIUN, VEPENUING LN TYME Uk INSTRGLETILN
1t TYPE WF PUPell), MLT IATERMURTAcLE ™aCwud (PriuW]lre/s)

DESCRIPTIUN® =

TML 1§ TMPLEMENTED UN FUPe]| IN ACLURUANLE m]TH THE RALKU
SYnTax a8 UEFINED [N Tmk DUCUMENT BSUNE/ZIML/UL (SEE CLASY
o501 ABUVE), VERSIUNS AME AVAILASLE PUR InTekbaCks
CONTRULLERS AND URL UPLNATING avthHa AS HL«!IUNLU s Int
LEFT CULuMA,

IMPLENENTATIUN CUVENS Thg PULL SET UF ML PALKUS. AND UEHARD
RANDLING EXCEPT BLUCKR TWANSFER UN SPECIAL LAM, XebWRUK'
CUNTROL STATEMENTS, AND SUSSCKIPT MUDE,  TRANSEER mMUDLS ~UT
IMPLEMENTED HY NAWUWARE -ARE SIMULATEV. BY SUFTmalt,

170 TRANSFE® INSTNUCTIUNS ARt EMBEDOED In 1Mt MACRUS AND dwE
PERPURSED DIAELTLY IN 4LTIUN BY THE -RHA(NUS,

ADDRESS. CALCULATIUN AT ASSEMBLY TIME-GLVES ur!xﬂlltb
ADDRESS CALLULATIUN AT ASSEMbLY TIMt GIVES UPTIMuM WUN TiWt
CUDE;  ®UST LANGUAGLES (AN BE PUPe]] MACNU ASHERHLER UK
FURTHAN (VIA SuBwUUTINE CALL),

MEMURY REUUIREMENTS VAKY w]TH UPE=ATING SYSTEMoAND Lr PULL
SET [S NLEDED, Uw A SUBeSET IS aCLCEPIABLE, 168 1S WeUUlstD
UK A SUHSET wlTm Dusvoa/o9 UK wSKelin AND 52K FUr PuLL StT
AND RSXw1lU,

DESCRIPTIONS "=

USERS TEST PRUGRARS ARE TYPED IN- AND Tnhutnilin CUMPLILED AND
WUN, IT 1S PUSSIBLE TU BOLT THE PRUGRAM AND REWUN 11 wl1Me
UUT MAVING TU NETYPE Thb OWIGINAL PRUGKAR, CAMAC. CUMMANDS
ARE EMUEDDED [N PRULKAM AS STATEMENT LINES,

CATEY mAS INTERRUPD AS SYSItm FRATUWL, tnt UStk nAv 1Yrtk mlS

UWN INTERRUMT RUUTINE,

THE CAT3Y EEECUTIVE PHUbNA* LRANGES SLLIGHRILY wlTR INIEK’lCt
LSED, HUT ALL XUUTINES Awk IUENTICAL,

VEHSTIONS Ub WIS SYSTE® I§ ALSU Avaludsit keuM BEC ELLIUTT
(SEE FULLOWING ENTHIES) ;

UESCRIPTIUNS =
SEE PRECLEV NG b* v
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READER SEWVICE
CLASS CcUnL =
TiTLEe = ¢ =
AUTHUR(S)e o
(BTAINABLE FRUHe
UPERATIVE DATL =
CUHMPUTER = «
INTERFACE(S) =
HIN SYSTEM CUNHIG
LANGI4GE = =

READER SERVICE
CLASS CUDE. »
TIILEe » ® =
UBTAINABLE FRUMe
CUMP{TER » =
INTERFACE(S) »
LANGUAGE » =

READER SERVICE
CLASS CUDE =
TITLE® = » =
AUTHOR(8)= =
PUBL, REF,

NAME /ACRUNYM w
MAINTENANCE HYe
DBTAINABLE FRUM
AVAILABLE UN/AS
UPERATIVE DATEe
COMPUTER w
INTERFACE(S) =
MIN SYSTEM CUNFIG
SOFTwARE TYPE w
LANGUAGF =

INCURP TECHNIUWUE
ENVIRONMENTY FUR =
CAMAC FACILITIES

READER SERVICF
CLASS CODE =
TITLEe = » =
AUTHOR(S)e =
PUHL, REF,

NAME /ACRUNYM
OBTAINABLE FRUM

AVAILABLE -UN/AS
OPERATIVE DATEe
CUMPUTERS®
INTERFACE(S) »
MIN MEMORY SPACE
SUFTwARE TYPE =
LANGUAGES e

INCURP TECHNIGUE
HUST L ANGUAGE e
FACIVITIES e

REAULR SERVICE
CLASS CUDL =
TITLEe = @ =

AUTHOR(S)» =
PURL, REF, e
OPERATIVE OATE=
COMPUTER .=
INTERFACE(S) =
SUFTWARE TYPE =
INCURP TECHNIWUL
ENVIRUNMENT FUR »
LANGUAGE - »

READEN SERVICE
CLASS CUDE =
T1Lllbe @ »
AUTHUR(S)» =
PUHL, REF, =
NAME /ACRUNYM, =

L -OBTAINABLE FRUM

NPERATIVE DATE =
CUMPUTENR . »
INTERFACE(S) »
MIN SYSTEM CONFIG
SUFTWARE TYPE »

LANGQAGE -

INCORP TECHNIGUE
CAMAC FACILITIES

XL

' CAMAC SOFTWARE PRODUCTS GUIDE

REb wNO 14,9032

WH83(CATY)

A CAMAC TESTING AlD o CATY = ELIN ANDVA
F R GULLING, H F LHANFIELD

GEC ELLIOTY

MakLH 1975

NUVA. SERIES (IATA GENEWAL), MIN 4n
NUVA EXECUTIVE SulTt (GEC ELLIOTT)
CUNTROL TYvy ik yiu, WEATER, FUNLH
CATY (HASED Wh BASIL)

HEF s 1a,5038

1543(CATY)

4 CAMAC TESTING ALV o CATY w FUNH THE
G6tC tLLiUTY

20%0 AND 4080 (LEC)

EXECUTIVE SHITE Fun 205074080 (GEC)
CATY (BASEN. UM HASIL)

REF NU 14,5034
3
L HASIC MACHNell CUMPILER

8 BLCKS

. CAMAC BULLEYIN WU 10, JULY 1924
HABA
8 YECKS
8 HECKS, 2kL, XFA, JUELICH
DECTAPE .
JANUARY 1974
POPwil, 16K 16 BIT WURDS UF MEMURY
TYPE 15334 FYHORER) .
DUS VOR DR VA9, (6K
COMPILEH
HASIC
INeLINE

CAMAC SUFTwaRE 1S MACRU ASSEHHLER
YINGLL ACTION STATEMENTS

REF NU 14,5035

PRECUMPILL“ FUR IML SUBSE!
Wy KNEIS

CAMAC BULLETIN NO 10,
REPURT KFK212%1, GFK,
MeTawll/X
Wy XNE1S, 1AK JI/ZCYCLUTHUN,GFK,

D 7500 KARLSRUHE, PUSTFACH Jba0

14PE, CARDS

JULY 1974

IBM/ 370 (YRANSL ), LDC 3100 (EXECUTIUN)
INsHOUSE TYPE

38K BYTES (MAX B6K HYTpS)

PRECUMPILEN (METACUMPILER SYSTEN)

IML (USER), FURTRAN 1V (SYSTEM),
METae]ll (FUR CUMPILER/wRITING)

INsLINE

CUMPASS ASSEMBLER (CDC 3100)

SINGLE ACTIONS, MULTIPLE ACTIUN(MA)
BLUCKTRANSFER(UBL) s AND LAMS,

CRATEw, AND SYSTEMeSTATEMENTS

JUNE 1974, AND GFR
L¥7% (IN PkESS)

ReF NU $4,5036

Jh4a(BASTC)

A PDPe{]l BASIC EXTENSION FUK cAHAc
PRUGRAMMING

1 HALS, E DE AGUSTINU, CNEN, RUME
CAMAC BULLETIN NO 7, JUlY 1978
1974

L LE X B

EXECUTIVE SUITE (LEC ELLIUTT)
INTLRPRETEN

SUBROUTINES IN ASSEMBLY CUDE
CAMAC SUFTwARL IS BaSIC

BASIC (EXTENDED)

REF ND 14,5037

vDAa(HASIC). -

A CAMAC FXTENDED BASIC LANGUAGE
J- M SERYENT (SCHLUMBLRGER )

PRUC CAMAL SYMPNS, LUXMHG, VEC 1973
CASIC.

SCHLUHHERGER (SEE INDEX DF MFRS)
1978

PUP® 1Ly 6K “W(IRDS MEMURY

ICPIt LW JCCLL (SCHLUMHERGEN)
TYY

INTERPRLTTIVE LANGUALE, EXTENDED
wlTH FACRICINSTRUCTJUN GENEMATUNR
RBASIC (ExTEFNOED)

INSLINE CAMAC STATEMENTS
SYMHULIC DEVICE NAMES, INTERANUP)
HARLL NG REWENTRANT,

TEXECUTING STATEMENT

ULSCHIPTION® =

(SLE CLASS (bOJ(LAIY) ANy PKLCttUINb EnTries CLASY bay)

UESLRIPTIUNS «
(SEE CLASS (DOI(CATY) AND PRECEEDING ENTHIES CLASS ,943)

DESCRIPTIUN® »
THIS COMPILEM LHANBLATES TESTED (INTREWMRETIVE) HASLC
PRUGRAMS INTU MACRUe}] SUURKCE CUDE, Mo\ TIME 1S IMPRUVED BY
A FACTNR OF {5 TU @0, EASILY ADAPTABLE |u UIneR CUNIRULLERS
(MACHDS ) o )

QUTPUT CUDE LINKED wlTH FLUATING PUINT PACKALE CAN KUN UN
STANDeALUIMNE MINTSCUMPUTERS,

DESCRIPTIUNS o

METARIIZX IS A SYSTEM PUN ARITING CUMPLLEXS, 'THE IMFLte
MENTED VERSIuUN Ur fmk ML PHECUMPILEX |5 A CNUSSeCUMPILENR
VERSION, Job, THANSLATIUN I35 DUNE UN AN JBM/370, EXECUITUN
UN. A EDC Jloo CUMPUTER, THE QBJECT (UDE FUW PWELUMPILING S
THE MNEMUNIC CUMPASS ASYLMBLER (COC), THENEFUKE AN ADDTiUe
NAL ASSEMULER STEP IS INVULVEU, #lTh MELA®]L/X A PRECUMs
PIlLER CAN HE «rITTEN AND TESTED [N A Fbw DAYS, - Tht (ML Sudew
SET CUNTAINS THRE DECLARATIUN® (LUCL, LUCL) AND ACTIUN®STATEe
MENTS (SAy, SJUy SJINU, ™A, UBL, ALL LAM HANULINLe, SYSTEMe
AND CRATEOCUNTMULLKN® STATENENTS),

SET CONTAINS TrE DECLAWATIUN STATEMENTS LUCL AMND:LUCU, IHE
SUBSET ALSU CONTAIN ACTIUN STATESENTY SULK &Y SA, SJU; SJING,
Mi, UBL, #LL LAMeMANDLING STATEMENTS, SySTEM STATEMENTY, AND
CRATE CONTRULLER STATEMENTS,

DESCHIPTIUN® ,
THE. SUBRUUTINES wHlCr EXTEND THE SASJC JNTERPRETER TU (AMAL
ARE CALLED BY AN EXTEWNAL PUNCTIUN STATEMENT, wHEKE ADUKESS;
FUNCTION, LIL, ARE TRANSMITTED AS ARGLUMENTS, THE STATEMENT
HAS Trt PULLUWING GENERAL FUHMe »

LET U 8 EXP (ALeh2) gquy +AL0)

TRE FIRST ANLUBENT SELECTS THE APPRUPHIATE SUBKUUT{NE,
DATALESS, READ, ANV wRITE UPLHRATIUNS 51TH UINECT/INDIRECT
ADDWESSING AKE PUSSIsLE, ALSU SINGLE Ul BLUCK TRANSFLEKS IN
ADDRLSS SCAN, WEPEAT OK STUP MUDES CAN otk MENPURKED,

THE EXTENSIUN PEATURES LAM HANULING,

DESCRIPTIUN® =
STANDARD BASIC IS EXTENDED wiTH A SET UF CAMAC RELATED
STATEMENTS, EXECUTIUN TIME FUR & 100 LINE PKULKAM IS ABUU]
10 SECUNDS, DLCLANATIVE STATEMENTS ALLUM SYMHBULIC at&tn;nct‘
UF & MUDULE, ADUHESS PARAMETENS CAN Bb LUNSTANTS

UR VARIABLES, EVEN EXPRESSIUNS, THUS PRUVIUING GREAY
FLEXIBILITY, SEVENAL CUNTHRUL PUNCTIUNS ARE N MACHUSSIATEs
RENT FURM, SUCN AS e TST Lam mubULE (SAMt AS ‘MUDULE(B)),

SUME SYNTAX LHANGES FACILITATES IMPLEMENTATIUN UF THE St™ane
TICS OF ImML (SRE ,501(ImL)), T1YPICAL STATERENIS AKE » @
ASSILN ABDRESS o o STATILN(MUDULEL) @ (u.L,N,A)

SINGLE. THANSFER o o Sa(F,mubuULL,8)

MUCLTIPLE TRANSHLK . @ MA(F MUDULEA)

CUNTRAL PunCIIun = Exel MUUDULE(F)

AR WEG LIPE~ATIUNe CLE LAM. MUDULE  (SMUVULE(LU))
LAMZINTENRUP e o & UN LAM{MODULE) LU LUV .




REAUER SERVICE
CLASS CUDE »
TITLE= v & «

AUTHUR(S)® =
FUBL, REF, =
NAME 74 [:QONVM -
UPERATIVE DATE=
COMPUTER = .
INTERFACE(Y) =
SUFTWARE TYPE =
INCURP. TECRNIWUE

ENVIRUNMENT FOR o

READER SERYICE
CLASS CUDE =
TITLEe o = »

AUTHOR(S)e
VERSIONw v o
MAINTENANCE BYe
OBTAINABLE FRUM
AVATLABLE UngAS
OPERATIVE DATEe
COMEUTER
INTERFACE(S) »
MIN SYSTEM CUNKIG
SOFTNARE TYPE e
LANGUAGE - »

INCURP TECHNIGUE

READER SERVICE
CLASS (OOt =
TITLEs » » =

AUTHOR(S)= »
NAME /ACRUNYM »
HAINTENANCE BYe
OUBTAINABLE FRUM
AVATLABLE UN/AS
OPERATIVE DATEw
COMPUTER =
INTERFACE(S) =
HIN SYSTEM CUNFIG
SUFTWARE TYPE. @
LANGUAGE =
INCORP TECHNIGUE
CAMAC FACILIYIES

READER SERVICE
CLASS CODE »
TITLEs @ @
AUTHOR(S) =
MAINTENANCE BY
UBTAINABLE FRUMe
(IPERATIVE DATE o
CAVAILABLE UN/ASe
CUMPUTEH = ‘e
INTERFACE(S) =
SUFTWARE TYPEw
OTHER REMARKS

READER SEWVICE
CLASS CUDE =
TITLEs = » =
AUTHOR(S)» «
PUBL, HEF, ®
NAMEZACRUNYY &
OPERATIVE DiTha
COMPUTER
SOFTWARE VYPE «

CAMAC SOFTWARE PRODUCTS GUIDE

REF WD 14,5038

544 (FUCAL)

FUCAL OVERLAY FUR CAMAC DATA

AND CUMMAND RANDLING

F OMAY, M HALLING) X PLTRECZEXR
CAMAC HULLETIN MU 1, Juht 1971
FOCADAY

1920

POPuf, 4Kk UR BR 12 B1T wORD MEMURY
INeMDUSE CC & INTERFALF
INTERPRETER (EXTENUED)

CANAC EXTENSIUN UF UVEHLAY,
INSLINE CODING UF CAMAC CUMMANDS
CAMAC SUFTWARE IS FucalL

REF NU 14,5039

JB44(HASIC)

BeUSER HABIC UNDER LUS wlTh
INTERPRETER EXTLNDEU $UR CAmAC
PFEIFFER, SPICKMAN, CARLEBACLH
0014

O P PFEIFFEN

D P PFEIFFER, 2AM, XFA, JUELICH
DECTAPE

JANUARY 1974

POPetl, 16K OF 16 BIT wURD MEMUWY
TYPE 18334 (RDRER)

DOS v08 OR V09, 16K

DOS -SYSTEM INTEWFACE TO CaMAC
-7%:- 14 .

EXTENSION OF INTERPRETER

REF NO §4¢,5040

W4

URACL (TM), an INTERPRETIVE REAL®
TIME MONITOR WITH CAMAC SUPPURY

L BYAKRS, R KFYSER (URTEC INC)
ORACL (TM)

ORTEC

ORTEC (SEE. INDEX UF MANUFA&CTUREKS)
PAPER TAPE AND D18KX

APRIL {974’

POPeil, MIN 5K IL 8T MEMURY

TYPE DCOLY  (EGMG)

TTY & DCOYY

INTHEPRETEN, SYSTEM MUMITUR
PDPei} ASSEMHLER

EMBEODED CAMAC FLATURLS

SINGLE UR MULTIPLE INSTRULTIUNS,
DEMAND MANDLING 18 INCLUDED,

REF NO 14,504}
544

GENERAL PUKPOSE 17U INTERFACE SUFTwaRE

F WURM, SEN ELLECTRUNIGUE

SEN

SEN (SECt INDQX UF MANUFACTUKNERS)
MAY 1975 .

DIsx

NOVA SERIES (DATA GENERAL)

ANY (IRRESPECTIVE Ub MAKE)
INTERPRETER

FULLY RDOS/SNS CUMPATIHULE

URSCHIPTIUN= =

1M INYERPNETER 1S PrIMANILY [NTENUED PUN EASILY PRULRAMMEY
UNeLINE CAMAL SYSTLMS [N NUNeT{ME=CRITICAL CUNIHUL AND DAT2
HANDLING APPLICATIUNS atu $UR TEST NUU|IMED,

ThENE BRE 9 LAMAC STATEMENT TYPES CUVERING GENEMAL CUNIWULS
(&y €, 1) ANV CAMAL CLMPANDS wlTa/mlinUdl LATA THARSHEN,
Wk GENERAL FUKM UF & UAMAL STATEMENT S ==

oh CFLCaN,bdof JbB nw |4Llm, 0]

wHENE SEVERAL PAKAMETEKS MAY Bh UMITIEU,

DESCHIPYIUNS =

TrHe BeUSER BASIC CAN sk RUN UNUER DUY, & HELP FILE CUNIALNS
ALL MUDIFPICATIUNS UP TwE | TU 8 USER BASIC, NU. INITERHUPY
HANULING, CUMMUNILATIUN BeTebbn THE 8 USES. 15 PUSSIBLE By
UNE CUMMUNICATIUN wURD FER USEH, EXPANUED ERKUR mESSALE
RANDLING, ~ #ILE mANULING EXTENUED . 1IME CUMMAND AQULD,

DESCHIPTIUNe

GRACL INTEWPRETS ANITPMETIC SYATEMENTS, PHRULNMAM CUNTRUL
STATEMENTS, LUMMENTS, [/0 STATEMENTS, ANU HAwUsArt CuN|kuL
STATEMENTS AND EXELUTES ThE DESIHED PUNCTTUN,

UHACL (TM) IS A THADE HARK KEGLSTEREV 8Y UKTEL, INC,

UESCRIPTIUNS o

. 55 Support Software i

REF NO 14,5042

W SOS(PUCAL /PAL)

A FUCAL INTERRUPY MANDLER FUR (AMAC
# MAY, w MARSCMIK, # HALLING

LAMAC BULLETIN NU 6, MAKCH 1973
FLCALINY

197y

paveR . .

INTLRRUPT WANDLER (SYSTEM PWUGRAR)

DESULKRIPTIUN® « .

PUCALINT 1S & LENENAL PURPUSE. SYSTEM MPHULKAM, AUAPIALLL PUK
SPECTAL USE, UP TU 3 CRATES wlTm 24 INTENRUPTY LALH CAN HE
SERVICED, WJNE PROGHAM LINE N PULAL 1S NESERVED FUR tacn
INTERRUPT - SHURT WUUTINES CAN BL 1YPED INTU THESE LINES
SERVICING Trb ASSULIATEY INTERWMUPTS, ALTENMATIVELY 4 FUCAL
SUBRUUTINE CAN BE USED,  CURNENT LINE [N TrE palabruuny
PRUGRAM wILL Bt FINISHEU Brhukt JUMPING JU INTERWUFT Wuullst
AND RETUHRNS. T1) NEXT LINE N 1ht HALKOGRUUND PRULHAM AP TEK

CSERVICING,

I-9 XL
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READER .l"l‘l
CLA8S cOot
TINEs = » &

OBTAINABLE FRUM
OTHER REmANKS

RLADER SEMVICE
CLASS COOL »
TITLEs = = »
AUTHOR(S)» »
AVAILABLE Un/as
OPERATIVE DaTte
CUMPUTER »
INTERFACE(S) =
SUFTwARL TYPE »

READER SEMVICE
CLASS CUDE »
TiTEe = » »
AUTHUR(S)» »
UBTAINABLE PRU~
UPERATIVE LATE=
CUMPUTER »
INTERFACE(S)
SUFTRARE TYPE

READER SERVICE
CLASS CUDE =
TITEw » = »
OBTAINABLE FRUM™
OPERATIVE DATEw
INTERFACE(S) o
COMPUTER
SUFTWARE TYPE »

READER SERVICE
CLASS CODE »
TiTLEw » » »
OBTAINABLE FHOM
OPERATIVE DATEe
COMPUTER »
INTERFACE(S) »
SOFTWARE TYPE =
LANGUAGE =

READER SENVICE
CLASS CODE o
TITEs » & »

OBTAINABLE FRUMe

COMPUTER » »
INTER E(8) »
SOF T 1YPEw

MIN SYSTE® CONFIG

XLv

CAMAC SOFTWARE PRODUCTS GUIDE

.57 Test Routines

WEF AU 14,5048
LY4

TEST PRUGRANS FUR SYSTENS, BwANLN
ORIVER & wUDULES

B1 Wa SYSTEMS (SEE INDLX U WERS)
FON BRANCH DRIVER WoDel], SYSTE® TS0
MUDULE 0102, AND DATA mODULLS

REF MO 14,5044
573

.

CAMAC TEST PRUGHAM

DR, B MERTENS, 1KV, KFA, JUELICw
o:t«- TAPE, ASCII CUDE

1971

POPei), 165 OF 16 BIT WURDS MEMUKY
TYPL 2200 (BUREN)

TEST ROUTINES, STANUSALUNE WRUGNAMS

REF ND 14,5048
573

3901a TeST camac

LA KLALSNER

KIMTIC SYBTENS (3EL Inokx UF Mus)
i

POPeyl, 4% OF CURE WEmMURY WEGUINED
TYPE 30114 (KINETIC)

TESY RUUTING

REF NO 14,5048
873

TEST camac
VIMETIC SYSTERS (SEL INDLX b Abus)

19

TYPE x80011 (XINETIC)
PDPeil, 4x OF CUWE WEUUIRED
TEST ROUTINE

REF NO 14, %047
873

.

POPei] INTERFACE TEST PROLWAM
GECSELLINTT (SLE INUEX UF MPNS)
197¢

PrPeyt

PDPei| EXECUTIVE SUITE/ZGELetLLIUTY
TEST ROUTINE

PALey) ASSEmBLER

REF MU 14,5048
7

.

TEST PRUGRAMS FUR HNANCH DRIVER ANy
SYSTEM wlTH MUDULE 0102 AND TYPL &
B1 Ra SYSTEMS (Stt INODLX UF MENS)
PRIME CUMPUTER

1200 (81 Ra SYSTEmS)

DIAGNUSTIC PRUGHAMS

BRANCH DRIVER 1260, 6102 CAMAC TEST
MOOULEZ0ATAwAY DISPLAY

I-10

OESCHIPTIUNS »

A SLY OF Tewkhk QIALNUSTIL wHUGLNARS ANk BUFFLIEY »lin Ing
HO0e ] SICHUFRUGRAPMLD BRANCS UNjveN, TeS15 LF mpmusry, »lLE
WEGISTENS, INSINUCTIUN SET, Uma Twandhiwd, InTewwurts el0,
A CUmPLETE SYSTL™ TEST IS SUMPLIEY »ilw blu2,

A CAMAC TEST RUUTINE 1S SUPPLIED PUM CAMAC MUDULE TESTING
FRUM TRE TELETYPE, AU ASSEMBLY LANGUAGE RAURLLOGE WLUuinty,

ULSCRIPTIONS »

STAND ALUNE PRUGLWARS TEST Sumk FUNCTIUNS UF IWe puwks |YPE
2200 INTENPALE, Twe LWATE CUNTHULLER AND Tau Inemuust
MUDULFS (COo1 & C02),

LRRUN MESSAGLES Awt wnu' 1P Trbwb Awb masyumaie FPALLUNES,

DESLRIPTIONS »

A STAND ALUNE PRUGHA® PUN EXEWNCINIAG & CAmal SYSTE™ Phuw &
TELETYPE, 1T SUPPURTS UP TU 8 CHATES wlin wubtl 3¥iis
UNIBUS ) CNATL CUNTWULLENS, & PUNCTIUN maY Bt bXeluTel
UNCE OW WEPLTITIVELY,

®) UNIBUS IS & TWAUR makn UF UIGITAL EWUPRENT Cuww,

DESCRIPTIUN® =

A STAND ALUNE PNUGKAR FUK BXERLISING 4 LAMAL SYSTE™ Pwus 4
TELETYPE, 1T SUMPLRIS UNE BWANLH DRIVEN alTw UP 1y 2
CHATES, & FUNCTIUN maY BE EXECUTED UNCE Uw wEwETITIVELY,

UESIHIPTIUNS o
THIS 15 & STANUSALUNE PRUGNA® USEU In LRRCRING THE ERELYIivE
sulle, % MUUULAN PUPel] o CAMAC INTERFACE, UwlaGNUSTIC
MESSAGELS Awt IdSutuY,

UESCNIPTIUNS »

A SET UF DIAGNUSTIC WRULNAMS Ank SUPPLIED alim THE muDEL
1260 PRIME (UMPUTEN BwANLN UWIVvEN,

A CUMPLETE SYSTE™ 1EMT IS wm.uu. BUl wEuvikES MLutl 810
TE8T muDuLL,
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4,5 Software

The Spacelab Computer Software comprises the software usad for Spacslab during software develop-
ments,integration, testing, and operation. This includes subsystem testing, tntogration. chcc;kout, on=-
board data handling for subsystems, on-board data handling support for experiments, and checkout for
the COMS portion of the experiment interfaces. Also included is certain support software used in the
generation and validation of software and for the off-line reduction and analysis of checkout data,

Software especially dedicated to sxperiments is not included in the Spacelab computer software .,

The Spacelab computer software is made up of sets, each of which s the assembly of software, used
for a particular phase of the Spacelab program, with a specific computer system (experiment computer,

. S/S computer, EGSE, or Software Development Facility).

A set is miade up of a number of packages.,

A package consists of a group of software modules which are used together to perform some clearly de-
finable functions,

Fig 4.5=1thru=3give an overviewabout SL computer software and the inte rrelationship between packages.

The Spacelab computer software is designed in a modular way in order to allow fof good testability and
maximum use of cornmon functional units. Thus commonality can be achieved between the experiment

and subsystem computers concerning the cperating system and general facilities, such as operator inter-

+

face; monitoring, fault isolation, subroutine library, etc.

Packages relevant for the experimenter are:

) CDMS Computer Cperating System Packages

This package consists of the subsystem computer operating system (SCOS) and the experiment computer
cperating system (ECOS). For details see 4.5,1 -

° Support Software Packages.

The experiment appli'cation software packages rurning in the experiment computar under the ECOS will
be supplied by the experimenter and/or the péyload intégrator.

4.5 =1
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4.5,1 Spacelab Software Environment

The experimenter - when linking up his experiment software Mth the Spacelab computer software - has
to deal with the COMS computer operating system package running in the expériment computer (ECOS)
and with those modules of the flight application software packages (FLAP)whicharealso applicable to the
experiments and which can be regarded as facilities available for applications. Furthermore, means are

provided to suppo& the experimenter in comptling, testing and integrating his software,
4.,5,1.1 CDMS Computer Operating System

The COMS compitar operating system is at present the same for the subsystem (SCOS) and the experi-
ment (ECOS) computers. However, because o the requirement that the exgeriment eomputer operating
system accommaodates a variety of experiment applications the ECOS may evertually grow to include

greater capability in the areas of control and data processing.

The ECGS allows for asynchronous as well as synchronous tasks to be performed. The eLecutive per—
forms initialization, scheduling and termination of tasks. It assures time scheduling ,; loading of tasks in=
cluding overlay and memory allocation to them, management of the various data tables in the‘r id’gt:a base for
program control and housekeeping. it controls the allocation of the computer peripherals, such és
memory, keyboards, data display unit, telermetry channels, and data bus, The executive allows .

for initialization of the computer system and for convenient recovery after system failure, The executive

includes a computer self chack which is executed periodically, providing a message in case of failure.

The input/output functions provide all services necessary to operate the remote acquisition units (RAU%s
para, 4,4.2.1). They format and transmit data to the CRTs for presentaﬁéh to the crew and experiment=
ers, receive and process external event messages based upon usage of the keyboard and inputs' from ex=
perimenters, They permit communication with the Orbiter for reception of commands, state vector and
timing data. They perform the transmission of data to the Orbiter for inclusion in downlink telemetry,
They check the status of the peripherals (parity checking, data ready bits, data available bits as appli-

cable),

Tre functions summarized as general facilities are functions common to all of- most of the application
programs and include services such as converting of raw data into engineering units, library of

mathemat;tcal functions » etc,

The ECOS is able to monitor expeﬁments , and to perform limit checking and calibration of data for dis-

play.,

The ECCS is considered to be core resident with the exception of display formatting routines which will "

be stored on the mass memory (ref, para, 4.4),

4.5 =5
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The size of the ECOS is TED.

Average operating system overhead is estimated to be 5 % of CPU time, Reaction time of external events
is estimated to be 100/.::«: maximum,

The S/W - S/ W interface between the ECOS and experiment application packages is managed by super-
visor calls and data tables.

The S/W - H/W interface between the ECOS and the peripheral hardware is handled via drivers in the
ECOS which perform activation, status check data transfer and termination on the peripheral.

A keyboard language for communication between operator and experiment computer will be provided, thus
the ECOS provides the interface between the cperator and the computer system,

The functions involved are calling for data display and computer status display, initiating and termination
of experiment modules at predefined points, interpretation of keyboard commands and changes to experi-
ment modules.

The ECOS will be capable of displaying on CRT structures representing all the groups of data which may
be selected for display. In addition, the capability will be provided to generate and display on=line a spe-
cific list of data on operator request,

4.5,1.2 Facilities Available for Application

The experiment application software for the experiment computer is the software executed by the ECOS
and consists only of the monitor and fault isolation module for the experiment portion of the COMS, All
experiment related software packages to be loaded in the experiment cornputer are produced by the ex—
perimenters,

Only some of the modules of the Spacelab flight application software (FLAP) can also be used by the ex-
perimenter,

Within the FLAP there are modules available for management of electrical power and energy which make
the respective information available for the experimenter on CRT by request via a keyboard entry to the
subsystem computer, In addition, it will be possible to update-in predefined areas of memory-values and
limits per telecommand and/or keyboard,

AT} PAGE 18 :
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4,5,1.3 Software Integration

For integration of his experiment application software, the experimenter will be supplied with the follow-
ing software (para. 4.5:2):

) CDMS -~ simulator
This software will simulate on a host computer the COMS environment

° © . Interpretive computer simulator (ICS)
This software simulates the Mitra 125 S/MS on a host computer

. Experiment computer ;)pcmting system (ECOS)

The COMS environment simulator and the ICS can be integrated in order to simulate the complete COMS

on the host computer,
4,5,2 ) Software Development Aids

This software is part of the support software packages to be used for the effective development and main—
tenance of all Spacelab software, i.8. Aot only for the eiﬁér"iment software but also for cperating systems,
ground checkout packageé and the flight application packages,

This means the experimenter, in developing his ekperiment software, shall utilize the facilities provided
as far as possible, Experiment software shall be written in one of the languages explained in para,
4.5;2.2 which are available with the host software system (see parae, 4.5.2.‘1 ). For debugging the simula-
tor software shall be employed. ‘

4,5,2.1 Host Software Systsm

The host software system comprises all :hat support software necessary for the development of all experi-
ment software and executed on a host computer (IBM/STO). The following items will be availabls,

° HAL/S = 370 Compiler System )
" This compiler system can be used to test programs written in HAL/S on an [BM 370,
The compiler will compile HAL/S statem@nts {nto code executable on an IBM 370
computer, The system aiso includes an execution monitor under which the compiled

code can be executed.

' HAL/S = CII Compiler , _
This compiler will compile HAL/S statements into code executable on a Mitra 125 S/MS
computer, The compiler itself will run.on an 18M 370,

4.5-7
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4.5.2.2

GOAL Ccmpﬂor- J
The GOAL compiler will compile GOAL checkout statements into interpretative code.
The interpretative code can be executed by an interpreter running on a Mitra 1255/MS
computer. The compiler itself will run on an IBM 370,

Interpretative Computer Simulator (ICS)
The ICS will simulate the Mitra 125 S/MS. This simulator will execute on an IBM 370.

Mitra 125 'S/MS Macro Asssmbler (MAS)

Two versions of the assembler will be avatlable, One will execute on IBM 370 and one
will execute on the Mitra 128 itself, Code generated by either one can be processed by
the EDL (see below),

Mitra 125 S/MS Linkage Editor (EDL.)

Two versions of the EDL will be available. One will execute on IBM 370 and vone will
axscute on the Mitra 125 itself. Code generated by either cne can be processed by the
preloader, . '

1/0 Box and Peripheral Simulator (I0BPS)
This stmulator will simulate the reactions of all COMS hardware (except the computer)
with respect to computer input/output and outside events, The IOBPS can work together
with the ICS. It will axecuts on an [IBM 370.

Programming Languages

HAL/S

Experiment software may be written {n the programming language HAL/S. This is a real

time programming language which allows the scheduling and synchronization of programs.
The language also allow. the manipulation of vectors and matrics and data structures in a
simple manner,

A wide range of mathematical functions is available with HAL/S.
Exper'!ment software may bo written in CII MITRA 125 S/MS assembler language,

Checkout softwars f'or- experiments may'bo written {n the checikout language GOAL. This
language i{s oriented towards the conventent specification of chechout pr'dcedures by scien=- -
tists and engineers. Tk '




EUROPEAN SPACE AGENCY

ESA REF NO SPACELAB PAYLOAD ACCOMMODATION .HANDBOOK .
SLP/2104 PRELIMINARY ISSUE MAY 1976 |

| |
4.5.3 Software Development Guidelines R

Software development guidelines and standards, as well as procedures for the technical managemaent,
will be provided within the Software Standards Manual (Doc. No., MA=ER=-0001),

There are two main topics: One covers the part of technical management such as verification (reviews
and acceptance) and configuration control, The other specifies the necessary quidelines and standards
to be followed during software development (design, implementation, test and documentation) to satisfy

the requirements of software control,

As far as the user’s interaction with NASA/ESA is concerned and to enable NASA/ESA to control and
integrate tha experiment software, the user will also have to follow some of the corresponding procecures
and guidelines within the Software Standards Manual,

The relevant topics will be referenced in a manval of guidelines for experiment software. Additional
guidelines, e.g. safety requirements, constraints on size and frequency and overall memory require—
ments, will be included.
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