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1. INTRODUCTION

This final report is submitted in compliance with CDRL No. 2 of

contract NAS9-14842 and summarizes the results of the Signal Design Study

for Shuttle/TDRSS Ku-Band Uplink. This study was conducted by the TRW

Defense and Space Systems Group for the Johnson Space Center of the National
Aeronautics anu Space Administration. The duration of the uplink study was

9 months beginning 1 December 1975 and ending 1 September 197

The remainder of this introduction to the final report serves to

identify the uplink study tasks, the methodology employed in the accomplish-

ment of these tasks, and the organization of this final report document.

1.1 OBJECTIVES OF STUDY

The objectives of the uplink signal study were directed by the follow-
ing task statements taken from the amended Statement of Work for the Signal

Design Study for Shuttle/TDRSS Uplink.

Task 1: Assessment of Baseline Signal Desigrn §on TDRSS/Onbiter
Uplink. Evaluation and assessment of the adequacy of the
signal design approach chosen for the TDRSS/Onbiten Uplink.
Critical functions and/on components associated with the base-
Line design shall be identified, and design alternatives shatlf
be developed fon those arecas considered high nisk.

Task 2: Development of Performance Specigications for
TORSS/Onbiter Ku-Band Uplink. Development of a detailed set
0§ RF and signal processing performance specifications gor
the Onbitern hardware associated with the TDRSS/Onbiter Ku-band
Uplink. Any changes to existing TDRSS performance specdgica-
tions, as supplied by NASA, which appear neasonable and desin-
able shalf be identified and definitized.

Task 3: Detailed Design and Parameter Optimization. Performance
0§ a detailed design of the PN despreader, the PSK caviien
synchronization Loop, and the symborl synchronizer. Critical
parametens shall be identified and op* ized.

1-1
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Task 4: Penformance Evaluation of the Dounlink Signal.
Performance evaluation of the downlink signal (Modes 1 and
2) by means of computer simulation to obtain a realistic
determination of BER degradations.

Task 5:  Analytical Performance Evaluation of the Three-Channel
PM Dounlink S<gnal Structure (3-Channel Intenplex). Evaluation
0f the three-chaniel PM downlink signal by means of analysis
and computen simufation.

1.2 METHODOLOGY

To the extent possible this final report investigates various alter-
rative approaches to the K-band Orbiter Receiver Design. In many cases
a particular implementation is recommended for its commonality with the
S-band approach. This is for obvious reasons of low risk and associated
cost. This is particularly true in the detailed design of Task 3 and is
reflected also in the parameters of the Orbiter Receiver Specification
(Task 2). Apart from this consideration every effort was made during
the study to maintain an "open mind" to the advantages of other techniques
and to consider as far as possible the ramifications of these techniques.

1.3 ORGANIZATION OF FINAL REPORT

The introduction of the final report is followed by a summary of
results and recommendations contained in Section 2 which is a concise
overview of the basic conclusions achieved during the study. Section 2
concludes with a list of summary recommendations and rationale.

Sections 3 through 5 treat in order: the assessment of uplink signal
design (Task 1), the development of performance specifications (Task 2),
the detailed receiver design and parameter optimization (Task 3). Per-
formance evaluation of the downlink signal (Task 4), and the analytical
simulation of the three-channel downlink "interplex" signal (Task 5) is
covered in Section 6.

This final report contains two appendices which complement the analyti-
cal aspects of Sections 5 and 6. Appendix A discusses the noncoherent AGC
performance of the Ku-band Orbiter receiver. Appendix B treats intermodu-
lation distortion in the Ku-band Shuttle mode 2 return 1ink.

1-2
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2. SUMMARY

A summary of results and recommendaticns yields a concise overview of
the basic conclusions achieved during the TDRSS/Orbiter Uplink Signal Design
Study. Wherever possible, figures and tables illustrate the major points
of this summary section.

An analytical tool finding continual use during the uplink study was
the LINK computer simulation program. Use of the program allowed a real-
istic determination of bit error rate (BER) degradations for the forward
link (Task 1) and the various downlink modes (Tasks 4 and 5). A1l of the
resulting Ku-band communication link power budgets are summarized in Figure
2-1. Sources for the various items in each budget refer to the Rockwell
RFP and the TRW proposal, references [28] and [3], respectively.

The uplink signal design assessment incorporates the best estimates
presently available for the calculation of the Shuttle/TDRSS Ku-band uplink
power budget, Orbiter G/T, system noise temperature, and link margin for
the revised uplink signal (216 kbps PSK). These calculations indicate that
the overall uplink circuit margin is approximately equal to the value of
G/T. Ultimate results are given parametrically for different values of
RF 1ine loss and for two values of preamp gain and noise figure typical
of those with and without a paramp. The basic conclusion of these calcula-
tions indicate that the paramp is not required to obtain high values of G/T.
Error correction coding, similarly, is not required.

The forward link margin based on BER degradations from the referenced
sources is 8.5 dB. Using the 2.4 dB BER degradation obtained by simulation
of the LINK computer program, the forward link margin increases from 8.5
to 10.3 dB. Note that these comfortable margins are obtained without use
of a paramp preamplifier,

Return link Mode 1 margins are 19.2, 15.0, and 7.0 dB for Channels 1,
2, and 3 respectively. For all the variable bit rate channels the highest
bit rate and lowest bit error probability specified were used to determine
worst-case margins. The margin on Channel 3 is sufficiently high (7.0 dB)
so that the data rate could be increased from 50 Mbps to 60 or 70 Mbps with
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A MARGIN SUMWARY € RETURN LINK - MODE 1 D ReTuRN L
AFP REGUIRED MARG IN TEM A
LINK MARGIN MOVIDED I VALUE SOURCE
FORWARD LINK Ide 8.5d8
(10.3 dB USING ORBITER TRANSMIT POWER 19.5 diw [3]
EXPECTED RATHER
THAN SPECIFIED TRANSMIT CIRCUIT LOSS ~1.6d8 (3]
DEGRADATIONS)
RETURN LINK TRANSMIT ANTENNA GAIN 40.3 d&i (3}
MODE 1 ORMITER tiRP 58.2 dbw [3]
CHANNEL 1 348 (GOAL) | 19.248
ANTENNA POINTING LOSS -0.1d8 {3
CHANNEL 2 348 (GOAL) | 150
CHANNEL 3 3 (GOAL) | 7.00e ANTENNA POLARIZATIONLOSS | -0.1d8 &
MODE 2 SPACE LOSS -208.5d8 5 70.2.3.2A[28]
3 CHANNEL CONFIGURATION
CHANNEL ¢ - 1BoA TORS RECEIVER G/T 24.1 X PS 70.2.3.1A 28]
CHANNEL 2 - 10.3 48 BOLTZMANN'S CONSTANT -228.6 dbw/H2-X .
CHANNEL 3
ANALOG - 8.9m Paec/N, 102.2 d8-Ha CALCULATION
DIGITAL - 13.6 de
TORS TRANSPONDER LOSS -2.048 5 70.2.3 18 [ 28]
2 CHANNEL CONFIGURATION TORS AUTOTRACK LOSS -1.04d8 #s 20.2.3.1C [:8]
PM CHANNEL - 1Bed
WIDEBAND CHANNEL DEMODULATION LOSS -1048 #5 70.2.3.10{ 28]
ANALOG ' 5.9 EFFECTIVE P 98.2 d8-H T
DIGITAL - 13.6 8 e, : 2 CALCULATION
B rorwarD LINK
CHANNEL
TEM VALUE SOURCE ITEM ; . 3 SOURCE ITEm
. P$70,2,2.2.1F (12
TOPS EMP 48.0 dbw [ﬂl MODULATION LOSS | -14.d8| -8 a8 |1 g8 |-1 aal-1 anlrre_amenoment 1 FM IMPROVEMENT
SPACE LOSS -207.7 &8 15 70,2.2.2.2A012)) [28) FM DISCRIMINATO
ANTENNA POLARIZATION DEGRADATION (d8
DATA RATE (MB#.) o.n2| 20] 00/ 30010 -
LOSS .1 :t E;]] (M8t 001100 MODULATION LO.
ANTENNA POINTING LOSS 0.1ds
OPSK DEMODULAY
RECEIVED SIGNAL POWER -159.9 dow CALCULATION DATA RATE (d8-Hz) 528 | 63.0]770]| 748700 - LOSS (d8)
RECEIVE ANTENNA GAIN 39.7 dbi [3} g @ nal 22| 22| 24} 272] cacutanion POST DETECTION -
RECEIVER RF LINE LOSS o ' ’ ' SNR OF INPUT DAT
(INCLUDED IN T9) 134 ) o , SIGNAL TO IM RAT
X . 3
SYSTEM NOISE TEMPERATURE,T | 31.9 8K 33 gmc"‘m',"NG 00 | 00] -07)-03| 00 f?a']“u xxvi COMBINED SNR (d
ORBITER G/T 7.8dWK (3] BANDPASS Fii TERIN
BOLTZMANN'S CONSTANT -728.6 dbw/H2-K - 81T SYNC -20 | -20| -3.5}-3.0}-25]| PS TABLE VI LOSS (B)
Paec/™, 7%.508-H2 | CALCULATION DEGRADATION (db) (28} TV INTERFERENCE |
INFORMATION BIT RATE 53.3 dB-Hz 216 KePS SUBCARRIER INTERF
OTHER LOSSES (dB) <18 =18 -25{-21]-19] stwov
g/N, 23.248 CALCULATION BIT SYNC
DEGRADATION (4"
RECEIVER DEGRADATION [2.448) STUDY %P 04| 04104107 {1078 - SN (d8)
T SYNC -5 $$70.2.2,2.3C[28 s
- DIN '
SPREAD SPECTRUM 1.5d8 (3 70_2_2.2'35("1 CODING GAIN (d8) N/A I N/AT 40| 40| 40 {ZSGTlADlE XXVII REQUIRED SNR (d)
DEMODULATION LOSS T e REQUIRED E,/N_ (dD) 84 | 04105105105 . DATA MARGIN (db)
FILTERING LOSS 0.5 d (3] vNo ' : ' ’ ’ CIRCUIT MARGIN
REQUIRED £, /N 10.5d8 5 3.2.1.2.2.1.3.)
b Mo T MARGIN (db w2 150 270|105 | 163] cALcuATIiON
MARGIN 8548 CALCULATION T"* CIRCUIT MARGIN (dab)
[10.3 ap] STUDY

OF POOR

QUALITY

FOLDOUT FRAME )



D RETURS: LINK - MODE 2

ITEm VALUE SOURCE
ORBITER TRANSMIT POWER 19.5 dtw 3]
TRANSMIT CIRCUIT LOSS -1.6d8 {3}
TRANSMIT ANTENNA GAIN 40,3 dbi {3]
ORBITER EMRP 50,2 dow (]
ANTENNA POINTING LOSS -0.1d8 (3
ANTENNA POLARIZATION LOSS 0,148 &}
SPACE LOSS -208,5 d. 570,2,3.2A (28]
TORS RECEIVE G/ 24.1 /K #570.2,3.1A [28)
BOLTZMANN'S CONSTANT <228.6 dbw/Hz=K -
Tons Prec/N, 102.2 do-Hz CALCULATION
TORS TRANSPONDER LOSS -2,0d8 p$70,2.3.18 { 28]
TDRS AUTOTRACK LOSS 1.0 #$70.2.3.1C [ 28]
grrecTive e/, 99,2 db-Hz CALCULATION
PREDETECTION BW 75.6 d8-M2 5 70,2,3.3.3.3A[ 28]
SNR AT DISCRIMINATOR INPUT N6 CALCULATION
€M THRESHOLD 0 £$70.2,3.3.3.38 (28]
FM THRESHOLD MARGIN n.ed CALCULATION
e o~
— - - N~ ~ -~ - -
— — - e S
— -~ ~ -~
— -
— - P -~ ~ - ~ - —_
8.5 MH
1TEM CHANNEL 1 [CHANNEL 2] CHANNELJ SOURCE Tem 3. MHz | WIDEBAND CHANNEL SouRCE
(192 k3p5) | (< 2MBIPS) | ANALOG OR DIGITAL CHANNEL | ANALOG CR DIGITAL
CALCULATION -
FM IMPROVEMENT (dB) 16,7 6.5 n.8 23.8 P$ 70.2.3.3.3.1 z& POST DETECTION SUB-
| camnerN_ () 9.2 N/A N/A | CALCULATION
FM DISCRMINATOR
DEGRADATION (d8) -1.0 -1.0 -1.0 10 |es n.z.a.a.:.lpzsl FM IMPROVEMENT (d8) N/A 0.8 n.e :SMCUW'ON .
70.2.3.3.31.2C
MODULATION LOS$ (@8 7.0 -1.0 N/A N/A  |9$70.2,3.3,3,1.18] FM DISCRIMINATOR
° “ (20]] oEGRADATION (o) 1.0 -1.0 <10 |rs70.2,3.3,3.1.2¢
QPSK DEMODULATION
LOSS (d8) -1.0 -1.0 N/A N/A ” 70.2.3.3.3.1.1? DATA RATE (d8) 42,0 N/A N/A r$70,2.3.3.3,1,1¢"
2
POST DETECTION SNR (d8) 313 27.4 4.4 ('fnm!,i 46,4 CALCULATION 2 POST DETECTION SNR (d8) 0.2 “%.4 ™ “ws CALCULATION
e
-P
SNR OF INPUT DATA (d8) 35.0 35.0 45,028 350 |0 3.2.:.2.3.3.{:2"] SN OF INPUT DATA (68} 350 0 (:%: "o 3212301028
SIGNAL TO IM RATIO (dB) 0.0 31 »60.0 (=B 41,1 |sTuDY SIGNAL 10 1M RATIO (d8) @0 0o bt a1 lsoov
COMBINED SNR (d8) 2.4 25.2 45 B 338 |CALCULATION ' ’ ‘:v-" )
COMBINED SNA (d9) 347 usd? X
BANDPASS FILTERING () SGR)| 38 [CALCULATION
LOSS (dB) 0.4 0.4 -0.1 -0.6 |stupy £28)| MODULATION LOSS (&) 33 N/A N/A | CALCUATION
¢
TV INTERFERENCE (9D -2, 2. N/A N/A  [P$70,2,3.3.3.1,1D] PM DEMODULATION .
SUBCARRIER mm:n) W v /5 0.5 |stoy DEGRADATION () v A VAR Rassa
ENCE | N/A A - -2 MANDPASS FILTERINGLOSS (@b | 02 | -0.1 06 | sruoY
BT SYNC (28]
DEGRADATION (d8) -1.5 -2,0 N/A -2, 1p570.2.3,3,3.1, LE| TV INTERFERENCE (d) -2.0 N/A N/A |95 7023330100268
SNR (d8) 25,5 20,8 4.9 30,7  |CALCULATION SUBCARRIER INTERFERENCE N/A 05 -05 |sruoy
a"p 10 0t N/A 107 - T SYNCDEGRADATION (@#) | -1.5 | N/A 20 | 570.233.3 11028
REQUIRED SNR (d) 10.5 10.5 35.0(?,,,’{' )} - SNR (dB) 2.7 Q9 2.7 CALCULATION
DATA MARGIN (dB) 15.0 18.3 8.9 20.2 | cALCULATION " 1076 N/A 107 R
»
CIRCUIT MARG N (dB) 13.6* 10.3 8.9 13.6* | CALCULATION  [peouinep s (on) 10.5 350 ‘.':%;" 0.5 .
DATA MARGIN (d8) 16.2 8y 02 |cacwation
CIRCUIT MARGIN (dB) 136 | 89 13.6% | CALCULATION
*0
"CRCUIT MARGIN 15 CC 1 TRAINED BY FM THRESHOLD MARGIN 28]

Figure 2-1.
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A SPREAD SPECTRUM PROCESSOR REQUIREMENTS vs CAPABILITIES D DWELL TIME vs PFA E MEASURED GER
PS PARA.NO. REQUIREMENT CAPABILITY " DEGRADATION
3.2.1.2.2.2.2 PN CODE RATE 11.232 MEGACHIPS/SEC | 11.232 MEGACHIPS/SEC 10 CODE SEARCH MEASURED
3.2.1,2.2.2.2 PN CODE LENGTH 2047 2047 § 2 INCREMENT = 0.5 CHP OEGRADATION
70.2,2.1.1 PN CODE MODULATION NRZ-L PSK NRZ-L PSK 0 MAXIMUM CODE BER  ___dB
3.2.1,2.2.2.1.1 | DATA RATE 216 k8PS 216 K8PS < DOPPLER - 1470 Hz "
-3,2,1,2.2.2.1.1 | DATA MODULATION MANCHESTER 11, BIPHASE L | MANCHESTER 11, BIPHASE L % 103 = 10 0.6
3.2.1.2.2.1.2.0 | PN CODE ACOUISITION S10 SEC 1.6 SEC F 107 0.5
TIME -4 . *
2.2.1.2.2.1.2,1 } SPECIFIED SIGNAL LEVEL -102 diw® 3.9.d8 MARGIN (FIG.Q 5 107 0 0.4
20.3.2.1.2.2.1.6. 3| O TECTION mOBANLITY 0, >0.99 z TORS EIRP - 36.6 Abw e o4
20.3.2.1.2.21.6.3% FALSE ALARM PROBABILITY 10 <109 S0 (C/N,, - 62.1 db-Hz, . )
3.2,1,2.1.2.2.C | CODE DOPPLER = 400 Hx 2400 Hz & .
3.2.1.2.0.2.2.A,8 | iF FREQUENCY UNCERTAINTY £1,0 MHz +RCVR LO VAR | 21,1 MHz =— (0. 1MHz FOR 3 w0k :
70.2.2,2.3 86 DEGRADATION S1.548 0.4 48 AT 1076 pepCV? LO) g
. X — 1pAL 0 R gl 1
" ®REFERED TO 34.6 dBi RECEIVE ANTENNA 10
##REP AMENDMENT NO |, CHANGE 5 0 100 200 300 400 500 600 700
4 DWELL TIME ( u5EC)
:B TWO BANDPASS FILTERS USED TO ACCOMMODATE TOTAL 2.2 MHz FREQUENCY UNCERTAINTY
‘ BF2 BANDWIDTH  _ F SUMMARY OF KEY SSP DESIGN PARAMETERS
; 8F | BANDWIDTH = 1,7 MHz “131.55
: = 1.7 MHz ] RECEIVED | ronc pmp
PR Wt PARAMETER SIGNAL | 5/ NOTES
G o =36.6 ddw
0 -102 dbm
CODE ACQUISITION TIME 1,6 SEC  |7.25€C | >3 dE MARGIN
CODE PHASE ACOUISIION  [154.5 uSEC|154.5 uskC| P 0.99
DWELL TIME 0
CODE PHASE TRACKING 309 uSEC | 309 useC 37
29.9 MH2 31.0 MHz 32,1 MHz DWELL TIME
{NOMINAL CENTER ACOUISITION PREDETECTION | 1.7 MHz | 1.7 MHe 'O Al FKEQUENCY
FREQUENCY) BANDWIDTH SEAPH
————+1.1 MHz UNCERTAINTY TRACKING PREDETECTION 4.6 MHz | 4.6 MHz
BANDWIDTH
PROBABILITY OF LOS OF LOCK | <0.0001 | <0.01 | DURING 100 MIN.
"™ 3.8 MINIMUM MARGIN AT DESIGN-POINT CARRIER-TO-NOISE DENSITIES TRANSMISSION
- TRACKING LOOP BANDV/AIDTH | 400 Mz | 400 Hz
MINIMUM SIGNAL LEVEL FOR 10 SEC ACOUISITION MINIMUM TORS EIRP FOR ACOUISITION (ACQUISITION
(P$3,2,1.2.2.1,2,1) (RFP AMENDMENT NO, 1, CHANGES) TRACKING LOOP | ANDWIDTH | 6 Hz 7 Hz
-102.0 dim AT OUTPUT OF 34.6 d8i ANTENNA 36,6 dbw TORS ERP (TRACKING)
+5.1d8 BGAIN OF 39.7 d8i ANTENNA -207,7 ¢8 SPACE LOSS PULL-IN TIME 17 MSEC | 20 MSEC | 4 LOOP TIME
31,9 dB-"K SYSTEM NO!SE TEMPERATURE (1549°K) 7.8V G/T CONSTANTS
-186.7 dem/Hz N, 0.2 d8 POLARIZATION AND TRACKING LOSS DAMPING RATIO 0.707 0.7
9.8 dB-Hz C/N, 65.1d8-H2 C/Ng TRACKING LOOP LAG 0.007 CHIP 0,008 CHIP)
66,0 d8-Hz DESIGN POINT 62.1 db-Hz DESIGN POINT {WORST CASE)
_— RMS TRACKING ERROR 0.04 CHIP| 0.05 CHIP
8EP DEGRADATION WITH MAXIMUM
DOPPLER

Spread Spectrum "rocessor
Design and Performance
Summary

“ure 2-2.
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adequate margin, Alternatively, a 3.0 dB margin would be available without
the 4 dB coding gain resulting from convolutional coding.

Return 1link Mode 2 margins vary from 8.9 to 13.6 dB. The margin for
some channels is determined hy the FM threshold margin of 13.6 dB rather
than data margins. The typical signal 16 kbps PSK modulated on a 1.025
MHz sinusoidal signal) described in [28] Volume II, Paragraph 70.2.3.3.3.2.1,
was used in determining circuit margin for the 8.5 MHz SCO channel of the
two channel configuration.

As expected, the revised signal allows a great degree of commonality
with the S-band receiver. Results (see Section 5.3) indicate that the same
car~ier recovery/demodulator approach (Costas loop) yields good performance,
having a relatively fast acquisition time and low tracking errors.

A primary advantage of the revised uplink signal (216 kbps PSK) is
that it allows the use of the SCTE NSP bit synchronizer without modifica-
tion for the Ku-band Qrbiter receiver bit synchronizer. The times required
for bit synchronization for the higher SNR value: in the Ku-band applica-
tion are well within one second (see Section 5.4).

Greatly improved performance of the PN despreader, treated in detail
in Section 5.2, was obtained for the revised uplink signal structure. Spe-
cific: 11y, the improvements are in the areas of a faster code acquisition,
allowed by the lower dwell times, and better threshold identification
between signal plus noise and noise only. Brief summaries of design and
performance for the despreader, carrier recovery loop, and bit synchronizer
are presented below.

The requirements and capabilities of the Ku-band Orbiter receiver
spread spectrum processor (SSP) are listed in Figure 2-2a.

The parameters having the most significant design 1mpact on the
despreader are required acquisition time, IF frequency uncertainty, code
doppler, and the received signal power. The optimum acquisition bardwidth
(with no frequency uncertainties) is approximately 70 percent of thz null-
to-null bandwidth or 0.6 MIz. Because of the large frequency uncertainties
(1.1 MHz total), the required bandwidth for a conventional despreader
would be 2.8 MHz resulting in a much Tower SNR than the 0.6 MHz bandwidth.
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Significant improvements in both margin and acquisition time result if the
total bandwidth is aivided in half with each filter (1.7 MHz bandwidth)
covering one half the frequency uncertainty (see Figure 2-2b). The acquisi-
tion then consists of a check of all code positions with one filter and then
with the other filter. The filters are switched after each complete search
of all code positions, in addition to filter bandwidth changes. The code
phase dwell times are reduced by a factor of 4 from SCTt; otherwise the

KRCE spread spectrum processor (SSP) is identical to the SCTE SSP.

Acquisition time is largely determined by the code phase dwell time
consistent with the Pp (0.99), and Ppp and the C/No availabie for acquisi-
tion. The Pep for -102 dBm is ]0'6. At the lower level for 36.6 dBW TDRS
acquisition the false alarm rate will be somewhat higher than 10'6. The
only penalty resulting from this higher false alarm rate is the slight
added time required for the despreader to reject erroneous code locks.

For the false alarm rate provided, this time is negligible as discussed in
Section 5.2. Design point carrier-to-noise densities are derived in Figure
2-2c showing at least a 3 dB margin. A plot of allowable dwell time versus
PFA for design values of C/No and detection probability is shown in Figure
2-2d. A1l significant losses and degradations are included. A dwell time
of 155 usec has been chosen. For a PD = 0.99 one complete search is re-
quired at 66.0 dB-Hz and four complete searches at C/No = 62.1 dB-Hz.

Code acquisition time is compated for an overall 99 percent probability,
with sufficient time allocated for the active code search plus time penalties
caused by false alarms. Acquisition times for the design point carrier-to-
noise densities of Figure 2-2c are 1.6 and 7.2 seconds at 66.0 and 62.1
dB-Hz, respectively.

After indication of code acquisition, the despreader switches to the
track mode. During tracking the threshold is lowered to increase PD to
0.999999999 so that “he probability of loss of lock during a 10C minute
transmission is <0.01. This approach at the 62.1 dB-Hz level (which
corresponds to minimum acquisition TDRS EIRP of 36.6 dBW) yields a PD =
0.999999999 and a PFA = 10'10 for each threshold check.

The SSP has capability to obtain code sync at significantly lower
received signal levels than the abcve design points. Its measured bit
error rate degradation is shown in Figure 2-2e. Allocation of key design
parameters for the KRCE despreader are given in Figure 2-2f.



The carrier recovery loop parameters are indicated in Figure 2-3a and
the tradeoff between loop bandwidth and acquisition time is shown in Figure
2-3b. This data shows that a loop bandwidth of at least 1 kHz is required
if carrier acquisition is to occur within a time that is short relative to
the one minute specification for total acquisition.

To reduce the carrier acquisition time, a 5 kHz loop bandwidth was
selected. The +1.4 MHz sweep range was sized to accommodate the following
factors: 500 kHz doppler, 500 kHz offset, 110 kHz receiver local oscillator
offset, and 200 kHz allowance for variation in sweep circuitry.

The degradation due to phase noise for the 5 kHz loop bandwidth is
shown in Figure 2-3c. The phase jitter estimates reflect bcth the front
end thermal noise, that due to the VCX0, and the contribution of the VCO in
the indirect X15 multiplier. In addition to the 0.1 dB degradation to bit
error rate at nominal TDRS EIRP due to phase jitter, an additional 0.6 dB
degradation is contributed by a static phase error of 17 degrees (current
worst case SCTE estimate). This is due to phase shift differences in the
signal paths to the Costas loop and the wideband data demodulator.

The KRCE bit synchronizer, identical to the SCTE unit, has demonstrated
the capability of efficient operation at low signal-to-noise ratios, per-
forming within 0.5 dB of theoretical at the forward link data rate of 216
kbps (Figure 2-4a). A summary of requirements and capabilities is shown
in Figure 2-4b.

The key requirements for the bit synchronizer are a BER degradation of
less than 1.0 dB and a capability of acquiring and tracking down to O dB
signal-to-noise ratio. These requirements are met by an all-digital imple-
mentation to cobtain accurate and stable matched filter detection and by
employing a data transition tracking loop (DTTL) to allow the bit sync to
operate at low values of signal-to-noise ratio.

A summary of the design values is given in Figure 2-4c for both acqui-
sition and tracking. Mean acquisition times are plotted in Figure 2-4d for
various values of SNR parametrically with transition density.

At the specified minimum of 0 dB SNR, the bit sync mean acquisition
time is less than 0.7 seconds. For SNRs 5 dB below specification, acquisi-
tion time is only a few seconds and is relatively insensitive to transition
density yariations over a large range.
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A PERFORMANCE AND DESIGN PARAMETERS
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Carrier Recovery Loop Design

and Performance Summary
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The frame sync decoder acquires frame synchronization in an average
of 9 milliseconds (four and one half frame periods). Thus, it is clear
th:t the total time for bit and frame sync acquisition will be a few sec-
ot ds, much less than the specified 10 second maximum. The frame sync decoder
senses data polarity and inverts the data if required.

A complete Ku-Band Shuttle Orbiter Receiver Specification, developed
du-ing the Uplink Sig..al Design Study, comprises the bulk of Section 4.
A rief list of TDRSS/Orbiter specification recommendations together with
their rationale conclude Section 4. Specific recommendations concern
ambiguities in the choice of return link center frequency and definition
of the Mode 2 downlink signal.
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3. ASSESSMENT OF UPLINK SIGNAL DESIGN (TASK 1)

Task 1 of the Signal Design Study for Shuttle/TDRSS Ku-Band Uplink
is the assessment of the baseline design for the TDRSS/Orbiter uplink.
Specifically Task 1 calls for the evaluation and assessment of the
adequacy of the signal design approach chosen for the TDRSS/Orbiter uplink.
Critical functions and/or components associated with tlie baseline design
are to be identified, and desion alternatives developed for those areas
considered high risk. This section documents the work performed during
the Ku-Band Uplink Sigral Study in response to the above task definition.

3.1 UPLINK SIGNAL DESCRIPTION

The unbalanced QPSK modulation signal originally baselined for the
Ku-band uplink specified a maximum channel rate of 3 Msps (coded) for
the in-phase channel, operating with 80 percent of the available power,
and 72 kbps in the gquadrature channel with 20 percent of the total
power. A requisite receiver must demodulate and detect this incoming
quadriphase data. Code and carrier synchronization must first be provided
to demodulate the two orthogonal biphase data streams which make up the
quadriphase signal. Following demodulation, the baseband outputs
must be filtered and sampled, and decisions must be made on the individual
bits. Quadriphase demodulation requires the presence of a coherent
carrier phase reference. Providing such a reference is difficult since
there is no carrier component available to be tracked. A number of
methods for performing the carrier recovery function were investigated
early in this study and in related work at TRW. A satisfactory design
solution was scoped as a relatively large-scale effort - particularly
to obtain truly optimum performance for the variable high rate data
channel.

The 72 kbps baseband data is forwarded directly from the QPSK
demodulator to the S-band network signal processor. Bit synchronization
of the 1 Mbps channel, however, must be performed in the Ku-band
equipment. This is a non-trivival function for two reasons. First, a
very low signal-to-noise ratio per channel symbol is implied due to
the restricted TDRS EIRP and the rate 1/3 convolutional encoding.
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Second, the 3 Msps symbol rate is relatively high making more optimum
performance difficult to achieve in hardware sized within Orbiter
constraints. Thus, symbol synchronizer design and performance analysis
would have been a major task of this study.

Finally there would have remained the problem of high rate symbol
stream. This is difficult only because the Orbiter constrains power
and weight in the hardware. Total BER degradation of the decoder
would take into account a number of small but significant effects
arising from AGC action, carrier instability, and bit sync impact
Jitter.

Very early in the Ku-Band Uplink Signal Study a reevaluation by NASA
of the variable, high-rate data channel led to the revision of the TDRSS/
Orbiter Ku-band uplink signal structure. The variable ( 1 Mbps) data
channel was reduced to a fixed 144 kbps and time-division-multiple-accessed
with the 72 kbps channel. Coding of the resultant 216 kbps PSK waveform
was, for the purposes of this study, left as an open issue. In addition,
the "N code rate of the spread spectrum uplink was reduced from 14.5 Mega-
chips, sac ©to 11.234 Megachips/sec - the same as that used for the SCTE.

A comparison of the original and revised versions of the Ku-band uplink
signal is given in Table 3-1.

The attendant advantages allowed by the uplink signal revision in the
Orbiter receiver design is discussed briefly in Section 3.5. The detailed
design and parameter optimization of the PN despreader, PSK carrier syn-
chronization loop, and bit synchronizer is contained in Section 5.
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3.2 CCIR POWER FLUX DENSITY

A power flux density limitation at the earth's surface produced
by emissions from any satellite, has been imposed by international
agreement and is controlled by NASA specifications [1].

At Ku-band the power flux density at the earth's surface produced
by emissions from a TDRS, for all methods of modulation, are not to
exceed the following values:

a) -152 dBw/m2 in any 4-kHz band for angles of arrival between
0 and 5 degrees above the horizontal plane.

b) -152 + (0-5)/2 dBW/mC in any 4-kHz band for angles
of arrival o (in degrees) between 5 and 25 degrees
above the horizontal plane.

c) -142 dBN/m2 in any 4-kHz band for angles of arri-al
between 25 and 90 degrees above the horizontal plane.

The required minimum spread bandwidth is defined as that bandwidth
required to meet these flux density restrictions, assuming the peak
signal EIRP is distributed evenly over that bandwidth. It can be
assumed that the flux density restrictions are met if the RF bandwidth
defined by the frequency separation between the first nulls of the
envelope of the transmitted spectrum equals the required minimum spread
bandwidth.

The PN code used to spread the uplink signal has an autocorrelation
given by

Ron() J1o(2R) el e e

(3-1)
1/ we <ll <pre

period of the sequence (2047 chips)
chip period (1/11.232x10° sec)

where P

n

Tc

and has a line power spectrum given by

e |B) (Eonetf 3 sz ksw e

S
=0
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In the present case the line spectrum of (3-2) may be approximated by
the continuous power spectral deinsity curve of Figure 3-1. The loss
tabulation included in Figure 3-1 has proven useful in estimating
filter bandlimiting degradations. The equivalent rectangular bandwidth
of the filter should be used to properly estimate the loss from Figure
3-1. A similar spectrum plus bandlimiting loss table is provided

in Figure 3-2 for manchester code.

Notz that the uplink signal revision will impact the maximum
EIRP allowable from the TDRS. A reduction in the PN spread spectrum
code from 14.5 Megachips/sec to 11.232 Megachips/sec implies that the
TDRS EIRP must be reduced by 1.11 dBW to ~48.0 dBW to maintain equivalent
power flux density at the surface of the earth.
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Es = SYMBOL ENERGY
'I's = SYMBOL DURATION
|
B |
2 N
T, 21T,

[]/$£2Hz] 0 1 2 3 4 5 6 7 8 9
0.0 57.84 48.81 43.53 39.78 36.88 34.51 32.51 30.77 29.
0.1 27.88 26.65 25.52 24.49 23.54 22.65 21.82 21.05 20.32 19.
0.2 18.98 18.36 17.77 17.21 16.68 16.17 15.68 15.21 14.76 1.
0.3 13.91 13.51 13.12 12.75 12.39 12.04 11.70 11.38 11.06 10.
0.4 10.46 10.17 9.89 9.62 9.36 9.10 8.86 8.61 8.38 8.
0.5 7.93 7.71 7.51 7.30 7.10 6.91 6.72 6.54 6.36 6.
0.6 6.0 5.8 5.69 5.53 5.38 5.23 5.09 4.94 4.81 A.
0.7 4.54 4.41 4.29 4.17 4.05 3.94 3.83 3.72 3.61 3.
0.8 3.41 3.31 3.22 3.13 3.08 2.95 2.86 2.78 2.70 2.
0.9 2.55 2.48 2.40 2.38 2.27 2.20 2.14 2.08 2.02 1.
1.0 1.91 1.85 1.80 1.75 .70 1.66 1.61 1.57 1.52 1.
1.1 1.44 1.41 1.37 1.33 1.30 1.27 1.24 1.21 1.8 1.
1.2 1.12 1.10 1.07 1.056 1.03 1.01 0.99 0.97 0095 0.
1.3 0.92 0.90 0.89 0.87 0.8 0.8 0.83 0.82 0.81 0.
1.4 0.79 0.78 0.77 0.77 0.76 0.75 0.74 0.74 0.73 0.
1.5 0.72 0.72 0.711 0.71 0.71 0.70 0.70 0.70 0.70 0.
1.6 0.6 0.69 0.69 069 0.69 0.68 0.68 0.68 0.68 0.
1.7 0.68 0.68 0.63 0.68 0.68 0.68 0.68 0.68 0.68 0.
1.8 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.
1.9 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.
2.0 0.68 0.68 0.68 0.68 0.68 0.68 0.6 0.68 0.68 0.
2.1 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.
2.2 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.
2.3 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.
2.4 0.67 C.67 0.67 0.67 0.66 0.66 0.66 0.56 0.66 0.
2.5 0.66 0.65 0.65 0.65 0.65 0.65 0.65 0.64 0.64 0.
2.6 0.64 0.63 0.63 0.63 0.62 0.62 0.62 0.62 0.61 O.
2.7 0.61 0.60 0.60 0.59 0.59 0.59 0.58 0.58 0.57 0.
2.8 0.57 0.56 0.56 0.55 0.55 0.54 0.54 0.54 0.53 O.
2.9 0.52 0.52 0.51 0.51 0.50 0.50 0.50 0.49 0.49 0.
3.0 0.48 0.47 0.47 0.47 0.46 0.46 0.45 0.45 0.44 0.

Figure 3-1. Tabulation of Loss (in dB) Versus One-Sided
Rectangular Bandwidth B/2 (1/Ts Hz) for Binary,
NRZ Spectrum Encoding (NEP)



E, = SYMBOL ENERGY

T, = SYMBOL DURATION

B
7
| ! 1
2,
B/2
0 1 2 3 4 5 6 7 8 9
[1/T, vz

0.0 16.99 13.98 12.22 10.98 10.01 9.23 8.56 7.99 7.49
0.1 |7.08 6.63 6.27 5.93 5.62 534 507 4.8 4.59 4.37
0.2 |4.17 3.98 3.79 3.62 3.46 3.30 3.16 3.02 2.88 2.76
0.3 |2.64 2.52 2.41 2.31 2.21 2.11 2.02 1.94 1.85 1.78
0.4 11.70 1.63 1.56 1.49 1.43 1.37 1.32 1.26 1.21 1.16
0.5 [1.11 1.07 1.03 0.99 0.95 0.91 0.88 0.85 0.82 0.79
0.6 |0.76 0.74 0.71 0.69 0.67 0.65 0.63 0.61 0.60 0.58
0.7 |0.57 0.55 0.54 0.53 0.52 0.51 0.50 0.50 0.49 0.48
0.8 |0.48 0.47 0.47 0.46 0.46 0.46 0.45 0.45 0.45 0.45
0.9 |0.45 0.45 0.45 0.45 0.44 0.44 0.43 0.44 0.44 0.44
1.0 |0.44 0.4 0.84 0.44 0.44 0.44 0.44 0.44 0.4 0.44
1.1 |o.44 0.44 0.44 044 0.44 0.44 0.43 0.43 0.43 0.43
1.2 l0.43 0.42 0.42 042 042 0.41 0.41 041 0.40 0.40
1.3 |0.40 0.39 0.39 0.38 0.38 0.38 0.37 0.37 0.3 0.36
1.4 |0.35 0.35 0.34 034 034 033 0.33 032 0.3 0.31
1.5 |0.31 0.31 0.30 0.30 029 0.29 0.29 0.28 0.28 0.28
1.6 [0.27 0.27 0.27 0.26 0.26 0.26 0.25 0.25 0.25 0.25
1.7 |0.24 0.24 0.24 0.24 0.24 0.24 0.23 0.23 0.23 0.23
1.8 [0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.22 0.22 0.22
1.9 |0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22
2.0 |0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22
21 0,22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22
2.2 |0.22 0.22 0.22 0.22 0.22 0.21 0.21 0.21 0.21 0.2}
2.3 |0.21 0.21 0.21 0.21 0.20 0.20 0.20 0.20 0.20 0.20
2.4 0.20 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.18 0.18
2.5 |0.18 0.18 0.18 0.18 0.18 0.17 017 0.17 0.17 0.17
2.6 017 0.17 0.17 0.16 0.16 0.16 0.16 0.16 0.16 0.16
2.7 10.16 0.16 0.16 0.15 0.15 0.15 0.15 0.15 0.15 0.15
2.8 {0.15 0.15 0.15 0.15 C.15 0.15 0.15 0.15 0.15 0.15
2.9 |0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
3.0 0.15 0.15 0.15 0.15 0.15 0.15 5.15 0.15 0.15 0.15

Figure 3-2.

Tabulation of Loss (in dB) Ver
Rectangular Bandwidth B/2 (1/T
Eiphase Spectrum Encoding (NEP

w
[}
~J

sus One-Sided
3 Hz) for Binary,




3.3 UPLINK POWER BUDGET

This section consists of a line-by-line discussion of the uplink
power budget. [/ brief derivation together with the pertinent data
source is given for each item.

CALCULATION OF SYSTEM NOISE TEMPERATURE,
UPLINK POWER BUDGET, AND CIRCUIT MARGIN

e TDRSS EIRP . . . . . 48.0 dBW

The TDRSS EIRP is based on a transmitter power of 0.87W (29.5 dBm),
a transmission circuit loss of 2 dB, a transmit antenna gain of
52.0 dB, a 0.5 dB antenna pointing error loss, and a TDRSS satellite
transponder loss of 1 dB. (Turnaround Noise)

Source(s): Reference [2]
STDN No. 101.2, Rev. 2 (TDRS Users Gu le)
Section 3.2
o SPACE LOSS . . . . . 207.7 dB

fo = 13.775 GHz; R = 22,786 nautical miles. The loss is calculated

using 8
A = 3 x 10 met;rs/sec = 0.021779M
< (M 2 13.775 x 107 Hz
Lspace = (*/41R)"
R =22,786 x 1852 = 42199672M
LSpace = 20 [log A - log (4rR)] = -207.7 dB

Source(s): Reference [2]
Above Calculation

@ RECEIVE ANTENNA LOSSES . . . . . . 0.2 dB

This assumes antenna pointing and polarization losses of 0.1 dB
and 0.1 dB, respectively.

Source(s): Reference [3]

® TOTAL RECEIVED SIGNAL POWER . . . . -159.9 dBW
(referenced to omni)

Calculation - Sum of the above.
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oRF CIRCUIT LOSSES (RECEIVER) . . . . 1.3 dB
COHPONENT RECEIVE LOSSES (dB®
COMPARATOR 0.30
COUPLER (RCV TEST) 0.05
WAVEGUIDE (5 IN) 0.02
DIPLEXER 2.40
CIRCULATOR -
GATED SWITCH 0.30
LIMITED

WAVEGUIDE (18 IN) 0.08
BPF -

WAVEGUIDE SWITCH -
WAVEGUIDE (WB ANT) -
COUPLER (TLM) -
WAVEGUIDE (36 IN) -
ISOLATOR (TWT) -
VSWR 0.16

LOSS 1.3

Source(s): Reference [3]
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CARRIER-TO-NOISE C/No ..... 76.5 dB-Hz

This is the received signal power (referenced to an omnidirectional
antenna) = -129.9 dBm compared to Boltzmann's constant -198.6 dBm/
Hz - °K, plus G/T.

BER DEGRADATION BUDGET (RECEIVER) . . . . . 4.2 dB

Based on the following estimates:

DESPREADER ..... 1.5 dB
CARRIER REC/DEMOD ..... 0.7 dB
BIT SYNCHRONIZER ..... 1.5 d8
FILTER LOSSES  ..... 0.5 dB

Source(s): Reference [2]

INFORMATION BIT RATE (216 kbps) . . 53.3 dB
SNR . . . . o oo s 19.0 dB
THEORETICAL Eb/N0 REQUIRED FOR 10_6

BER PSK (UNCODED) . . . . . . . .. 10.5 dB
CIRCUIT MARGIN . . . . . ... .. 8.5 dB

[Note that margin=~G/T]
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Table 3-2. Shuttle/TDRSS Uplink Power Budget

FREQUENCY 13.775 GHz
TDRS EIRP 48.0 dBwW
SPACE LOSS (22,786 nmi) 207.7 dB

" RAIN/ATMOSPHERIC LOSS 0.0 dB
RECEIVE ANTENNA LOSSES 0.2 dB
RECEIVED CARRIER POWER -129.9 dBm
(REFERENCED TO OMNI)
ORBITER KU-BAND ANTENNA GAIN 39.7 dBi
RECEIVER RF LOSSES, Lpc 1.3 dB
ORBITER G/T 7.8 dB/K
BOLTZMANN'S CONSTANT -228.6 dBW/Hz - °K
RECEIVED CARRIER POWER-TO 76.5 dB-Hz
NOISE DENSITY RATIO C/N,
BER DEGRADATION (ESTIMATE) 4.2 dB
INFORMATION BIT RATE (216 kbps) 53.3 dB
SNR 19.0 dB
THEORETICAL E, /N REQUIRED 10.5 dB
FOR 107° BER
(UNCODED PSK)
CIRCUIT MARGIN 8.5 dB

Table 3-2 shows a comfortable 8.5 dB margin without the use of a
front-end paramp or error-correction coding. Section 3.3 will now
investigate the BER degradation more realistically by using the LINK"
computer simulation program developed and successfully applied by
TRW on past programs - most recently on TDRSS.
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3.4 COMPUTER SIMULATION OF UPLINK SIGNAL

The interaction of the various degradation sources affecting BER
in a link with a complex modulation structure limits the usefulness ot
conventional analytic techniques. In order to obtain accurate estimates
of BER degradations for such links TRW has developed a simulation in
which time waveforms are successively distorted by transfer functions
representing each significant distortion element in the channel. This
simulation has been run for numerous links with the resulting BER deg-
radation confirmed by BER measurements on high data rate links [4,5].
Features of the simulation include:

® Allows performance evaluation of complex, flexible models

® Is particularly well-suited for evaluating the effect of
each link component on the overall transponder performance
and isolating major degradation contributors

® Evaluates the transient response of the link at any point

desired.

The TRW "LINK" Simulation program was adapted to determine signal
degradation for the Ku-band Shuttle uplink. The Westerr Union/TRW
proposed TDRSS configuration was used in modeling the ground and TDRS
portions of the link.

3.4.1 Model Description

Figure 3-3 is a basic system that can be analyzed using "LINK".
The program allows the user to specify the type of input waveform (PSK,
Manchester, or MSK), data rate, and input sequence parameters. Input
sequences are maximal length shift register sequences of length 15, 31,
or 63 bits. Filters are modeled as being ideal (Chebyshev or Butter-
worth), by specifying phase and magnitude as power series, or by spec-
ifying the amplitude and frequency of sinusoidal phase and gain ripples.
Amplifiers are modeled as linear, hard or soft limiters or TWTA-type
amplifiers. For TWTAs, the emplitude response is fit analytically in
two portions - a linear region and a cosine region. Phase shift through
the device is represented by a constant AM-to-PM conversion factor, a
truncated power series or the Berman-Mahle model. The simulation also
allows specification of a rms phase noise and a rms bit sync jitter.
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Bit synchronization and phase rotation are obtained by correlating the
signal coming out of the channel with an undistorted signal. The bit
error rate is determined for each bit in the sequence and then an aver-
age BER over all bits in each channel is calculated. The final output
is a table of bit error rate and signal degradation versus signal-to-
noise ratio. Plots of the signal waveform at various points in the
system cain also be obtained.

A recent modification to the program simulates the effects of a
spread spectrum channel on the signal. This is done by spreading two
data bits with a PN sequence, passing this signal through the channel
up to the despreader and then despreading the signal by multiplying by
the PN sequence. The resulting signal is « distorted two bit sequence
caused by the spreading/despreading process. The resulting distorted
bits are repeated until a data sequence of 31 bits is obtained and this
signal is then passed through the part of the channel after the de-
spreader.

Figure 3-4 is a block diagram of the elements modeled in for the
simulation.

The ground station and TDRS are the models used for the Western
Union/TRW proposed TDRS system. The model for the RF front end, IF/AGC,
Shuttle spectrum despreader, demodulator carrier recovery loop and bit
synchronizer were developed during this study with reference to [3].

3.4.2 Results of the Uplink Simulation

The results of the uplink computer simulation may be quickly
stated. At the 107° BER design point a tctal BER degradation of 2.4 dB
was observed by the computer mode! previously described in Section 3.4.1.

By varying the value of each of the parameters in the simulation
model individually the sensitivity of the forward link performance to
variation in that parameter can be found. The results of the parameter
sensitivity analysis for the forward 1ink are shown in Figure 3-5. Varia-
tion in parameters of devices prior to the spread spectrum processor over a
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PARAMETER SENSITIVITY ANALYSIS
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Figure 3-5. Parameter Sensitivity Ana

lysis Results and BER

Degradation Budget Summary for Forward Link

wide range were found to have little effect
mance.

on the overall link perfor-

Variations in demodulator phase noise over a large range produce

variation in performance of less than 0.3 dB which will not have a sig-

nificant impact on the link performance.

In summary the previous estimate of receiver degradation of

4.2 dB is high.

An additional 1.8 dB of 1ink margin can be added to

the uplink power budget of Table 3-2 for a total uplink margin of

10.3 dB.
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3.5 RECEIVER PERFORMANCE

This brief section is a summary qualitative description ‘f the major
effects on the despreader, carrier recovery loop, and bit synchronizer
performance resulting from the uplink signal revision. A detailed
discussion of these components will follow in Section 5.

3.5.1 RF Components

The uplink signal design assessment incorporates the best estimates
presently available for the calculation of the Shuttle/TDRSS Ku-band
uplink power budget, Orbiter G/T, system noise temperature, and link
margin for the revised uplink signal (216 kbps PSK). These calculations
indicate that the overall uplink circuit margin is approximately equal
to the value of G/T. Ultimate results were obtained parametrically for
different values of RF 1ine loss and for two values of preamp gain and
noise figure typical of those with and without a paramp. The basic
conclusion of these calculations indicate that the paramp is not required
to obtain high values of G/T. Error correction coding, similarly, is
not required.

3.5.2 PN Despreader

Greatly improved performance of the PN despreader, treated in detail
in Section 5.2, was obtained for the revised uplink signal structure.
Specifically, the improvements are in the areas of a faster code
acquisition, allowed by the lower dwell times, and better threshold
identification between signal plus noise and noise only. These results
are given parametrically for differnnt design values of C/No.

3.5.3 Carrier Recovery Loop

As expected, the revised signal aliows a great degree of commonality
with the S-band receiver. Prelit.nary results (see Section 5.3) inaicate
that the same carrier recovery/demodulator approach (Costas loop) yields
good performance, having a relatively fast acquisition time and low
tracking error.

3-18
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3.5.4 Bit Synchronizer

A primary advantage of the revised uplink signal (216 kbps PSK) is
that it allows the use of the SCTE NSP bit synchronizer without
modification for the Ku-band orbiter receiver bit synchronizer. The
time required for bit synchronization for the higher SNR values in
the Ku-band application is well within one second (see Section 5.4).

\REVERSE DF THIS PAGE LEFT BLANK:
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4. DEVELOPMENT OF PERFORMANCE SPECIFICATIONS
(TASK 2)

Task 2 of the Signal Design Study for Shuttle/TDRSS Ku-Band Uplina
is the development of performance specifications. Specifically, Task 2
calls for the development of a detailed set of RF and signal processing
performance specifications for the Orbiter hardware associated with the
TDRSS/Orbiter Uplink. In addition, any changes to existing TDRSS per-
formance specifications are supplied by NASA, which appear reasonable and
desirable, are to be recommended.

Results of the Task 2 study effort is documented in this section.
The TDRSS/Orbiter Ku-band uplink communication system requirements are
reviewed and a detailed Orbiter receiver specification is presented.
Specifications relating to the antenna acquisition are excluded. A
list of TDRSS performance specification revisions recommended by this
study conclude this section.

4.1 TDRSS/SHUTTLE KU-BAND UPLINK COMMUNICATION SYSTEM REQUIREMENTS

The Ku-band receiver, hereafter referred to as the receiver, must be
capable of receiving a spread spectrum signal, removing the PN spreading
code at IF to produce a despread PSK signal which is then demodulated to
yield output data channels of 72 kbps and 144 kbps. The specifications
contained herein describe a receiver desiqgn which pirovides the above
functiors.

The specifications and design requirements in Section 5 is the culmi-
nation of analyses and hardware tradeoff studies which are oriented towards
the optimization of performance with cost-effective hardware implementation.
The factors influencing the receiver design are the receiver requirements
summarized in Table 4-1. These requirements are based on the best avail-
able knowledge of operational and performance constraints.

4-1
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Table 4-1. Receiver Requirements

Input Frequency 13.775 GHz
Input Bandwidth 30 MHz
AGC Dynamic Range:
On Orbit -90 to -103 dBm
Acquisition -101 to -118 dBm
IF Frequency Uncertainty +1.0 MHz + RCVR LO VAR
PN Code Modulation NRZ - L PSK
PN Code Rate 11.232 Megachips/sec
PN Code Length 2047 Chips
PN Code Doppler +400 Chips/sec
Data Modulation Manchester II, Biphase L
Data Rate 216 kbps
Primary Mode Link Acquisition Time <1 minute
BER 1076
BER Degradation 4.5 d8

4.2 SPECIFICATION OVERVIEW

In the overall receiver design program, the various analyses tasks
and hardware implementation studies resulted in a top level block diagram
of the receiver which incorporates five functional modules as shown in
Figure 4-1. Specitied design parameters for each of these modes are
contained in Section 4.3.3.1.2.

The receiver specification is organized into three basic sections,
namely, scope, applicable documents, and requirements. Scope, for this
program, refers to the "reason for and extent of" the document, applicable
documents are those references such as drawings, environmental specifi-
cations, next level specifications, parts requirements, etc., which are
necessary for the design, fabrication, assembly, and test of the item being
procured. This is generally a "boilerplate" which outlines the overall
program requirements. For the procurement of a breadboard receiver, this
entire section may contain a series of TBS or "To be specified" by NASA/JSC.
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In the various module sections, the specifications augment those in the
general receiver specifications and the interface are defined. The
third section contains all pertinent information relative to electrical
performance, size, weight, and thermal conditions.

The re. uirements section is structured to provide sufficient detailed
information of the desired receiver characteristics such that a design
may be implemented. Consequently, the requireménts described in Section
4.3 include several parameters which canrot be determined from the infor-
mation of Section 4.1, but nevartheless, have been included for complete-
ness. The requirements section is divided into four broad categories of
performance, interface requirements, environmental conditions, and
design and construction.

In this study prcygram, there are several analyses and hardware imple-
mentation study tasks which were performed to arrive at a candidate re-
ceiver design. These include:

e Configuration Study - Long versus short loop, single versus
multiple frequency conversion

e Frequency Plan - Spurious frequency generation detrimentai
to the operation of the receiver

® Gain Distribution - Gain and noise figure allocation

® Receiver Interfaces - Levels, control

The module design requirements of Section 4.3.3.1.2 are predicated
on the following assumptions.

e All requirements and specifications represent beginning of
1ife values and do not account for measurement tolerance.

¢ Gain and noise figure allocations generated earlier and
currently incorporated in the module specifications do
not include mismatch losses; i.e., VSWR effects.

e Some mindr impedanr : adjustment for phase and/or amplitude

compensation may be required for the successful integration
of the modules.

o RF and dc connectors are to be specified independently.

o EMC -equirements for each module must be established prior
to finalizing the specification.
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® The packaging concept, though currently unspecified, may
require modifications to the specifications; i.e., additional
interconnect cables.

4.3 RECEIVER REQUIREMENTS AND SPECIFICATIONS

4.3.1 Scope

This specification defines the performance, design, corstruction,
and testing requirements for the Ku-Band Orbiter Receiver.

4.3.2 ..pplicable Documents

4.3.2.1 Government Documents

The following government documents, of the exact issue shown, form
a part of ihis specification to the extent specified herein.

SPECIFICATIONS

Military TBS
NASA T6S
STANDARDS

Mi1i tary TBS
Otrer TBS
OTHER PUBLICATIONS

NASA T8S

4.3.2.2 Nongovernment Cocuments

The following nongovernment documents, of the exact issue shown,
form a part of this specification to the extent specified herein.

SPECIFICATIONS TBS
DRAWINGS TBS

>
(93

.3.3 Requirements

.2.3.1 Performance

>
L]

The Ku-band receiver, hereafter referred to as the receiver, shall
consist of RF devices and control circuits necessary for:



1) Receiving a spread spectrum signal

2) Removing the PN spreading code at IF to produce a despread
PSK signal

3) Demodulating the PSK signal to provide an output data
stream of 216 kbps.

4.3.3.1.1 Functional Characteristics

4.3.3.1.1.1 RF Signal Characteristics. The receiver shall perform within
the limits of this specification when RF signals with characteristics
specified herein are applied to the input connector.

4.3.3.1.1.1.1 Frequency. The nominal RF signal center frequency shall
be 13775 MHz with an uncertainty of +1 MHz maximum, which includes doppler
frequency shift.

4.3.3.1.1.1.2 Level. The RF signal power level applied to the input con-
nector shall be -90 to -118 dBm.

4.3.3.1.1.1.3 Modulation. The RF signal shall consist of a data signal
spread by a PN signal.

4.3.3.1.1.1.3.1 Data. The data signal shall be Manchester II, biphase L,
216 kbps PSK.

4.3.3.1.1.1.3.2 PN Signal. The PN spreading signal shall consist of a
psuedo-noise code generated by an 11-stage maximum length shif* register
generator. The PN code is NRZ-L, has a length of 2047 bits, and a rate
of 11.232 Megachips/sec.

4.3.3.].1.2 G/T. The receiver G/T shall be a minimum 4.6 dB/°K.

4.3.3.1.1.3 Acquisition. RF signal acquisition for the designated center
frequency +1 MHz shall be automatic. Allowance shall be made for receiver
LO variation not to exceed +100 kHz. Phaselock shall occur to the center
frequency; sideband, spurious, or internal signal lock shall not occur.

4.3.3.1.1.3.1 Acquisition Time and Probability. The receiver shall
acquire data after antenna acquisition in one minute or less with a prob-
ability of at least 0.99. The acquisition time is defined as the sum
total of time required to achieve PN code acquisition, carrier phaselock,
and bit synchronization.

4-6



TRW.

4.3.3.1.1.3.2 Code Acquisition Time. The spectrum despreader shall
achieve PN code acquisition with an average acquisition time of 10 seconds
or less with a probability of acquisition of at least 0.99 at a received
signal level of -102 dBm.

4.3.3.1.1.3.3 Acquisition Threshold. _The receiver shall be capable of
acquiring and phase tracking the RF signal at the minimum signal level of
-118 dBm. Acquisition threshold is defined as the minimum signal level
at which tiae receiver will acquire the RF signal and maintain lock.

4.3.3.1.1.4 In-Lock Tracking. The receiver, after acquiring lock, shall

be capable of phase tracking and maintaining lock of PSK modulated signals
with the characteristics described in Paragraph 4.3.3.1.1.1.3.1.

4.3.3.1.1.4.1 Tracking Performance Limit. Tracking performance limit is
defined as the RF signal level below which phase track accuracy cannot be
maintained tc within the specified phase variance. The tracking perfor-
mance limit shall be -102 dBm.

4.3.3.1.1.4.2 Tracking Phase Error. The maximum pnase error under any
specified condition, including static and dynamic phase error, shall not
exceed 7 degrees. The static phase error shall not exceed 17 degrees.

4.3.3.1.1.5. Image Rejection. The receiver shall reject image frequencies
and interfering signals to the extent specified herein.

4.3.3.1.1.6 Received Signal Transients. The receiver shall tolerate re-
ceived signal transients (signal dropout) of up to TBS msec in duration
after data acquisition occurring less than once per second. Automatic
signal acquisiticn circuits shall not be unabled by the transient condition.

4.3.3.1.1.7 Telemetry Outputs. The receiver shall provide the following
telemetry outputs.

4.3.3.1.1.7.1 Discrete OQutputs. The receiver shall provide the following
bilevel telemetry signal outputs.

4.3.3.1.1.7.1.1 Code Synchronization. The receiver shall provide a "true"
indication when PN code synchronization is achieved, and a "false" indi-
cation when the PN codes are not synchronized.
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4.3.3.1.1.7.1.2 Carrier Phaselock. The receiver shall provide a bilevel

signal output indicating the status of receiver carrier tracking loop.
The signal shali provide a "true" indication when phaselock is achieved
and a "false" indication when the loop is unlocked.

4.3.3.1.1.7.2 Analog Output. The receiver shall provide the following
analog telemetry signal output.

4.3.3.1.1.7.2.1 AGC. The receiver shall provide an analog telemetry
output whose amplitude is proportional to the total receive power. The
output shall be derived from the AGC control voltage and shall have the
following characteristics:

a) Output voltage: O to 5 volts
b) Scale factor: 30 millivolts per dB of RF signal voltage change

c) Scaling range: The output voltage shall be in the range
specified in a) for input power levels from -118 to -90 dBm.

4.3.3.1.1.8 Frequency Response. The receiver shall have an amplitude

versus frequency response as follows.
a) 1 dB bandwidth: 25 MHz

b) Gain slope: 0.1 dB per MHz over a 25 MHz frequency band
centered on the nominal center frequency.
4.3.3.1.1.9 Phase Linearity. The departure from linear phase response
shall not exceed *+9 degrees over a 25 MHz frequency band centered on the
nominal center frequency, as measured from the receiver input connector
to the demodulator input.

4.3.3.1.1.10 DC Power. The total dc power input to the receiver shall
be less than TBS watts.

4.3.3.1.2 Design Specifications. The receiver shall be designed to the
additional requirements shown below.

4.3.3.1.2.1 Ku-Band Downconverter. The Ku-band downconverter shall be in
accordance with the design specifications given below.

4-8
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4.3.3.1.2.1.1 Performance. The Ku-band downconverter unit shall consist
of a Ku-band mixer, IF amplifier, LO multiplier chain, appropriate filters,
and shielding for the down-conversion of Ku-band signals to the IF fre-
quency range.

4.3.3.1.2.1.2 RF Signal Characteristics. The unit shall perform within
the limits of this specification fo~ RF signals with the characteristics

specified below applied to the input connector.

4.3.3.1.2.1.2.1 Frequency. The nominal RF signal center frequency shall
be 13775 MHz.

4.3.3.1.2.1.2.2 Level. The RF signal power level applied to the input
connector shall be -84 dBm to -104 dBm.

4.3.3.1.2.1.2.3 Bandwidth. The RF bandwidth shall be 30 MHz, centered
on 13775 MHz.

4.3.3.1.2.1.2.4 Modulation. The RF signal shall consist of an PSK data
signal spread by a PN signal.

4.3.3.1.2.1.3 Noise Figure. The unit noise figure shall be less than or
equal to 6 dB referred to the first mixer input.

4.3.3.1.2.1.4 Gain. The unit shall have a net RF to IF conversion gain
of 20 dB + 1 dB.

4.3.3.1.2.1.4.1 Gain Variation. The gain variation versus frequency over
the specified bandwidth shall not exceed +0.5 dB referenced to the gain
of Paragraph 4.2.3.1.2.1.4.

4.3.3.1.2.1.4.2 Gain Slope. The maximum gain slope over the specified
bandwidth shall not exceed 0.02 dB per MHz.

4.3.3.1.2.1.5 Gain Compiession. The output power at the 1.0 dB gain com-
pression point shall be greater than 0 dBm.

4,2.3.1.2.1.6 RF Input VSWR. The RF input VSWR shall not exceed 1.2:1.

4.3.3.1.2.1.7 1F Signal Characteristics
4.3.3.1.2.1.7.1 Frequency. The nominal output frequency shall be 305.88
MHz.

4-9
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4.3.3.1.2.1.7.2 Level. The output level shall be commensurate with the
specified input level and gain.

4.3.3.1.2.1.8 Spurious Outputs. A1l spurious outputs generated in the
unit within the specified bandwidth shall be greater than or equal to 50
dB below the desired output for a single carrier applied at any frequency
within the spe:ified bandwidth. Spurious outputs outside the specified
bandwidth shall be greater than or equal to 35 dB below the desired output
signal.

4.3.3.1.2.1.9 Spurious Frequency Rejection. The unit shall provide the

following rejection at the input connector.

4.3.3.1.2.1.9.1 LO Frequency Rejection. The unit shall provide 30 dB
minimum of LO frequency rejection.

4.3.3.1.2.1.9.2 Image Frequency Rejection. The unit shall provide 65 dB

minimum of image frequency rejection including diplexer rejection.

4.3.3.1.2.1.9.3 Transmitter Frequency Rejection. The unit shall provide
70 d8 minimum of rejection at 14908.5 MHz.

4.3.3.1.2.1.10 LO Signal Characteristics. The unit shall perform within
the limits of this specification when LO signals with cheracteristics
specified herein are applied to the LO connector.

4.3.3.1.2.1.10.1 Frequency. The nominal LO frequency shall be 13469.12
+0.7 MHz.
4.3.3.1.2.1.10.2 Level. The LO power level applied to the LO connector

shall be 10 dBm +1 dB.

4.3.3.1.2.1.10.3 Spurious Frequencies. Discrete spurious frequencies
within +15 MHz of the LO signal shall be greater than 93 dBc. A1l other
spurious frequencies shall be greater than 50 dBc.

4.3.3.1.2.1.11 DC Power. The total dc power into the unit shall be less
than TBS watts.

4.3.3.1.2.2 Second Mixer/IF. The second mixer/IF shall be in accordance
with the design specifications given below.
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4.3.3.1.2.2.1 Performance. The second mixer/IF unit shall consist of a
mixer, AGC level control, appropriate filters, and shielding for the down-
conversion to the second IT.

4.3.3.1.2.2.2 RF Signal Characteristics. The unit shall perform within
the limits of this specification fo. RF signals with the characteristics

specified below applied to the input connector.

4.3.3.1.2.2.2.1 Frequency. The nominal RF signdl center frequency shall
be 305.88 MHz.

4.3.3.1.2.2.2.2 Bandwidth. The RF signal shall occupy a 3 dB bandwidth
of 25 MHz, centered on 305.88 +1.1 MHz.

4.3.5.1.2.2.2.3 Modulation. The RF signal shall consist of an PSK data
signal spread by a PN signal.

4.3.3.1.2.2.3 1IF Signal Characteristics

4.3.3.1.2.2.3.1 Frequency. The nominal output frequency shall be 31 MHz.
4.3.3.1.2.2.3.2 Bandwidth. The IF bandwidth shall be 25 MHz, centered

on 31 +1.1 MHz including doppler and static frequency uncertainty.

4.3.3.1.2.2.3.3 AGC Loop. The IF shall incorporate AGC to maintain a
constant +1 dB signal plus noise power to the despreader. The lcop shall
have a maximum bandwidth of 10 Hz.

4.3.3.1.2.2.4 Spurious Outputs. Allspurious outputs generated in the unit
within the specified bandwidth shall be greater than or equal to 50 dB
below the desired output for a single carrier applied at any frequency
within the specified bandwidth. Spurious outputs outside the specified
bandwidth shall be greater than or equal to 35 dB below the desired out-
put signal.

4.3.3.1.2.2.5 Spurious Frequency Rejection. The unit shall provide the
following rejection at the input connector.

4.3.3.1.2.2.5.1 LO Frequency Rejection. The unit shall provide 30 dB
minimum of LO frequency rejection.

4.3.3.1.2.2.5.2 Image Frequency Rejection. The unit shall provide 65 dB
minimum of image frequency rejection.
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4.3.3.1.2.2.6 LO Signal Characteristics. The unit shall perform within
the limits of this specification when LO signals with character.stics
specified herein are applied to the LO connector.

4.3.3.1.2.2.6.1 Frequency. The nominal LO frequency shall be 274.88 MHz.

4.3.3.1.2.2.6.2 Level. The LO power level applied to the LO connector
shall be 2 dBm +4 dB.

4.3.3.1.2.2.6.3 Spurious Frequency. Discrete spurious frequencies within
+15 MHz of the LO signal shall be greater than 75 dBc. A1l other spurious
frequencies shall be greater than 50 dBc.

4.3.3.1.2.2.7 DC Power. Not applicable.

4.3.3.1.2.3 PN Despreader. The PN despreader shall be in accordance with

the design specifications given below.

4.3.3.1.2.3.1 vrerformance. The PN despreader unit shall consist of RF
and digital devices required to perform the operational and control
functions necessary for removing the PN code and produce the despread
PSK signal.

4,3.3.1.2.3.2 RF Signal Characteristics. The unit shall perform within
the limits of this specification for RF signals with characteristics
specified below applied to the input connector.

4.3.3.1.2.3.2.1 Frequency. The nominal center frequency shall be 31 MHz.

4.3.3.1.2.3.2.2 Llevel. The RF signal power level applied to the input
connector shall be -15 dBm +1 dB.

4,3.3.1.2.3.2.3 Modulation. The RF signal shall consist of a data signal
spread by a PN signal.

4.3.3.1.2.3.2.2 1 Data. The data signal shall be a noncoherent, unbalanced
PSK characterized as specified in Paragraph 4.3.3.1.1.1.3.1.

4.3.3.1.2.3.2.3.2 PN Signal. Tre PN spreading signal shall be as specified
in Paragraph 4.3.3.1.1.1.3.2.

4,3.3.1.2.3.2.4 Bandwidth. The nominal 1 dB bandwidth of the RF signal
shall be 25 MHz.
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4.3.3.1.2.3.3 Acquisition. Code acquisition for the designated center
frequency +1.1 MHz shall be automatic.

4.3.3.1.2.3.3.1 Acquisition Time and Probability. The unit shall achieve
code synchronization in an average time of 10 seconds or less with a prob-
ability of at least 0.99.

4.3.3.1.2.3.3.2 Acquisition Threshold. The unit shall be capable of
acquiring and tracking the code for an input signal-to-noise ratio (SNR)
of -5 dB. Acquisition threshold is defined as the minimum SNR at which
the unit will acquire and maintain code synchronization at the design
parameters given below.

4.3.3.1.2.3.4 Signal Transients. The unit shall tolerate signal tran-
sient (signal dropouts) of up to TBS msec in duration, occurring less
than once per second. Automatic code acquisition circuits shall not be
enabled by the transient condition.

4.3.3.1.2.3.5 Telemetry Qutput. The unit shall provide a bilevel tele-
metry signal output indicating the status of the code tracking loop. The
unit shall provide a "true" indication when PN code synchronization is
achieved, and a "false" indication when the PN codes are not synchronized.

4.3.3.1.2.3.6 Mode Logic. The unit shall provide a discrete output
indicating the status of the code tracking loop. The unit shall provide
a true indication when PN code synchronization is achieved, and a "false"
indication when the codes are not synchronized.

4.3.3.1.2.3.7 Output Characteristics. The unit shall provide an output
with the following characteristics.

4.3.3.1.2.3.7.1 Freguency. The nominal center frequency shall be 31 MHz.
4.3.3.1.2.3.7.2 Modulation. The output signal shall consist of an PSK
data signal as specified in Paragraph 4.3.3.1.1.1.3.1.

4.3.3.1.2.3.7.3 Bandwidth. The RF bandwidth shall be 12.5 *1.1 MHz.

4.3.3.1.2.3.8 DC Power. The total dc power input to the unit shall be
TBS watts.
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4.3.3.1.2.3.9 PN Despreader Design Parameters. The PN despreader shall
be designed to have the following additional design characteristics.

a) Acquisition loop bandwidth: 400 Hz
b) Tracking loop bandwidth: 6 Hz

c) Pull-in time: < 20 msec

d) Damping factor: 0.707

e) Tracking loop lac: < 0.007 chip

f) RMS tracking error: 0.04 chip

g) BER degradation: 1.5 dB.

4.3.3.1.2.4 Carrier Sync/Demodulator. The carrier sync/demodulator shall
be in accordance with the design specifications given below.

4.3.3.1.2.4.1 Performance. The carrier recovery and frequency control
unit sh21: consist of RF devices and control circuits necessary for:

1) Recovering the carrier component of PSK signal

2) Providing a variable frequency source for phasetracking of
the recovered carrier

3) Providing the reference source to the demodulator
4) Providing a phaselock indicator
5) Demodulation of the 216 kbps PSK signal.

4.3.3.1.2.4.2 RF Signal Characteristics. The unit shall perform within
the limits of the specification for RF signals with the characteristics
specified below applied to the input connector.

4.3.3.1.2.4.2.1 Bandwidth. The nominal RF center frequency shall be 31 MHz.

4.3.3.1.2.4.2.2 Level. The RF signal bandwidth applied to the unit input
shall be 12.5 MHz bandwidth centered on 31 +1.1 MHz.

4,3.3.1.2.4.2.3 Modulation. The RF signal shall consist of an PSK data
signal with characteristics as specified in Paragraph 4.3.3.1.1.1.3.1.
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4.3.3.1.2.4.3 Acquisition. RF signal acquisition for the designated
center frequency +1.1 MHz shall be automatic. Phaselock shall occur to
the center frequency; sideband, spurious, or internal signal lock shall
not occur.

4.3.3.1.2.4.3.1 Acquisition Time and Probability. The unit shall achieve

phaselock in an average time of TBS seconds or less with a probability
of at least 0.99.

4.3.3.1.2.4.3.2 Acquisition Threshold. The unit shall be capable of
acquiring and phasetracking the RF signal at a signal-to-noise ratio (SNR)
of -3 dB, measured in a 12.5 MHz bandwidth. Acquisition threshold is
defined as the minimum SNR at which the unit will acquire the signal and
maintain the lock in accordance within the design specifications of
Paragraph 4.3.3.1.2.4.

4.3.3.1.2.4.4 In-lLock Tracking. The unit, after acquiring lock shall be
capable of phasetracking and maintaining lock of signals with the charac-
teristics described in Paragraph 4.3.3.1.2.4.2.

4.3.3.1.2.4.4.1 Tracking Performance Limit. Tracking performance linit
is defined as the SNR below which phasetracking accuracy cannot be main-
tained to within the required phase variance. The tracking performance

limit shall be -3 dB.

4.3.3.1.2.4.4.2 Tracking Phase Error. The maximum phase error under any
condition specified, including static and rms dynamic phase error, shall
not exceed 24 degrees.

4.3.3.1.2.4.5 Received Signal Transients. The unit shall tolerate signal
transients (signal dropout) up to IBS msec 1n duration, occurring less

than once per second. Automatic signal acquisition circuits shall not be
enabled by the transient condition.

4.3.3.1.2.4.6 Telemetry Outputs. The unit shall provide the following
telemetry outputs.

4.3.3.1.2.4.6.1 Discrete Qutputs. The receiver shall provide a bilevel
signal output indicating the states of the carrier tracking loop. The
signal shall provide a "true" indication when phaselock is achieved and
a "false" indication when the loop is unlocked.
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4.3.3.1.2.4.6.2 Analog Output. The unit shall provide an analog telemetry
output whose amplitude is proportional to the signal power. The output
shall be derived from the AGC control voltage.

4.3.3.1.2.4.7 Llocal Oscillator. The unit shall provide local oscillatec~
outputs for the Ku-band downconverter and the UHF downconverter derived

from the carrier tracking VCXO0.
a) Ku-band downconvertev: 13469.12 MHz
b) UHF downconverter: 274.88 MHz

4.3.3.1.2.4.8 Reference Oscillator. The unit shall provide a reference
oscillator output frequency of 31 MHz.

4.3.3.1.2.4.9 Signal Qutput. The unit shall provide a data output of
216 kbps.
4.3.3.1.2.4.10 DC Power. The total dc power input to the unit shall be

less than TBS watts.

4.3.3.1.2.4.11 Design Parameters. The unit shall be designed to the addi-
tional requirements shown below.

4.3.3.1.2.4.11.1 VCO. The '=it shall incorporate a VCXO which shall be
used to close the phaselock loop. The VCX0 shall have the following
characteristics:

a) Center frequency: 274.88 MHz
b) Stability: +2 PPM, +1 PPM goal
c) Pulling range: +40 PPM

4.3.3.1.2.4.11.2 Carrier Tracking Phaselock Lcop Parameters. The carrier
tracking phaselock shall be designed to have the fullowing properties:

a) Loop bandwidth: 5 kHz

b} Dynamic ohase error: <7 degrees rms
¢) Static phase error: <17 degress

d) Damping factor: 0.707

e) Loop order: Second
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f) Loop configuration: Costas
g) BER degradation: <1 dB

4,3.3.1.2.5 Bit Synchronizer. The bit synchronizer shall be in accor-
dance with the design specifications given below.

4.3.3.1.2.5.1 Performance. The bit synchronizer unit shall consist of
the analog and digital circuitry required to provide a bit-synchronized
data stream of 216 kbps with NRZ-L format and frame synchronization.

4.3.3.1.2.5.2 Input Signal Characteristics. The unit shall perform within
the Timits of this specification for input signals having the following
cnaracteristics.

a) Waveform: Manchester II, biphase L

b) Data rate: 216 kbps

c) Voltage amplitude: 100 mV rms (+20 dB, -8 dB)
d) Terminating impedance: 71 @ (#10%)

e) Signal termination: Differential direct coupled

4.3.3.1.2.5.3 Qutputs. The unit shall provide the following outputs.
4.3.3.1.2.5.3.1 Data. The unit shall provide bit-synchronized 216 kbps

output ‘ata in an NRZ-L format.

4.3.3.1.2.5.3.2 Clock. The unit shall provide as an output a phase
coherent clock for frame synchronization.

4,3.3.1.2.5.3.3 Lock Status. The unit shall provide a bit sync flag
to the mode status control board as an indication of the establishment
of lock.

4.3.3.1.2.5.4 DC Power. The total dc power dissipated by the unit shall
be <7 watts.
4.3.3.1.2.5.5 Bit Synchronization Design Parameters. The bit synchronizer

shall be designed to have the following additional design characteristics.
a) Threshold SNR: 0 dB

b) Mean ecquisition time: <1 sec (including frame sync)
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c) Loop bandwidth: 80 Hz, at E /N, = 0 dB and a 50 percent transition
density

d) Sync jitter: <1 percent
e) BER degradation: <1 dB

4.3.3.2 Interface Requirements

4.3.3.2.1 RF Input Characteristics. The receiver RF input port shall
have the following characeristics.

a) Nominal impedance: 50 ohms +10 percent

b) Input VSWR: 1.6 or better

c) Source VSWR: TBS

d) Protection: The receiver shall be stabie and shall not be
damaged when operated with the RF input short of open
circuited or with RF inpuvt signal levels of 5 aB.

e) Isolation: The receiver input port shall be isolated from
the transmitter port such that the transmitter to receiver
frequency band isolation is a minimum of TBS dB.

4,3.3.2.2 Data Output. The receiver shall precvide demodulated baseband
signals with the following characteristics.

a) Signal type: Baseband data
b) Data rate: 216 kbps biphase-L
c) Voltage level: TBS

d) Output polarity: Binary zero (1,0); negative phase transition
Binary one (0,1); positive phase transition

e) Output impedance: TBS ohms +10 percent
f) Termination: TBS

4.3.3.2.3 Telemetry Interface. The receiver shall provide telemetry
output signals with the following characteristics.

4.3.3.2.3.1 Discrete Output

a) True state: 5 volts +1 volt
b} False state: 0 volt +0.5 volt

c) Load impedance: TBS ohms



d) True current: TBS ma

e) False current: TBS ma

€) Power off impedance: TBS ohms
g) Discretes per return: TBS

4.2.3.2.3.2 .. .log OQutput.

a) Voltage range: 0 to plus 5 volts

b) Source impedance: TBS ohms

c) Load impedance: TBS ohms

d) Analogs per return: TBS
4.3.3.2.4 DC Power Interface. TBS

4.3.3.2.5 Command Interface. TBS

4.3.3.3 Environmental Conditions

4.3.3.3.1 Temperature. The receiver shall be designed co operate over
the temperature range specified herein.

a) Deployed assembly: TBS
b) Electronic assembly: TBS

4.3.3.4 Design and Construction

4.3.3.4.1 Dimensions. The receiver shall be designed to the following
form factor and dimensions.

a) Deployed assembly: TBS
bj Electronic assembly: TBS

4.3.3.4.2 WNeight. The receiver shall be designed to the follo-.ing
weight.

a) Deployed assembly: TBS pounds maximum

b) Electronic assembly: TBS pounds maximum
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4.4 REVIEW OF TDRSS SPECIFICATION

This section is composed of a brief series of comments on the TDRSS
Specification [27]. These comments are basically concerned with
1) The compatibility of the TDRSS Specification and the

Ku-Band Shuttle Communications Specifications taken
from [23]

2) Potential problem areas which interface with the
Yu-band communication functions apparently uncon-
trolled by specification.

Obviously, the scope of the Uplink Signal Design Study precludes an
exhaustive TDRSS/Orbiter "systems" critique. Extensive changes to
procurement specifications would probably, in fact, be inappropriate
at this time. Therefore, the revisions recommeided by the study are
limited to the very brief list presented in the remainder of this section.

4.4.1 Return Lirk Frequency

According to the Orbiier communications specification (Reference [28])
Paragraph 3.2.1.2.3.2, the return link center frequency should be 15.0085
GHz. However, the TDRSS specification (Reference [27]) in Table 2-2, page
7 under "Return Link Signal Parameters" shows the carrier frequency for
KSA users to be equal to the forward link frequency times the ratio
1600/1469,

13.775 GHz X 1600/1469 = 15.0034 GHz

It is, therefore, recommended that ti.e TDRSS specification be changed to
show a 5.1 MHz increase in the return link carrier frequency.

4.4.2 Definition of Mode 2 Return Link

Specifications [27] and [28] differ in three respects in the definition
of the Mode 2 return link.

8.5 MHz Subcarrier

The TDRSS specification [27] states, in Section 8.2.7.2, that the
signal format into the FM modulator shall be an analog modulated carrier
and an 8.5 MHz QPSK modulated squarewave subcarrier. The Shuttle Orbiter
specitication [28], under Paragraph 3.2.1.2.3.4.2 treating "Mode 2
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Modulation,"” does not state that the 8.5 MHz subcarrier is squarewave.
It is noted that the TRW proposal (Reference [3]) in response to [28]
assumed a sinusoidal subcarrier.

Channel 3 Data

The Shuttle Orbiter specification [28], under Paragraph 3.2.1.2.3.3
treating "Mode Description," states that "Channel 3 shall consist of
4.5 megahertz TV, or up to 4 Mbps digital NRZ format data, or 4.5 mega-
hertz analog data or other data that are compatible with the response
characteristics of this channel.” The TDRSS specification [27] makes no
provision for digital data in this channel.

Two-Channel Configuration

The Shuttle Orbiter specification [28], under Paragraph 3.2.1.2.3.3b
states that the return link Mode 2 may also consist of "two channels
of simultaneous data." No mention of this two-channel configuration is
found in the TDRSS specification [27].

4.4.3 Forward Link TDRS EIRP

In light of the power flux density considerations of Section 3.2, it
is recommended that the TDRSS specification [27] show a maximum signal
EIRP of 48 dBw in Table 2-3 rather than a minimum of 48.5 dBw.

4.4.4 Rejection of Shuttle S-Band Harmonics

At present no known applicable specification controls the Ku-band
Shuttle Orbiter receiver filter rejection of harmonic interference from
the SCTE.

The 6th, 7th, and 8th harmonics of the Shuttle and payload S-band
transmit signals are potential interference for the Ku-receive band at
13775 +120 MHz. Figure 4-2 shows the S-band transmit bands and the
required bands for the 6th, 7th, and 8th harmonics to occur within the
Ku-band receive band.
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Figure 4-2. SCTE Generated In-Band Interference

As evident from the figure only the 6th harmonic of signals in the
2276-2300 MHz transmit band fall in the Ku-receive band. The fcllowing
frequencies are, therefore, of interest:

XMT Signals S-Band Frequency 6th Harmonic at Ku-Band
1) STDN/SGLS (Ch. 18) 2287.5 MHz 13725 MHz
2) Payload-to-Shuttlie XMT 2275-2300 MHz 13650-13800 MHz

The two cases investigated below [29] were based on the best infor-
mation available during the uplink study time frame. It is recommended
that SCTE interference rejection requirements be incorporated into the
Ku-Band Shuttle Orbiter receiver specification.
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Case 1: S-Band Transmitter Generates the 6th Harmonic.

From Tables 4-2, 4-3. and 4-..

Maximum S-Band Transmitter Qutput Power: 51 dBm

(TORS Mode at 2287.5 MMz)

Transmitter 6th Harmonic Spur Level -76 dB

Rejection:

Preamp Assembly Diplexer Rejection: -115 dB

Maximum Spur Level into S-Band Antenna: ~140 dBm

Estimated Quad Antenna Gain (Ku-Band) 10 dB

Space Loss (20 Feet, 13775 MHz) -71 dB

Maximum Ku-Band Receive Antenna Gain: 40 dB
6th Harmonic Spur Level at Receiver -161 dBm
(Negligible)

Case 2: Ku-Band Receive Mixer Generates 6th Harmonic and Resulting IF Spur

Maximum S-Band Transmitter Output Power: 51 dBm
Estimated Quad Antenna Gain (S-Band): 10 dB
Space Loss (20 Feet, 2287.5 MHz): -55 d8B
Ku-Band Antenna Gain at 2287.5 MHz: <24 dB

Received S-band signal level at
Ku-band waveguide feed assembly: +30 dBm

Wavequide, BPF, and mixer rejection
at S-band to reject 6th harmonic to
20 dB below -106 dBm (minimum acqui-
sition level): 156 dB
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Table 4-2. Present Filter Requirements
SYSTEM FILTER REQUIREMENTS COMMENTS
1. Shuttle Ku-Band] 3.2.8 Signal Rejection For use in laboratory
Comm. (NASA 3.2.8.1 Image: >80 dB for environment. (Poten-

Breadboard RFP)

. Shuttle S-Band
Comm. (Receiver
Concept Review)

™~

3. Shuttle Ku-Band
Despreader
Receiver Design

4. Shuttle S-Band
Comm.
(Reference

[28])

signals applied
to antenna port

3.2.8.2 1F: >80 dB for IF
signals applied to
antenna port

3.2.8.3 Internal Spurs:
Coherently related
signals below
acquisition level
(~-110 dBm at

antenna port)

3.2.8.4 AM Rejection:
9 dB p-p AM at 50 Hz
shall not make
receiver perform
out-of-spec

3.1.1.6.1 Spurious Signal

Rejection

Such that receiver
performance degrad-
ation <0.2 dB for
signals up to -50
dBm and greater than
+40 MHz away from
receive fregquency

Sourious OQutputs (Internal
Spurs
a) In-band spurs: 50 dB
below desired signal
b) Out-of-band spurs:
35 dB below desired
signal
Image Rejection

>65 dB

Transmitter Frequency

Rejection 270 dB at
14.9085 GHz

10.3.2.1.2.1.4.1.5a. Image
Rejection: >60 dB

tially more severe
than in space for
spurious signals)

Apparently derived
from signals being
transmitted from a
payload to the
Shuttle at frequen-
cies within the over-
all receive band

Module specs

Ku-band downconverter
module
Ku-band downconverter
module
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Table 4-3. S-Band Shuttle Diplexer/Triplexer
Transmit Rejection Requireaments

UNIT FILTER REJECTION REQUIREMENTS
S-BAND TRANSPONDER 1 dB at +2.5 MHz
ASSEMBLY TRIPLEXER 20 dB at +17 MHz

60 dB at +50 MHz

S-BAND PREAMP 1.2 dB at +2.5 MHz
ASSEMBLY DIPLEXER 65 dB at +50 MHz
115 dB at -175 MHz
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Table 4-4. Known Interference Signals (A1l Modulated)

Shuttle-to-TDRS

Shuttle-to-Ground

2.2175
2.287%

2.250

Triplexer Rej.
puts to -63 dB

51 (125W)

42

FREQUENCY POWER LEVEL
BAND ORIGIN (GHz) (dBm) COMMENT
Ku-Band| Shuttle Radar 13.775 43 ave e 20 watts
60 peak 1 kw
(output noise
determined by
gain, 40 d8,
NF, ~30 dB)
Shuttle Comm 15.0085 45 o 30 watts
(noise as
above)
S-Band | Shuttle-to- 1.762-1.842 o 7 watts max,
Payload (20 Channels (for triplexer
SGLS) rejection
38.5
2.026-2.118 Antenna gain
(29 channels unknown. XMTR
STDN) spurious 85 dB
below carrier
Shuttle-to-Ground| 2.2175 (Ch.4) | 38.5 e (For triplexer
2.2875 (Ch.18) rejection,
(STDN & SGLS) Hemi and quad
antenna gains
unknown

Spurs: <-63dB
2nd Harm:<-25dB
>3 Harm:<-35dB

e Harm Spurs:
<-10 dB 2nd
<-20 dB 3rd
<~76 dB>3rd

® 15 watts,
FM mode
A1l spurs:
<-65 dB
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5. DETAILED DESIGN AND PARAMETER OPTIMIZATION (TASK 3)

Task 3 of the Signal Design Study for Shuttle/TDRSS Ku-Band Uplink
covers detailed design and parameter optimization of a detailed design of
the PN despreader, the PSK carrier synchronization loop, and the symbol
synchronizer. All critical parameters are to be identified and optimized.
This section documents tne work performed during the Ku-Band Uplink Signal
Study in response to the above task definition. The noncoherent AGC
analysis is presented in Appendix A.

5.1 ORBITER RECEIVER BLOCK DIAGRAM

Before proceeding to the analysis and detailed design of the PN de-
spreader, PSK carrier synchronization loop, and the symbol synchronizer
it is first convenient to briefly discuss an overall receiver configuration
derived in the study and to identify the operational units of interest.

The receiver functions required to receive and convert the Ku-band
uplink signal into the two data streams of 72 and 128 kbps must be provided.
These include

e Provision of adequate G/T

e Spread spectrum processing

e Provision of coherent demodulation references

¢ Provision of synchronous timing for matched filter data detection

e Local correlation with frame sync pattern, phase ambiguity
resolution, and demultiplexing

¢ Data quality screening.

These functions are illustrated in the receiver block diagram of Figure
5-1.

A 7.8 dB recommended system G/T, 3.2 dB more than required, is provided
by a 39.7 dB antenna, 6 dB receiver noise figure and 1.3 dB of circuit
losses for the autotrack conparator, transmit receive isolation diplexer,
and signal p-resence calibration components. Double downconversion to
31 MHz is used to obtain stable spur-free performance, as well as cost
effective design commonality with SCTE spread spectrum processing, Costas
detection, and reference oscillator equipment.
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Spread spectrum processing is accomplished with TRW's SCTE design
with only simple modifications to the filter bandwidths and acquisition
sequence made necessary by greater carrier frequency uncertainty and
shorter acquisition time requirements. Synchronization of the local and
received PN codes is achieved by systematic correlation with each possible
code phase until the correct phase is found. Positive carrier doppler is
assumed for the first search then negative doppler if the first search is
unsuccessful. If neither search is successful, the sequence is repeated
until acquisition is accomplished. Synchronization is maintained by a
standar-' timeshare early-late tracking loop. The predetection filter
bandwidth of this loop has been made wide enough to accommodate the sub-
sequent carrier acquisition frequency sweep.

The received carrier is made coherent with the 31-MHz demodulator
reference using a standard Costas loop to derive local oscillators for
the downconversions. Phase error signals for the VCXO are generated using
TRW's SCTE design, again with only some modifications to tracking loop
bandwidth and acquisition sweep rate made necessary by greater carrier
frequency uncertainty and shorter acquisition time requirements. A
recent problem identified on SCTE was false lock on data sidebands. This
resulted from operating with weak signals, at negative SNRs. The KRCE
will not have this problem because the post-despreader SNR is several dB
positive. Phase ambiguity is resolved in the frame synchronizer and, if
necessary, an inverter is commanded.

TRW's SCTE bit synchronizer is directly applicable to synchronizing
the demodulated biphase-L encoded 216 kbps data. This synchronizer uses
a data transition tracking Toop (DTTL) which is essentially a digital
version of a Costas loop. Prior to synchronization, the demodulated data
passes through a 2.16-MHz filter selected to minimize noise and aliasing,
is A/D converted at a 32-sample/bit rate and fed to the DTTL. Integration
intervals are centered on or between symbol transitions corresponding to
the I or Q phase detectors of a Costas loop. The synchronizer includes
provisions to resolve bit or symbol transition ambiguities based on relative
probabilities, and also contains a biphase-L to NRZ bit reconstruct circuit.

PI(ECEB)INK}'PAKEE BLANK NOT FILMED
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Frame synchrenization for demultiplexing is accomplished by bit
correlation with the local 32-bit pattern. Greater than 29 or less than
three agreements correspond to positive and negative correlation and
establish the frame time. Negative correlation results in the invert
command being sent to the bit svnchronizer. The data quality screening
circuit is based on simultaneous uck detection indications from the
Costas detector, bit synchronizer, frame synchronizer, and an enable from
the control panel.

The PN despreader, carrier synchronization loop, and bit synchroni-
zation is now discussed in greater detail.

5.2 DESPREADER

The evolution of a detailed design for the K-band Crbiter receiver
despreader is presented in this section. The key specifications used
during the study are stated and a general design approach is described.

A groundwork of analysis leads to a systematic selection of design
parameters by means of an analysis-based computer program which allows

the selection of the pertinent parameters for optimum performance. Finally,
a description of the recommended despreader implementation and associated
hardware completes the content of this section.

5.2.1 Basic Configuration and Analysis

At the offset certain key specifications were used for purposes of
this study. Every effort was made to make these as realistic as possible
based on the best information available. These specifications are listed
in Table 5-1.

Because of the presence of data modulation at the input to the de-
spreader, a noncoherent detection of Figure 5-2 is used for timing align-
ment of the local PN code. After correlating with the local PN signal,
the received signal is passed thi:ough an IF bandpass filter prior to the
square-law device. The output of the square-law device is then integrated
over time interval T. Since the signal to integrator is bandlimited to
the IF bandwidth BIF’ the sampling theorem is applied to approximate the
output of the integrator as the discrete sum of M (=BIFT) samples. This
integrator output is then used as a test statistic of the acquisition
detection for timing alignment of the PN code.
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Table 5-1. Key Specifications for K-Band Despreader

PN CODE RATE 11.232 MEGACHIPS/SEC

PN CODE LENGTH 2047

PN CODE MODULATION NRZ-L PSK

DATA RATE 216 KBPS

DATA MODULATIOH MANCHESTER 11, BIPHASE L
PN CODE ACQUISITION <10 SEC

TIME

SPECIFIED SIGNAL LEVEL -102 dBm*
DETECTION PROBABILITY 0.99

FALSE ALARM PROBABILITY 1078

CODE DOPPLER +400 Hz

IF FREQUENCY +1.0 Miz + RCVR LO VAR
UNCERTAINTY

BER DEGRADATION <1.5 dB

*
Referred to 34.6 dB; receive antenna.
ik
Receiver LO variation is assumed to be +100 kHz.

1he objective of the acquisition strategy is to adjust the phase of
the locally generated code until it approaches alignment with the phase of
the code on the rec-ived signal. At that time, the bandwidth of the spec-
trum at point B narrows and more energy is allowed through tue bandpass
filter, thus producing a larger signal at the output ~f the square law
detector. MWhen this occurs, the :tput of the lowpass filter will in-
crec ;e in an exponential fashi_., until it exceeds a threshold voltage,
at which time the threshold detector triggers and the system changes from
the acqui¢ition mode to the code tracking mode. At that time the tracking
loop pulls the code generator into synchronization with the code on the
received signal. If the threshold detector is rot triggered after a
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specified dwell time, the acquisition logic shifts the phase of the PN
code generator by a fraction of a chip and the process is repeated.
Because of the channel noises, there exists some probability that the
acquisition detector misses the in-sync charce and continues to search
for the timing. This case, called missed detection, is undesirable. On
the other hand, during out-of-sync conditions, the acquisition detector
may falsely pronounce the in-sync because of the channel noises. This
case, called false alarm, should be minimized.

In a prebabilistic sense, the output of the Towpass filter has a
probability distribution function that varies as a function of the degree
of correlation of the received and local PN codes. When the codes are
not aligned, the voltage pdf at point C is essentially gaussian. When the
codes approach alignment, the voltage at point C will include a narrow-
band phase-modulated signal, plus a yaussian noise term gererated by
receiver noise and a fraction of uncorrelated signal. The square law
detectoi will respond to the phase modulated signal as if there were no
phase reversals, if the signal envelope is essentially undistorted by the
bandpass filter (i.e., if the BPF is wider than the signal spectrum).
Under these two conditions the square law detector output pdf at point D
will be either Rayleigh or Ricean, and given by

2
-
202
P(v) = 35 e (5-1)
g
or by
w2+ 2p
_ S
v 202 u/?ps
P(v) = 5 e IO 5 (5-2)
ag [o]
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where

o 1is the standard deviation. 02 corresponds to the total noise
power into the square law detector, which corresponds to the
total energy input, less the energy in iae correlated signal.

P_ is the power in the undistorted signal
I_ is a modified Bessel function of the first kind of zero order

v 1is the envelope of the combined signal

In order to achieve reasonable probabilities of false alarm and of
detection, a decision threshold must be established, as illustrated in
Figure 5-3a such that the integrated areas under the two pdf's and above
the threshold is small for the noise alone case and large for the signal
plus noise case.

0.7
NOISE ALONE
0.6
0.5~ THRESHOLD
e 0.4 — % Pal
ﬂ. I
03 7 //
V////'/,////
0.2 o //,’
/221/4;
0.1 /i/;74,
) /«;///'///,
0 L WL

Figure 5-3a. Probability-Density Functions
for Noise Alone and for Signal-
Plus-Noise, Illustratino the
Process of Threshold Deteciion

As a practical matter, it is necessary to provide additional filter-
ing after the square law detector to improve false alarm and detection
probabilities. Depending on one's point of view, the filter can be
viewed as performing a filtering operation, or as providing integration
gain. In the former context, the Towpass filter reduces the time
variations or ac components at the output of the square law detector.
This is equivalent to reducing 02, and to peaking up and narrowing the
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two distributions about the mean value which in turn is the steady state
dc value. Inasmuch as lowpass filters have a time constant, their output
voltage response to a step change in the input is an exponential ramp
(corresponding to integrating a charge on a capacitor). In this sense the
lowpass filter may be regarded as an integrator that improves SNR with
time.

Figure 5-3b is a plot of the steady-state dc voltage at the output
of the lowpass filter as a function of p = re/rC where T is the error in
code alignments. The ordinate is normalized with respect to the construc-
tion due to thermal noise alone, vy = k Teq B. It is assumed that:

1) The receiver has an ideal AGC system which maintains total
energy into the despreader constant

2) An ideal PN code with no minor correlation peaks

3) Data modulation effects are minor, but data and doppler band-
widths are important

4) The bandpass filter's bandwidth is 1.7 MHz with an ideal
response

5) A1l spectral densities near the center of the band are
relatively flat.
The sidelobe peaks evident in Figure 5-3b occur if p is an integer and
are caused by the energy in the uncorrelated carrier that passes through
the bandpass filter to the square-law detector.

The despreader designer is required to establish a thre. :1d voltage
for the threshold detector which is used to indicate that the received
and locally generated codes are sufficiently close to alignment that the
code tracking lcnp can pull in. This is equivalent to choosing a voltage
higher than the peaks that occur when p is an integer other than zero, and
lTower than the peak that occurs when p = 0. This seems to be reasonably
straightforward for any single value of signal strength, C. Note, how-
ever, that it is not possible to select a single voltage that is accept-
able for all possible values of signal strength. Also, the ratio of the
main peak to sidelobe peaks becomes very small for the weaker signal
approaching 1.60/1.10 = 1.455 at C = -98 dBm. Inasmuch as the threshold
trigger must operate reliably for changes ot voltage within a few percent
of the threshold level, it would be desirable to improve this ratio - a
matter which will be discussed further.
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5.2.1.1 Level Compensated Acquisition Subsystem

From the foregoing, it is desired to revise the acquisition strategy
to permit setting a decision threshold for the weak signal case that will
not cause a false trigger with a strong sigral. The trick lies in nor-
malizing with a voltage proportional to the peaks of the sidelobes of
the correlation function of Figure 5-3b. Figure 5-4 is based on the data
of Figure 5-3b, and corresponds to normalizing by the value of the side-
lobe peaks. It is apparent that a single threshold can be established
that is valid for all signal levels, although it would be triggered sooner
by the stronger signals. Even so, ¢ would be within one-half chip of
alignment, and the tracking loop wculd pull the local PN code generator
into synchronism with the received code.

30

CANDIDATE
THRESHOLD LEVEL

Figure 5-4. Normalized Correlation Voltage
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The ratio of the peak of the correlation curve to the peaks of the
sidelobe can be improved by subtracting a voltage from the output of the
square law detecior that equals the sidelobes peak. This is easily
achieved with the circuit of Figure 5-5 which samples the received signal
ahead of the correlator, generates a dc voltage at the output of the
lowpass filter, and subtracts it from the lTower lowpass filter output
before presenting a voltage to the threshold detector. The output of
the summing junction is always negative, except when |p| < 1.

The output of the upper channel is proporticnal to the sidelobe peaks
because these peaks correspond to multiplying the received signal by a
PN code whose crossings are in synchronism with the crossings of the
received code, i.e., where p is an integer. But this corresponds to
multiplying by a 1, since the product of a PN code with another code,
or with a 1 yields a signal with equivalent spectra. Multiplying by 1 is
equivalent to not multiplying at all, as illustrated in Figure 5-5. A
level set attenuator is used, however, to compensate for the insertion
loss of the balanced mixer (correlator).

Y] BANDPASS | DOLARE | |Lowass
® FILTER FILTER
DETECTOR
SQUARE
Receivep | power FJ BANDPASS LOWPASS| *
SIGNAL ] Diviper [ PJCORRELATOR |1 ¢ yep [ 'B‘E‘:'ECTOR“’ e P12
B ¥
PN CODE
REPLICA DISMISSALL, |
GENERATOR THRESHOLD
(141 MBPS)
STEP ONE- HALF CHIP T0 NEXT POSITION
BEGIN TRACKING CODE |
IF THRESHOLD EXCEEDED" !
10
TRACKING LOOP

GAIN CONTROL

Figure 5-5. Block Elements of PN Code Acquisition Strategy
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Normalization is obtained by making the dismissal threshold prupor-
tional to the signal level derived from the upper compensating channel.

Note that the dc voltage from the upper lowpass filter would not
change with signal strength if the receiver has a perfect AGC. In
reality, the upper channel simply provides a dc voltage that is propor-
tional to the total energy from the power divider on the left. Inasmuch
as an ideal receiver AGC would keep the total energy (signal + noise)
constant, the despreader circuit has no way of knowing whether the SNR
is high or low. Nevertheless, the parallel compensating circuit is quite
useful in that it compensates for an imperfect AGC which would allow the
total energy to vary by 1 dB, or #20 percent. Further, it provides a
means of suppressing the voltage level into the threshold detector to
improve the ratio of maximum-to-minimum voltage, and thereby to ease
circuit sensitivity requirements.

To evaluate the accuracy of the curves in Figures 5-3 and 5-4, a
series 0f laboratory measurements were made using one PN generator to
simulate the data source, and a second PN generator to PN modulate the
data. The second PN generator was hardwired through a controllable delay
to a balanced demodulator. The results are shown in Figures 5-6 and 5-7.
Data was taken for three levels of AGC performance, with variations of
+1 dB. Figures 5-6b and 5-7b correspond to a -98 dBm signal level, and
Figures 5-6¢ and 5-7c correspond to a -88 dBm signal level. The reader
will be able to compare results by adding 1.0 to the ordinate of Figure
5-7 and comparing with Figure 5-4.

5.2.1.2 Statistical Characteristics of Signals for Acquisition Detection

For evaluating the performance of an acquisition detector, we shall
examine the statistical parameters of the output signals of the IF band-
pass filter for the in-sync and out-of-sync conditions. Let the received
signal input to the despreader be represented by

r(t) = /Z_P: P(t) d(t) sin(wIFt + ¢) + n(t) (5-5)
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where

Pz = the signal power

P(t) = the PN sequence waveform of {+1} with code length M

d(t) = Manchester coded message {+1}

“IF

el IF carrier frequency

¢ = the carrier phase

n(t) = bandpass Gaussian noise process with zero mean and spectral

power density

No
7 (Two-sided)

J?NC(t) cos(mIFt+¢) - /?Ns(t) sin(mIFt+¢)

NC(t) and Ns(t) = Jow pass Gaussian noise processes wi.h the same mean
and spectral power density as n(t)

The correlating signal resulted from multiplying r(t) by the local
PN sequence P(t+t) is

¥1(t) = /2P, c(t,t)d(t) sin(uw ptte) + n(t) p(ter) (5-6)
where
c(t,t) = p(t) plter)

~
n

time misalignment from the received sequence

This signal is filtered by the IF bandpass filter. Assuming that the
data bandwidth is smaller than the IF bandwidth BIF and that the data
d(t) may be further neglected for the simplicity of analysis, one may ex-
press the output of the IF filter as shown in Equation (5-7).
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Yo(t) = yy(t) * hye(t)

= /B, (lc(tye) sinfwgptrei] * ()

+{In(t) p(t+a)] * hpp(t)d (5-7)

where

hIF(t) = the impulse response of the IF filter
* denotes the convolution operation

One may examine the properties of yz(t) from its power spectrum:

P
[¥p(0) 12 = 2 IS (wtupprt) + S (wmupps)] [H (o) |2

2 * 2
+ LS ? T s ()] [Hw)| (5-8)
where
Sp(w,r) = the power spectrum of c(t,t)
Spn(m) = the power spectrum of p(t)
|Sn(w)]2 = the power spectrum of n(t)
Ny . .
VT for lw-uIFl < B, (Noise bandwidth)
0 elsewhere
and
HIF(w) = the transfer function of the IF filter

Here it has been assumed that the p(t) and n(t) are statistically
independent.
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It is known that the spectra of a PN code p(t) and its correlating
signal P(t) P{t+t) for a large code length can be approximately expressed

as: [6]
wl

- .2 _C _
Spn(u) = T, sinc ( 5 ) (5-9a)
H
and
/Tc I}cl s1nc JTJ'_Z_C'
1102 ine 101 - dxly e
1 - )¢ sinc”® [(1 - ) =] S.(w)
T T 2 s
c c
Sp(w,r) =< for ITI < Tc
T
132 2 L3l 2 ]
T, [( TC) sinc” ( T, -ird (5-9b)
voowl
\ 1212 sinc?((1 - LEly =93
c
for || > TC
where
Y = t in reduced modulo in (O,TC)
Syl = 21 ) 6o - Zm,
n=-ow c
6(w) = a delta function
sinc x = 512 X

Two conditions - in-sync and out-of-sync will be discussed separately.
First for t > Tc’ the out-of-sync condition, the signal c(t,r) remains
a wide spread spectrum. The first term in the expression (5-8) %pows that
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the modulated signal c(t,t) sin(wIFt + 8) may be approximated as a
noise-1ike signal since its power spectrum, a frequency shifted spectrum
of c(t,t), is filtered by IHIF(w)l2 and remains nearly flat in the band-
width of the IF filter. In the sequel, it is, therefore, reasonable

to assume that, for the out-of-sync condition, the first termm in yz(t)
behaves 1ike a bandpass Gaussian random process with a zero mean (in
fact, one can show that its mean is proportional to :l) and with an

M
equivalent variance 012 as d.:ined by
2 - 2 d
0" =P, f Splwwppst) [Hp(0)]® 57 (5-19)
=GP+ (-2 c,p

here Te [0 2 Lol 2

¢ ‘T/_; sinc®(p — ) Hip(0)]® do (5-11a)

T ® (w-w )T’
C, = 5 [msincz((l-E) ——F—" ) Hyp(0) 12 g (5-11b)
p = the normalized variable of (= )

o
The value of the parameter  is defined to be in the interval [0,1].

B
For an ideal IF filter, i.e., Hyp(w) = 1 for |w-upp| < —%E and 0 else-
where, the expression Cl and C2 can be simplified as

T Byp/2 T
W
¢ =58 [ sinc?(3 =) do (5-12a)
Byp/2
L B2 -
W
CZ = 2—:’[ sincz((1-3‘) —é—c-) dw (5-12b}
17/2

Thus, we may conclude that, for out-of-sync condi. ., the signal yzft)

can be approximately represented as a bandpass Gaussian random process
and denoted by
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yo(t) = /2 Noc(t) cos wpct - /2 Nos(t) sin wppet (5-13)

where Noc(t) and Nos(t) are two lowpass Gaussian random processes with
zero mean and with the same vz iance °§0C = °§OS‘ The sum of these two

variances is

2 2 2 2
°% " °Noc  “Nos T °1 * Mo BirF (5-14)

where

No BIF = the variance of the channel noise.

Here is has been assumed - .* the noise bandwidth Bn is much larger than

%—. Substituting the exp..>sion (5-10) into Equation (5-14), one has

c
the variance of yo(t) as follows:

oso = Ny By (i * k) (5-15)
where
Ky = (&2 c, + (1-3)2 C,] (SNR) (5-16)

(QNR)I: = the IF signal-to-noise ratio

£

No BiF

This shows that the variance of the equivalent rando~: process yo(t) for
the out-~f-sync is not only a function of channel noises, but also a func-
tion of the IF signal-ta-noise ratio, system parameters C] and CZ’ and

the position of the timing misalignment . Next, v2 shall examine the
signal yz(t) for thi. .- sync condition. '« indicated in Equation (5-9b),
the signa: c(t,t) sin(wIFt+e) .unsists of two types of components - nne

in spread and the st"er despread. The component with spreading spectrum
will also be treaies as a part of nnises while the despread part, a
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stream of delta functions, is filtered by HIF(u) so that only the dc
component remains in the output of the IF filter. One may express the
signal yz(t) for the in-sync case as follows:

y(t) = V2 (1-|o]) /P, sin(ujpt-0) + Nj(t) (5-17)
where

p = the normalized time misalignment (%—)

6 = phase angle of the despread signal

Np(t) = J?Nlc(t) cos wyrt - J?NIS(t) sin wpct (5-18)

or }= a lowpass Gauvssian random process with zero mean and

NIS(t) variance 051/2
2 _ 2
ont = NoBrp * o C3Py (5-19)
IF) c 2
= ——- sinc (p —_—) IHIF(”)' do (5-20)

Similarly, the variance °§I can be expressed as

2
ont = NeBrp (1 + kp) (5 21)

where

k, = (SNR),r 0% C

2 IFP *3
The narameter k2 is functions of IF signal-to-noise ratio and t1m1nq mis-
alignment p. The signal y;(t) is also bandlimited to (“IF —E—,

B
IF
+—2-.
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The in-sync and out-of-syrc signals, yI(t) and yo(t), formulated
above, are inputted to the square law detector then integrated. Based
on a test statistic, the output of the integrator, the acquisition
detector decides whether the PN code is in-sync. Sampling approach will
be used for the formulation of the test statistic of the acquisition
detection.

Finally, the timiny misalignment p used in the above must be specified
for the following study. Here, we shall assume that the p for the in-
sync case is in average equal to %5, half of acquisition steps adopted
in the acquisition scheme. The aAc is the step size of the local PN code
timing to advance (or to retard) whenever the acquisition detection de-
clares "out-of-sync." When the local PN code is completely misaligned
with the received code (out-of-sync case p > 1), Lhe correlating signal
remains in spread. Hence, it is treated as a part of ncises. Although
the amount of power contributed by this spread signal depends on the
relative misalignment to the received signal, as indicated by (5-15),
we shall consider this noise power in the worst case by assuming 3 = 0.

Effect of Doppler

As discussed previously, it is clear that the output of the integrator
is proportional to the total signal and noise power passing through the
IF bandpass filter within the integration time (or dwell time). However,
in the practical case, the relative alignment of the local and received
codes does not remain constant throughout the dwell time, because of the
doppler effect on the received signal. Therefore, it is necessary to take
into account the effect of doppler slippage on the signal and noise power
input to the integrator.

For the out-of-sync case, no correction is needed to include the doppler
effect since the wor.t case was considered. However, for the in-sync case,
the factor |p|2 in equation (5-21) must bs modified accordingly.

Let fcd be tin .oppler code rate and % be the initial misalignment
at t=0, then thc variation of p(t) is

o(t) = °o + fcdt
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When f_,=0, the factors (- [pl)2 and p2 should be (1 - |po|)2 and
002, respectively. But, when fcd#O, the correction factor for the
factor (1 - Ipl)2 is

T

1 2
Lang = (1 - Je(t)])F at
D01 (v - |o°|)2T ](; °

Assume that the dwell time is so small that fchD is only a fraction
of fo° In general this should be true, otherwise it would be very dif-
ficult in aligning the local and receised codes. It is assumed for the
worst case consideration that the doppler code rate fcd is positive. Then,
substituting p(t) into the integral, one has

2
oy Ml T (gD
bo1 ol 31410 ?

L (5-22)

Similarly, one can compute the correction factor for lpl2 as follows:

2
fchI R (fch)

=1+ 5 (5-23)

[o]

n 3 o

In addition to the consideration of doppler effect, filtering and
circuit loss prior to the despreader LC and IF bandpass filter loss Lf
are also taken into account in the c.aluation of the operating character-
istics of the acquisition detection.

In summary, the system parameter °§I becomes
2 =N By (1-k',) (5-24)
NI T Yo PIF 2

. 2
where k', = (SNR);p o5 C3 L.
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During acquisition the wprst-case predetection SiR is given by

Pt ooton
X=NTm) 8 (5-25)
o' IF

where

L

c all circuit losses prior to despreader

Lf despreader BPF loss

An interesting result here is that the ratio of out-of-sync noise
power density NO(OUT) to the in-sync noise power density NO(IN) is always
greater than unity. The ratio of the in- and out-of-phase noise densities
will be useful later and is given by

N (0uT)
R = W (5-26)

5.2.1.3 Determining the Dwell Time and the Threshold For PD and PFd

The preceding section has reduced the synchronizati .. problem to
one of deciding between the two hypotheses

HO: y(t) = nOUT(t) (5-27)

H,: y(t) = (1 - |o]) J?F; 2(t) sin(mIFt+¢) + nIN(t)

This, of course, is almost identical to the classic radar detection
problem described by Marcum [7], except that the spectral densities of
the two noises are different. However, this difficulty can be easily
overcome. Marcum shows that a nearly optimum detector consists of a
square-law device followed by a post-detection integrator (PDI) and a
threshold comparator. The output of the square-law device near dc is
proportional to the total energy in the input signal y(t). The PDI acts
to increase the SNR of its input by roughly N = BTD. The output of the
PDI after TD seconds is compared to a threshold which is chosen to meet
the requirements on Pd and Pfa'
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For large N, Marcum shows that the normalized threshold voltage
required to meet Pd = 0.99 is

A - 1+2X _
9—m-]+x-2.32 ——N (528)

Furthermore, the pair N and ¢ yield a probability of false alarm per
sync position equal to

v N 8\H exp[-N(8/R-] i
Pea = J 7 ®) N %Le/'R'(—)'_—:-] o (5-29)

Equations (5-25), (5-26), (5-28), and (5-29) provide the solution to the
detection problem. First, a value of N is chosen and TD = N/B is used
to deteimine X from (5-25). Equation (5-28) then yields a value for o,
and then (5-29) gives a value for Pear If Pe, < 10'6, the process is
complete. Otherwise, a larger N is chosen and the process repeated
iteratively by a computer program.

5.2.1.4 Seiting the Threshold Voltage

Consider the channel stown in Figure 5-8. This channel can be used
to measure the out-of-sync noise power NO(OUT) B, and thus can be used
to set the threshold voltage. The received spread signal r(t) is passed
through a BPF and a square-law device identical to that in the detection
channel. The spectrum of this signal is well known (See [8]), and the
portion of this spectrum in the frequency band (-B, B) is shown in Figure
5-9. If this signal is passed through a narrow lowpass filter (LPF),
the output voltage will be nearly constant with magnitude equa. to the
dc voltage, or

VLPF N NO(OUT) B (5-30)

where NOUT is given by Equation (5-15) with |3| = 1 and the required
threshold voltage is given by (5-28).

() Yout | SQUARE-LAW | 4y \ v
L e 2T | ENvVELOPE U P R B TH
DETECTOR

Figure 5-8. Channel for Setting Detection Threshold Voltage
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Figure 5-9. Spectrum of Squared Noise About DC

It is now necessary to determine a threshold value to assure that
the system will stay in lock during code tracking. The acquisition
circuit will continue to operate in the same fashion as before, but with
the thr¢ .hold voltage changed to ensure a reasonable probability of false
dismissal throughout the duration of one pass by each TDRSS satellite.
The worst case will occur near the beginning or end of each pass when
the signal is weakest, thus the interval between false dismissals should
be longer than the part of each pass when the signal! is weakest.

The probability of false dismissal in any interval T is given by

o N
Pep = 1 = Ppr

where PDT is the probability of detecticn per trial, and N is the number
of dismissal opportunities, given by T/TD. Rearranging, leads to

Tp
Por = (1 - °¢p) 7

During the tracking mode PDT 15 set to 0.99 for a T = 100 minute interval
by appropriate lowering of the threshold voltage.
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5.2.1.5 Tracking Analysis

A timeshared early laie tracking loop will be used in the despreader.
In such a loop the incoming signal is alternately correlated with the early
and late versions of the local PN code and the error signal is obtained by
alternately inverting the demodulated correlation signal and lowpass
filtering the result.

The block diagram of the timeshared loop is shown in Figure 5-10.
The received signal is multiplied by the local code which is alternately
obtained from an early or late port of the PN code generator, in accord-
ance with the binary squarewave, q(t). The output of the square law
detector will be amplitude-modulated if the code loop is not in synchroni-
zation. The output is product-detected, with the output of the product
detector used an an error signal which is applied to the VCO through the
loop filter.

r(t) SQUARE LOW |
BANDPASS FILTER T—u DETECTOR
q(t) | switcH qlt) PRODUCT
Q 41 DRIVER —®| DeTECTOR
LATE] |EARLY
PN VCO LOOP
GENERATOR [¥— cLock FILTER

Figure 5-10. The Time-Shared Early-Late Loop
for Tracking a PN Code

For the following, the assumed signal parameters are summarized in
Table 5-1. Note that the tracking code doppler differs from the acqui-
sition doppler. The reason is that when the sync acquisition circuit
declares sync, the code clock may be offset by up to +400 chips/sec, so
the maximum doppler seen by the Toop during acquisition is +400 chips/sec.
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5.2.1.6 Linear Loop Analysis

The mathematical model for the linear loop is shown in Figure 5-11.
The constant Kd is the gain of the detector characteristic and is propor-
tional to the signal strength. The constant Kv is the VCO gain, and the
constant KG is an arbitrary gain which will be chosen to meet some
specification on performance. The requirements on this loop are that the
degradation in the data detection channel due to the Toop timing jitter
be less than 1 dB and that the average total despreader acquisition time
be less than 10 seconds.

=

4 F(s)

Figure 5-11. The Linear Model of the Loop
The Toop input signal can be represented by
p;(t) = o5  + b (5-31)
where pi(t) is the normalized difference between the true delay and the

acquisition circuit's estimate. From Figure 5-11 the closed loop transfer
function is
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Po(s) Eféil

Y = -
S

where s is the LaPlace variable and

v K (5-33)

is called the loop gain.

The loop filter is assumed to be an imperfect integrator, or
F(s) = 2 1 >t (5-34)
1 + s r]’ 1 2

A circuit which closely approximates this transfe: function is shown in
Figure 5-12. From this figure, the filter time constantc are given by

M= (R-' + R2)C (5-35)

Ty = R2 C

Additionally, the circuit has a dc gain given by GDc = -R3/R1.
Substituting (5-34) into (5-32) yields

]+g;§
“n
H(s) = (5-36)
1+ (27 + fﬂ) 54 52
¢ TG w 2
n wn

where

v 12 [G
;=5 J;]- (5-37)

is called the lcop damping factor, and

oy = ‘[5 (5-38)
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is called the loop natural frequency. Typically ¢ is chosen to be
1/V2 = 0.707 so that the loop is critically damped. The loop transfer
function for this case is then

1+ /73
“n
H(S) = ) (5-39)
1+ (/24 h) S+ 5 _
G’ w 2
n W
n
R3
VWA
C Ry

——{——w]
h\\\‘\k

,//ﬂf'r °

l HIGH GAIN

= OPERATIONAL
AMPLIFIER

Figure 5-12. Loop Filter Circuit

One of the contributors to the final timing error can now be com-
puted. This error is the mean steady-state tracking error due to the
input signal alone. From the definition of H(s) in (5-32), the loop
error signel is related to the input signal by

e(s) = p;(s) [1 - H(s)] (5-40)

From (5-31)

p

o,(s) = -9y i% (5-41)
S

1

The mean steady-state error signal is given by

T O LIM e(t) = LIM se(s) (5-42)
$eo $+0
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Substituting (5-40) and (5-41) into (5-42) yields

(5-43)

ofo.

e:

Equation (5-43) states that the mean steady-state error is caused by the
lag in tracking the code doppler and can be made arbitrarily small by
increasing the loop gain G, as would be expected.

The other final timing error contributor is due to the input noise.
The standard deviation of the steady-state error signal, called the tiring
jitter, has been derived by Hartmann [9]

1
0.453 - o
2 (B (o.005 B (5-44)
O B SNR 7.2 2
(1 - :—) (SNR)
C

In (5-44) AT is the amount the early-late code is eariy or late. It is
assumed to be

AT L L1 /6.

A loop with AT = 13% 1, Is termed a "one-a loop" since the detector

characteristic is linear over the interval (-rc/z, rC/Z) with length
one chip time. Also in (5-44), 1/2 Tq is the frequency of the squarewave
q(t), and B, is the loop bandwidth defined by

B, - ;_" /: H(iu[? du (5-46)

Substituting (5-39) into (5-46) yields, for large G

BL = 0,53 wg Hz (5-47)
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In order to choose BL or w, the acquisition trajectories of the
feedback luop must be considered. Nielsen [10] shows that the loop will

acquire or Tock onto the code as long as w, > 6,. It is therefore
assumed that

n

wy = 2A6a (5-48)

Note that here 6a is the acquisition code doppler. Thus with 6a = 400

[ >4
L]

800 rad/sec (5-49)

and from (5-47)

B

i

L = 424 Hz (5-50)

Now substituting (5-45) and (5-50) into (5-44) and assuming that
1/10 BT, is negligible
o, = 0.039 chips (5-51)

The loop gain G can now be chosen to make ¢, as given by {5-43), smaller
t'm o> For 5 = 900 chips/sec and

G =10° (5-52)
Then

€ = 0.0071 chips (5-53)
The sum of (5-51) and (5-53) will be czlled the total timing jitter

UTOT = Oe + -t":- = 0-04 Ch'ipS (5'54)
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5.2.2 Recommended Despreader Design

During the course of the uplink study se.«<ral alternate despreader
designs were considered. These included both sequential and adaptive PN
acquisition techniques which promised somewhat faster acquisition times.
These approaches are characterized by increased complexity and higher
associated risk/cost and were also judged to be somewhat less flexible
than the rather straightforward approach recommended within the available
resources of this study effort.

The baseline despreader, shown in Figure 5-13, is a slight modifica-
tion of the S-band approach. For an improved acquisition perfc—mance the
dual-frequency search of Figure 5-14 is incorporated. Filter bandwidths
are changed and ccne phase dwell times are reduced hv a factor of 4,
otherwise the approach is identical to S-band. The despreader logic
flow diagram is shown in Figure 5-15.

ZPREAD SPECTRUM PROCESSOR - DETAILED BLOCK DIAGRAM ;

IF INPUT FROM PF INTEGRATE L PESHOLD
lzra?r%c';é?l) 2 30.45 MHz AND DUMP g | DETECTOR
BW 1.7 MHz
MODULE B Mh) enveLorz] JieF - 400 kH2 L,
[ [ z PN CODE

DETECTOR [ P}BW - 1.6 MH
BPF __T“ : v i Lock
F 31.55 MHz —— ‘\-rooo
BW 1.7 Mriz] LPF 400 KMz LOOP PN CODE | | | SAMPLE | QJGAIN oTEST P INT
BW - 1.6 MHz FILTER hl_‘icxo ) | | AND Hoto[ T jaDJusT] | #TO SWEEP
qp - | conrRoL
‘ _1 GATE DUMP |
- ENVELOPE ;30”‘ | | ¢
T
J ) D | perecTOR N TIOL
6.3 KHz ’— CONTRAL LOGIC
POWER PP CHIP EARLY 2047 BT
DIVIDER o }/2 CHIP LATE _ JPN CODE i IALI’ERNATE
ON-TIME CODE _ |CENERATOR] PN CODE e} .
< I S croce _J ——4+—4 DESPREAD
o= - . IF QUTPYT
? ¥N CODE TO IND IF AND
CATE DETECTOR
- MODULE
(31 MMHz)

Figure 5-13. Baseline Despreader

The critical parameter having the most affect <n performance is the
allowable code phase cwell time, Tp. The dwell tine must be consistent
with Py = 0.99, Ppy = 107%, and the C/i into the cospreader. Design
point C/No's are derived in Table 5-2 with at least a 3 dB margin.
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‘ %2 SANDWIOTH
81 BANDWIDTH = 170 ¢ =31.55

P AL 31,0 s 32,0 Mt

Fivwre 5-14. Two Bandpass Filters Used to Accommocate Total 2.2 MHz
Frequency Uncertainty

Table 5-2. 3 dB Minimum Margin at Design-Point Carrier-
to-Noise Densities

" [ itcevum SIGNAL LEVEL FOR 10 SEC ACGUISTTION SAINIMUM TDRS ERP FOR ACOUISTTION
53.2.1.2.2.1.2.1) (RFP AMENDMENT NO. |, CHANGES)
~102.0 dBn AT QUTPUT OF 34.6 ¢ ANTENNA 36,6 dbw TDAS EMP
4 5.1 dB AGAIN CF 37.7 dii ANTENNA -207.7 48 SPACE LOSS
31,9 d3-°K SYSTEM NOISE TEMPERATURE (1549°K) 78 /X G/
-166.7 dBm/Ha Ny, 0.2 8 POLARIZATION AND TRACKING LOSS
69.8 -Hx C/N, 65.1 48-Hz C/Ng
66.0 dB-+iz DESIGN POINT 62,1 d8-4z DESIGN POINT
-

Figure 5-16 is a plot of allowable dwell times vs P, for various values
of C/No at a fixed detection probability of 0.991. The computer program
which derives these curves accounts for all losses and degradations caused
by 1) filtering prior to the despreader, 2) bandlimiting of despreader,
3) doppler code drift, 4) maximum quarter-chip offset of the half-chip
increment search, and 5) increase in noise density caused by the PN code
spectrum in the out-of-syn¢ condition as discussed in Section 5.2.1. A
dwell time of 155 usec is chosen which is consistent with the PD = 0.99;
Pra = 1075 requirement at 66.0 dB-Hz (adjusted - 102 dBm received power
requirement). The time required for a complete doppler-expanded code
search over two frequency bandwidths is 1.45 seconds (excluding false
alarms). For Py = 0.991, one complete search is required at 66.0 dB-Hz
and five complete searches at C/No = 61.6 dB-Hz.
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Figure 5-15. Code Acquisition and Tracking Logic Flow Diagram
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Figure 5-16. Dwell Time Versus P,

This can be seen by reference to Figure 5-16. Note that the design point
dweli time corresponds to a PD = 0.61, PFA = 10" 3 If five sweeps are
used P = 1 - (. 39) = 0.991. A single threshold check in tracking is
sufficient to reduce false alarm probability to ~ 10~ 10

Code acquisition time is computed for an overall 99% probability.
Therefore, sufficient time must be allocated for the active code search
plus time penalties caused by false alarmms. Hence, the quoted acquisition
times are consistent with the following criteria: within time TACQ the

probability of code sync is at least 0.99 and false a]arms have dismissed
with probability 1-10°°, i.e.,

Pr[true sync in time TACQ] = P}[code acquire,dismiss all false alarms]

= (0.991)(0.999999) > 0.99

Analysis shows that for C/N = 66.0 dB-Hz the number of false alarms

< 1 with probability 1-10" -6° and for C/N = 61.6 dB-Hz the number of false
alarms < 64 with probability 1-10" 6 Reference to Figure 5-15 shows that
the occurrence of a false alarm incurs a time penalty of a 10 msec delay
plus 2 dwells of 309 sec each plus 2 integrator dumps of 20 usec or a
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total of 10.658 msec. Acquisition times consistent with the above criteria

for the specified design points of C/Nu = 66.0 dB-Hz and 61.6 dB-Hz are
1.64 and 8.99 seconds, respectively.

After indications of code acquisition the despreader switches to the
track mode. During tracking the post detection SNR increases since
degradations caused by doppler drift, quarter-chip offset, and spread
spect-~um contribution to noise density vanish. The threshold is lawered
to increase PD to 0.999999999 so that the probability of no false dismissal
during t. maximum length 98 minute transmission is greater than 0.99.

The dwell time during tracking is doubled to decrease the variance of the
noise density. The resulting threshold at the minimum C/No = 61.6 dB-Hz
yields a P = 0.999999999 and a P, = 1.48 X 107'0. The summary of key
K-band despreader design parameters is listed in Table 5-3.

Table 5-3. Summary of Key SSP Design Parameters

RECEIVED
PARAMETER SIGNAL = :';‘ ::’_ NOTES
-102 dpm .
CODE ACQUISITION TIME 1.6 SEC |7.256C | >3 38 MARGIN
CODE PHASE ACQUISITION 154.5 pSEC]154.5 uSEC! 'D =099
WELL TIME N
v [P 20.999999999
CODE PHASE TRACKING 309 wSEC | 309 uSEC |1p0P " jo-10
DWELL TIME LFA
ACOUISITION PREDLTECTION |1.7MHz | 1.7 MHz | DUAL FREQUENCY
SANDWIDTH SEARCH
TRACKING PREQETECTION 4.6 MHz | 4.6 MHz
BANDWIDTH
PROBABILITY OF LOSS OF LOCK | <0.0001 | <0.01 DURING 100 MIN.
TRANSMISSION
TRACKING LCOP BANDWIDTH |400Hz | 400 Mz
(ACCUISITION)
TRACKING LOOP BANDWIDTH | 6 Hz 7 Mz
(TRACKING)
PULL=IN TIME 17 MSEC | 20 MSEC | 4 LOOP TIME
CCNSTANTS
DAMPING RATIO 0.707 0.77
TRACKING LOGP LAG lo.007 cHirl0.008 Crup)
(WORST CASE)
RMS TRACKING ERROR .04 CHIP| 0,05 CHIP
SEP DEGRADATION WITH MAXIMUM
DOPPLER
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5.3 CARRIER RECOVERY LOOP

This section presents the analysis and design of the carrier synchron-
ization loop which performs the next step in the Orbiter acquisition
seruence. The revision of the uplink signal from unbalanced QPSK to
2-ary PSK is a simplifying step for the carrier recovery function and
much of the earlier work to obtain satisfactory performance from the
N=4 class locps with the variable high rate channel could be abandoned.

The content of this section begins with a comparison of alternate approaches
followed by analysis and design of the selected approach. The section
concludes with a performance summary of the recommended carrier synchron-
ization loop.

5.3.1 Costas Versus Z~waring Loop Implementation [11]

It is well known that the Costas loop of Figure 5-17a and the squaring
loop of Figure 5-17b have the same theoretical noise immunity in both
the acquisition and tracking modes. However, in the implementation of a
squaring loop, mechanization of the times two multiplier is an important
consideration insofar as system performance at low signal-to-noise ratio
is concerned. Considerations which must be accounted for in the choice
of the “squaring" approach include a wide dynamic range with respect to
the signal level, good thermal stability, and accurate square law response
over the dynamic range of input signal and temperature levels of interest.
Test results conducted at TRW concerning the performance of an analog
multiplier, indicated degraded signal-to-noise performance relative to
theoretical. In an attempt to overcome the degrading effects at low signal-
to-noise ratios, an alternate approach to the implementation of a squaring
circuit was considered. The alternate mechanization of the loop is illus-
trated in Figure 5-17c.

5.3.1.1 Preliminaries

Figure 5-17c shows the limiter/multiplier type of squaring loop under
consideration. In that figure, h](t) is a bandpass filter with center
frequency W, and equivalent single-sided noise bandwidth Bi(B1 << wo),
given by
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Figure 5-17. Carrier Reccvery Loops
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Figure 5-17. Carrier Recovery Loops

Y
1 H{jw _
Bi-z,,f—u"-)-l-zd«» (5-55)

o [H(3ug)]

where H is the transfer function of the filter. The input signal to the
bandpass limiter is defined to be of the form

x(t) = s(t) + n(t)
with

S(t) = /2 A sin (wot + 8(t))
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where 8(t) is the information bearing signal, and n(t) is the narrowband
noise represented by

n(t) = 2 [nc(t) cos w t - ns(t) sin wot]

where nc(t). ns(t) are zero mean uncorrelated Gaussian processes with

2 - 2 . 2
E[n? (t)] = E[nZ(t)] = o272
2 2 _
op = E[n"(t)] = N B, (5-56)
Eln (t) n(t+r)} =0

In (5-56) N, is the one sided spectral density at the input to the BPF h,.

Through some trigonometric identities we can rewrite the input
signal x(*) in the form:

x(t) = V2 [(A-Ns(t)) sin ¢(t) + Nc(t) cos ¢(t)] (5-57)

where
#(t) = wyt + o(t) (5-58)

Nc(t) = Ni(t) cos (ei(t) - o(t))
Ns(t) = Ni(t) sin (ei(t) - o(t))
The noise processes Nc, NS involve the information bearing signal

6(t). To obtain the statistical properties of NN we can re-write
(5-58) as follows:

Nc(t) = nc(t) cos o(t) + ns(t) sin o(t)

Ns(t) = ns(t) cos oft) - nc(t) sin o(t)
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which gives directly the following, assuming the noise process and the
information bearing signal are statistically independent

EDN(t)] = EING(t)] = 0 (5-59)
EINZ] = E[Ng] = o¢/2
EN_(tIN ()] = 0

If in addition we define the normalized input noise autocorrelation
function to be

Rni(‘l‘) = Y‘n(‘t) cos mo‘t - ® <T <®

where rn(r) is low pass and has the properties

= _ ]
rn(O) =1, Irn(r)l <1,/ rn(T) dr = -

1

then the auto- and cross-correlation functions for N¢(t) and Ng(t) can

be written in terms of rn(r) and on2 as:
o 2
EINN_ 1 = EINN ] = —g— r,(t) s &6_ (5-60)
2
On ——
E[Nchr] = -E[NSNCT] = 5 rn(r) sin A8_

where

ag_ = 8(t) -o(t + 1).
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The ideal i1imiter function is defined such that

+1 if x(t) >0
y(t) = sgn(x(t)) =
-1 if x(t) <0

The input process x(t) can be written, from (5-57), as follcws
x(t) = /2 v{t) cos (¢(t) - v(t))

where

<
1]

/(A-NS)2 + Ni

A-N
y = tmf]( s)

Ne

The limiter output y(t) can be integrated to be [13].

k
s =4 33 G ws 20 Lol - v (5-61)

It is clear from (5-61) that only odd harmonics are present in the
limiter output.

5.3.1.2 Squarer Qutput

To obtain suppressed carrier tracking, the data modulation e(t)
[biphase modulation assumed] has to be removed to create a CW signal
which is tracked by the PLL. This is accomplished by multiplying the
1imiter output (a stream ov +1's) to the incoming signal, and then
obtaining the harmonics around 2w° by passing the multiplier output
through the zonal filter hZ‘ The multiplier output can be written as:

x(t) - y(t) = ¥Z v(t) cos (o(t) - v(t)) (5-62)

k
4 ?_‘; izi;{_cos {(2k+1) [o(t) - v(t)]}

5-45



The second harmonic term can be selected from (5-62) to be the following:

2(6) = 22 (1) cos [2 (a(t) - v(t))] (5-63)

Note then that in the above discussion the filter h2 is assumed a
mathematical entity which selects only the second zone component. In
reality, a physical bandpass filter can only approximate this condition
since the spectrum of cos [2 (¢(t) - y(t)] extends on all w; however,
because of the assumed narrowband (B] << wo) approximation, the error
is small. Notice also from (5-63) that since biphase modulation is
assumed z(t) is actually a CW signal at twice the carrier frequency W,
when the noise effect y(t) is negligible.

Weak Signal Suppression

To obtain the loop error signal, the squarer output z(t) is mixed
with the local reference signal

r(t;e) = -/2 sin Z[wot + 4]

where ¢ is the phase difference between z(t) and r(t;¢). Omitting bu,
terms the error signal that the PLL tracks is then

e(t) = %; V(t) sin [2 (¢ + y(t))] (5-64)
2 2
) (A-NS) -NC ZNc . (A-Ns)

4. T 510 24 - gy 05 2
3n l c+(A_NS) sin &4 c+(A-Ns) CoS ¢

In the case of limiter-multiplier implementation of the squaring loop,
there is signal suppression on e(t), which is a function of input SNR
p;- Suppression in e(t) will affect the loop bandwidth and tracking
performance. The weak signal suppression factor on E [w(t)] as a
function of p4 can be obtained as

i p P P
tLe)] - B e G- S0 (e

This relationship is illustrated in Figure 5-18.
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5.3.1.3 Effective Loop SNR and Squaring Losses

As far as loop performance is concerned the essential factor is the
effective loop SNR (See [12]) which depends on the noise power spectral
density Neq of the equivalent noise process in the error signal e(t),
around zero frequency. Neq is defined to be [13]

Neq =2 [ Rneq(t) dt (5-66)

-0

where neq is equivalent to zero mean noise processes in e¢(t). For the

perfect squaring loop case the auto-correlation function R (t) of the
sq
equivalent noise process has been computed by Lindsey and Simon [13]

to be

- 2 2
Rnsq(t) = 4 [A Rnc(t) + Rnc (t)] (5-67)

where Rn (t) is as given in (5-60). Frum this the equivalent noise
c

power spectral density around zero frequency N__ is computed to be

5q

Caay o]
Ngg = 4 A NOJL (5-68)

where No is the input noise spectral density andel is defined to be the
circuit squaring loss

e §§_o Ji Rncz(r) dr (5-69)

The effective loop SNR Poff for the perfect squaring loop is aiven [13]
in terms ofgdi and the equivalent signal-to-noise ratio in the loop band-
width (B ) of a second order PLL o = A%/N B, by

bes (Perfect squaring) = %zdL (5-70)

5-48



AR 20 SN SRRSRS

To compare the two implementations it is neces-ary to compute the Neq
for the equivalent noisc process in (5-64) and to define the effective
squaring loss in the second implementation through Equation (5-70) by
computing the effective loop SNR Peff" To obtain Neq’ in this case,
requires computation of the auto-correlatior function of equivalent noise
term in (5-64)

N _.(A-N_)
neq =2 2 S cos 2¢
JN 3+(A-Ns)i

Assuming ¢ ¥ 0 (for tracking) the auto-correlation R

ng (r) is found from

{N(A-N) N (A-N, ) }
(5-71)

JN +(A-N)? JN +(A-N,_)?

The correlation times of the input noise process n(t) is much shorter
than the modulation process 6(t), then the actual covariance matrix A of
NC,Ns N_,N__ is given by, for all practical considerations by Equation

ct’sc
(5-72); ¥y is given by

. 2 1 0 yn(t) 0
A= 5 0 1 0 vp (1)
(5-72)
Yn(r) 0 ) 0
0 yn(T) 0 1

For simplicity in notation, define
X = Ne» Xp = N,

yp = A-Ngoyp =A-N
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Then the joint density of X1s Yy X9 ¥ is given by

2
- 1 ] n 2, .2 2 2
Plxg2y15%p2yp) = PRIV A V2T [(x3#x5+(y;-A) “+(y,-R)°)

- 2y, (x) (1%, - (y7-A) (y,A))] (5-73)

Where |a]'/2 - 0—2— [1 - v,2()]. With A # 0 the computation of the
expectation in (5-71) involves quite complicated four fold integrals and
numerical integration seems to be the only possible method of solution.
If A = 0 (which is a good approximation to small input SNR cases), the
expectation can be evaluated exactly. In terms of the noise envelopes
and random phase angles:

2 2

- N B T
Vi— Xt ,ﬂ]-tan (;;),1-1,2 (5-74)

the expectation(5-71) canbe computed from the following integral:

. 2, 2. 2
Ryeq(t) 1 f/ dv,dv, v2 V2 ———«,——-0" vpvy)
T) = —~——m——— V,dv, V e
(5-75)
2n 2w g 2r' (t)v,v, cos (B.-8,)
/f @, 49, sin 2Bsin 29, e D02 2]
0 Jo 2]
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The double integral on ¢] and ”2 can be evaluated directly to be

2n 2% 2

. . % Yn(t) ViVp COS (¢2"1)
db]d¢2 sin Zil sin 252 e 2|Al1/§7

o 2y (t)
( n 'n v]v2> (5-76)

With this simplification (5-75) can be evaluated (See [14]) and
the effective loop SNR can then be computed with the approximation for
small SNR cases, to be
0.
2 (/5 - P 1 5,1 2
L MG ee L ra-DnGh]l e

o _
eff ZNeq BL

where BL is the one sided loop bandwidth and Ne is the equivalent noise

q
spectral density computed from R, ().

eq
This may be simplified to
2
v = A L) ! -
Peff “NB ~ 7 L (5-78)

where4ﬁ{ is the equivalent squaring loss.
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As an example, consider a bandpass filter with an RC transfer
function. The equivalent low pass spectrum for Nc(t) or Ns(t) has
correlation functions:

NWN.
(t) = (t) = 2L ex (-W|t]) (5-79)
Rae Rys . i

Assuming signal distortion due to filtering is negligible, then the
squaring loss for an ideal squaring loop for this RNc(t) is computed
[3] to be:

4 - —— (5-80)
]+K

1

For the same correlation function the equivalent circuit squaring loss
for the limiter/multiplier implementation can be computed numerically.
This result is plotted as a function of P; together with equation
(5-80) on Figure 5-19. It is noted that the limiter/multiplier imple-
mentation has more squaring loss than the ideal squaring loop for low
input SNR cases, which is expected. However, it is interesting to note
that as Py * 0 the difference between the two squaring losses asymp-
totically approaches % 0.8 dB.

As Py becomes large, the A 0 approximation is no longer valid.
However, it is seen from the definition of Neq(t) in (5-64) that

neq - ZNC(t) as py > =
and thus

Rneq(t) + 4RNC(1) as p; » =

Neq -+ 4No as Py * =
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On the other hand, since the signal suppression factor approaches unity
as p; + =, the effective loop SNR approaches, as Py >+ =

PP =1 as > ®
Peff “aN B, §° Py

and we conclude that the loops have identical tracking performance at
high signal-to-noise ratios.

5.3.1.4 Conclusions

This section has developed the tracking performance of a practical
squaring loop in which the times two multiplier is mechanized as a
limiter/multiplier combination; this "squaring" approach serves to
produce the absolute value of the arriving signal as opposed to the per-
fect square law action which is required in order to render acquisition
and tracking performance equivalent to that of a Costas loop. The absolute
value type circuit appears to be the more practical circuit to build when
such things as low signal-to-noise ratios, a wide dynamic range of signal
level and temperature variations are considered. In the signal-to-noise
ratio region of interest, it is shown that an absolute value type "square
law" circuit degrades the input C/No by 0.5 to 0.8 dB over that of an ideal
squaring loop. This also says that the tracking performance of a Costas
loop is better, by 0.5 to 0.8 dB, than that of a squaring loop implemented
with a Timiter/multiplier combination for times two multiplication. At
high SNR it is shown that the tracking performance of the two mechaniza-
tions is identical. In addition, the beat note level and phase detector
gain are nonlinear functions of the signal-to-noise ratio at the input
to the limiter/multiplier. This is of concern as far as .iaintaining the
design point loop bandwidth and damping as the signal level varies. The
Costas loop implementation is therefore recommended.
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5.3.2 Performance Analysis

The carrier recovery Costas loop is analyzed. The mean square phase
error is obtained and it's individual component terms derived and analyzed
separately. Tradeoff curves between mean square phase error and loop band-
width are also presented. Acquisition time and sweep rate for 0.99 is also
determined and the first mean slip time is calculated.

5.3.2.1 Stochastic Differential Equation of the Costas Loop

The Costas loop analyzed here is shown in Figure 5-20 as a short loop.
This is equivalent to the phase lock IF Costas loop (long loop) implemented
in the double superheterodyne PLL Ku-band receiver block diagram when the
pre-Costas BPF bandwidth is wide compared to the data rate.

Z(t) Y (t)

LPF
X r g 6(P)

Zli] cose(t)

Z(t) e(t)
wd P e

900
ZJR; sins(t)

S LPF

>(X
T 1(t) &®) | vy(t)

Figure 5-20, Recommended Costas Loop

5-55



TRW

Following reference [13] it is possible to show that for

x(t) = /25 m(t) sine(t) + ni(t) (5-81)
where
m(t) = signal modulation, + 1
ni(t) = narrowband noise process
o(t) = u t + d(%) + w,(%) = u t + o(t)
doppler transmitter
profile oscillator
instabilities
o(t) = wot + o(t) + y,(t)
a(t) £ olt) - o(t)
then

e(t) = Ky ([as m2(t) - N2(t) + N2(t) - 2 /3 m(t) N (8)] -

(5-82)
sin 2¢(t) + [2 VSo m(t) Nc(t) -2 Nc(t) Ns(t)] cos 2¢(t)}

where

Q
1l

is the proportion of the signal power passed
by the low pass filter having noise bandwidth BI

1]

Nc(t)
Ns(t) = Ac(t) sine(t) + As(t) cose(t)

Ac(t) cose(t) + As(t) sins(t)

where both A, and As(t) are assumed to be statistically independent station-
arv W.G.N. processes of single sided spectral density No w/Hz and double
sided bandwidth N°/2 w/Hz less than wo/Zn.

e

The instantaneous frequency at the VCO output is related to e(t) by

gain of the upper and lower multipliers.

2d5£t) = Ku [F(P) e(t)] + 2u, + 24%p(%) (5-83)
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where
wz(t) = gscillator instabilities.

The stochastic integro-differential equation of operation is then

2dy,(t)
295%21.= 39%%21-- KF(P) {aS sin 2¢(t) + N[t, 24(t)]} - -;ﬁ}-—

where
NLt, 26(8)] = [-N2(t) + NB(E) - 2/5% m(t) N (£)] sin 2o(t) +
[2/5 m(t) N (t) - 2 N_(t) N (t)] cos 2¢(t) (5-84)

Note that 2¢(t) represents the actual phase error being tracked by the
loop. For P the Heaviside operator, we can rewrite (5-83) (suppressing the
explicit time dependence)

26 = 2d + 2y - KE(P [aS sin 26 + N(t, 26)] (5-85)

When the total loop phase error is small we car use the first term in a
Taylor series expansion for sin 2¢ and write sin 2¢ ~ 2¢ [reference [15]],
then from (5-85) the equation of operation becomes

P oSKF (P N(t, 2
20 = pr5s 2ldtay] - p::s&r)(rr[—(—:s'ﬁ] (5-86)

where

H¢(P) b GEEF P

is the closed loop transfer function. We can rewrite then (5-86) as

26 = [1-Ho(P)J2(d+ay) - “"‘P)[M]

S (5-87)
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5.3.2.2 Phase Error Analysis

From (5-87) it foliows that the total mean square error performance,
402.* is thus composed of

402T = 402d + 402A‘P + 022¢ (5-88)

where °2d is the mean squared tracking phase error component due to doppler
effects and given by

fo
2 & gt J ole)1? (o) s (5-89)
-jo

°2Aw is the mean squared phase error component due to transmitter and receiv-
er oscillator instabilities and given by

o

2y by [ 11Hes) 2 5, (5) as (5-90)

2 jw
and
Sy(s)

i
%9 ¢ z%,v j; IHa(s) |2 o (5-91)

is that portion of °2T due to the additive thermal noise. When the loop is
locked to zero doppler, °2d can be neglected and °2T written as

2
g
2 = .2 2
GT OA‘p+_T£

We now study both terms on the right hand side of the above expression
separately.

a) Additive noise mean squared phase error (022¢).

The one sided Toop noise bandwidth is defined as

joo
B, anf IHe(s)] 2 ds. (5-92)

LR

*oT is also known as a phase jitter.
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When the loop noise bandwidth is such that BI>>BL’ where BI js the one sided
noise bandwidth of the lowpass arm filters, we need only consider the noise
spectral density at zero. It is not difficult to show (reference [16,17,18]
that the term N{t, 2¢) in (8) have a correlation function given by

Ry(t) = 4[Ry (1) oS + RE (¥)] (5-93)
from where
5y(0) = %L'[RN(«:) dr. (5-94)

When the LPF is an n pole Butterworth filter then (5-94) reduces to
5, (0) = 2 NoaS + 2 NoZ B, (1 - =¥) (5-95)
N @ 1 2n

so using (5-92) and (5-95) in (5-91) we get

, . 2B 2 1

g 26 = ?(-x—s-)-z- [ZNOGS + 2No BI (] - E)]
_ 4L [1 s AP ‘i] (5-96)
- aS ads - ﬁ_ -

For the case that the data filter is a lowpass single pole RC filter
with noise bandwidth By, (5-96) reduces to

) BLNo [ NoBI]
P R S LA (5-97)
and tie term
‘5!L é ‘NgBI (5-98)
LS

is defined as the squaring loss. When the data sequence is a Manchester bi-
phase modulated signal o is given by
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- ] sm(f) |6(F)]2 df (5-99)

and for the same arm filter as above the last one reduces to

- nfTs
SN \7, 1
a = TS / T . m-fo—Tz' df (5-100)
= [tfTg 1
()

where B, = '2'- f; and 1/T_ is the data rate.

b) Oscillator Instabilities Mean Square Phase Error: (OZAW)

The VCO shown in the block diagram of the equivalent short Costas loop,
Figure 5-21, is really a frequency synthesizer which we model in the follow-
ing figure following reference [19].

Q- - - - - - - - = = 1
—>1 VCX0 ; Q +(P) vCco » :)i M —>
| i
Im = 751.69

|
| I

+N ]
| |
b - _ — - e — 4

Figure 5-21. Equivalent Short Loop
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The effective multiplication for the VCX0 is 751.69 (=MxN) and for the
VCO is 50.11(=M). These multiplication factors result as a consequence of
considering an approximation to the actual, more complicated system in that
in the actual system part of the signal out of the VCO is used to generate
the second IF, without any further multiplication. Since the rest of the
VCO output is mulitiplied by 49 we may just consider one IF with a multipli-
cation factor of 50.11.

The linear model corresponding to the dashed block is the followi:

) | Yveo

- N |

=2

and the equation of operation is for ¢ = Yyexo - 5/N*

_ KvF(P)o YvCo
= Vycxo "N " N (5-101)

The closed loop transfer function for this system is

a /
4N - R = Hon(P) (5-102)

it follows then after solving for ¢ in (5-101) and using (5-102) that

Yvco
¢ = [1- ”st(P)](“’vcxo - T—) (5-103)

Using the definition of ¢ in (5-101) and (5-103) we get

L2
The dummy variables used in this section are not to be confused with the
ones used previously.
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5=&$ﬂl*Ww

. KVE(R) [y _ Yvco

syn(P)d (vyexo = T ) Wweo (5-104)

_ KvE(P)N _ KE(PIN - Peo |
Nﬁiév%rﬁ7' Yyexo - NPRKVE(P) N o)

N He-(P) yexo * [V = Hoyn(P)] wyeo

From where it follows that the noise spectra out of the dashed block in the
frequency synthesizer is given by

SE(F) = N2 Hgen(F)12 SycyolF) + 11 = Hopy ()2 Syco(F)  (5-105)

SYN VCX0

From the above and the block diagram of the synthesizer it follows that

Sesyn = (M2 IHG (F)]12 Syeyo(F) + 2|1 = Hoy(F)]2 Sypo(f)  (5-106)

Using now (5-106) in (5-90) and assuming the FoypN(f) g_SAw(f) we get
02y, = (2 [ |1 - Ho()|2[Hgyy(F)]2 Sycyo(f) df

+ W :2: 1 = Ho(F)|2]1 = Hgyy (F)]2 Sye(F) dF.  (5-107)

5.3.2.3 Results and Computations

Once the carrier power to noise ratio is determined (p = S/No) and a
noise bandwidth BI for the data filters adopted, it is clear that 022¢ in
(5-97) is only a function of the loop bandw.dth B, i.e.,

) 4BL [ BI
°2¢=ap 1+.2a_p-

The nominal numbers adopted for the above parameters where BI = 500 kHz,
p = 64 dB"HZ, (!72 kbs = 842 and 0216 kbs = 068.
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The VCO and VCXO models adopted have single sided phase spectra
(radZIHz) given by

(1) veo
22 d8/decade to -140 dBc/Hz at 1 MMz
S.(f) = 10°) 2.5 10715-5 0<f<l Mz
et \'fF =1 =
5,(f) = 10714-5 £>1 Mz
(2) vCXo

-80 dBc at 10 Hz
-109 dBc at 100 Hz
-137 dBc at 1000 Hz
-147 dBc at 10 kHz
-152 dBc at > 5 kHz

so that we model the VCX0 spectra as

9
100 ,.-13.8
S, urun(f) = 10% 10°14.7 1KHz < f < 10 kHz
aVCX0 - =fs

{25,000

- 10-15.2

When the damping factor in a second order PLL is ¢ = .707, it can be shown
that
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and

where W, = BL/'53' Then we have that the mean square phase error due to
oscillator instabilities is (in degrees square)

2 4
7 142(f/F_. ) (f/f~)
2, = (57.3)2(751.69)2 2'[sm0 Sy 88 5 df
A 1+(f/f ) 1+H(f/f )
® 4 4
(F/5.) (F/f )
+ (57.3)3(50.11)2 zf SycolP) —L—p - cL g df
0 ]+(f/fsyn) ]+(f/fCL)

where fsyn
numberically for 200 Hz < B

10 kHz and fCL = BL/'53° The above integration was performed

L < 16000 Hz.

From the above it follows that the variance of the phase error due to
the additive noise is proportional to BL' while the component due to ay is
inversely proportional to BL’ This means that the value of BL can be chosen
so as to minimize °2T' This was done and BL was chosen to be BL = 5000 Hz.
With this loop bandwidth °2T = 6.37°.

Once BL has been fixed, then using the criteria in reference [17] and
[20] which follows Frazier and Page acquisitior time and sweep rate can be
determined. For ¢z = .707 and BL = wn0.53 the sweep rate is for a squaring
loop.

Rgp = 0.5431 (1 -‘/;rz) BL2 Hz/sec. (5-108)
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This means that the sweep rate we have to adopt for Costas loop is R90/2.
According to Frazier and Page (reference [21]) by sweeping at this rate
across the uncertainty band there is a 90% chance of acquiring the signal.
This means with a .9 prohability the loop can acquire in

= f= s Rgg >> | ] (5-109)

where fd is the total (positive frequency) uncertainty band. In our sys-
tem fd = 2.226 Miz and |fd| is the doppler rate. It is possible to assume
that by sweeping at half the range given by (5-108) we can increase the prob-
ability of acquisition to .99, it is clear then that we pay a penalty of
doubling the acquisition time as given by (5-109). It is preferable to
decrease the sweep rate to half instead of assuming two consecutive sweeps
in order to determine the time it takes to acquire with .99 probability due
to hardware advantages and at the same time decrease the possibility of
falling out of lock while trying to kill the sweep. It also follows from
(5-109) that TACQ = f(BL), the larger B, the larger the sweep rate and the
smaller the acq time. For the system design BL was chosen to minimize
phase jitter and the resulting BL is such thzt the acq time is very much
within acceptable values. The results of the above analysis is presented
in Figures 5-22, £-23, and 5-24.

Once BL has been firsed (BL = 5 kHz) we can compute the mean to first
slip time according to [22].

1.5

Tslip = E%‘ e (5-110)

L

9

for the above values of B, and 40T we have Tsiip = 2.3 x 10°S.

It is also important to observe that due to the fact the 1oop bandwidth
BL has been chosen to maximize the SNR in the loop (0') and not to satisfy
acquisition time requirements there is no need to switch filters once in
the tracking mode. In fact to do that would imply a higher BEP degradation.
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Phase Jitter Vs. Loop Bandwidth.
The Data Rate is 216 Kbps.
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5.3.3 Recommended Carrier Synchronization Design

The carrier recovery loop recommended for use in the K-band Orbiter
receiver is the Costas detector implementation shown in Figure 5-25.

COSTAS DETECTOR
DEMCDULATED DATA o COnTR
R T L . = 1
HON ' i
Cr HERENT —P LOHEPENT '
o 0 !
aAGoe " _——— —— ——— - —— — —— ‘
CONTROL .
31 Ave N THRESHGLD |
SECOND If . DETEC TOR
SIGNAL -
PEAN DETECTUR r
|
1O FIRST e LM m i — e |
;E"“:DWDG——‘IVCWH{ teer it CrrAMUtIHCAT'CNS
J -
MIXERS | ACQUISH T3 SYEEP CONTROLLER 8 DATA

L GOOUL (OF IC

Figure 5-25. Costas Detector

Pertinent loop parameters are indicated in Table 5-4 and the tradeoff
between loop bandwidth and acquisition time is shown in Figure 5-26.
Note that for the chosen loop bandwidth of 5 kHz the Toop will acquire
with a 0.99 probability in 1.4 seconds. This acquisition time is con-
sistent with a 3.4 dB margin for the 36.6 dBW minimum EIRP from TDRS.

SWEEP RATE

-~

Table 5-4. Performance and Design

Parameters 100
o) 1
PERFORMANCE AND DESIGN PARAMETER> b G
LOOP BANDWIDTH 5 KHz g Q
ACQUISITION TImE 1.4 SEC -'2—' ok '?/2‘2 uE - 059 g
Q 0.1 w
W R MH = Ve
ACQUISITION SWEEP RATE 2 MM2/SEC = (€N, FOR 36,6 dbw F
SWEEP RANGE +1 IMH: 3_5 |rou: EIRP 15 65 1 dB Hz) s
VCXO PHASE NOISE 5.39 DEG RMS Y 1 32
VCO PHASE NOISE 0.71 DEG RMS
BER DEGRADATION 0.7 dn '}

17 DEG STATIC + JASE ERROR 0odb
7 DEG RMS PHASE ERROR 0148

ACQUISITION
TIME

|
|
§) |
0 i [ ] L.
0 2000 4000 4000 8000 10,000

LOOP SANDWIDIN (H2)

Figure 5-26. Loop Bandwidth Selection

5-69



The +1.4 MHz sweep range was sized to accommodate the following
factors: 500 kHz doppler, 500 kHz offset, 100 kHz receiver local oscil-
lator offset, and 200 kHz allowance for variation ir sweep circuitry.

The degradation due to phase noise for the 5 kiiz loop bandwidth is
shown in Figure 5-27. The phase jitter estimates reflect both the front

0.7,

0.6}
& NOMINAL -l
S os OPERATION ]
z
g 0.41 | ‘
ACQUISITION ——e{
3 sl ™ rANGE i
g ' *h - '
@ 02 | |
0.} ) 1
0 1 1 )]
56 [ -85 70 75 78

C/N, (d8-Hz)

Figure 5-27. Phase Noise Degradation
BEP for 5 kHz BL

end thermal noise and the contribution of the VCO in the indirect X15
multiplier. In addition to the 0.1 dB degradation to bit error rate at
nominal TDRS EIRP due to phase jitter, an additional 0.6 dB degradation
is contributed by a static phase error of 17 degrees (current worst-case
SCTE estimate). This is due to phase shift differences in the signal
paths to the Costas loop and the wideband data demodulator.

5.4 BIT SYNCHRONIZER

The Orbiter receiver bit synchronizer receives as input the 216 kbps
biphase data and derives a bit synchronous clock output plus the data
(now NRZ) suitable for processing by the frame sync decoder. The data
output of the frame sync decoder is in 16-bit bytes to the demultiplexer
RAM which performs separation of the 144 kbps payload data and 72 kbps
operational data. The 72 kbps data is the Ku-band input to the NSP syn-
chronizer. This data flow is illustrated in Figure 5-28.

A complete redesign of the bit receiver was considered during the
uplink study, however, the recommended unit is identical except for inter-
face ~odifications, to the bit synchronizer previously developed by TRW
for SU  network signal processor (NSP).
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Figure 5-28. Bit Synchronizer and Data Detection Using
Data Transition Tracking Loop

5.4.1 Functional Description

The bit synchronizer function is illustrated in the diagram of
Figure 5-28. Signal conditioning in the analog front end consists of
converting the differential signal to a single-ended signal then filtering
through a 3-pole butterworth filter whose noise bandwidth is 10 times the
incoming data rate or 2.16 MHz. The filter data signal is then applied
to an absolute value detector AGC amplifier high pass cutoff < 1 kHz
(ac coupled) which provides a constant output level. The data signal is
next applied to a 3-bit A/D converter which converts the signal into
digital words in two's complement format The A/D converter utilizes
a 50 percent duty cycle clock at a rate 32 times the data rate of 6.912 MHz.
Eight samples at a time are clocked into a quarter-symbol accumulator. The
resulting 6-bit digital word which re resents the final value for a quar-
ter-symbol integration, is reclocked, delayed, and then added to the next
quarter-symbol accumulation to obtain a 7 bit half-symbol integration.
Once the half-symbol integration is performea, a full symbol adder com-
pletes the Manchester data detection by subtracting successive half-

symbol integrals after a half-symbol period delay thus producing an NRZ
data stream.
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To generate the bit synchronous clock, the half-symbol integrations
previausly performed in the data detector are sent to the phase detector
and CAD lock detector together with a sign bit of a half-symbol integra-
tion. The phase detector operates by integrating about an assumed transi-
tion and multiplying the result by +1, 0, -1 depending on the sense of the
data transition about the integration. The sense of the transition and
magnitude of the phase error is obtained by comparing successive half-
symbol intagrations in the phase detector. The phase error output of
the phase detector consists of 7 bits plus 1 control bit depending on the
sense of the data transition. This phase error is then smoothed by the
digital loop filter before being applied to the numerically controlled
oscillator (NCO). The NCO varies the derived bit synchronizer clock so
that the phase error between the incoming data and locally-derived bit
synchronizer clock tend to zero. Finally the half-symbol integrations
from the analog board are used to perform a coherent amplitude detection
which is used to indicate locked or unlocked status of the loop.

5.4.2 Perfohnance Summary

The Ku-Band Orbiter bit synchronizer, identical to the SCTE unit,
has demonstrated the capability of highly efficient operation at low signal-
to-noise ratios, performing within 0.5 dB of theoretical at the forward link
data rate of 216 kbps as shown in Figure 5-29. A summary of requirements
and capabilities is shown in Table 5-5.

The key requirements for the bit synchronizer are a BER degradation of
less than 1.0 dB and a capability of acquiring and tracking down to 0 dB
signal-to-noise ratio. These requirements are met by an all-digital
implementation to obtain accurate and stable matched filter detection
and by employing a data transition tracking loop (DTTL) to allow the bit
sync to operate at low values of signal-to-noise ratio.

A summary of the design values in given in Table 5-6 for both
acquisition and tracking. Mean acquisition times are plotted in
Figure 5-30 for various values of SNR parametrically with transition
density.
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Requirements Versus

Capabilities
INPUT CODE MANCHESTER 1,
BSIPHASE L
BT RATE 216 KPS
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&N

BER DEGRADATION 0.5d8

OUTPUT CODE NARZ-L
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RESOLUTION
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At the specified minimum of 0 dB SNR, the bit sync mean acquisition
time is less than 0.7 seconds. For SNR's 5 dB below specification,
acquisition time is only a few seconds and is relatively insensitive to
transition density variations over a large range.

The frame sync decoder acquires frame synchronization in an average
of 9 milliseconds (four and one half frame periods). The total time for
bit and frame sync acquisition is ~ 0.5 seconds at a 0 dB SNR. The
frame sync decoder senses data polarity and inverts the data if required.
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6. DOWNLINK PERFORMANCE EVALUATION

An additional task undertaken during the Ku-Band Uplink Signal Study
was the performance evaluation of the downlink signal by means of computer
simulation to obtain realistic estimates of BER degradation. This section
summarizes the results of that investigation. Both downlink modes are
considered.

6.1 DOWNLINK SIGNAL DESCRIPTION

Computer link simulations were perfcrmed for the downlink signal which
may perform in either of two modes as described below.

6.1.1 Mode 1

Mode 1 is an all 1igital data mode in a three-channel configication
The data in the three channels is asynchronous. The channel capacities
are:

Channel 1 - 192 kbps (Biphase L)

Channel 2 - Variable from 16 kbps to 2 Mbps
(Biphase L or NRZ-L)

Channel 3 - Variable from 3 Mbps to 50 Mbps (NRZ)

Channels ! and 2 are uncoded. Channel 3 is convolutionally encoded at
rate one-half.

The formation of the Mode 1 downlink signal is illustrated in the
block diagram of Figure 6-1. Channels 1 and 2 are orthogonally mixed
with an 8.5 MHz squarewave. The modulated squarewave outputs are mixed
with the convolutionally encoded (R = 1/2; K = 7) digital data of Channel
3. The three resulting channels are summed after appropriate weighting
and the resultant is phase modulated to form the Mode 1 downlirk.

6.1.2 Mode 2
The Mode 2 downlink signal shall consist of one of the following.
1) Three Simultaneous Channels of Data:
Channel 1 - 192 kbps Biphase L format data

Channel 2 - 16 kbps to 2 Mbps (variable} NRZ-L cr
1024 kbps Biphase L data
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Channel 3 - 4.5 megahertz TV, or up to 4 Mbps digital
NRZ format data, or 4.5 megahertz analog
data or other data that are compatible
with the response characteristics of this
channel
Channels 1 an. 2 aremodulated onto an 8.5 megahertz plus or minus
0.1 megahertz subcarrier oscillator and then combined with the aralog
Channel 3 data in the spectral range of 3 hertz to 4.5 megahertz. The
Channel 1 and 2 data are unbalanced QPSK modulated with a power split of
80 percent for the I-channel (Channel 2) and 20 percent for the Q-channel
(Channel 1). The composite, summed signal must be established with
adequate filtering to prevent the analeg data from ieducing the BEP of
the digital data or the digital data on the nominal 8.5 megahertz sub-
carrier from the degrading TV performance. The composite signal maintains
dc response into the FM modulator, where an appropriate bias shall be
added to provide symmetrical frequency deviation about the nominal center
frequency. The 8.5 megahertz subcarrier deviates the carrier plus ~r minus
11 megahertz, each about the nominal center frequency.

2) Two Channels of Simultaneous Data:

Channel 1 - A subcarrier oscillator of 8.5 MHz
modulated by a data signal format
described below

Channel 2 - An analog on digital channel iden-
tical to Channel 2 of (1) above
Data for the 8.5 MHz SCO Channel are TDB, but are typically up to 16 kbps
PSK modulated on a 1.025 MHz sinusoidal signal. The input modulated signal
is phase moduiated ontc the 8.5 MHz SCO of a modulation index of TBS. The
following perfcrmance parameters shall be used:

a) Modulation Loss 18S
b) FM Discriminator Degradation -1 dB
c) TV Interference -2 dB
d) PM Demodulation Dagradation -1 d8
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6.2 COMPUTER LINK SIMULATION FOR DOWNLINK MODE 1

A1l significant sources of distortion were analyzed and performance
simulations were made to cbtain the resultant BER degradations.

The primary tool used in evaluating link BER degradation was the TRW
link simulation program described in Section 3.4. The simulation was
modified to accommodate the three-channel model configuration. This con-
figuration consists of a 192 kbps signal and a 2 Mbps signal in quadrature
on an 8.5 MHz squarewave subcarrier which itself is in quadrature with a
50 Mbps, rate 1/2 convolutionally encoded signal. The simulation was
modified to generate this signal structure, with the appropriate power
levels, which was used as the input signal for the simulation. The simu-
lation model as well as typical waveforms at the output of the modulator,
orbiter and the ground station demodulator are shown in Figure 6-2.

The simulation, which included all significant distortion sources
(except data asymmetry discussed below), gave a BER degradation of 1.8 dB
for Channel 3. The sensitivity of BER degradation to variation in each of
the more critica® link parameters was determined by varying each parameter
in the simulation individually and obser'ing the resulting change in degra-
dation (Figure 6-3).

The BER degradation is fairly insensitive to variations in RF param-
eters over and beyond worst-case values. The sensitivity of BER degra-
dation to TDRS AM-to-PM conversion was determined; the additional degrada-
tion caused by 5°/dB of TDRSS AM-to-PM was only 0.15 dB.

The sensitivity to variation in baseband parameters over the range
specified in the [28] are shown in Figure 6-4. For power division (i.e.,
the division of power among the three channels) several parameters are
varying simultaneously and, therefore, only the nominal and worst-case
point have been shown. Power division causes the most variation over the
ailowabie range of varialion; however, the additional degradation for an
extreme condition is only 0.4 dB.

It is worth noting that while the Orbiter passband phase and gain
variation are larger than for TDRS, the degradation due to the Orbiter

passband characteristics is only a few tenths of a dB. More important is
the fact that the passband is specified in [3] have good passband
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characteristics over 225 MHz while the TDRS has good passband character-
istics over only 160 MHz. Thus if higher data rates than 50 Mbps (100M
symbolis/sec) are desired, the Orbiter passband will be nonconstraining

and the maximum achievable data rate will be limited by the TDRS bandpass
(approximately 75 to 80 Mbps or 150 to 160M symbols/sec per I or Q channel).
For Channels 1 and 2, the data rates are lower, the distortion effects of
the channel elements are less, and the resulting BER degradation will be

< 1.8 dB. Since Channels 1 and 2 have large margins (19.2 and 15.0 d8B,
respectively), 1.8 dB was used as an upper bound.

Transmission of data from the signal processor to the transmitter
assembly over approximately 60 feet of 75 ohm coaxial cable causes lenth-
ening of rise and fall times. This, in combination with dc offsets due to
differences in ground potential, results in data asymmetry (the percentage
increase or decrease in a bit time) of up to +8 percent for the high rate
(Channel 3) signals. Analysis shows a BER degradation of 0.75 dB at 50
Mbps. As the data rate decreases, the data asymmetry introduced decreases
so that at 10’MHz, the degradation is only 0.1 dB. The asymmetry can be
reduced by adding circuitry to reclock the data at the end of the cable.
Given the ample margin provided (7.0 dB), the small improvement does not
warrant the added complexity of reclocking circuitry.

For Channels 1 and 2, data rates are low enough (192 kbps and 2 Mbps,
respectively) so that no significant data asymmetry is introduced by the
cable.

6.3 COMPUTER ANALYSIS FOR DOWNLINK MODE 2

The Mode 2 return link is FM with two possible baseband configurations:
a three-channel configuration consisting of wideband signal (analog or
digital) and an unbalanced QPSK subcarrier at 8.5 MHz; or a two-channel
configuration consisting of the same wideband signal and a PM subcarrier
at 8.5 MHz.

Differential phase and gain are primarily determined by RF time delay
distortion and by baseband (including modulator) intermodulation, respec-
tively. The TWT is the primary contributor to time delay distortion. The
primary contributor to differential gain is the FM modulator nonlinearity
(manifested in intermodulation). Both the Ku-band and SCTE FM modulators
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are specified to be linear to within +2 percent over their respective
deviation ranges.

In order to prevent the wideband Channel 3 signals from interfering
with the subcarrier signals, and vice versa, filtering of these signals
prior to summing is necessary. These filters and the subcarrier filter
were chosen to cause minimal distortion in the passband, while rolling off
fast enough to reduce interference in the stop band. Because of the
impracticality of simultaneously achieving in one filter very low time
delay distortion for the TV channel and high out-of-band rejection for
the digital signal (the digital signal has much more power in the subcarrier
band than do the other signals) a different filter is used for the digital
signal. The filter degradation was typically 0.5 dB with a maximum of 1 dB.

A source of noise often significant in FM Tinks is intermodulation
noise due to modulator nonlinearities, transmission deviations (i.e., gain
slope and phase nonlinearity), and AM/PM conversion. An analysis based on
the wor.. of Cross [24] and Garrison [25] has been done to determine the
intermodulation distortion introduced by these factors. The details of
this analysis are presented in Appendix B. The results are shown in
Figure 6-5 for the digital Chanrel 3/QPSK subcarrier mode. The rms signal-
to-intermodulation ratio has been determined for the operating point and
then each distortion causing parameter has been varied individually to
determine the sensitivity of the distortion level to variations in that
parameter.

- For the TV signal case, the intermodulation is much lower than for the
digital signal case. The “ower intermodulatior which results when the
digital signal is replaced by the TV signal is due to two effects. These
are the higher power “n the digital signal relative to analog signal
(approximately 3 dB difference) and the fact that the TV signal spectrum
is much more concentrated near dc.

Since the required link rms signal to rms noise is 26 dB for the
analog channel (35 dB peak-to-peak signal to rms noise) and approximately
10.5 dB for the subcarrier and digital signal, it is clear that this inter-
modulation distortion causes negligible reduction in link performance
margins.
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6.4 DOWNLINK POWE.. suuaETS

The downlink power budgets for Modes 1 and 2 are shown in Tables 6-1
and 6-2 , respectively. Reference sources for each item are taken from
the Rockwell RFP [28], the TRW proposal [3], and this study.

The Mode 1 return link distributes the effective PREC/No among the
three channels. Margins for Channels 1 and 2 including all degradations,
are 19.2 and 15.0 dB, respectively. Margins for Channel 3 are computed for
various data rates between 10 and 50 Mbps. These are shown to vary between
7.0 and 16.3 dB as the Channel 3 data rate varies in this range.

The Mode 2 return link budgets of Table 6-2 show both the two- and
three-channel configurations. For the three-channel case, Channels 1 and
2 show margins of 13.6 and 10.3 dB, respectively. Channel 3 has a computed
margin of 8.9 dB for analog data and 13.6 dB for digital. The two-channel
configuration has a 13.6 dB margin for the 8.5 MHz SCO channel and margins
of 8.9 and 13.6 dB for the analog wideband channel and the digital wideband
channel, respectively.
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Table 6-1. Return Link — Mode 1

ITEM VALUE SOURCE
ORBITER TRANSMIT POWER 19.5 dbw [3]
TRANSMIT CIRCUIT LOSS -1.6d8 {3)
TRANSMIT ANTENNA GAIN 40.3 d8i 3]
ORBITER EIRP 58.2 ddw )]
ANTENNA POINTING LOSS -0.148 (31
ANTENNA POLARIZATI™NLOSS | -0.148 {31
SPACE LOSS -208.5 98 PS 70.2.3.2a[28)
TORS RECEIVER G/T 24.1 d8/X 5 70.2.3.1A (28]
BOLTZMANN 'S CONSTANT -228 & dBw/Mz-K -
Paec/™N, 102.2 dd-Hx CALCULATION
TORS TRANSPONDER LOSS -2.0d8 PS 70.2.3.18 (28]
TDRS AUTOTRACK LOSS -1.0d8 PS 70.2.3.1C [28]
DEMODULATION LOSS -1.0d8 PS 70.2.3.10 (28]
EFFECTIVE Ppe /N, 98.2 db-Hz CALCULATION
CHANNEL
ITEM X 2 3 SOURCE

MODULATION LOSS ~l4d8]| -8dB |-1d8; ,d8]-14d8 [R;;]AMENDMENY 1

DATA RATE (MBPS) 0.092| 20/} 5.0 30.0{ 10.0 -
DATA RATE (dB-Hz) 528 | @0 77.0] 748 70 -
£/, (ah) N4 | 2721 202|224 27.2| CALCULATION
BAND LIMITING 00 | 00| -0.7]-0.3] 0.0] Ps TAME XXVl
EFFECT (dB) (28]

BIT SYNC =20 | -2.0| -3.5|-3.0]-2.5] s TABLE xxvilI
DEGRADATION (d8) (28]

OTHER LOSSES (d8) 18] -18] -25|-21]-19] sruovy
®r 107 | 1074 [ 104 {r07¢ |10t -
CODING GAIN (d8) N[ N/AY 40| 40 ] a0 PS TABLE nxvi
REQUIRED E,/N_ (68) 8.4 | 84105105105 -

CRCUIT MARGIN (dB) 192 | 150{ 70 110.5 | 163 | CALCULATION

ORIGINAL PAGE IS
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.
Table 6-2. Return Link — Mode 2
ITEM VALUE SOURCE
ORBITER TRANSMIT POWER 19.5 ddw 131
TRANSH AT CIRCUIT LOSS -1 b 48 &D)
"RAINSMIT ANTENNA GAIN 40,3 08 &3]
ORBIFR EIRP 8.2 cbw (3l
ANTH YRA POINTING LOSS -0.1 db n
ANTEN' 1A POLARI ATION L §5 <0.1d8 (31
SPACE 1078 00,5 db < 70,2,3 24 [28)
TORS KECEIVE G/T 201 87K P$70.2.3.14 (28]
BOLTZMANN S CONSTANT -279.6 dbw Hi-K -
roas PagcN, 102,2 dg-H2 CALCULATION
TDRS TRANSPONDER LOSS -2.0dp $370.2 3 18 (03]
TDAS AUTOTRACK LOSS -1.098 PS70.2.3.4C [ 28}
eerECTive TRec N, 99.2 d-Hz CALCULATION
MEDETECTION BW 75 6 ap-tx $579.2.% 3.3.3a28]
SNR AT DISCRIMINATOR INPUT .64 CALCULATION
M THRESHOLD 10 dp P570 2.3.3.3.38 (28]
Fia THRESHOLD MARGIN 13.6 48 CALCULATION
—_—r— o~
- S~ T~
- - -~
- — — - ~ - - -~ . -
pu - - T~ ™~ -
— -~ ~ -
CHANNEL ) 8.5 MHz | wiDEBAND CHAN
ITEM CHANNEL | |ICHANNEL 2 SOURCE ITem sco ReL SOURCE
(192 KBPS) | (5 2 MIPS) | ANALOG OR DIGITAL CHANNEL| ANALOG Of DIGITAL
CALCULATION -
FM IMPROVEMENT (d8) 16.7 5.8 23.8 2.8 1p570.2.3.3.3.1, 2} POST DETECTION sus-
b’ﬂcmlm‘, () .2 NA N/A | CALCULATION
FM DISCRIMINATOR
DEGRADATION (d8) 1.0 -0 1.0 10 s m.l.l.l.!.l.l? FM IMPROVEMENT (d8) N/A 2.8 B8 | CALCULATION
.
MODULATION LOSS (@8) 7.0 1.0 N/A NA O |0570.2,3,3,0.T00 FMD:'K'W;P:ALO'. o e '5’7‘;’2”;' x e
QPSK DEMODULATION [¢0)] GRADATION (d8) -1 -0 -1, £$70.2,3.3,3.1.
LOSS o) -0 1.0 N/A N/A [1$70.2.3.3.3,1. 1A] DATA RATE (o9} .0 N/A /A |98 70.2.:.3.:.1.1q
POST DETECTION SNR (d8) 3.3 7.1 w2 wa  cacuiation'? POST DETECTION SN (dh) 02 we™ | s |cacnanon
SINR OF INPUT D*TA (d8 0 5.0 45,002 . 321,033, iy
R OF I “ ¥ By 380 (P53 2023340 ] oun OF INPUT DATA (o8) 10 |eoldh a0 lesazizanie
SIGNAL TO M RATIO (d8) 4.0 . >60.0 (’m;: 41,1 STUDY ' o
COMBINED SN (d%) w4 22 | a3 B ms foacuunon  (HCMLTOMRATO @) NSl Doy« B STy
SANDPASS FILTERING COMBINED SNA (d8; 7 |was@h! ma |cacuanon
LOSS (48} .4 0.4 0.1 0.6 STUDY 20)| MODULATION LOSS (@) 33 N/A N/A | CALCULATION
TV INTERFERENCE (d8) 2.0 -2.0 N/A N/A  [9$70,2,3.3,3.1. 10l PM qmoolxxngr a9 NAA A [mm2azazig
SUBCARRIER INTERFERENC N/A N/A 05 .5 |swoy .
¢ / - SANDPASS FILTERING LOSS (d8) | -0 2 01 -06 [smwov
T SYNC uq
DEGRADATION {48} 1.8 -2,0 N/A -2,0 0 {9570.2.3.3,2, 1. LE| TV INTERRERENCE (db) -20 N/A N/A | P 70232331 14{28
SNR (d48) 28.5 0.8 0.9 30.7  |CAICULATION SUBCARRIER INTERFERENCE N/A EH =05 [STUDY
" 0 w0 N7A 108 - BT SYNC DEGRADATION (d8) | =15 | N/A 20 |#87023331 w20
REQUIRED SNR (48} 10.8 10.5 10.5 - SN idh) 27 P w7 | caicmanon
DATA MARGIN (d8) 15.0 10.3 8.9 2.2 [CALCULATION ory 108 NA 108 )
CIRCUIT MARGIN (d8) 1.6* 10, 8.9 13 &% ALCULATION - .
4 e 3 Calcua REGUIRE™ SNR {d8) 0s  [asodh| s .
DATA Ja2GIN () 16.2 9 22 | cAlcwanioN
CIRCUIT MARG IN (d8) ne* | av ne* | calcnaTioN
.
CRCUIT MARGIN 15 CONSTRAINED BY FM THRESMOLD MARGIN ")
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NONCOHERENT AGC PERFORMANCE FOR

KU-BAND UPLINK RECEIVER



1. INTRODUCTION

The TDRSS/Shuttle Orbiter Ku-Band Uplink spread-spectrum receiver
shall be required to operate over a wide range (40-100 dB) of input
power levels. The need for a constant input power level within +1 dB
for preper despreade- ~aeration levies a requirement for some form of
automatic levei control. Two methods are generally available — coherent
and noncoherent automatic gain control (AGC).

To implement a synchronous AGC 1rop one must have a coherent refer-
ence for the signal derived from a phase-locked loop. In this case,
control voltages may be generated which are proportional to the instan-
taneous signal amplitude. During ac 'i1isition, however, such a reference
is not available and therefore only noncoherent AGC techniques may be
used.

The noncoherent AGC loop operates to maintain the total instantaneous
power (signal + noise) input to the despreader constant. The baseline
approach utilizes an envelope detector before the despreader to provide a
measure of the IF power, which is compared to a fixed reference. The dif-
ference is filtered to drive the gain control elements which are both
variable attenuators and variable bias amplifiers.

The following sections constitute the performance analysis of the
noncoherent AGC loop. Section 2 is a self-contained summary of analysis
results. Sections 3 through 5 may be considered appendices to Section 2.
In Section 2, the linear AGC loop model is developed which allows the cal-
culation of loop frequency and transient respons together with the steady
<tate tracking error in Section 4. Section 5 inciudes some specific design
applications.



2.  SUMMARY

The principal difficulty which arises in the analysis of the non-
coherent AGC is the development of a linear model for the *rinsfer func-
tion between the AGC voltage and input signal plus noise envelope. As
seen in Figure 3, which is a simplified block diagram of the noncoherent
AGC loop, the AGC voltage is derived by a nonlinear squaring operation or
half-wave rectification. Section 3 describes in detail the derivation of
the AGC loop model. The control block diagram for the AGC control voltage
may be realized by an integrator or low-pass filter with negative feed-
back as shown in Figures 8(a) and 8(b), respectively. The AGC voltage
transfer function resulting from the low-pass filter implementation is

by
(rS +1 + kL)kC

H,ts)

where kL = AGC loop gain, kC = attenuation or gain coefficient, and 7 is
the time constant of the filter.

Using the above AGC voltage transfer function, it is a straightfor-
ward procedure to obtain the frequency response of the loop. The 3 dB
cutoff frequency occurs at

1+ k

w =
C

rad/sec

and “alls off at the rate of 20 dB/decade as shown in Figure 9. The
resulting loop two-sided noise bandwidth is

1+k
f =
L 4rT

L Hz.

The AGC transient response is obtained for a step input, a ramp input,
and for a typical antenna acquisition scan. Figure 10 shows the AGC
response and steady-state tracking error for a step input. If the envelope
follows a ramp input, the loop filter produces a steady-state transient
error that grows linearly in time. However, short duration ramp inputs
can be tolerated by making the AGC loop gain large.
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It is of interest to compute the AGC response during the antenna
acquisition scan approximated as a "half-sinusoid" as shown in Figure 11.
This response is obtained as sketched in Figure 12,

In summary, the basic analytical tasks for the prediction of the
noncoherent AGC loop performance are developed in Sections 3 and 4.
The application of these design techniques follow in Section 5. Two
specific devices are considered. These are: 1) the MC1590F AGC
amplifier — presently under consideration for the S-Band Shuttle Com-
munications 2"d IF noncoherent AGC amplifier, and 2) the 1H407 pin diode
attenuator — presently under development by Aertech for the S-Band
Shuttle Communications 15t IF AGC. Using assumed values for the desired
output level, the AGC amplifier is treated in some detail, yielding
values for loop gain, loop bandwidth, and response time.

Some further work is required in the analysis of the noncoherent
AGC loop in noise. In particular, an expression for the stability of
the AGC gain for low signal-to-noise ratios is desired. Some progress
has been made in this area and results will be published at a later
date.



3. AGC LOOP MODEL

The desired AGC function holds the output power at a constant level
despite significant variations in the received power. This basic operation
is shown conceptually in Figure 1. Tke input envelope-squared function
Az(t) is composed not only of a (signal x signal) -term but (spread signal
x noise) and (noise x noise) terms as well and the AGC loop must operate on
observations of the total instantaneous power. The operational concept for
AGC is one of normalizing the envelope-squared to a desired value using an
estimate of Az(t) designated as Rz(t). This operational concept is illustrated
in Figure 2. The noise-term instantaneous power fluctuations can be smoothed
by impiementing an estimator structure with delay taking care that the
integration time constant is faster than the variations in received signal.
The resulting AGC configuration is one based on energy detection. Related
analysis work by Victor, Brockman, and Tausworthe ([1],[2]) on the behavior
of synchronous AGC loops which require a coherent signal reference for npera-
tion, and Oliver [3] on automatic volume contrul does not apply directly to
the above AGC configuration and a somewhat different approach is required.

One practical implementation of an AGC circuit is shown in the block
diagram of Figure 3. The AGC action is accomplished by monitoring the output
of a variable gain amplifier with an envelope detector, comparing the detector
output to a fixed reference voltage VR, and using the filtered incremental
voltage bias to adjust the amplifier gain to produce the desired output
envelope. The envelope detector is either a half-wave linear or square-law
device. Additional loop sensitivity may be obtained by a gain element,
usually a high gain operational amplifier, in the feedback path. The performance
analysis for this technique, the baseline front-end AGC for the Ku-band
uplink receiver, follows in the sequel.

First the linearized model of the AGC circuit is developad. The purpose
here is the derivation of the transfer function relating the AGC control volitage
Vc(t) to the input (signal + noise) -envelope A(t).
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A2(t) ¢Z = CONSTANT
AGC ————0 OUTPUT POWER
Figure 1. AGC Function
A2 2 A2
O~ > S— C L — 0 C RZ
RZ
ESTIMATOR
Figure 2. Operational Concept
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Variable-Gain Amplifier. The variable-gain amplifier is assumed to have a
gain characterisic G(t) which is an exponential function of the AGC control
voltage Vc(t)

- %5-[kcvc(t) + kgl

G(t) = 10 -
or equivalently an attenuation characteristic
1
a(t) = 1/6(t) = 10 20 [keVe(t) + kgl 2

The action of the variable-gain amplifier can be modeled as two operations
(:) a block operating on vc according to (1) to produce G(t), and (:) a
multiplication of G(t) and A(t). This model is shown in Figure 4. Now if
the input envelope and the attenuation function are both expressed in dB,
the variable-gain amplifier model of Figure 4 can ve transformed to the
linear model of Figure 5, since

20 log a(t) = keVe(t) + kp (3)
and the AGC output may be expressed as
D(t) = 20 Tog AL = 20 109 A(t) -20 Tog a(t) ()

The constants k. (in dB/volt) and ke (in dB) depend on the construction of
the variable-gain amplifier (or attenuator). More on this Tater in Section 5.

Envelope Detector and Comparator. The envelope detector and voltage comparator
comprise the next portion of the AGC circuit and are isolated in Figure 6.

The envelope det:ctor output is ~ A/a. Let kD be a proportionality constanc
associated with the detector (i.e., scaled envelope output) times the gain of
any amplifier in the feedback loop. The envelope detector output is then
summed with the reference voltage - Vp in the voltage comparator to obtain




A(t G(t)A(t) = A(t)/a(t)

G(t)

GAIN CHARACTERISTIC

I, 20 (kY (t) + k] oV (t)

Figure 4. Voltage-Controlled Variable-Gain Amp

20 log A(t) - k D(t) = 20 log A(t) - 20 log a(t)
o 0g A(t) - kg Z o

20 log a(t) - kR

K — Ovc(t)

Figure 5. Linearized Model of Variable-Gain Amp
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D(t) = 20 log [A(t)/a(t)]

ENVELOPE
(a) DETECTOR

kp

~kp A(t)/a(t)

VOLTAGE
c(t) COMPARATOR
(9]
VR
c(t)
(b) Vr
20 Jog e
D(t) + " 20 og (kp/Vp)
O- e

Figure 6. (a) Envelope Detector and Comparator
(b) Linearized Model
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SRR A SRR SR P

c(t)

kD(A/a) - Vo
= Vp [kD A/aVR - 1)

The reference voltage VR is chosen so that nominally kDA/aVR = 1. Recalling
the series representation for the natural logarithm of X

ix = (1) - 5 (D2 F e (o)

Neglecting the higher-order terms for x = 1 the comparator output may be
approximated as

C(t) = Vp 2n (kpA/avp) (5)
which allows the linearization of this portion of the AGC circuit as follows

c(t)

VR in A - VR n (aVR/kD)

v v
R R
T Tog e (20199 A) - z5gg¢ (20 Tog aVg/kp)

v
c(t) = -z'ugwg—e-[D(t) + 20 log (kD/VR)]

The above developments allow a total linearization of the AGC circuit as
shown in Figure 7.

AGC Voltage Transfer Function. The output of the filter Y(s) is the AGC
control voltage Vc(t). Let the symbol * denote convolution and Lf]{Y(s)}
= y(t), the filter impulse response. The AGC voltage may then be written

Velt) = y(t) * c(t)

A-N
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APRER AND BNCE VETME SO

20 log A(t) - kg
o

D(t) = 20 log A(t) - 20 log a(t)
>

Kp
20 log (\TE)

ke
A
VR
20 log e
v (t) ¢
? c(t)
LOOP FILTERS

Y(s)

Figure 7. Linear AGC Loop Mode)
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or
Vr
Vc(t) * 20 Tog e y(t) * [D(t) + 20 log (kD/VR)] (6)
but from (4), then (3)

D(t)

20 log A(t) - 20 log a(t)

20 Tog A(t) - [kVc(t) + kpl

Substituting in (6)

v
Ve(t) =z o5 ) y(t) * [20 TogA(t) - kcVe(t) - kp + 20 Tog (ky/Vp)] z

)
ZToge | Y8 * 120 Tog (kpA/ig) - kgl = ky(0) * ie(v)|

Taking Laplace transforms of both sides yields

Va(s) ST
C -

Now, let
A'(t) = 20 1og A(t) + C
where

C =20 log k, - 20 Tog V, - k

D R R

and the AGC voltage transfer function is conveniently expressed in terms of
the rescaled input envelope as

A-13
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A Vc(s) kLY(s)
ISR 4 © I R () 7

where kL is AGC loop gain

Vo
= _RC

L™ 20 Tog e (8)
Note that the AGC voltage may also be written as
Ve(s) = Hy(s) [A(s) + ] (9)

where A(s) = L {20 log A(t)}.
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4. AGC LOOP FREQUF*"CY AND TRANSIENT RESPONSE

The synthesis of Y(s) by an ideal integrator and a low-pass filter
is discussed. These ultimately determine the final form of the AGC veltage
transfer function, derived in Section 3, and allow the derivaiion for the
frequency and transient response of the AGC loop.

Ideal Integrator. If the AGC Toop filter can be realized by an ideal
integrator with a time constant t-sec, then Y(s) = 1/1s and the AGC voltage
tran_fer function becomes

kL/kC
HV(S) " rS+EL

The feedback control block diagram for Vc(s) is shown in Figure 8(a) for
the ideal integrator implementati<n.

Low-Pass Filter. In practice the loop filter is usually realized by a low-
pass filter inst2ad of an ideal integrator. The low-pass filter implementation
is therefore chosen for further analysi~. For this case Y(s) = (1+rs)'] and
the AGC voltage transfer function is

k
HV(S) = Ts X | + EL (10)

where for convenience ky 4 kL/kC‘ The control block diagram for VC(S)
using the LPF implementatizn is shown in Figure 8(b).

Frequency kesponse. The frequency response of the noncoherent AGC 1oop
may be obtained from (10). The 3 dB cutoff frequency occurs at

ky
= — for k, >> 1
T L

1+ k

wC - T

L

and falls off at a rate 20 dB/decade as sketched in Fin. 9. Note that the
AGC loop noise bandwidth is

A

i T

N
for a double-sided noise power density 29.
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A'(s)

A'(s)

r\\\\i IDEAL INTEGRATOR VC(S)
E lf!,,r Y(s) = 1l o0
+ s
ke
Figure 8(a). AGC Loop Model: Integrator with Feedback
r\\\\ LOW-PASS FILTER Vc(s)
k - 1l p—o
. Z e s =
k

Figure 8(b). AGC Loop Model for the Usual LPF Implementation
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-30

T

20 1og,, I, (3u)] (38)

§ W S W U

\
\

) S G W G W SN U WV T S W SN N U U S SUS G G S R

W

c 10 we 100 we
FREQUENCY (RAD/SEC)

Figure 9. AGC Loop Frequency Response
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Transient Analysis. Assume that the input amplitude A(t) undergoes a step
fractional increase aou(t). The corresponding change in a'(t) is

sa'(t) = 20 log(Aao) +C - (20 log A + C)
= 20 log a, = (ao)dB
The AGC voltage step response is
' kV 3
Vels) = Wy('(s) = e~ &
kva kvao
Tk 1+kL
- kV/T _a_0_=t(‘l‘) +T(r)
T+, 3 T+, R
s+(_r ) S*(T)
Y R
TTk | s T T T¥k,
L L
s+ )
T
=>
1+k
kya, -(— l')t
Vc(t) [step response] = THR, 1-e u(t)

For a large loop gain (kL >> 1), the step response may be written

K
a, -T—t
Vc(t) = FE 1-e u(t) (11)
as shown in Figure 10. The steady-state tracking error is obtained below
for both a step and ramp input.

A-18
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STEADY—gTATE

? ERROR
e .___,L 3
— k
//T ¢
2 ! > L
T
29

Figure 10. AGC Response to Step Input

ar(e) 4 |
~sin («Zf'-)t |
|

.

> t
|4———-T/2 ~ 340 nsec ——p |

Figure 11. Antenna Receiver Pattern During Antenna Acquisition Scan
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Steady-State Tracking Error

e = o V() = 5 s a(s) [ - Hy(s)]
(for a step input) a'(t) = (ao)dBu(t)
a k k

gim (1] v _ v
€ss s+o{s§_ [ - ts+I+EL ]} - ao[] - |+EL]

i

a, [1 - %EJ for k >> 1

(for a ramp input) a'(t) =-% at u(t) (in dB)

. a k
_ Lim ) v -
®ss 50 { Sz - o= ]$+
S L
Hence, the AGC loop will not track a ramp input. However if the loop gain
is large, small duration ramp inputs may be briefly tolerated by the loop.

AGC Response During Antenna Scan. If the antenna receive pattern during
the acquisition scan is modeled as the "half-sinusoid" depicted in Figure 11,
the envelope input to the AGC may be written as

A(t) = sina[u(t) - u(t-T1/2)]

where T/2 = 170 msec = n/w, one obtains for the Laplace Transform of A’(t)
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. T/2

Als) =/A’(t)e'5td fsm( Nt e “Stat
Y 0
T/2

St(-s sin th - %1 cos-—— t)
§2 + (Zn/T) 0
& 1

Als) =gy | 14727
S +(T—)

The AGC voltage response, therefore, is

2rk

1
v (1-e” 2Ty

¥(s) = 1+ K,

) 1% (392

Zwkv 1+ kL
Let ky = —1 and k2 = (—?———), the partial fraction expansion of V(s) is

[s+(—

V'(S) - [-I - e -ST] k-l k (k ‘S)
. G Ty
stk s + (%1)

Hence, the AGC voltage response during the antenna acquisition scan is
(for kL >> 1)
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Zﬂkv kL K
v (t) = _ET— e - (FIt, ;L-sin(%z)t - cos(%ﬂ)t u(t)
(2)2+(8n?

k k
- BT, L sin(ZD)(t-1/2) - cos(FU(e-1/2) [u(t-T72)

shown in Figure 12.

Ve(t)

SHAPE OF AGC RESPONSE

PLOTTED FOR
= T = 340 nsec
/ AN k/t ~ 60
INVERSE / AN
EN\IIg{g;E-i/ \
/ N
/ g SKETCH OF \

AGC RESPONSE

/ A\

-
-

T/4 T/2

The dashed curve represents the reciprocal of the input envelope. The above is an

illustrative sketch only.

Figure 12. AGC Voltage Response for Antenna Scan Input of Figure 11
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5.0 DESIGN APPLICATIONS

Now consider the application of the above analysis techniques to
obtain the performance characteristics of a specific AGC amplifier. The
device chosen for analysis is the MC 1590F AGC »mplifier - presently under
consideration for the S-band Shuttle communications 2nd IF nonccherent AGC
amplifier. The gain characteristic of this device (single-stage) is shown
in Figure 13. Note the characteristic is very linear in the range of gains
-10 dB to +20 dB (at room ambient temperature ~ 70°F). Over this range of
gain the control voltage changes only 0.4 volt (from -5.5 volts to -5.9 volts).
The gain vs VC slope is

_ 30dB

4= 0.8y

= -75 dB/V.

In the linear range of operation the MC1590F fits well with the previously
assumed gain characteristic

6= 10 - 20 [kVc(t)+ig]
or
20 Tog 6 = - KV (t) - ky (Gain in d8)

422.5, for which

by letting kC = 75 and kR

422.5

The gain characteristic is now matched to the MC1590F single-stage AGC
amplifier, and the previous results apply.

The AGC loop gain (8) is

) VR(volts)xkc(dB/volt)
L~ 20 log e .
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0°F
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30 }
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140°F
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0 -
v
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-20
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-7 -6 -5

VC (Volts)

Figure 13. MC1590F Gain Characteristic
Reference [4]
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and, therefore, dependent on the reference voltage VR which as shown
previously is related to the desired AGC output D by Vp = kDD(t). The
desired input to the despreader is taken as -15 dBm. Hence, the input to
the four-way power divider between the AGC and despreader should be ~

-9 dBm. Assuming a nominal 50 ohm impedance into the power divider the
desired AGC output voltage should be approximately 0.08 volts. The AGC
loop gain foliows, for the above point design as

k, = 0.46 k (in dB)

D

For a large value of loop gain the AGC loop bandwidth for this AGC
amplifier becomes

0.46 k
C= T

D

w

To complete the design example, assume kD =90 d8 and t = 1 sec, for which
fc = 6.6 Hz. The AGC response time (defined as the time required for the
AGC loop to change its gain to within 90% of its final value for a step
input) is
K
— t - 2n(6.6)t
e T =e¢ r=

0.1

=> tr = 0.06 sec

Pin Diode Attenuator. The control voltage Vc(t) may also be used to control
the inverse gain or attenuation of a pin diode and thereby augment the AGC
dynamic range. Consider the use of a voltage source to drive a pin diode
variable attenuator as shown in Figure 14. The RF resistance R of the pin
diode varies over a wide range with bias current as shown in Figure 15. In
general the RF resistance is

R = KI™X
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Figure 14. Pin Diode Attenuator
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Figure 15. RF Resistance of Typical Microwave Pin Diode Under Forward Bias
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where K is a constant depending on the construction of the diode.

the bias current
a constant.

v
1

X

A very good approximation to the current emitted across the forwurd-biased
diode junction

[ I, exp(q Vc/kT)

where I0 is the leakage current
q is the electron charge
k is Boltzman's constant
T is the diode junction temperature in degrees Kelvin
kT/q is approximately 26 mV for T = 300°K. Hence one can write

e-38.46Vc X

L

38. 46Vc]-x =

Ra K [I0 e K

From Figure 14, note that the ratio of the output to the input voltage for
the attenuator is

e
R
G:-Q.:
e; R+ RS

So the attenuation is

1 R+ R Rs
asgr=—g . (for R, >> R)

In terms of our previous relations the attenuation may be written

R X
a =S [Ioe38‘46Vc]
and

RI x
2010ga = [(2010ge}38.46x]V_ + 201og[—¢>]
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Hence, if
ke = (2910ge) 38. 46x
and
Ron
kp = 20109 EW(—J

the resulting attenuation characteristic
201oga = chc + kR

is the form previously assumed and the previous analysis techniques apply
for the nin diode attenuator.

One specific device presently under development by Aertech for the
S-band ~omm is the 1H407 whose attenuation characteristic is specified as
shown in Figure 16. The gain-voltage slope is

_-80 =(-15) __
ke --~5—:i8 =-8.125

and the ordinate intercept is kR = 80, hence the nominal attenuation
characteristic for the 1H407 pin diode attenuation is

20 Tog a =-8.125VC + 80

The design procedure may be continued by the previously described methods.
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Figure 16. Pin Diode Attenuation Spec Being Developed By Aertech for S-Band
(Ref. B. Craig- TRM)
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APPENDIX B

INTERMODULATION DISTORTION IN THE

KU-BAND SHUTTLE MODE 2

RETURN LINK
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The mode 2, three-channel configuration, for the Ku-band Orbiter
return lirk consists of unbalanced QPSK modulated on to an 8.5 MHz sub-
carrier which is combined with a 4.5 MHz analog signal and then FM
modulated. A sketch of the spectral occupancy for this link is shown
in Figure 1.

Previous analysis (ref 1) %as shown that for FOM-FM links inter-
modulation distortion produced bv the FM modulator, RF transmission equip-
ment and FM demodulator is significant. This memo extends the analysis
of reference’l to the signal structure of the mode 2 return link and
presents a computer program to calculate the IM distortion for this link.

r
4.5 mta 0.3 Moy 1.5 Mita

Figure 1. Spectral Occupancy
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Summary of Previous Analysis

The analysis of reference 1 considers the effects of the FM deviator,
RF transmission path and the FM discriminator. Figure 2 shows the system
that has been analyzed.

FM Deviator. It was assumed that the output of the uaviator can be

represented as a power series

d _ _ 2 3
It #(t) = o(t) = V(t) + a,Vo(t)+agvi(t) (1)
where o(t) = Instantaneous angular-frequency variation from
carrier at modulator output
V(t) = Input baseband signal

3y,33 = Nonlineer amplitude characteristics

RF Transmission Path. The RF transmission path includes those

components that make up the transmitter, the channel and the receiver.
These devices can generate intermodulation noise in two ways: phase
distortion and AM-to-PM conversion. Distortion arises from devices in

the transmission path having amplitude and phase characteristics that are
nonlinear functions of frequency. These devices introduce ampiitude
modulation and phase modulation to the R signal. The amplitude modula-
tion by itself will not effect the FM signal, however if a device that
generates AM is followed by a device (such as a TWTA) that converts
amplitude variation in the phase variations the intermodulation rioise will
be increased. This second source of distortion is referred to as AM-to- ¥

conversion.
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Figure 2. FM Link

The nonlinear transmission media are described by transfer functions

of the form
-JB(w)
H(w) = Alw) e (2)
Alw) =1 + g(u-mc)
~-B(w) = bz(u-mc)z + b3(m-uc)3
Yc
where 5y = carrier frequency

g = amplitude coefficient representing gain slope

]

b2 phase coefficient representing parabolic phase distortion

b

n

3 phase coefficient representing cubic phase distortion

If the amplitude modulation introduced by a nonlinear transmission medium
is p(t) then the phase modulation at the output of the cunversion device
will include a term eop(t), where 8, is the AM-to-PM conversion coefficient.
It is also assumed that the AM/PM converter does not distort the input AM,

but only scales it by a constant K. (Note: K=0 for a saturating device.)
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o

Following the analysis of reference 1 when distortion to distortion
terms have been neglected the effect of the total RF transmission path

upon the phase of the input signal is

2
r c r.,.rynd
5 - 2(gf b5+ gf b§ + g b) W2

4p(t) = o(t) + [o'(£) P05 + bS + b

2

+

t t 3.t t  t,.t 3.c C ,.Cq9.C
(355 + o7 bp)el +[[3 b5 + g byJk" + [3b§ + gf 516 (3)

-+

[(3 65+ o b5k + (3 b5 + oS bSKE + (36T + o] b)1e LD

+ [o()1%5 + b5 + b] + [o] o} b5 + 65[a} b k* + of bS]

ret,t tc c,Cc,cC r . rqyd
+ aO [g] b3 k'k™ + g] b3 k™ + g] b3]](af)}

where the superscripts t,c and r indicate transmitter, channel ard receiver,

respectively.

Discriminator. Discriminators show curvature resulting from the

nonlinear relationship between the incoming frequency modulation and the

resulting amplitude modulation. This has been modeled by a power serie:.
0(t) = ¢y brlt) + ¢, [ir(t)12 + cg [i(t)]? (4)
141 2 L4 3 Ly

where 0(t) is the output voltage

Ci are constants
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Substitution of equation 1 into equation 3 and then into equation 4

results in an output signal

0(t) = V(t) + mzvz(t) + m3v3(t)
42 d.rd 2
+ {hy - 2 —2-+ hy getlge V' (¢)]
+{h, + h 9—4[9—v3(t)] + higher order terms
4 " s gt'ldt 9
where m2 = az + c2
1= Azt cq
_ .ot c . r
hy = bz + by + 0,
_ c r.r
ny = (g7p3 + 950§ + gibl)
_ .3 tyt, 3.t ttut, 3,c
ny = (305 + gib3)el + [(3 b5 + gibp)k + 5 b5 +
3.t t t,.ct CeC 4
+ [(3 b5 + 930,k +7 gyb, ")k
I S N
h4 b3 + b3 + b3
- t cr t t t Sq
hg * 6 91b3 + 0y [aybsk™ + gpp3] +

Baseband Signal Model

(5)

¢, Cq.C
g]bz]eo

r rr r
b3 + g1by log

t.t.c
glb3k k + g]b3k + g]b3]

Since the mcde 2 return link baseband signal structure differs from

the frequency division multiplex signal oi reference 1,

follow the analysis of reference 1.

mo~
* s an

1. ranks (ref

¥ signal below 4.2 MHz (see Fig.

1). A model

2) will be used.

B-6
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Thus the baseband signal is

V(t) = X](t) + Xz(t) + X3(t) (6)
where x](t) is the TV signal
xz(t) is the NRZ signal

x3(t) is the Bi-g-L signal.

Calculation of Signal Distortion

The signal distortion is that part of the autocorrelation of 0(t)

that is not signal that is (as derived in Attachment A):

Distortion (<) = [ 2, (2m,h -h2)d2 + (h2-2h h )Qi_
or T Mo 332 3N B

h, dis] Roo(7)
+ Inyhy g ~hy %* h ::2] R12(v)
+ [mythy g5+ hy :; * d22] Roq (1
+ [n3 + 2mg-ng) % + g ::4] Ry3(<)
+ Inghy G+ hg %] R3)

B-7
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+M+h9—+hd2]R()
34 dt s;;? N\

2
* Imgny + (mghy-hohy) G+ (my"y - hyny) “"‘:tz
d3 d*
+ (mphthihe=hohy) S+ (hjhe-hoh,) S (7)
dt dt
1R, (c)
+ hhe — T
s~ 5l Rog
+ [m,m, + (m,h,-m_n.) d_, (m,hthoh,-hsh,) 93—
23 * (Mhg=myty) gg + (Mahgthahy=hhg) “
(m o h byt h) & d & 1 v (0)
- (mhy+hihthing) S+ hohe S— - hon Roo(
PMhgtig) "3 % hs ~ g - Mohs ~ gl Ry

where  R..(x) = EV'(t+)W(t)]. The Ry (x)'s are evaluated in
Attachment B.

The power spectral dersity of the distortion is found by taking the
Fourier Transform of the distortion, i.e.,

» -2njfr
SDIST(f) = {w Distortion (1) e dt (8)

Since a computer will be used to evaluate the intermodulation distortion,

its power spectral density will not be evaluated explicitiy, but rather

the transform will be performed on the computer.
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Computer Program to Evaluate Equation 8

Due to the complex signal structure of the mode 2 return link signal
and the large number of terms required to evaluate equation 8, a computer
program was written.

The program requires the following irputs® RF bandwidth, modulator/
demodulator nonilinearities (m2 and ms of equation 5) and RF transmission
path characteristics (g],bz.b3,e0 and k of equation 5). The program accepts
these in terms of degrees and dB and normalizes them as required. The
frequency deviation, 11 MHz for TV and 6 MHz for the subcarrier has beean
preprogrammed.

After accepting and normalizing inputs the various signals are
generated and the autocorrelations of Attachment C are calculated. These
are combined to produce the Rij(r)'s of Attachment B. Finally, equation 7
is evaluated and a fast Fourier transform is done to obtain the spectrum of
the intermodulation distortion. Throughout the calculations any correlation
whose result is identical to the signal is ignored, resulting in a worst
case situation.

The program calculates integrated signal-tp-intermodulation ratios
for both the TV and digital signals and outputs these. The program also
generates plots of the signal spectrum and the spectrum of the intermodula-
tion. A typical input sequence and the outputs it generates cre shown in

Figures 3 and 4.
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EMTEFR ¢ AM-FM s/ MAM
FOF TRAMIMITTER
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(a) Typical Input
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FOF GFIF ZIGMAL« & ,S~10,SMHZ
INTEFSFRTED TIGMARL FOMER &15.S% 0B
INTESFATED NMOLZE FOWER 137 .53
MR Er.¥1 I

(b) Typical Uutpu.

Figure 3
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Attachment A - Derivation of Equation 7

From equation 4 the autocorrelation of the output signal is calculated

by
E[O(t+<)O(t)] = E[V(t+)V(t)]

+eL(my2(trr) + mpr3(tre)) (m¥2(2) + mev(£))]

2
d d ,rd 2 d
+ E[({h]-th 527 +hy aEﬂ[ag VE(t+r)] + {h,+h

4*hs dt}tdt
({h,-2h &, hy 319 v2(t)] + thoeh Sdo v
17 7t e 4t qEilEE
+ E[(mv2(tt) + moyv3(t+ )(thy-2h £, h, d }[
2 T) 4 gVt 1 42 3@

2
d rd 3 a< d
+ {hythg gedlgp V(£)]) + ({hy-2h, prARE SV

+ thyrng S 0E Vi) DV t)m (1))

2

2 3 d d ,rd_,2

thythg TG V3(0)D) + (mpVP(een) + myv3(tee) +

2

3t+0)])

SOMY

2(t+1) ]

(t)] +

{h]-2h2~§z? +hg dt}[a— VE(8)] + thyrhs S8 VIO DV(L)]

Note that the terms in equation A.1 have been collected so that they

represent signal-signal, modulator-modulator, nonlinearity-nonlinearity,

modulator-nonlinearity and signal-(modulator + nonlinearity) cn-relations

respectively.
B-12
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APUR- 4D END PN RS

We will proceed by calculating the power spectral density for each
term of equation A.1 individually, substituting for V(t) from eguation S
as appropriate. Finally, these terms will be combined to obtain the total
power spectral dersity of the distortion. The evaluation of the various
correlation terms of the form Rij(r) = E[Vi(t+r)vj(t)] are presented in
Attachment B. Attachment C presents the evaluation of the correlatic of

each of the three signils with itself.

Modulator-Modulator Terms:

The distortian term that results from modulator-modulator correl.tions

in equation A.1 is

MM(x) =EC(,Y2(t)+e) + mov3(tee)) (mVE(t)+m¥3(c))]

N
~—

= m3 Ryp(t) + s, a(c)emomaRoy (<) + m3 Rys(<)

Nonlinearity-Nonlirearity Terms:

The nonlinearity-nonlinearity distortions are represented by the

third term of equation A.1. That is

d? d..d .2

W) = EL(Cn-2n S+ by L V(s ghg IS Vit ])
2 (A.3)

(thy-2hy S5+ hy GoHGe VE(0)] + thyhs 308 o)D)

] 2'_2' 3 3— dt 5 dt’tdt ¥ -
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Using the fact that

erd V(e SV L )T eyt enie) (2.4
dt at? dt'™

equation A.3 becomes

NN(t) =[-n? d2+(h2-2hl'\d4-h2d6]k()
T 1 42 37 W8T T b 22\T

d2 e gt
* Iy g+ (hghahy) “75 + (hghgohohy) “7

5
+ hohe -::5] Rys(t) (A.5)

2 3
d d
* Lhghyhyhg) “og + (hihghyhg) "5

hhd4 h.h d5]R”
+ —— oy t
s 17 " "M B Rae

2 4
242 , .24

+ [-h +h ] Roa(t)
bl S gt B

Modulator-Nonlinearity Term:

The fourth term of equation A.1 represents the modulator-nonlinearity

distortion term. Again using equation A.4 this term becomes
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M’{)°hh)d+hdz+ d3n(
() =U(mghy-mhe) Gt * M5 7 * Moz 3] Resle)

3

. i & 4
+ [(mohy-msh,) 3¢ + myhg prefali i ;:3] Ryp(7)

2 2
+ mh, i?- Ryplt) + 2mshe i’ Ryg(t) (A.6)

Signal-{Modulator+Nonlinearity) Term:

The last term of equation A.1 is the signal-(modulator + nonlinearity)

term. Carrying out the indicated multiplication and using equation A.4

yields
3 2
Ve e d L d d
SM(z) = [my-hy g - Py R ;;'e’] Rya(7)
3 2
e d_ da d
tlth gt M dtzl Ry (1)

(A.7)

+ [my-hy -+ 1 “ZJR (<)
374 dt 5;2 13\°

d 42
* Imgrny g * Mgl Ry (o)

Combining the various terms evaluated above equation A.1 becomes

(1}

E[O(tre) O(t)] = Ryq(c) + SS(x) + M(z) + MN(z) + iz + SA(7)

Ryy ()

2 a
2 2, d 2., .y d
[mz + (2m2h3-h1) d—tz- + (h3-2ﬂ«,ﬂz) ;tT

-+
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2d

+[m-hd-h'd3+‘|dz]R()
"1 dt .2;;5 '3;2 12\

+ [m+hy L4 p iw"zln()
*h o 2 .37 T3 g2 A

2 .
3 2,2 . 2d
* [m3+ (Znghgohg) 7+ g~ 7] Ryle)

+ [m,=h d—+hd2]R()
374 dt 5—5«: 13\
+[m+hd—+h“2]R()
3Tt T s 2) T

2
d d
+ [mymg + (mshy-mh,) & + (mghy=h;h,) o

N ¢t
+ (mghy+hyhe-hsh,) 53 (hhshahy) e
&

+ [m +(mh~mh)9—+(mh+hh-hh)d—2—
™3 243N/ g 253y 3

(m.ho+h h hh)d3 ¢t
= (mah,*+hoh ,+ + halg —=
321415:“7 35 48

h.h -——"SJR ()
- T
2" 50 Raz
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Attachment B - Calculation of Autocorrelation - Rij(t)

This attachment calculates the autocorrelation terms
Ry5(x) = E[V'(t+)VI(t)] used in Attachment A.

B-1: R]]\:)

Ryp(c) = EQV(t+n)V(t)].

i J;] Xi(t""l') XJ(t)]

e W

3
= E[i__Z_l xj (ttr) x,(t) + ;

Ryplt) = EIVA(t+)V(t)]

nes-1

3
=E[] xf (t+1) x? (t) +

2 2
: (t+ t
b I Ao 1w

1

f"’( )[§
+ Xp \tT
k=1 K i=1 jPK

3 3
2
; xj(t) x;(t)] + K§1 Xy (t)['§1;§1 xj (t+1)x;(t)]

3
+ 2 121 j§1 xg (t+1) x4 (£) x3(t+e) x4(t)
3

+4 igl jgi ng xj(t¥e) x;(t+t) xg(t) x(t)]

B-17



L o T3V
—

R;(0) ';

R: ()
j#i 3

1

3
“ELL o (e (0] ¢

3
+ 2 z R.(<) R.(1)
i=1 j;i ! J

R;(0)

3
- 2 ®(x) + R2(0) + R2(x) + &%) + T R.(0) I

i=1 j
3

2 R R:(<
' izl j;i i) Ryl

B-3: RZl(r)

Ryy(x) = ECVE(tee)V(t)]

L3 2 2 2
= E[igl xj(ttr) x;(t) + 1‘21 jgi xj(tre) x;(t)

g 2(t4r) ; (t) x.(t)]
+ c(t+T .
5 M jzl ng W

= Rylc) + B3 ()

8'4: Rlz(f)

Similarly

Ry e) = Rylx) + RE(e) = Ryfe) - B (<)
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3-5: R33(t)

Ryslc) = Ev3(t+o)v3(t))

3 3 3
= 3 3 3 )
= E[izl Xy (ter) xj(t) + igl xi(t*‘)jgi X3 (t)

+3 g x3(t+e) x, (t) g 2 (t)
j=1 ! 1 i3

3

3 2
+ 3j£] Xi(t'*‘r)j;i Xj(t) KZ. XK(t)
. K#i
6l X (t+) x(8) xp(t) x(t)
i=
P33 x(tn) I (e
=1 jgi ’
3 f (t+r) 3(t) (t+r)
+ (t+ - (t t+
i4 X T 351 X4 K;i X\ttt
3

2 2
+ 9121 xj (1) x,(t) jgi xj(t) ng xi(t)

3
+9 ) x;(t+r)
izl L j

2 2
;1 xj(t+e) Kgi xg(t) zgk Xy (t)
v

3
+18 121 x;(t+r) jgi xj(t-1) % (t) xp(t) x5(t)

(9% ]

+ 6 xp(ttr) xp(ter) xq(ter) iZ] x?(t)

3
#1880 xglor) sglern) a0 xo(t)
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= 6 R3(x) + 9 Ry(x) R3(0) + 18 Ry(x) Ry(0) [Ry(0) + Ry(0)]
+ Ry(1) + Ry(x) + 6 RY(0) [Ry(x) Ry(0) + Rylr) Ry(r)]
+ 9 Ry(x) [2R,(0) Ry(0) + REZ(x) + REZ(<)2
+ 9 Ry(x) [2R%(x) + R3(0) + R5Z(x) + 2R4(0) R,’0)]
+ 9 Ry(c) [2R8(x) + RE(0) + REZ(x) + 2R,(2) R,(9)]

B-6: R3](T)

Ry (%) = ELV3(t4e) V(1))

3
x; (t+r) j§i x;(t)

1

[} e F #%)
-—

3 3
= E[_Z] xi(t+r) xi(t) +
i=
3 2
+ 3i§] Xi(t'*‘l') Xi(t) ';i Xj(t)

J
3 2
+ 3121 x; (t+r) j;i xj(t) ng xg(t)
K# i
+ 5151 x; (t+1) x7(t) xp(t) x5(t)

= R;(c) Ry(0) + 3Ry(x) [RY(0) + Ry(0)] + Ry(e) + Ry(r)

+ 3R1(0) [Rz(r) R3(0) + Rs(r) RZ(O)]
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B-7: R]3(T)

Similarly

Ry5(t) = 3R, (x) Ry (0) + 3Ry (1) [Ry(0) + Ry(0)] + Ry(c) + Ry(x)
+ R(0) [Ryle) Ry(0) + Ry(x) Ry(0)]

ELv3(tr) VE(t)]

R32(1)

3 3
3 2 2 3
E[igl xj(t+e) xj(t) + izl xj (t+) jgi x;(t)

3
2
+ 3121 xj(t+t) x;(t) jgi xj(t)

+3 f x3(t+e) T xs(t+e) xe(t)
j=1 J';' ! ; X

j K#j
K#i
3
+ 5'21 X (t+1) xp(t) x,(t) x4(t)
i=
3 3 3
+ igl Xi(t) [ Z] Xj(t+T) k;j XK(t+T)]

3 3
+ 3'2 Xi(t+7) j;i Xj(t*f) z

i=] K=1 xK(t) ng xl(t)

Ri(e) T Ry(c) + Ry(e) - RS (x)
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B‘g: R23(t)

Similarly,

i

Ryalc) Ev2(t+r) v3(t)]

3 R 12
3i£] i(r) jg] Rj(r) + 2(t) - R3 ()

3 f R.(1) T R.(c) + Ry(x) + RZ(x)
j=1 1 51 ] 2 3

J
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Attachment C - Calculation of Correlation Functions for Each Signal - Ri(r)

This appendix calculates the correlation functions for each of the
three signals. The terms evaluated were used in the calculations of

Attachment B.

TV Signal - Channel 3

The television signal, x](t) has been modeled by a zero mean gaussian

random process as described in reference 2. We define

Ry(1) = E[x,(t+r) x(t)]

and calculated higher order correlation functions using the moment

factoring property of gaussian random processes (reference 3).

(1) ELE(erd (0] = LGt DG (£)] + 2ED, (thr)x (012

2R%(x) + Ry (<) R}{0)

(11) ELE(t)x ()] = Elx(t+)id(8)] = 0

(1) EerdO] = 6l (el (D]

+ 9 Elxy (t41)xp (£} IEDxq (t41) g (t41) JEDx; (1) xq (2)]

=6 R (x)2 + 9 Ry (1) Ry(0)
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(1v) ED(t+e)x (£)] = ELxy (t+)x3(t)]

3 E[xq (t+1)x (£) JEDxq (t41)xq (t+1)]

3 R](T) R1(0)
(v) E[x?(t+r)x$(t)] = E[x%(t+r)x$(t)] =0

Digital Signal - NRZ - Chennel 2

The NRZ signal consists of a series of pulses of duration T of
Tevel +1 or -1. (A single time pulse is shown in C-la.) Since a long
sequence of these pulses will have equal numbers of plus and minus ones
this signal has zero mean. The autocorrelation function of the NRZ signal
is shown pictorially in Figure C-1b. In addition, the other correlation

functions used in Attachment B are

Elxp(t+)xd(t)] ={R2<r) i even, § even
0 otherwise

Digital Signal - Bi-gp-L - Channel 3

As with the NRZ signal the Bi-g-L signal and its correlation
functions are best described pictorially. Those correlation functions

used in Attachment B are shown in Figure C-2.
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Figure C-2, Bl1-¢-L Signal
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