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SECTION 1
| SUMMARY

This report presents the final results of the Hardware Verification Task,
Task 1.0, of the Simulation Verification Techniques Study. As noted in Section 3,
the objective of this task was to define sofiware and hardware techniques for
checking the operational.status of the various subsystems anticipated in future
NASA training simulators. This Task was implemented by the executioﬁ of three
basic subtasks consisting of the definition .of expectéd'simu1ation hardware,
Subtask 1.1, a survey of current self test techniquesﬁ Subtask 1.2, and the de-
finition of specific techniques appiicable to the various simulator subsystems,
Subtask 1.3. This report presents the results of all three subtasks.

" Section 3 reviews the basic objectives of the various subtasks while Sectjon 4
reviews the groundrules under which the overall task was conducted and which
impacted the approach taken in deriving techniques for hardware self test. The
results of the first subtask, the definition of simulation hardware are presented
in Section 5. The hardware definition is based primarily on a brief review of
the simulator configurations anticipated for the Shuttle training program. How- —
ever, these subsystems virtually encompass the full range of simulator subsystems
currently being impiemented for modern training simulators. )

The results of the survey of current self -test techniques, Subtask 1.2, are
presented in Sections 5 and 6.. Section 5 reviews the data sources that were
considered in the search for current techniques while Section 6 presents the
results of the sﬁrvey nighly condensed and structured in terms of the specific
types of tests that are of interest for training simulator applications. Spe-
cifically, these types of tests are readiness tests, fault isolation tests and
incipient fault detection techniques. The most applicable techniques have been
structured into software flows that are then referenced in subsequent discussions
of techniques for specific subsystems.

The results of the third and major subtask, the definition of hardware and
software techniques, Subtask 1.3, are presented in Section 8. In this section
each of the major simulator subsystems is addressed specifically and the
techniques for implementing the self test of these subsystems are treated. The

1-1
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simulator éubsysfems consist of the ancillary digital computers and their inter-
faces, the data conversion equipment, controls and displays for the crew station
and the instructor operator stations, visual simulation subsystems, the motion
base subsystem and several items of miscellaneous equipment.

The integration of the various subsystemstests is addressed in Section 9.
This section primarily reviews the scope of the hardware and software requirements
if all of the subsystem tests defined in Section 8 are implemented and also _
considers the type of software structure or executive that is req@jred for fully -
automating these tests. Finally the overall aspects of the software requirements
in terms of data base impact and the sensitivity of the self test systems to
simulator changes are discussed. ' '

The conclusions and recommendations derived from the considerable effort
expended in the execution of the Hardware Verification Techniques Task are
presented in Section 10.-' In addition to the references listéd in:Section 11,
an extensive bibliographic listing is included in the appendices.
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SECTION 2
INTRODUCTION

This:neport presents software and hardware techniques for implementing simulator
hardware self test as defined during the Simulation Verification Techniques. Study
being conducted for NASA's Johnson Space Center under Contract MASS-13657. This study
is being performed by McDonnell Douglas Astronautics Company - East at its McDonnell
Douglas Technical Services Company - Houston Division. Keith L.'gordan, Simulation o
Development Branch, FSD, is Technical Monitor of the contract for- the NASA.’

The Simulation Verification Techniques Study is one of a number of studies
recently conducted by NASA-JSC in support of the development of training and pro-
cedures-development simulators for the Space Shuttle Program. The other studies have ™
included the following: Shuttle Vehicle Simulation Requirements Study, NAS9-12836;
Space Shuttle Visual' Simulation System Design Study, NA39;12651, performed by
McDonne11 Douglas Electronics Company: Development of Simulation Computer Complex,
NAS9-12882; and Crew Procedures Development Techniques, NAS9-13660. The last two
of these were performed by McDonnell Douglas Astronautics Company - East.

The present study, the Simulation Verification Techniques Study, consists of
two major Tasks. These are the Hardware Verification Task and the Performance
Verification Task. The present report is the final report for the Hardware
Verification Task. This report summarizes the techniques found useful for simulator
hardware verification and describes the software and hardware provisions that are

required for implementing these techniques for the various simulator subsystems.

2-1

MCDONNELL DOUGLAS ASTRONAUTICS COMNMPANY = EAST



MDC EI150
1 November 1974

SECTION 3
HARDWARE VERIFICATION TASK OBJECTIVES

The objective of Hardware Verification Task was to define software and
hardware techniques for checking the operational status of all simulator equip-
ment anticipated in future NASA simulators. These techniques will determine
the state of equipment readiness, identify incipient failures, and provide for
fault isolation to a repairable of replaceable piece of equipment. This Task
required the definition of anticipated simulator hardware, the survey of current
self test techniques, the definition of parameters characterizing simulator
subsystems and replaceable components, the definition of techhiques-f&r acquir-
ing data representing these parameters, the definition of processing requirements
for determining hardware status, and the collective integration of data acqui-
sition and processing requirements into the context of a simulator configuration.

3.1 SUBTASK 1.1 -~ DEFINITION OF SIMULATION HARDWARE

The objective of this subtask is to survey current spacecraft and the
current Shuttle vehicle, as well as state-of-the-art spacecraft and aircraft
simulations to determine the hardware that may be required for implementation
of future spacecraft, real-time simulations.

SUBTASK 1.2 - SURVEY OF CURRENT HARDWARE SELF TEST TECHNIQUES

The objective of this subtask was to survey current and near-future self
test methods and practices in order to establish what can be accompiished within
the current state-of-the-art. ) .

SUBTASK 1.3 - DEFINITION OF HARDWARE AND SOFTWARE TECHNIQUES FOR SIMULATOR CHECKOUT
The objective of this subtask was to define software and hardware techniques
‘for checking the operational status of all simulator equipment. In addition, the
techniques developed shall provide for fault isolation to a piece of repairable
or replaceable equipment. This task requires the definition of parameters
characterizing the outputs of subsystems and components; the definition of anti-
cipated failure modes for components and subsystems; the development of means
for sensing the performance parameters and transmitting them back to a computer
for processing; and the definition of‘processing reguirements for verifying
proper performance as well as, for isolating faults to a defective unit.

3-1
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SECTION 4
GROUNDRULES AND ASSUMPTIONS

The SimuTator Verification Techniqﬁes study was conducted in accordance
with the.groundrules established by the contract statement of work. This section
discusses those groundruies and their significance in carrying out the study
effort. Also discussed in this section are some assumptions that were made in
the course of the study and which were necessary to- concentrate our effort in
developing a self test concept. - ' ‘

The study groundrules were 1isted in the study statement of work as
follows: .

1. The design of hardware or software used for checkout sha11 be such
as not to endanger personnel or equipment by its use or through
malfunction. -

2. _Malfunction of the self-check hardware shall not hinder normal oper-
ation of the simulation.

3. The design of hardware or software used for checkout shall minimize
human intervention.

4. The checkout techniques shall make maximum use of the simulation
and its computer to perform the checkout.

5. The checkout and verification techniques shall minimize the requ1re-
ments on computer resources.

6. The checkout time shall be minimized.

Safety of personnel and equipment is a primary consideration in the design
of aerospace systems. Addition of self test capabilities to these systems must,
therefore, be consistent with safety requirements of the basic system; in parti-
cular, special care must be exercized in the design-of self test system elements
so that a failure in any of these elements would not endanéer training or operating
personnel, or .the basic equipment or fac11it§ being used.

The main objective of incorporating a self test capability in a simulator is
to increase availability of the system. Availability is a function of reljabil-
ity and mean time to repair. If the addition of self test elements degrades

4-1
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. reliability or maintainability of the system, the objective of self test is defeate’
Therefore, self test elements added must be made a part of the system in such a way
that a failure of any of these elements would not interfere with basic system
operation; also, mechanical and functional integration should not interefere with

accessibility of operational components in any way that time to repair would be
increased. '

In keeping with the objective of increasing system availability by addition of
a self test capability, it is mandatory that the amount.of time required to exercise
this capability be held to a minimum. Manual activities generally to be longer
times than automated activities. Wherever possible, therefore, the self test
process should be carried out by automatic means that minimize human operator
intervention.

The hardware and software resources available for command and control functions
in a simulator are quite extensive and powerful. These resources are in heavy '
demand during complex simulation sequences but are relatively idle at other times.

In order to minimize design, development, and manufacturing cost, it is desirable .
that no self test oriented hardware or software elements be added to the system

when an already existing element of the basic simuiator can perform a similar
verification task. Consequently, use of the simulator host computer and auciilary
computers has been assumed for test control and execution functions.

Programming and operation of a large Host Computer, such as the type of equip-
ment envisioned for Shuttle Simulators, are quite costly in terms of man-hours and
equipment required. During simulator development, as well as during operational
phases, computer time availability is Tikely to be limited either because of
software development requirements or training requirements. The software
structures considered for test software have been generéiized and modularized to
minimize both the development and operational demands for computer resources.

The time required for hardware checkout is a critical factor in determining
how often the tests of the hardware can be exercised. We have assumed the adequacy
of end to end readiness tests for daily, pre~run testing and have structure the
software for timely implementation of these types of tests. This has separated out

the operations required for fault isolation, when necessary, as well as incipient
fault detection.
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SECTION 5
DESCRIPTION OF SIMULATOR HARDWARE (SQBTASK 1.7)

A large amount of data has been reviewed to establish the types and quanti=-
ties of hardware components and the most 1ikely arrangements or configurations
anticipated on mear future NASA simulators. In order to develop hardware verifi-
cation concepts on a realistic and usefu1 basis, it is useful to define a set of
.components of interest, and the relat1ve quantities and Tikely conf1gurat1ons of
these components at least w1th1n subsystems or str1ngs ‘of hardware. This has .been
accomplished by the def1n1t10n of a simulator Reference Conf1gurat1on5 descr1bed
in this section. The study activities related to the Hardware Verification Task
address the implementation of self test ideas within the context of this Reference
Configuration. In summary, the Reference Configuration establishes the following
aspects of the hardware verification task: :

¢ The specific hardware component Tevel to which verification techniques

will be carried :

.- The’epecifiC'component types to be considered

"The*typical configurations of components within subsystems or strings
¢ The simulator facilities expecied to be.available for implementation of

-0 .

automated verification techniques (i.e., minjcomputers, test stations,
data paths, etc.) ‘

The Reference Configuration was established by using the schematic diagrams
assembled for each of the upcoming Shuttie training simulators and component Tists-
for these simulators. This information was used to establish the topJTeve1 con-
figuration shown in Figure 5.0-1, and to define an extensive component Tisting
with appropriate descriptive data. The 1ist is presented in Appendix A and is
discussed in the f011owin§ paragraphs. Section 5.1 reviews the top Tevel aspects
of the Reference Configuration. Section 5.2 reviews the details of the subsystem
configurations with appropriate schematic diagrams. g

5.1 REFERENCE CONFIGURATION . .

The Reference Configuration shown incorporates all of the major elements
anticipated for the forthcoming NASA Shuttle trainingﬁg%mu1ators. The arrange-
ment of the flight computer, interfaced directly to the host computer, is typica]‘
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also -of such simulators as the SLS, the MCAIR F-15 engineering development simula-
tion in St._Lou1s anticipated configurations of Shutt]e software deve]opment
simulators, and the Shuttie Avionice Integration Laboratory, SAIL. The use of a
minicomputer to off-Toad d1sp1ay processing for a graphics system is expected for.
the SMS and has been done for the Flight Simulation .Laboratory at MCAIR, For
the SPS graphics display processing will be done on the XDS 930.

The crew station, I0S, visual displays and motion basé are driven by a
single minicomputer as proposed for the Shuttle Mission Simu]atoﬁ'in Reference 5.1-1.
However, no impact on the results of this study is foreseen for a different
arrangement. The approach taken effect1ve1y ana1yses the verification of the
minicomputer and its interface to the host computer as one set or string of hard-
ware. The subsystems driven by the minicomputer are then approached individually
with no interference expected between the verification techniques for the separate
subsystems. The software requirements established will, therefore, be available
for jmp]ementatioﬁ in either the minicomputer or the host computer dependent only
on the particular configuration being tested.

[

5.2 SUBSYSTEM REFERENCE CONFIGURATIONS

The hardware verification techniques were developed by addressing realistic
configurations of subsystem hardware and components. This approach places more
“importance on the nature of the subsystem configurations than on the configuration
of the overall simulator. Consequently, in this section, the subsystem configura-
tions are described and defined to more detail than for the overall simulator
configuration;

5.2.1 Host Computer Complex

The Host computers for simulaters of interest to this study are major
scientific computing systems. Majntenance of these systems is provided on a
regulariy scheduled basis by the computer vendor or other contractor. Effective
and efficient maintenance is a continuing concern of major importance to the
major computer vendors. Consequently, large digital computer checkout technology
is beyond the scope of this study. The study emphasis was therefore placed on
that particular hardware peculiar to simulator systems and for which there has
been Timited past effort directed toward development of automated checkout features.

5-3
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5.2.2 M1n1computers or _Other Ancillary Computers

Minicomputers have been incorporated increasingly within many 1arge simulator
configurations as their technology becomes more advanced and economical. However,
the function that the minicomputer or ancillary computer performs is not of any
consequence when the problem of verifying the hardware interface and the mini-
computer mainframe is addressed. The paraméters or charactéristicsxéf primary
concern are the word sizes of the host and minicomputers, the data word formats,
the parity checking and control signal requirements.'zThese parameters are unique
to each particular installation and do not impact the conceptual abproaches that
are taken to establish proper functioning of the mini and its interface once -the
assumption is made that the host computer and its data channel are functioning
properly.

Consequently, the problem addressed for this specific hardware is the
reguirements for software to verify that the minicomputer and its interface are
functioning properly. This requirement differs from the general vendor's main-
tenance requirefents to isolate faults within a computer system. The functional
software requirements are established without definition or limitation to a
specific configuration.

5.2.3 Crew Station _

The crew station configuration is of importance to the hardware verification
task only with respect to the components in the crew station. That is, the
components in the crew station do not interact between each other but represent
the terminations of data paths going to or from the host computer and routed

through the data conversion equipment. The configuration of the data conversion
equipment is, therefore, the pacing consideration in defining the crew station

and I0S checkout process. Consequently, the crew station configuration is defined
only by the control and display components listed in Appendix A. The 1ist consists
- mainly of components anticipated for the Shuttle Mission Simulator. However,

the component list is also representative of the Horizontal Flight Simulator

from a verification viewpoint. There are no components or quantities in the
Horizontal Flight Simulator that present verification problems not encountered

in the reference configuration.
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Simdfator instruments are implemented with either actual flight hardware
or simulated flight hardwarQ. The simuiated fiight inétrgment consists of
fTight instrument exteriors with the insides modified to accept analog DC inputs.
Synchro/resolver drive circuitry.and DC circuitry are both included in the .
reference configuration.

5.2.4 Instructor/Operator Station

The components that comprise the instructor/operator station are?a]so
shown in Appendix A. The basic unit of communication with the system from the
instructor station is the CRT graphics displays and keyboards. CRT d%sp?ays and _
keyboards provide maximum flexibility both for monitoring and for introducing '
inputs. Fault insertion can also be accompiished through these graphics terminals.
Mode sélect switches are provided for additional computer inputs. Insitrumentation
and displays that duplicate crew station hardware are assumed wired in-paralie]
directly from the crew station. Panels are provided for monitoring hand controller
positions, communications and recording, and simulator status, including visual,
motion base, comghter, OCE, Tighting, and sound. Television monitors are also -~
provided for monitoring the out-the-window scenes.

The verification requirements for instruments in the instructor/operator
station are assumed identical to those in the crew stations.

5.2.5 Data Conversion Equipment o
Verification reqdirements for the data conversion equipment are particularly

" configuration sensitive. Consequently, a complex data conversion system structure,

typical of the Shuttle Mission Simulator,. has been expanded to a level of detail
which shows schematically the component arrangements down to the Least Replaceable
Unit, LRU, level.

The data conversion equipment between the host computer and simulator is
shown in Figure 5.2-1. A minicomputer functions as a control processor between
the data conversion equipment and the host computer. The minicomputer buffer
enables the host computer to transfer its data in continuous blocks at the
beginning or end of a time frame and thus minimize interrupt processing by the
host computer. ’
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The minicomputer £o .analog/digital interface shown in Figure 5.2-2 prévides
" data distribution between the minicomputer and the data conversion components,
This interface generates the device addresses and provides the signal conditioning
as the data words are: transmitted serially to/from the minicomputer. The inter-
face also decodes the addresses and routes output signals and multiplexes input
signals to/from the data conversion components. The data conversion components
include analog-to~digital converters with input multiplexers, digital-to-analog
converters, and data 1ine drivers and receivers. Appendix A Tists the guantities
and characteristics of these compcnents.
The data conversion equipment also includes digita1 storage, digital multi-
plexers, address decoders, lamp and flag drivers, 1ine drivers and receivers, and
signal conditioning for thé simulator controls and d1splays which are assumed to
be located on the simulator. Locat1ng this equipment ‘on the simulator adds Tine
. drivers and receivers but drast1ca1]y reduces the number of cab]es between the
simulator-and interface equipmept. The data paths between the s1mu1ator and the
analog/digital interface for the various types of signals are shown in Figure
5.2-3, 5.2-4, 5.2-5 5.2-6 and 5.2-7.

5.2.6 Visual Systems Configuration ‘

The visual systems analyzed for automated ver?fication'techniques are
represented schematically in Figure 5.2~8. This configuration encompasses basic
electronic and electro-mechanical components anticipated for near future visual
systems. The orbital earth mode! incorporates those servo, optical, and TV
-systems also required for implementation of star fields with a star ball. A
change of scale in the flat earth medel does not change the servo-or TY system
configuration requirements although the hardware performance specifications may
be reduced as opposed to a terminal area model system. Checkout requirements for
the computer image generation system are not affected by the type or mix of scenes

generated. The remaining funciions verified are the TV controls and video mixing
and distribution units. Testing of these units are addressed as part of the
visual systems checkout problem. Component descriptions may be found in the
component table, Appendix A.
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Three methods for implementing servo systems are considered. These methods
are commonly used on all types of simulators and consist of the following:
® A DC analog system, Figure 5.2-9
¢ A.digital system with digital encoders for position feedback, Figure §.2-10
8 A 400 hz synchro/resolver system, Figure 5.2-11

5.2.7 Motion Base System

Survey of various simulator installations, both for aircraft and spacecraft,
reveal a preponderance of hydraulic driven motion platforms. EVectrical motion
systems are more common where large displacement and accurate positioning are
important factors, such as in model and camera visual systems, or in the 100 .
foot lateral displacement motion base of the Flight Simulator for Advanced Air-
craft - at NASA-ARC.

Studies .performed for NASA-JSC for baseline hardware definition of Shuttle
simulators, (Reference 5.2-1) have reinforced the concept that a moving plat-
form powered by hydraulically driven actuators has advantageéhover other
possible drive schemes. These advantages are especially attractive in mass
movement capability, range of displacement, and velocity and acceleration
cépabi1ities within the facilities envelope allowed for the simulator, while

meeting the simulation requirements for the various flight regions of the Shuttle
vehicle,

The motion base system configuration used for reference in this study is a
six~-degree-of-freedom, synergistic actuator, hydraulic system. A detailed .
description of this configuration is shown in Section 8.5.1 . Figure 8.5-1
shows the actuator arrangement used to drive the motion platform, while Figure
B8.5-2 presents the hydraulic system layout for providing kinematic drive for
this platform. '

5.2.8 Flight Hardware and Interface

The flight hardware of concern for purposes of simulator réference configura-
tion definition includes:

® Three flight computers

® A mass memory device

MCDONRNNELL DOUGLAS ASTRONAUTICS COMPANY « EAST
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¢ The onboard graphics CRT displays

o The keyboard for flight computer entries

e The display electronics unit that provides interface services between
the flight computers and the keyboard and displays

In the simulator, this hardware is interfaced to .the HOST computer by means
of the Flight Hardware Interface Device. In the actual Orbiter, the flight
computers interface with various Shuttle systems. 1In the simu1afor, glements
of these systems or their functions are simulated in the HOST computer. This
variety and complexity of functions places a heavy demand in rate and data
handling versatility at theHOST to flight hardware interface. The FHID provides
this versatility, while at the same time providing time generation and time
tagging functions for flight data handied by the flight computar. Figure 5.2-12
shows the equipment arrangement and interfaces for the flight hardware used in
the Reference Simulator Configuratien.

5-16
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SECTION 6 _
DATA SOURCES FOR SURVEY OF CURRENT HARDWARE- SELF TEST TECHNIQUES

Initial efforts of the Simulation Verification Techniques Study focused
on-obtaining information regarding the techniques currently being used in
simulator -verification. This section summarizes the results of the sufﬁey in
terms of the data sources that were sought out or contacted for information
of interest to the present study. Section 7 presents the self test technigues
found to be pertinent to simulator applications. Self test system data sources
surveyed included simulator developers and users, as well as the 1iterature of
relevant technology areas. ,~

6.1 SIMULATOR USERS/DEVELOPERS _ )

Requirements for hardware self-test techniques as welil as past experience
vary widely with simulator users at Teast partly as a function of the basic
nature of the simulator activity with which they are concerned. Aerospace
simulators of interest to this study may be grouped 1nt0 the following four
categor1es ’

0 Spaceflight training simulators

o Military training simulators

0 Commercial airline training simulators

0 Engineering development simulators

Spaceflight training simulators as developed and utilized in the past at
Johnson Space Center represent the most sophisticated and complex simulators
assembled for any purpose. This complexity derives in part from the complexity
of the vehicles being simulated and in part from the fidelity of the simulation
required. The stringency of the fidelity requﬁreménts is imposed by the fact

" that spacecraft crews, up until now, have not had the opportunity for any actual
flight training in the vehicles they are to f]y, pr1or to the time of their
operational flight or mission.

Military training simulators are currently being procured in increasing:
numbers as an economy measure to conserve both fuel and money, since these

61
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simuTators are used for crew training functions previously accomplished during
flight training phases of crew training programs. As a consequence, the fidelity
requirements for these simullators seem to be increasing and motion base require-
ments and visual display requirements are becoming more sophisticated.

Commercial airline training simulators have also increased in fidelity in
recent years. The obaect1ve of fidelity improvements for these s1mu1ators is
to reduce crew flight tra1n1ng hours reguired for transition tra1n1ng to new..
aircraft. Airline simulators probab]y have as high a utilization factor as
any simulators in use. %

Engineering development simulators are a stahdard tool for todays' air-
frame developers and manufacturé;;: The use of simulators for development
and advanced development purposes is also promoted at NASA's Ames Research
Center, Mountain View, California.

Simulation facilities and/or simu1ator§ reviewed or visited during survey
activities are summarized in Table 6.1-1. The general nature of the. facilities
and their activities is described further in the following paragraphs:

6.1.1 Spaceflight Training Simulators .

The spaceflight training simulators reviewed were bas1ca1]y the simulators.
at JSC although a visit was made tc the MSFC facilities. Specifically, the
NASA JSC simulators included in the survey were the Command Module Simulator
(CMS) and the Lunar Module Simulator (LMS) in Building 5; the Skylab Simulator
(SLS) in the same building; and the Command Module Procedures Simulator and the
Lunar Modules Procedures Simulator in Building 35.

The Command Médu]e Simulator (CMS) is the oldest simulator at JSC; as such,
it employs very little checkout hardware or software. Software diagnostics
are used for the DDP computers, which have also been modified with a "traceback”
register to aid post-crash diagnosis. A1l other checkout and maintenance is
implemented by straightforward manual methods.

6-2
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FACILITY

LOCATION

CONTACT

. EQUIPHMENT/ACTIVITIES

Flight.Simulation Lab.
E1ight ‘& Guidance
Simylation Lab.

Ames Research Center
Mofiett Field,.California

]

Joe Rathert
Chief,, Simulaticn
. Sclence Division

18 different installations, four of which
are considered major, and supporting com-
puter's and interface equipment. These in=- -
cludé a 6 degree-of-freedom motion base
with-automated checkout software; additional
£ and ¢ degree of freedcm motion bases; :
visual systems; four hydraulic control Toader|
systens for force feel cimulations; aircraft
sound simulators. « Equipment used for re-
search and development,

Co~putation Lab.
Computer and
Simulation Division

Marshall Space Flight
Center,
Huntsville, Alabama

Frank Vinz

EAI 8900 Hybrid Computer,System, & [egree-
of -freedom motion base terrain models,
visual displays, etc. No specific activity
in automated checkout.

Frionics Laboratory;
Hiu-an Resources Lab;
Flight Simulation Branch,

YWright Patterson AFB
Ohio 45433

col. Scolatti,

Jim Hemdersan

Numerous simslators for both training and
R&D.: Activities include procurement of AF
simulators, specitication of validatien,

Facility

Naval Air De\relopmerlr.
Center -

) Waminster,

Pennsylvania

fTraining and Checkout Art Dody verification, reliability and maintain-
Division. - zbility requirements. Work on oevelopment
of "Morning Readiness Test" concept.
paval Training Orlando, Florida F. R. Cooper 1 F-4 simulator for research and development
Ecuipment Center . Primary activity is procurement of train-
- ing equipment including simulators. Ad-
N . . vanced work done on checkout of visuals and
i . = . wehiclesdynamics simulation to iselate faults
. between visuals and the aircraft simulaticn.
Co~-puter Simulation Bob Jones A pumber of ‘Iarge hyorid simuiators. Two

Four ‘

CDC 6600's share extanded memory.
DABIOS units for interface. Simulators-used
for engineering develcpment. HNo new or sop-
histicated checkout techmiques in devalop-
ment.

jFrerican A-i-r'l ines
Flight Academy

Ft. ‘Horth, Texas

R. D. Helure
Mar., Simulator
Technical Support

Training simulators for 727, DC-30, BAC
1-1%. Simulators operatienal 16 hours/day
Maintainance and checkout primarily on,third
shift-?re-training test run for daily check-
out.

United Air Lines

Simulation ‘Laboratory

St. Louig, Missouri

Flight Training Center Dale Seay Training simulators for 727, DC-10, 747,
.. Denver, Colorada Mgr., Simulator * - DE-8.FMaintainance on third shift.
Operation Pagser on performance verification
presented at ATAA symposium.
I54F F-15 MCAIR “Ken Kuny - Two Datacraft 6024's will be used to
Simutator St. Louis, Missourd drive simulator including simulation
. of the flight computers. Reliability/
maintainability requirement specified.
¥OC Fi‘ght HCAIR, MCAUTO Roger Mathews

Steve Rayhawk
Eene Brown
Frank Brown

CD{ 6600 supports a variety of engineering

development simulations. Equipment ‘include

swinging arm motien base; dual cockpit air

combat similator, Ho formal yerificationor
hardsare checkout activity.

MEEC Training
Simlato!-s \

MOEC,
S5t. Louis, Missouri

Howard Barnes
E‘l'l'l Boring

Jnhn racfev

MDEC has develaped simulafors for the
A~7D and [{-10 most recently, The A-7D
ysas 3 morning readiness test,

TABLE 6,1-1

SIMULATION VERIFICATION TECHNIQUES STUDY

SIMULATION FACILITY SURVEY SUMMARY
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The Lunar Module Simulator (LMS) was reviewed but no special checkout
" techniques were found to be in use for this simulator.

The Skylab Simulator {SLS) began as a MOL simulator for the Air Force,
_and.there?ore has. extra-cost features which make hardware checkout very conven-~
ient. The hardware and software architecture 'allows maintenance personnel to
decouple an individual functional unit from the system and diagnose that unit
with -built-in stimulus/response hardware, while the rest of the simulator system
. operates norma11y

) Until recently, the Command Module Procedures Simu]étor (CMPS) and Lunar'
Module Procedures Simulator (LMPS) shared the CDC 6400 host computer. The
Shuttle Procedures Simulator (SPS) currently under development also uses the
CDC 6400, auﬁmented by XDS 930 and 9300 computers. Three distinct hardware
checkout programs have been developed for the CMPS and LMPS. These are PSALT,
GREMLIN, and QUIKCHEK. The self test functions implemented with these software
packages are summarized in Table 6.1-2.
6.1. 2 Military Training S1mu1at0rs -
Current m111tary simulator procurements show the effect of the Comp]ete
Cycle Cost (C ) philosophy common in other military procurements. As a result,
specifications for new simulators include highly formalized requirements for

configuration management, documentation, initial verification and validation,
"hardware checkout, reliability, and maintainability. To a great extent, the
specifications simply define requirements, leaving it to the contractor éo
develop the techniques to satisfy these requirements.

. The USAF specification for an F~15 training simulator as an example, calls
for an MTBF of 90 hours and an MTTR of one-half hour. This corresponds to an
" availability of 99.4%., In the area of methods to_achieve this low MTTR, the
speC1f1cat1on 1nc]udes high-Tevel requirements for access panels, test points,
and software diagnostic/exercise routines.

The principal sources contacted for information on miTitary simulators wére
the F-15 simulator procurement being managed by McDonnell Douglas Aircraft Compan
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TABLE 6.1-2 EXISTING FSD CHECKOUT SOFTWARE

PROGRAM NAME

HKARDWARE TESTED

CHECKOUT FUNCTIONS

PSALT (PROCEDUPES STHULATOR
ANALOG LINKAGE TEST)

SEE BELOK

'EXECUTIVE CONTROL OF FLINT, TAMS, SWORD, CDY,
AND EQPCK,

o CDC 211 {CRY TERMINAL) OPERATOR INTERFACE.
o CDC 6400 SCOPE (OPERATING SYSTEM) INTERFACE.
o PRINT OUTPUT.
-
o MISCELLANEQUS MONITORING AND DISPLAY FUMCTIONS.
FLINT (FUNCTICN LINK DCE: A/D, D/A, o SELECTICN OF INPUT AND OUTPYT STGHAL PATHS.
INTERPRETER) AND DISCRETE I/0
¢ REPETITIVE QUTPUT OF OPERATOR-SUPPLIED TEST
- STIMULI AND COMPARISON WITH EQUIPHENT
: RESPONSE (USING OPERATOR-SUPPLIED TOLERANCE).
’ o FAULT DETECTION AND ERROR-FREQUENCY COUNT.
o DISPLAY 24D PRINT FAULT-DETECTION RESULTS.
o FAULT ISOLATION {IN CODPERATION WITH TEST
OPERATOR).
TAMS (TEST ANALOS MODE FAT 231R {ANALOG o COMMAND ZACH MODE OF THE ANALOG COMPUTER;
SE!.ECI') COMPUTER) MODE CHECK WHETHER DESIRED MODE WAS SELECTED.
CONTROL ADAPTER -
{MCA) AND AHALGG/ o TEST MCA ALARM SIGNAL.
- DIGITAL LTNKAGE .
. CONTROLLER (ADLC) o TEST ADLC CLOCK START/STOP.
o TEST STATUS OF DATA CHANNEL. P
o GENERATE APPROPRIATE ERROR ALARMS.
SWORD (STATUS WORD - LINK STATUS WORD o COMMAND SET/RESET OF EACH INDIVIDUAL BIT OF
DIAGNOSTIC) {12-81T REGISTER THE LINK STATUS WORD; CHECK FOR PROPER RESPONSE.
- -- USED BY PERIPHERAL }
PROCESSOR) G TEST REPETITIVELY; GENERATE AND DISPLAY ERROR
| COUNT,
LOT (CLOCK DIAGNOSTIC TEST) ADLC CLOCK ({HARDWARE 6 TEST CLOCK START/STOP RESPONSE.
INTERVAL TIMER) :
e TEST CLOCK RESET MODE.
. o TEST CLOCK CAPABILITY TO GENERATE DATA-
TRANSFER PULSES.
o TEST CLOCK FREQUEKCY COUNT AGAINST CDC 5400
INTERRAL CLOCK.
EQPCK (EQUIPKENT CHECK) DISPLAY HARDWARE IN o APPLY OPERATOR-DEFINED CONSTANT SIGHALS TO
: END-TO-END CONFIGU- D/A OR A/D CHANNELS.
. RATION, INCLUDING
ASSOCIATED DCE (D/A, o APPLY SINE OR TRIANGULAR WAVE TO DfA
AD, D/R, ETC.) CHANNELS.
. & DRIVE DISCRETES ON/OFF AT A SPECIFLED RATE.
o CYCLE DIGITAL READOUTS OVER ALL DIGITS.
o DRIVE D/R CHANNELS AT A SPECIFIED RATE.
. o SET D/R UNITS TO A SPECIFIED ANGLE.
ADG (AVERAGE DEVIATION GRAPH) A/D AND D/A o SELECT D/A AND A/D SIGNAL ROUTING.
- CALIBRATION +
o DRIVE FACH CHANNEL THROUGH A <128 VOLT RANGE,
o DISPLAY CALIBRATION CURVES.
© GENERATE ALARM FOR EXCESSIVE DEVIATION. "

¥ TA5 1S KOT In USE AT PRESENT.
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st. Louis; and the information available from the Naval Training Equipment Center,
Orlando, Florida. NTEC manages the procurements of many of the simulators acquired
for the Navy and Marine training programs and is also involved in certain Army
procurements as well.

6.1.3 Commercial Airline Simulators

Airlines are highly cost-conscious in their approach to training simulator
procurement and operation. Their management demands,and achieves, high avail-
ability of simulation equipment with straightforward manual methods (e.qg.,
maﬂ-in-Toop preflight) and few checkout aids. Airline personnel 1nterviewedb.
stated that the key to simulator maintenance is simply "good peopie". Looking
_at their recent operating history (generally, 99% or better availability), they
see 1ittle need for any automation of checkout. However, when pressed, they
concede that they had significant "teething” problems when their current simu-
Tators were new. '

In one respect, airfine simulators are well suited to incorporation of
automatic checkout techniques. That is, their configurations and operational
procedures ara very stable and well controlled. Countering that, however, is
the fact that to reduce initial cost, airline simulators are very centralized,
and allow small space and time reserves in the central computer. This would
make it rather difficult to retrofit checkout hardware and software. Only
one éir]ine simulator with mass storage and overlay capability was identified.

When a particular simulator subsystem presents a downtime prob]ep, the
tendency is to improve maintenance procedures, change spares provisioning
policies, and/or redesign the equipment to achieve higher reliability, so
that the subsystem will not require as much maintenance.

Principal sources contacted for information on airline activities were
American Airlines Flight Academy, Ft. Worth and the United Air Lines facilities
in Denver, Colorado, both of which were visited by study personnel.
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6.1.4 Engincering Development Simulators ) .

Engineering simulators considered in this study included simulators
built up to support a particular aircraft or spacecraft design project (such
as the Space Shuttle, DC-10 or F-15), as well as multi-user simulation faci-
1ities intended to support a number of different aircraft or spacecraft
~ development programs {such as the Flight Simulation Facilitv at MCAIR and the
Simulation Sciences Division of NASA-Ames). i

b

The major obstacle te implementation of advanced checkout techni&ues on
such simulators 1s the steady stream of changes to the simulator hardvare and
software. Typically, the simulator support staff has difficulty just keeping
up with the changes and capability improvements requested by the using group(s),

‘leaving 1ittle time to devote to incorporation of checkout features. :
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6.2 BIBLIOGRAPHIC DATA SOURCES . -

The present state of the Titerature in the field of automatic test:equfpmeht
was aptly described in Reference 6.2-1, in September of 1974.

"Because testing’has become a rather specialized field with its own in
Jargon, most.engineers who: are confronted with a"testing ass1gnment may:-*
not be able to assess the entire testing problem. The problem is com-
pounded further by the non-existence of a unified body of knowledge in
the form of tutorial texts on automatic testing; hence the engineer must
wade through voluminous and not so easily digested technical JournaTs
before finding something that can be reacily applied. The Engineer's
most frequent compromise, therefore, is to take what is ava{lable com-
‘mercially (after an inexhaustive study of the field) and tailor what-
ever he buys to fit the product that is to be tested. As a result, there
is a tendency to buy ATE haphazardly or bu11d the whole ATS from scratch
with great expenditure of time and money."

The absence of an-iﬁteg?ated,.gohesive Titerature on tﬁe broad area of automatic
testing prompted us, even during our self sponsored studies, to establish sub-
Ject indexed reference lists in an attempt to organize literature of interest.
In the present study, we have extended these early results to bring them up

b date and to make them more-useful to the reader.

The results ef jiterature surveys are presented in the Appendices to this
report. Appendix ‘B contains a glossary of terms particularly useful in the area
of simulator self test techniques. In Appendix C, we have attached a comprehensive
bibliography of materlal which we have reviewed during or before _this study. 1In
the- first part of the b1bl1ography, the source documents are referenced by subject
matter. In the second part of the bibliography, the documents are listed in more
complete bibliographic form, alphabetically, by authors' last name.
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SECTION 7
RESULTS OF SURVEY OF CURRENT HARDWARE SELF TEST TECHMIQUES

Generic techniques for hardware self test that are of particular potential
interest to simulator users and developers are presented in this section.
These techniques are Timited to those the 51mu1ator user might app]y h1mse1f
to various simulator aubsystﬂms as opposed to very sophlst:cated and ecoter1c
techniques that would be”of primary interest to more spec1a11zed subsystems
manufacturers. An example of the latter is the digital ‘logic simulations -
often used by combuter manufacturers further discussed in paragraph 7.1.%. 1

The techniques of interest to the present study fall into the following
“three major categorles* ) )
o Test design
' ~ o Test implementation
o ' ¢ Test data processing

Test design techniques are primarily influenced by the objective of the -
'test being designed. The tests for which design teéhniques have been considered
include fault detection tests, fault isolation tests and incipient fault
detection tests. :

Test implementation techniques are concerned with the means of generating
and' inserting test signals., into the hardware being tested at the prope% points
to accomplish the test objectives. Test implementation is also concerned with
the acduisition of the required test data. The latter problem becomes one of

-either sensing a parameter that is difficult to measure or switching a signal
without introducing an additional failure point into the hardware being tested.

Test data processing is that processing that is required to manipulate the
data acquired from the test in order to make it reveal the information that is
required in fulfillment of the test objectives. Test data processing, in
some of its forms, is a heavily documented problem area. Unfortunately, some
of the more mundane, though more useful techniques in this area, are hardly
documented at all. '

7-1
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Test design techniques are discussed in Section 7.1, test implementation
techiniques in Section 7.2, and data processing techniques in Section 7.3.

TEST DESIGN TECHNIQUESl

Test design techniques are methods and processes that can be used to
accomplish one or more of the following:

’ Identify a test approach for a subsystem

¢ Develop a tesi sequence

e EstabTish test signal requ1rements )

¢ Identify characteristic parameters for correlation of test results
Test design techniques are highly dependent on the objective of the test being
. designed as well as on the basic type of hardware being tested. Conseguently,
in this section, we have addressed the basic types of tests of interest to this
study. These three types are readiness tests, whose primary objective is fault
detection; fault isolation tests, and incipient fault detection test techniques.

Readiness tests are discussed in Section 7.1.1 in terms of the various
hardware categories to which they may be applied. Fault isolation test
iscussions are orgaﬁized similarly in Section 7.1.2. Incipient fault detection
tests discussed in Section 7.1.3 are addressed in terms of the various approaches
Fhat have been identified for implementing an incipient fault detection capabiTity.'

7.1.1 Readiness Tests (Fault Detection)
Readiness tests are used to verify the readiness of simulator subsystems

to perform according to design and operational requirements. Generally these
tests check each of the simulator subsystems and, whenever possible, use
already verified subsystems to check other subsystems of the simulator.
Idea]]y, readiness tests,are end to. end tests. They are primarily concerned

with test1ng a comp]ete string of hardware.

In order to implement an end to end test for:a hardware subsystem and
arrive at any degree of confidence as to its proper operability, it is generally
necessary to first consider the 1ikely failure modes of the hardware and the
symptoms of those failures. For an end to end test this requires the identi-
fication of some manifestation of the failure that is going to be apparent at -
the end of the hardware string at which the data acquisition process will be
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*

implemented. _ - -

Once the failure modes and symptoms are recognized, then it is logical
to try to identify the characteristic parameters that will eneb1e detection
of the failures being tested for. The characteristic parameters are not
necessarily quantities that.are being sampied directly by the data acquisition
system. For example, the data acguired may be the position. ‘of.a device as a
function of time. The characteristic parameters for evaluating the sgstem-s
performance may be rise time, peak overshoot and settling time. The necessary
operations between the data acquired and the characteristic parameters repre-
sent the data processing discussed in Section 7.3. ) !

Test design techniques contribute directly to the identification of
symptoms of faults as well as to selection of characteristic parameters for
readiness testing. Test des1gn techniques depend heav11y on the type of
. hardware be1ng cons1dered Consequently, the rema1n1ng discussion is organized
in terms of the basic hardware types considered. These three types are digital
electronics, analog electron1cs and electro-mechanical systems.

=7.1.1.1 Dpigital Electronics (Fault Detection)

- . Digital circuit elements are, found in a simulator in the data conversion
equipment, the host computer and flight 6oﬁputers as well as the devices
which interface the computers of various types. Some of these interfaces are
themselves computers. ' : : . ' -

- >, e

Failurés of digital circuit elements manifest themselves in one of three
different modes; '

e Constant logic 1 output unabie to switch to a logic O

¢ Constant logic O ouiput, unable to switch to a logic 1

¢ Output which does not represent the inputs and is intermittently erroneous
The failure may occur in data storage or in gating circuitry. In this case the
accuracy of calculations is affected. - On the other hand, a failure may develop
in address generation or recognition circuitry. This type of error causes data
or commands to be routed to improper devices, or not to be fransferred at all.
The Tirst case may not be immediately recognized, but instead may be processed
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having the same effect on the system as that caused by presenting wrong data to
the right device.

The timited choice of failure modes at the logic Tevel belies the complexity
of the problems, both of detecting and isolating faults in digital circuit
elements when combined into the major simulator subsystems previously noted.

These problems arise because of the logical éompTexity of thé c%rbuits any ‘
time a substantial path Tength is considered. As a consequénée it is entirely
possible and frequently 1ikely for the hardware logic structure to effectfveTy
conceal faults from casually designed functional tests of the basic functional
units. for exampie, exerc;ising all of the hardwired instructions in a computer
and checking the answer of the combinedPOperations may or may not reveal the
presence of a fault. The reason this can occur is that for any particular
combination of numbers to be processed, there may be bit cells that remain
unchanged during the process or whose values are dropped during round off
operations.

There is a solution to this test design problem. That solution is the
‘ate level simulation of the entire digital logic circuit in the string. With
the proper simulation, it becomes possible to insert faults at any critical
- point identified, simulate a test and evaluate whether the test detects that fault
and propagates it in a manner that can be discerned in the test results that are
produced.
Unfortunately, the gate level simulation of digital circuits is a 1a;ge
and sophisticated undertaking that is best left to the manufacturers of digital
circuits. Not only is the required effort substantial, but the talent réquired
is sophisticated, and in addition, if a major computing system is involved in -
- the path, the problem of obtaining an accurate representation of the computer's
operation is itself a major .undertaking. This is due to the proprietary .
importance of this very detailed information on the operation of a vendor's
computer system. This Tatter factor also encourages assignment of the diagnostic
development task for digital equipment to the people who make it.
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Nevertheless, there is a.limited amount of action that may be taken by the
simitlator user for implementation of readiness tests.. This action is the
mecification of diagnostic‘software capabilities as part of computer and digital
system procurements. The form that any such specification may take is
necessarily functional. For example, it is relatively easy to specify the
provision of test software to test all memory cells for their ability to assume
both true and false conditions; and to exercise the hardware instruction set not
only for numerical results but also for timing which may also be pevganng; and
to exercise communication paths to assure that all bits, both data, address, and
parity, and inter-subsystem communication are being transmitted and received
correctly. The functional tests required in any specific appIication\may'be-
directly derived from the device's operational requirements. The availability
of this software can never give a one hundred per cent confidence level that
all of the hardware is functioning properly but it can give a much higher level
than no test at all. 1In addition, depending on the hardware in question, the
manufacturer may be able to specify what per cent confidence may be realized .
from exercising certain specific parcels of his self test sofiware as part of
a daily readiness test.
!-1-1-2 Analog Electronic Circuits (Fault Detection)
Analog electronic circuits are fdund 1in the data conversion equipment,
the televisions systems for the visual simulation, and in the aural simulation,
Analog circuits do not generally exhibit the logical complexity that is found
in dig%ta] circuits. As a’consequence, it is usually possible to jdentify
characteristic paraﬁeters that are effective in evaluating the circuits on-an -
end to end basis for readiness testing. '

Failure modes of analog circuits can be cataloged and because of the large
variety of component types to be considered the catalog would be. extensive. For
purposes of designing readiness tésts it is simpler and more efficient to
consider the basic nature of electronic equipment of this type. The electronic
subsystems we are concerned with for the simulator hardware environment consist
of a number of lower level modules that are considered for self test purposes
~ to be LRU's or Least Replaceable Units. For purpeses of readiness testing
we are concerned with verifying the proper operation of a relatively simple
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arrangement or collection of these LRU's which might also be described as

shlack boxes." These boxes as well as the subsystems -into which they are
integrated have fairly well defined functional performance specifications.

The objective of the readiness test can then readily be interpreted to be the
“verification that these subsystems or LRU's are performing per their performance
specification. This effectively amounts to direct identification of character-
jstic parameters for the subsystems or LRU's with only an intuitive
consideration of their potential failure -modes.

Typically the choice of the characteristic parameters which are Tikely
to be of interest for measurement in a self test system is relatively Timitad
and will consist of some combination of the following:

¢ Bandwidth
Signal/Noise Ratio
Linearity
Ampfitude and phase response versus frequency
_ Sensitivity
i - .o Differential gain
Cﬂany of these parameters may be incidental properties of the circuit or
because of the circuits functional purpose, they may be performance criteria
and consequently, for test purposes, they become character1st1c parameters
‘of pr1mary 1mportance.

1
1
. ® o o

7" T "83nce the input as well as the output of an electronic circuit is basically
-an electrical signal, the specification of characteristic parameters is the major
*part of the readiness test problem aside from some possible switching require-
ments. The stimulus is readily generated with electronic signal generators and
the output or response is acquired as another electrical signal ready for

" processing.

~7.1.1.3 Electro-Mechanical Systems (Fault Detection)

= Electro-mechanical systems are found in simulators in many subsystems.
These subsystems include the galvanometer and servo driven meter movements in
the crew station and I0S, as well as the model drives for the visual simulation,
and the electro-hydraulic motion base servo systems. These systems are all
applications of classical control theory design techniques and are susceptible

-+
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to analysis and testing using the concepts of modern control theory. '

Readiness tests for these.systems are again only concerned-with dete}mining
whether the overall end to end performance of the unit or subsystem is within
performa@te specifications. ' In the case of electro-mechanical systems it is
desirable to look at the malfunction modes and the associated symptoms that
.characterize the system. .This analysis. serves two purposes. It helps 'to define,
the characteristic parameters-which-are required-to reveal any extent maffunctions
and it also helps to assure that determination of those characteristic parameters
by testing is necessary for the purpose of detecting any potential faults.

Hydraulic motion base systeﬁé are an interesting case in point in this.
regard. It is possibie to directly instrument many of the properties of the
motion base that need to be checked. Far example, line pressures, reservoir
Tevels, pressure drops, etc. This direct instrumentation enables verification
of these parameters during static checks. Unless other failure modes, which
cannot be te;ted statically, are considered essential for daily testing, there
" is no requirement to -implement an additional dynamic test although the motion

lase system is & straightforward_eési]y tested hydraulic feedback control system.
fContro'l systems whose performance can be analyzed at Jeast approximately

.by conventional Tinear control theory are generally evaluated dynamically in

terms of their response to several basic input signa]s: These- common test

signals are the unit impulse, the step; the ramp, and the parabolic input.

These signa1§ represent different alternates for assessing the transient

response of the system. Frequency response measurement is an alternative

to transient response analysis. The frequency response of a system is defined

as the steady state response of the system to a sinusoidal input signal.

. The most common means for specifying the time domain or transient
performance of a contro] system is in terms of its response to a step input.
The response of a typical underdamped second order system to a step input is
shown in Figure 7.1-1. This figure has been used to identify or define the
common, time domain, performance parameters.‘ These are the rise time or time
to 100 per cdent of the ccmmanded value. For an overdamped system, there is no

»
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overshoot and the rise time is defined with reference to some fixed per cent
f the full deflection, for example 10-90 per cent. The remaining parameters

for the underdamped systém are the per cent overshoot, the time of peak

overshoot, and the settling tiﬁe. The settling time is” the time required for

" the response to become damped within some nominal boundary of the commanded
value. Use may also be made of the residual sSteady-state error. '

+

Although the parameters described above are defined for a linear, second
order system, the wide spread use of these parameters is due to the fact that
for‘many higher order and/or nonlinear systems, the dynamic response is quite
often primarily impacted by a pair of dominant roots. Consequently, the
response of these systems is not entirely different from that shown in
Figure 7.1-1. ' ) :

Readiness testing of electro-mechanical systems, when dynamic tests are
necessary, should be adequﬁteTy addressed by evaluating the parameters described
above following the application of a step input as a stimulus. Frequency
__response testing should almest always be unnecessary for this purpose. One
.jaason for this is.that there is a certain amount of correlation between the
’frequency response of é system and its transient perforimance. For example,
loss of'higﬁ frequency response wilt show up in the degradation of rise time.
Simitarly, the magnitude of the per cent overshoot, alsc relates to the
magnitude of the resonant peak amplitude. response in the frequency response

characteristics.

The ﬁti]jty of determining the response to a step input of dynamic
systems is so great that a.utility routine has been flow charted for this
purpose and for reference use in other parts of the study.” This flow chart
is presented in Figure 7.1-2.

The utility, step response'test routine STRSP, shown in Figure 7.71-2 is
based on the following assumptions as to its implementation and utilization:
e The routine tests a block of devices whose scale factors and other
characteristics are communicated to the routine in data arrays.

»
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@ Time reference is provided by an external clock which is programmabie
to the .extent that it can be reset on command.
& The command for clock initialization and. the step signal magnitudes
are. communicated tolthe equipment being tested concurrently, making
the clock an absolute time reference for the test.
© The characteristic parameters determined by the test are communicated
back to the ca111ng program in arrays also designated by that program.
The calling program is respon51b1e for processing of the data gﬂnerated by o
the test routine, STRSP. For readiness tests this cons1sts anly of compar1son
of the test results with nominal values and tolerances that are available for

1

this purpose. . ' , A \-

+* Ta

7.1.2 Fault Isolation Technigues

Fault isolation tests or procedures afe either special tesfs or data
analyses that are implemented for the purpose of identifying the failed unit
in a system or subsystem. For the purposes of the present'study we are
concerned' with isolating failures to what we call the LRU Tevel. An LRU is
the last step in the automatic testing process orce a fault has been detected.
LRI's are defined by their natural modular nature and by the need at some point
.0 remove a unﬁ;it to a workbench to accomplish the“final repair or replacement.

Ideally, ;f would be desired to perform further analyses on the data
obtained from the readiness tests and establish the designation of the defective
LRU. 1In subéystems in which LRU's are combined in circuits with any degree of
complexity, this is seldom possible unless the functional performance of the
LRU imposes a unique signature on the response obtained from the readiness test.

There are simulator subsystems with many LRU's essentially arranged in
parallel. In this instance readiness testing requires testing each of the para]ie]
units and fault isolation is accomplished incidentally to the.readiness test.
Subsystems of this type are crew-station and the instructor operator station.

The fault isolation problem is also minimized when functional testing is
impiemented at the LRU level. For example, testing for the proper functional
operation of a digital subsystem such as a data channel effectively isolates a

.
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fault to as Tow a level as it is desirable to go with a self- test system.

. Like readiness tests, fault-isolation tests are sensitive to the type of °
hardware -being tested. The following discussion considers digital electronic :
circuits, analog electronic circuits and electro-mechanical subsystems. '
7.1.2.1 Digital Electronics (Fault.Isdlation) -~ - ) |

The readiness testing of digital circuit subsystems is Timited to basic -
functional testing in Section 5.1.1.71. Functional testing in this instance

« . LT 19

involves exercising the basic functional elements of the digital subsystem such
as the data channels, the interface hardware, the memory; the hardware
instruction set, etc. Detection of a fault by any of these tests automatically
identifies a faulty functional unit to the Towest level it seems necessary to
go for a simulator self test concept.

. Techniques tﬁat are more suifab]e for manual or semi-automatic testing of
digital systems include hardware probe insertion and the monitorigd of discrete
bits at certain kéy interface,points. Probe techniques fequire development

@lven for semi-automatic application and seem far beyond the scope of what should
. be attempted for a simulator self test system.

The only techniques that seem useful and desirable for simulator implementation
are functional-testing which effectively isolates faults to specific digital RS
functions and the use of intuitive or heuristic techniques for subsystems such as
the data conversion-equipment. ;

7.1.2.2 Analog Electronics (Fault Isolation) _

Electronic equipment that processes basically analog signals is characterized
by relatively simple arrangements of its LRU's. The characteristic parameters
identified for end to end readiness testing of an electronic system are also
applicable to testing of the LRU's individually. The basic fault isolation
problem for electronic systems is consequént]y solvable by introducing additional
switching to enable testing of each LRU once the readiness test has detected a
fault. This switching must of course be implemented in a fail safe manner. That'
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is, test circuit switch failures should not interfere with nominal simuiator

dperations.

Although analog e]ectronié systems configurations are basically lTess complex
than digital logic networks, it may not always be possible or reasonable to rely
on intuitive or heuristic techniques for derivation of the most effective or most
direct test sequence for fault isolation. The techniques that are most useful
and applicable to the test design problem for fault isolation in electronic systems
are graph theory and related modern network theory. Modern network theory and
its relation to graph theory is very clearly presented . in Reference 7.1-1.

The basic problem that these techniques can address is that of test design.
Since we have restricted readiness testing to end to end testing, we must identify
the test design problem addressed by these technigques to be fault isolation. The
advantage of using these techniques is that they can identify methods for
avoiding the necessity of inserting test signals before each LRU and sensing
response immediately past the LRU. In other words, the application of these

echniques, when warranted, can potentially avoid the addition of switching

to effectively enable testing each LRU individually. If the system is

relatively simple, the necessary switching is not generally a problem. However,
as the system complexity increases the switching requirements and the number of h
separate tests that are required can increase accordingly and reach a level where
the application of §omewhat more sophisticated test design techniques pay off.

7.1.2.3 Electro-Mechanical Systems (Fault Isolation)

Fault isolation for electro-mechanical systems is of primary intereét with
respect to the servo drives for the models and cameras in the visual simulation
and for the motion base. The servo driven instruments in‘the crew station and
the I0S are themselves LRU's and readiness tests effectively accomplish fault
isolation at least to the level of interest for simulator self test.

If the response to a step input is assessed as part of the readiness test
for these remaining systems, then some insight is already available as to the
type of failure that is present. This insight is attributable to the fact that
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!Ehe servo systems for the models and the motion base are relatively straight-
forward control systems whose transfer functions are known and whose performance
is relatively linear and corresponds with what is predicted by linear control

theory.

This insight is available to the control systems engineer but not necessar-
ily to the technicians or operators responsible for operation and/or maintainance
of the equipment. Consequently, it may be desirable to implement additional
.computerized analyses to provide the operator or maintainance crew w1th the same
insight. There are several techniques well documented in the ]1terature for:
this purpose. These techniques are not very complex but because of the level
of detail required with respect to particular subsystem description, it has
not been feasible to carry out detailed example analyses for simulator appli-
cations.

The fault isolation techniques for electro-mechanical systems that are
wof interest for simulator applications are based on the further analysis of
.the frequency response data for the tested systems. The following assumpticns
are implicit in both of these techniques:

e The systeﬁ,nominai transfer function is known

¢ The system ;;érforms Tinearly in the region of the test

¢ The system js relatively simple
The requirément for relative simplicity cannot itself be delineated véry*precisely.
However, as' the techniques are considered, the limitations on complexity should - -
become evident. One interpretation of simplicity is that the systems performance
be primarily governed by a dominant set of roots of the characteristic equation
or effectively by a lower order dominant transfer function. This is simply the
equivalent of saying that the presence of many higher order terms in the transfer
function does not rule out the use of these techniques as long as the performance
of the system is dominated consistently by the lower order roots and the others
hay be neglected.

The two techniques to be described may be labeled the "transfer function )
coefficient derivation method" and the "frequency response pattern recognition method
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Transfer Function Coefficient Derivation Method ! ‘
} The frequency.response of.a-s&stem whose transfer fgnc%ion is known is
readily computed using basic control theory and may be plotted in a Bode diagﬁam.
The breakpoints in the linearized %requency response are, of course, at the ‘
frequencies -corresponding to the Jocations of poles or zeroes of the transfer
function. The changes in slope of the amplitude response are governed by the
following two properties: )

e At each simple pole or zero, there is a 20 db/decade change in sTope
[plus (+} for a zero, minus (-) for a pole]

e At each complex pole or zero, there is 40 db/decade change in slope
[again plus (+) for a zero, minus {-)} for a pole] '

The coefficient derivation method is based on analysis of the Tinearized
or line segment approximation to the frequency response of the system as
follows, If the breakpoints in thié frequency .response are known (and they are
readily computed) for the nominal system, then it is possible to select several
test frequencies between each breakpoint and obtain the amplitude response by
testing. From the test data, it is possible to fit linear segments of the
?ampiitude response between each breakpoint. The intersections of these linear
segments are now the new breakpoints of the system's transfer function. ‘Based
on the sign of the change in slope at the breakpoint, the breakpoint ‘freqliencies
may be inserted into the experimentally derived transfer function as either
poles or zéroes,

From an“analysis of the system, the nominal numerator and denominator
polynomials are known.. The coefficients of the terms in these polynomials are
simple algebraic expressions involving the basic physical properties of the
system. For example, these properties are gains, coefficients of friction,
spring constants, etc. Once the actual transfer function is derived from test
data, it is only necessary to solve the simultaneous algebraic coefficient
expressions backwards or inverted in order to determine what the values of the
'physicgl properties are currently. These physical property values may then be
checked against the acceptable values and tolerances for these parameters to
isolate to the characteristic that has degraded sufficiently to cause a failure

.. in performance level during the readiness test. =
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The process for accomplishing this analysis, including the portion that
may be implemented on the computer, is flow charted in Figure 5.1-3. Further
W information on the setection of test frequencies, ds well as example problems,

"may be found in References 7.1-2 and 7.1-3.

Fréquency Response Pattern Recognition Method )

The coefficient derivation method literally solved for the system proper-
ties based on its present performance. The pattern recognition method effectively
accomplishes the same degree of isolation but on a more experimental basis. The

results require substantially less computation during the development as well
as after implementation. .

The pattern recognition method also considers the impact on the Bode
diagram of changes in values of system parameters. The approach in this case
is as follows.

First, a limited set of test frequencies are selected, based on reference
to the nominal frequency response properties of the system. Next the amplitude
aand phase response characteristics of the system are determined for each test
Dfrequenpy for some substantial deviation from the.nominal value for each
property that enters into theftransfer function. . These parameters would again
be gains, spring constants, friction terms, etc. The determination of the
impact of the component deviation may be established analytically or by'perfbrmb*
ing a small parametric evaluation with a simulation of the system. Knowing the
effect on the amplitude and phase response, it is now ﬁossib]e to construct a -
table. The table can be constructed by Tisting the test freguencies along one
side with provision for phase and amplitude characteristics at each frequency.
The components of the systém are listed across the other dimension of the table.-
If components can fail with either positive or negative characteristic changes
than both contingencies must be allowed for. Table 7.1-1 is an example of what
such a table could Took 1ike. The table is filled out with whole numbers because
the fault levels at the bottom of the table were divided into the phase and
amplitude deviations and the result rounded to the nearest whole number, The
same normalization can, of course, be done for the data obtained from a test.
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TABLE 7.1-1 TYPICAL FAULT DICTIONARY FOR A SIMPLE RC NETWORK*"

FREQUENCY ] -50% CHANGE .- +50% CHANGE :
RAD./SEC. Ry Ry Ry R Cii C, €, Ry R, Ry Ry £ G, c3;
1 AMP RATIO 1 -1 0 0 0 0 O <1 1 0 ¢ 0 6 O
PHASE 60 0 0 0 0 0 O "0 0 0 0 0 0 O
4 AP RATIO 1 -1 ¢ 0 0 0 0 -1 1 -1 0 0 0 -
PHASE 0 0 1 0 0 0 .0 0 0 -1 0 0 0 O
% AMPRATIO 1 -1 1 0 0 1 1 0 0 -1 0 0 -1 -1
PHASE o 0 1 1 0 1 1 0 G -1 0 0 0 -1
200 AMPRATIO 0 0 1 0 -1 1 1 6 0 -1 0" 1 -1 <1
PHASE o0 1 1 0 1 1 0 0 -1 0 0 -1 -1
sgg  AMPRATIO 0 0 1 1 0 1 1 0 0 -1 0 0 -1 -1
PHASE - 0 0 1 1 0 1 1 0 0 -1 -1 0 -1 -1
s000 - MMPRATIO 0 0 1 1 0 1 1 0 0 0 0 0 0 O
' PHASE "0 T 1 0 1 1 0 0 0 -1 0 -1 41
AMPLITUDE RATIO FAULT LEVEL = .025
PHASE ANGLE FAULT LEVEL =

.0785 RAD. .-

* This table, based on Reference 5-2, shows the patterns of performance
deviations for + 50% component va]ue deviations in a simple RC network.
The round numbers appear because the actual deviations have been
divided by the fault levels noted, and the results have been rounded
to the nearest whole number,
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P .when the normalized data from a test is obtained, then the results at
each frequency can be compared with the resuits obtained experimentally. This-,
is an extremely simplie computation and immediately pinpoints the 1ikely source
of the fault. The question of multiple failures immediately arises and admit- .
tedly the approach as .outlined is oriented foward single point failu&e;. The
coefficient derivation methéd previously discussed does not have any Timitations
on the number of conchrrent deviations that can be detected and would .be a wmore

- appropriate choice if this situation is Tikely to occur frequently.

The pattern recognition technique lends itself readily to the solution of
simple problems and to small studies that assess alternate ocptions or modifi-
cations to_the basic techniques. Consequently, there are a large number of
-papers -that discuss this approach and its various ramifications at great length:
Some of the more interesting discussions may be found in References 7:7-2%and 7.1-3
A fiow chart of the entire pfocess is shovin in Figure 7.1-4.

Frequency Response Analysis for Above Fault Isclation Techniques
The two techniques discussed above are both based on further analysis of

Bode diagram information. , The frequency respdnse data for constructing a Bode
diagram may be derived from tests conducted in a number of ways. If one test
frequency is applied at a time and the response of the system measured, the data
is ready for plotting immediately. However, if more complex signals are used

to reduce test time, for example, or if normal operat{ng signals are monitored
for purposes of frequency response analysis, then certain data reduction tech-
niques may be required. These techniques a;e discussed in Section 7.3: In

the following Section, we'address the problems associated with incipient fault
detection. ‘ )

]
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FIGURE 7.1-4 FAULT ISOLATION BY FAULT DICTIONARY (FIFD)
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7.1.3 Incipient Fault Detection Technigues
' Readiness tests are designed to detect existing faults in a system. A
fault is an existing defect or deficiency which prevents the tested system

from achieving a satisfactory performance level. An incipient fault is a
fault that is Tikely to happen in the near future and whose occurence we would
"1ike to plan for. That is, we would like to order replacement components or
schedule maintenance at:a time when it does not interfere with our mnormai
everyday operations, Since readiness tests are intended to be executed daily
in order to assure proper operation of the simulator fTor the days training
activities, it is most advantageous if we can concurrently acquire any addi-
tional data that may be needed to obtain a warning of a fault about to happen,
or at the least, Took at the data obtained in a more quantitative sense than
the simple go-no go condition. ‘

We have identified a number of basic techniques for detecting incipient

faults. These téchniques are applicable to all of the analog circuiis and
systems and to the servomechanisms in the various simuiator subsystems. We

_have not found any techniques useful for digital electronics or for discrete
%igna] lines. The primary difficulty with discrete elements is that failure
prediction techniques are in one way or another concerned with the performance
degradations that may be observed. "With any system that ‘exhibits only two states
as opposed to a continuously varying, infinite variety of states, it is imposséb]e
to detect trends or gradations.

Since the incipient fault detection techniques discussed are only applicable
to analog electronics or electro mechanical systems, we have not organized this
section by system type. Instead, we proceed directly to a description and
evaluation of the various incipient fault detection techniques. These are
overstress testing, marginal testing, gray area performance evaluation and
degradation rate analysis.

7.1.3.1 Overstress Testing
Overstress testing is based on the operation of the tested system or LRU
at the high end or beyond the high stress 1imit of its operational band. The
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Doverstréss operation must, of coursé, be kept within-safety limitations that
are established for safe operation. For simulator applications, we are not

S0 much'interested in exceeding\structura1 1imitations, which is what the tem
stress tends to imply, but rather power 1imitations and possibly frequency
Timitations.

The bandwidth quotéd for systems is;conventionaTIy“taken to be the Towest
resonant frequency of the system. If the system is only required to have linear
response out td that bandwidth, there may not be a performance level specified
at the higher frequencies. However, testing in this area could be useful for
incipient fault detection and could be considered as one type of overstress
-testing, although it would not be expected to induce any failures.

More frequently, overstress testing might be apﬁ]ied in terms qf egpessive
electrical power levels. Operation a% higher than normal voltage lévels can
cause marginal components to burn out at a time when repair or replacement is
~ more opportune. For simulator applications, this type of approach is more
Fsuitable for the regular maintenance shift when it is appropriate. There is no

requirement for data storage or processing and no value in automation of the

procedure. In addjtion, 1t-1s definitely.an undesirable appreach to-use as-
_part of a readiness test just prior to a training sess1on.

7.1.3.2 Marginal Performance Testing

Marginal performance testing is based on operation of a system at a

marginal performance 1evel such that minor irregularities in performance may

be revealed. Examples of this technique would be commanding an extremely Tow

rate motion from a servo and then monitoring the servo respanse to detect

jrregularities in motion or the threshhold command levels required to stimulate

a response. Either of these approaches should reveal high friction Tevels or

potential motor degradations that could result in a subsequent failure.

Marginal performance testing is in distinct contrast with readiness
- testing requirements. Readiness tests, as defined herein, are concerned with
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Ldetermining if a system is functioning properly. This impiies_iesting the.
unit over its normal perfolimance range, if not-at its upper performance Timits.
Consequéntly, the use of marginal performance testing implies the execution of
separate tests expressly for the purpose of incipient fault detection and of
no value to the basic readiness test requirement. ’

Although this type.of testing must be recognized as one approaéﬁ that -
can be implemented when nothing else will suffice, it is recommended: that either
of the remaining two types of incipient fault detection techniques be applied
firét. Although directly applicable experience data is not available, it is
anticipated that the following techniques will be adequate for future simuiator
'subsystems.) '

7.1.3.3 Gray Area Performance Degradation .

The simplest approach for incipient fault detection for either electron1c
-{analog} or electromechanical subsystems is the detection of the fact that a
subsystem has moved into 5 gray performance level margin or boundary and its
bperformance in the near future is 1ikely to drop below acceptable Tevels. 1In
order to do this, it is primarily necessary to store in the data base an addi-
tional set of tolerances foy each characteristic jparameter. During the:readi- Rl
ness test performed before each training session, the units performance is
compared not only with an absolute tolerance Tevel which establishes the unit
as failed, but the performance is also compared with a second tolerance which,
if exceeded, says that the device is going to exceed its required performance
1imits within some predetermined time period, such as 10 or 30 days.

The "gray area performance" technique has some strong advantages, which
include the foliowing: , .
¢ Data base requirements are minimized by the need to store only one
additional tolerance for each characteristic parameter.
¢ Computer software development and computer computations are minimized.

" There.are also several disadvantages for the "gray area performance" tech-
niques. These -disadvantages include the following: )

i
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¢ Complete knowledge of the systems performance degradation character-
istics must be available before the techﬁique can be implemented.

e - The systems performance degradation characteristics must be predic-
table and well behaved; otherwise either false warnings or "too late"
warnings are 1ikely to be received. )

e If the test data analyzed are noisy or erratic on a day to day bas}s,
false indications will be generated.

The gray area performance degradation technique may be adequate for a number of
retiable subsystems or components but, nevertheless, a more sophisticated tech-
nique may be required. The final approach to be discussed resolves some of "the
difficulties mentioned above and has been designated the "degradation rate
analysis technique".

7.1.3.4. Degrada?ion Rate Analysis Technique

The incipient fault detection requirements for training simulators are
oriented to relatively reliable subsystems or components. That is, we are
concerned with units that may fail once o