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I Introduction

This research was undertaken in an effort to aid the Forestry Application
Project on Timber Resources. Mission M230 of the C-130 aircraft was flown over
the Sam Houston National Forest on March 21, 1973 at 10,000 feet aititude. The
Bendix 24 channel multispectral scanner collected the data. Four forest scenes of
this data set were selected for study. They were edits 3, 6, 9, and 14, The cate-
gories of timber classes and subclasses are shown in Table 1.1.

The application oriented research was to apply and document the capability
of existing textural and spatial automatic processing techniques at the University of
Kansas to classify the MSS imagery into specified timber categories. The ground
truth for the study was supplied by the Forestry Applications Project.

Over a hundred classification experiments were performed on this data
using feature selected from the speciral bands and a textural transform band. The
textural transform band is an image whose resolution cells have grey tone intensities
which indicate one parameter of local neighborhood texture. The textural transform
concept is discussed in Section IIl. The classification was done by equal interval
quantizing the images to 32 levels and using a non-parametric table look-up rule
discussed in Section II. The various spatial pre= and post-processing options are
discussed in Sections IV and V. Sections VI through IX discuss the results using
only spectral features. Sections X through XIII discuss the combined spectral tex-
tural results.

The results indicate that

(1) spatial post-processing a classified image can cut the classification
error to"1/2 or 1/3 of its initial value.

(2) spatial post-processing the classified image using combined speciral
and textural features produces a resulting image with less error than |
poéf-processing a classified image using only spectral features.

(3) classification without spatial post processing using the combined
spech‘al‘ textural features tends to produce about the same error rate

“as a classification without spatial post processing using only specfra‘
features.



TABLE 1.1 THE TYPE (CLASSES) AND CONDITION CLASSES (SUBCLASSES)

OF FOREST FEATURES OF INTEREST IN SAM HOUSTON NATIONAL FOREST OF TEXAS

Type No.

Type (Class)

Subclass No.

Condition Class (Subclass)

1

Shortleaf pine

Loblolly pine

Laurel oak -
willow oak
Sweetgum - nuttal

oak = willow oak

Post oak = black oak

Loblolly pine -
hardwoods

Cut-over land

—c g

1.1
1.2
1.3
1.4
2.1
2.2
2.3

2.4
2.5
2.6
3.1

4.1
4.2
4.3
5.1
6.1

7.1

7.2

Plantation - 3 years old
Poletimber = immature
Sawtimber = immature
Sawtimber ~ mature
Plantation = 1 year old
Plantation = 3 years old
Seedling and Sapling -
adequately stocked
Poletimber - immature
Sawtimber = immature
Sawtimber - mature

Sawtimber = immature

Sawtimber = low quality
Sawtimber = immature
Sawtimber ~ mature
Sawtimber ~ immature

Sawtimber = immature

Site prepared and
windrowed

Not site prepared




These results mean that regardless of how the image is classified, spatial post~
processing should be used to reduce the error rate. Furthermore, the best

post processing results can be obtained if textural features are used; but, if no
spatial post-processing is going to be utilized, spectral bands only will give about
the same results as the combined spectral textural bands.

These conclusions are based on classification into all timber subclasses using
large training sets averaging more than 25,000 points per image. Because the
training sefs were orders of magnitude larger than the number of categories times the
number of features, the statistics must be considered as large sample statistics and
we used, justifiably, the training data as the test data.

Tables 1.2 and 1.3 summarize the basis of our conclusions. The results of
each experiment can be summarized in three ways: by average error, by average
misidentification error, and by average false identification error. The average
error is defined as the total number of incorrect category assignments divided by
the total number of assignments. The average misidentification error is defined as
the equeally weighted average over all categories of the number of times the category
is incorrectly assigned divided by the total number of times the category occurs in the
ground truth. The average false identification error is defined as the equally weighted
average over all categories of the number of times an incorrect assignment is made fo
the category divided by the total number of times an assignment is made to the category.

When the ground truth has each category occurring with equal frequency, the
average misidentification error will equal the average error. When the number of
assignments to each category is the same, the average false identification error will
equal the average error. If the prior probability for a category is high and the cate-
gory has a high misidentification error, then all other things being equal, the average
error will be higher than the average misidentification error. If the prior probability
for a category is low, and the category has high misidentification error, then all
other things being equal, the average error will be lower than the average misiden-
tification error.

From Tables 1.2 and 1.3 it is readily apparent that both the use of textural
features and spatial post processing tends to increase and equalize the average mis-
identification error and false identification error while cutting the average error

fo less than half its initial value.



I.1 Contingency Tables of Classification Results

All results are reported with a complete contingency table. The contin-
gency tables are all organized in the same manner. The title for the contingency
table tells which images are being compared. The first nine character file name
is the name of the ground truth image file. The number following it is the sym-
bolic band number used from that multi-image file. The second nine character
file name is the name of the classified image file. The number following it is the
number of the symbolic band used from that multi-image file. The row label
UNKWN means unknown true category identification. The column label R DEC
means reserved decision.

The contingency tables have a column labeled ERR. This column designates
the number of the resolution cells in each category misidentified. The next column
is labeled % ERR and it d esignates the percent of misidentification error. The con-~
tingency tables have a row labeled ERR. This row designates the number of resolu-
tion cells in each category falsely identified. The next row is labeled % ERR and
it designates the percent of false identification error. The label % SD stands for
the percent standard deviation of the error estimates. The entry whose row is
labeled TOTAL and whose column is weighted % ERR is the equally weighted
average of the misidentification error percentages. The entry whose column is
labeled total and whose row is weighted % ERR is the equally weighted average of

the false identification error percentages.



Average Average
Average | False | 1 Average False
Misidenti= | Identifi- i Misidenti- | Identifi~
Average | fication | cation Average | fication cation
t Error ~ Error - Error Error ¢ Error Error
N :
Edit6 | 22% | 30% 5% 22% | 23% &%
Edit9 | 26% ! 9% . 9% 28% | 8% 1%
. i ; ;
Edit 14 | 30% ; 13% 9% . texture band not selected by feature selector
Edit 3 i 2% | 14% 5% . 40% | 25% 29%
. i i
Table 1.2 summarizes the error rates obtained from the spectral versus the spectral=
textural classification using 3 band pairs and no spatial post processing.
Spectral Spectral~Texture
! Average 'l Average
‘ Average | False Average False
! | Misidenti- | idenfifi—‘ Misidenti- | Identifi-
! Average | fication § cation | Average | fication cation
| Error ! Error ' Error i Error Error Error
t : f
‘ i :
Edit6 | 9.3% ; 34% i 33% | 6.8% 38% 37%
Edit9 | 19% 1 25%  182%  15% | o7% 33%
Edit 14 % 12% : 32% I 31% , texture band not selected by feature selector
B W
Edit 3 | 24% % 35% [40% § 12% 40% 44%
Table 1.3 summarizes the error rates obtained from the spectral versus the spectral-

textural classification using 3 band pairs and spatial post processing.



1 Table Look-Up Decision Rule

Brooner, Haralick and Dinstein (1971) used a table look-up approach on
high altitude multiband photography flown over Imperial Valley, California to
determine crop types. Their approach to the storage problem was to perform an
e qual probability quantizing from the original 64 digitized grey levels to ten
quantized levels for each of the three bands: green, red, and near infrared. Then
after the conditional probabilities were empirically estimated, they used a Bayes
rule fo assign a category to each of the 108 possible quantized vectors in the 3-
dimensional measurement space. Those vectors which occurred too few times in
the training set for any category were deferred assignment.

The rcfﬂi@r direct approach employed by Brooner et al. has the disadvantage
of requiring a rather small number of quantized levels. Furthermore, it cannot be
used with measurement vectors of dimension greater than four; for if the number of
quantized levels is about 10, then the curse of dimensionality forces the number of
possible quantized vectors to an unreasonably large size. Recognizing the grey
»_level precision restriction forced by the quantizing cog;}‘ening effect, Eppler,

: Melmke, and Evans (1971) suggest a way to maintain greater quantizing precision by
defining a quantization rule for each category - measurement dimension as follows:

(1) fix a category and a measurement dimension component;

(2) determine the set of all measurement patterns which would be

assigned by the decision rule to the fixed category;

(3) examine all the measurement patterns in this set and determine

the minimum and maximum grey levels for the fixed measurement
component;

- (4) construct the quantizing rule for the fixed category and measurement
dimension pair by dividing the range between the minimum and maximum
grey levels for the category into equal spaced quantizing intervals.

This multiple quantizing rule in effect determines for each category «
rectangular parallelepiped in measurement space which contains all the measurement
patterns assigned to it. Then as shown in Figure 1.1, the equal interval quantizing
lays a grid over the rectangular parallelepiped. Notice how for a fixed number of

quantizing levels, the use of multiple quantizing rules in each band allows greater



grey level quantizing precision compared to the single quantization rule for each
band.

A binary table for each category can be constructed by associating each
entry of the table with one corresponding cell in the gridded rectangular parallel-
epiped. An entry is a binary 1 if the decision rule assigns a majority of the measure-
ment patterns in the corresponding cell to the specified category; otherwise, the
entry is assigned to be a binary 0.

The binary tables are used in the implementation of the multiple quanti-
zation rule table look-up in the following way. Order the categories in some
meaningful manner such as by prior probability. Quantize the multispectral
measurement pattern using the quantization rule for category cq- Use the quan=
tized pattern as an address to look up the entry in the binary table for category <y
to determine whether or not the pre-stored decision rule would assign the pattern
to category c;. If the decision rule makes the assignment to category <y the entry
would be a binary 1 and, all is finished. If the decision rule does not make the
assignment to category ¢y, the entry would be a binary 0 and the process would
repeat in a similar manner with the quantization rule and table for the next category.

One advantage to this form of the table look-up decision rule is the flexibility
to use different subsets of bands for each category look-up table and thereby take
full advantage of the feature selecting capability to define an optimal subset of bands
to discriminate one category from all the others. A disadvantage to this form of the
table look-up decision rule is the large amount of computational work required to
determine the rectangular parallelepipeds for each category and the still large amount
of memory storage required (about 5,000 8 bit bytes per category).

Eppler (1974) discusses a modification of the table look-up rule which enables
memoi'y storage to be reduced by five times and decision rule assignment time to be
decreased by 2 times. Instead of pre-storing in tables a quantized measurement space
image of the decision rule, he suggests a systematic way of storing in tables the
boundaries or end-points for each region in measurement space satisfying a regularity

condition and having all its measurement patterns assigned to the same category.

~Let D=D; x D, x...x D be measurement space. A subset

RC Dy x D2 XawoX DN is a regular region if and only if there exists constants



L] and H] and functions L2, L3,. cey LN’ H2~, H3, cees HN
(ks DyxDyxeeax D 1+ (-%,=); H : Dy xDyx.0ux Dy~ (-o2,)
such that

R= {(x],...,xN)€D|L]<x]<H1
L2(x1)<x2<f H2(x])

. | \
LN(x], x2,...,xN_])<_xN <HN (x], Xoreasrs xN_.I))»

From the definition of a regular region, it is easy to see how the table look~up
by boundaries decision rule can be implemented. Let d= (d] yeens dN) be the measure~
ment pattern to be assigned a category. To determine if d lies within a regular region R
associated with category ¢ we look up the numbers L, and H; and fest to see if dy lies
between L, and H] . If so, we look up the numbers L2(d]) and H2(d]) and so on, If
all the tests are satisfied, the decision rule can assign measurement pattern d to category
c. If one of the tests fails, tests for the regular region corresponding to the next category
can be made.

The memory reduction in this kind of table look-up rule is achieved by only
storing boundary or end-points of decision regions and the speed-up is achieved by
having one~dimensional tables whose addresses are easier to compute than the three
or four-dimensional tables required by the initial table look-up decision rule. However,
the price paid for by these advantages is the regularity condition imposed on the decision
regions for each category. This regularity condition is stronger than set connectedness
but weaker than set convexity.

Another approach to the table look-up rule can be based on Ashby's (1964)
technique of constraint analysis. Ashby suggests representing in an approximate way
subsets of Cartesian product sets by their projections on various smaller dimensional
spaces. Using this idea for two=dimensional spaces we can formulate the following
kind of table look-up rule.

‘ Llet D= D'l X D2 XaooX DN be measurement space, C be the set of categories,
and JC {1, 2,..., N} x {1,2,..., Nlbe an index set for the selected two-dimensional



spaces. Let the probability threshold o be given. Let (i,j)eJ; for each (x] , x?_)e'Di X Dj
define the set Sij(xl' XZ) of categories having the highest conditional probabilities
given (x], x2) by

Sij(x1’ x2) = {c:«sClPx],x2 (c) = aij)}, where OLij is the largest number

which satisfies
P (c)=a
c€SiJ.(x],x2) Xy1%9
Sij(xl’ x2) is the set of likely categories given that components i and j of the

measurement pattern take the values (x] , x2).

The sets Sij’ (i,j)ed, can be represented in the computer by tables. In
the (i,j)fh table Sij the (xq, xz)t‘h entry contains the set of all categories of

sufficiently high conditional probabilities given the marginal measurements
(x], X'R) from measurement components i and j, respectively. This set of categories
is easily represented by a one word table entry; a set containing categories C1r S7v
Co/ and o for example, would be represented by a word having bits 1, 7, 9, and
12 on and all other bits off.

The decision region R(c) containing the set of all measurement patterns to

be assigned to category ¢ can be defined from the Sij sefs by

R(c) = {(d], s nns dpg)eDy x Dyxe..x Dyl e} = i Sij(di,dj)}
i,ed

This kind of a table look-up rule can be implemented by using successive pairs of
components (defined by the index set J) of the (quantized) measurement patterns
as addresses in the just mentioned fwo-dimensional tables. The sef intersection
required by the definition of the decision region R(c) is implemented by fcking the
Boolean AND of the words obtained from the table look-ups for the measurement to be
assigned a cdfegory. Note that this Boolean operation makes full use of the natural
parallel compute capability the computer has on bits of a word. If the ki_'h bit is the
only bit which rémqins on in the résul’ring word, then the measurement pattern is
assigned to category c) - If there is more than one bit on or no bits are on, then

- the measurement pcn‘fern‘ is deferred its assignment (reserved decision).



Thus we see that this form of a table look-up rule utilizes a set of "loose”
Bayes rules in the lower dimensional projection spaces and intersects the resulting
multiple category assignment sets to obtain a category assignment for the measure~
ment pattern in the full measurement space.

Because of the natural effect which the category prior probabilities have
on the category assignments produced by a Bayes rule it is possible for a measure=
ment pattern to be the most probable pattern for one category yet be assigned by
the Bayes rule to another category having much higher prior probability. This
| effect will be pronounced in the table {ook=up rule just described because the

elimination of such a category assignment from the set of possible categories by
one table look-up will completely eliminate it from consideration because of the
Boolean AND or set intersection operation. However, by using an appropriate

combination of maximum likelihood and Bayes rules, something can be done about

bability threshold R, we can construct the set of Tij (c) having the most probable
pairs of measurement values from component i and j arising from category c. The

set Tij(c) is defined by

|
| this.
For any pair (i, j) of measurement components, fixed category c; and pro-
T30 = 40, x)eD; x Dy 1Pk, x9)> 8,00,
|
|

where Bij(c) is the largest number satisfying

i- | 2 Pxyxy) =8
| (x] ,x:Z)eTij (c)
Tables which can be addressed by (quantized) measurement components

can be constructed by combining the Sij and Tij‘sefs,, Define Qij(x'l’ x2) by

Qij(xl’ x2) {cGCI(x], x2)€Tij(c)}Usij(x]’ x2)

The set Q‘i‘j(x] , x2) contains all the categories whose respective conditional pro-
babilities given measurement values (xy, x5) of components i and j are sufficiently
high (a Bayes rule criteria) as well as all those categories whose most probable
measurement values for components i and j respectively are (x;, x2) (@ maximum

likelihood criteria). A decision region R(c) containing all the (quantized) measure=

ment patterns can then be defined as before using the Qyij sefs:
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R(c) = {(d],dz,...,dN)eD] xDye.v x Dy (e} = . ;j)&l Qij(di,dj)}

A majority vote version of this kind of table look-up rule can be defined

by assigning a measurement to the category most frequently selected in the lower

dimensional spaces.
R(c)={(d],d2, s A )eD] x Dy e ix Dy |
#1, j)echeQij(di,dj)} = #{(i, Dedl ceQ (dd)
for every ceC - {c }}

Classification results were run with B = .07a and o chosen to minimize the
number of reserved decisions. Figure I1.2 illustrates a graph of the number of

reserved decisions versus probability threshold o.
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Figure II. 1 illustrates how quantizing can be done differently for each category:
thereby enabling more accurate classification by the following table
look-up rule: (1) quantize the measurement by the quantizing rule
for category one (2) use the quantized measurement as an address in
a table and test if the entry is a binary one or binary zero, (3) if it
is a binary ene ossign the measurement to category one; if it is a
binary zero, repeat the procedure for category two.
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Figure 11.2 illustrates a graph of the number of reserved decisions
versus probability threshold a.
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I Texture

Spatial environments can be understood as being spatial distributions of
various area-extensive objects having characteristic size and reflectance or emissive
qualities. The spatial organization and relationships of the area-extensive objects
appear as spatial distributions of grey tone on imagery taken of the environment. We
call the pattern of spatial distributions of grey tone, texture.

Figure 1I1.1, taken from Lewis (1971), illustrates how texture relates to
geomorphology. There are some plains, low hills, high hills, and mountains in
the Panama and Columbia area taken by the Westinghouse AN/APQ 97 K-band
radar imager system. The plains have apparent relief of 0-50 meters, the hills
have apparent relief of 50-350 meters, and the mountains have apparent relief of
more than 350 meters. The low hills have little dissection and are generally smooth
convex surfaces whereas the high hills are highly dissected and have prominent ridge
crests.

The mountain texture is distinguishable from the hill texture on the basis of
the extent of radar shadowing (black tonal areas). The mountains have shadowing
over more than half the area and the hills have shadowing over less than half the
area. The hills can be subdivided from low to high on the basis of the abruptness
of tonal change from terrain front slope to terrain back slope.

There have been six basic approaches to the measurement and quantifica-
tion of image texture: autocorrelation functions (Kaizer, 1955), optical transforms,
(Lenddris and Stanley, 1970), digital transforms, (Gramenopoulos, 1973; Hornung
and Smith, 1973; Kirvida and Johnson, 1973), edgeness (Rosenfeld and Thurston,
1971), structural elements, (Matheron, 1967; Serra, 1973), and spatial grey tone
co-occurrence probabilities, (Haralick et al., 1973). The first three of these
approaches are related in that they all measure spatial frequency directly or in-
directly. Spatial frequency is related to texture because fine textures are rich in
high spatial frequencies while coarse textures are rich in low spatial frequencies.,

An alternative to viewing texture as spatial frequency distribution is to
view texture as amount of edge per unit area. Coarse fextures have a small number
of edges per unit area. Fine textures have a high number of edges per unit area.

The structural element approach uses a matching procedure to detect the

spatial regularity of shapes called structural elements in a binary image. When
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the structural elements themselves are single resolution cells, the information
provided by this approach is the autocorrelation function of the binary image.
By using larger and more complex shapes, a more generalized autocorrelation can
be computed.

The grey tone co—occurrence approach characterizes texture by the spatial
distribution of its grey tones. Coarse textures dare those for which the distribution
changes only slightly with distance and fine textures are those for which the dis-

tribution changes rapidly with distance.

II1.1T  Optical Processing Methods and Texture

Edward O'Neill's (1956) article on spatial filtering introduced the engineering
community to the fact that optical systems can perform filtering of the kind used in
communication systems. In the case of the optical systems, however, the filtering
is two~dimensional. The basis for the filtering capability of optical systems lies in
the fact that the light amplitude distributions at the front and back focal planes of
lens are Fourier Transforms of one another. The light distribution produced by the
lens is more commonly known as the Fraunhofer diffraction pattern. Thus, optical
methods facilitate two-dimensional frequency analysis of images.

The paper by Cutrona et al. (1960) provides a good review of optical pro=
cessing methods for the interested reader. More recent books by Goodman (1968),
Preston (1972), Shulman (1970) comprehensively survey the area.

In this section, we describe the experiments done by Lendaris and Stanley,
Egbert et al., and Swanlund using optical processing method: in cerial or satellite
imagery. Lendaris and Stanley (1970) illuminated small circular sections of low
altitude aerial photography and used the Fraunhofer diffraction pattern as features
for identifying the sections. The circular sections represented a circular area on
the ground of 750 feet. The major category distinction they were interested in
making was man—made versus non man-made. They further subdivided the man-made
category into roads, road intersections, buildings, and orchards.

‘The pattern vectors they used from the diffraction pattern consisted of 40
components. Twenty components were averages of the energy in 9° wedges of the

diffraction pattern. They obtained over 90 percent identification accuracy.
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Ulaby and McNaughton used an optical processing system to examine the
texture of ERTS imagery over Kansas. They used circular areas corresponding to a
ground diameter of about 37 km and looked at the diffraction patterns for four
different physiographic regions in Kansas. They used a diffraction patterri sampling
unit having 32 sector wedges and 32 annular rings to sample and measure the diffrac-
tion patterns. (See Jensen (1973) for a description of the sampling unit and its use
in coarse diffraction pattern analysis.) They were able to interpret the resulting
angular orientation graphs in terms of dominant drainage patterns, roads and fields
but interpreted the spatial frequency graphs in terms of stress patterns, rough
terrain and field patterns. Their results indicated that the spatial frequency in-
formation was highly correlated with physiography.

Swanlund (1969) has done work using optical processing on aerial images
to identify species of trees. Using imagery obtained from Itasca State Park in
northern Minnesota, photo interpreters identified five (mixture) species of trees
on the basis of the texture: Upland Hardwoods, Jack pine overstory/Aspen under-
story/Upland Hardwoods understory, Red pine overstory/Aspen understory, and

Aspen. They achieved classification accuracy of over 90 percent.

II1.2 Texture and Edges

The autocorrelation function, the optical transforms, and the fast digital
transforms (FFT and FHT) basically all reference texture to spatial frequency.
Rosenfeld and Thurston (1971) conceive of texture not in terms of spatial frequency
but in terms of edgeness per unit area. An edge passing through a resolution cell
is detected by comparing the values for local properties obtained in pairs of non-
overlapping neighborhoods boarding the resolution cell. To detect microedges,
small neighborhoods must be used. To detect macroedges, large neighborhoods
must be used.

The local property which Rosenfeld and Thurston suggested was the quick
Roberts gradient (the sum of the absolute value of the differences between diagonally
opposite neighboring pixels). Thus, a measure of texture for any subimage is obtained
by computing the Roberts gradient image for the subimage and from it determining the
average value of the gradient in the subimage. Triendl (1972) uses the Laplacian

instead of the Roberts gradient.
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Sutton and Hall (1972) exiended Rosenfeld and Thurston's idea by making the
gradient a function of the distance between the pixels. Thus, for every distance d

and subimage 1 defined over a neighborhood N of resolution cells, they compute

o= 2o {lG,5)=1G+d, ) + 1G,5) ~1G-d,5)]
(i,)) N

+ (16,0 = 16,3+ d)] + 16,5 - 16,5 -}
The graph of g(d) is like the graph of the minus autocorrelation function translated
vertically.
Sutton and Hall applied this textural measure in a pulmonary disease
identification experiment using radiographic imagery and obtained identification

accuracy in the 80 percentile range for discriminating between normal and abnormal

lungs when using a 128 x 128 subimage.

11I.3 Digital Transform Methods and Texture

In the digital transform method of texture analysis, the digital image is
typically divided into a set of non-overlapping small square subimages. Suppose
the size of the subimage is n x n resolution cells, then the n2 grey tones in the

2

subimage can be thought of as the n“ components of an n2-dimensional vector.

In the transform technique, each of these vectors is re-expressed in a new coor-
~dinate system. The Fourier Transform uses the sine-cosine basis set. The Hadamard
Transform uses the Walsh function basis set, etc. The point to the transformation

is that the basis vectors of the new coordinate system have an interpretration that
relates to spatial frequency (sequency) and since frequency (sequency) is a close
relative of texture, we see that such transformation can be useful.

Gramenopoulos (1973) used a transform technique using the sine-cosine
basis vectors (and implemented it with the FFT algorithm) on ERTS imagery to
investigate the power of texture and spatial pattern fo do terrain type recognition.
He used subimages of 32 by 32 resolution cells and found that on Phoenix, Arizona
ERTS image 1940-17324-5 spatial frequencies larger than 3.5 cycles/km and
smaller than 5.9 cycles/km contain most of the information needed to discriminate
between terrain types. The terrain classes were: clouds, water, desert, farms,
mountains, urban, riverbed, and cloud shadows. He achieved an overall identifi-
cation dccuracy of 87 percent.

Hornung and Smith (1973) have done work similar to Gramenopoulos but

with aerial multispectiral scanner imagery instead of ERTS imdgery. Maurer (1974)
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used Fourier series analysis on some color aerial film to obtain textural features to
help determine crop types.

Kirvida and Johnson (1973) compaied the fast Fourier, Hadamard, and
Slant Transforms for textural features on ERTS imagery over Minnesota. They used
8 x 8 subimages and five categories; Hardwoods, Confiers, Open, Water, City.
Using only spectral information, they obtained 74 percent correct identification
accuracy. When they added textural information, they increased the identification
accuracy to 99 percent. They found litile difference between the different frans=

form methods.

111.4 Spatial Grey Tone Dependence: Co-occurrence

One aspect of texture is concerned with the spatial distribution and spatial
dependence among the grey tones in a local area. Darling (1968) used statistics
obtained from the nearest neighbor grey tone transition matrix to measure this
dependence for satellite images of clouds and was able to identify cioud types on
the basis of their texture. Read and Jayaramomurthy (1972) divided an image into
all possible (overlapping) subimages of reasonably small and fixed size and counted
the frequency for all the distinct grey tone patterns. This is one step more general
than Darling but one that requires too much memory if the grey tones can take on
very many values. Haralick (1971) and Haralick et al. (1972, 1973) suggested an
approach which is a compromise between the two. He measures the spatial depen-
dence of grey tones in a co-occurrence matrix for each fixed distance and/or
angular spatial relationship and uses statistics of the matrix as measures of image
fexture.

The co-occurrence matrix P = (pij) has its (i,j)fh entry Pij defined os the
number of times grey tone i and grey tone | occur in resolution cells of a subimage
having a specified spatial relation, such as distance 1 neighbors. The textural
features for the subimage are obtainable from the co-occurrence matrix by measures

2
X X Py X X Bylery
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such as
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Haralick et al. (1973) list 14 different kinds of measures.

Using statistics of the co~occurrence matrix, Haralick péfformed a number
of identification experiments. On a set of aerial imagery and eight terrain classes
(old residential, new residential, lake, swamp, marsh, urban, railroad yard, scrub
or wooded), he obtained 82 percent correct identification with 64 x 64 subimages.
On an ERTS Monterey Bay, California, image, he obtained 84 pércenf correct
identification using 64 x 64 subimages and both spectral and textural features on
seven terrain classes: coastal forest, woodlands, annual g’mss!ands, urban areas,
large irrigated fields, small irrigated fields, and water. On a set of sandstone
photomicrographs, he obtained 89 percent correct identification on five sandstone
classes: Dexter-L, Dexter-H, St. Peter, Upper Muddy, Gaékel.

The wide class of images on which they found that grey fone co~occurrence
carries much of the texture information is probably indicative of the power and

generality of this approach.

111.5 A Textural Transform

Each of the approaches described for the quantification of textural features

had the common property that the textural features were computed for subimages of
typical sizes such as 8 x 8, 16 x 16, 32 x 32, or 64 x 64 resolution cells. To
determine the textural features for one pixel we would naturally center a subimage
on the specified resolution cell and compute the textural features for the subimage.
If we had to determine the textural features for each pixel in an image we would
be in for a lot of computation work and would significantly increase the size of our
data set. Thus, the usual approach has been to divide the image into mutually
exclusive subimages and compute the textural features on the selected subimages.
Unfortunately, this procedure produces textural features at a coarser resolution
than the original image.

In this section we generalize the grey tone co-occurrence textural feature
extractor to the textural transform mode and show how by only doubling or tripling
the computation time required to determine the grey fone co~occurrence matrix it
is possible to produce a resolution perserving textural transform in which each
pixel in the transformed image has textural information about its own neighborhood
derived from both local and global grey tone co~occurrence in the image. This

kind of textural transform is in the class of image dependent non-linear spatial filters.
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Let Z_x Zc be the set of resolution cells of an image 1 (by row~column
coordinates). Let G be the set of grey tones possible to appear on image 1. Then
I: Zr X Zc+ G. Let R be a binary relation on Z x Zc pairing together all those
resolution cells in the desired spatial relation. The co-occurrence matrix
P, P: G x G ~=[0,1], for image I and binary relation R is defined by

.o _ * {((a,b), (c,d))eR|i(a,b) = i and I(c,d}=j}
P@i, ) R

The textural transform J, J: Zr X Zc (-=,), of image I relative to function f, is
defined by

=1
69 = Ry (a,m‘:;R(y,x) fIPA(y, ), (o, b))

Assuming f to be the identity function, the meaning of J(y,x) is as follows.
The set R(y, x) is the set of all those resolution cells in Zr X Zc in the desired spatial
relation to resolution cell (y,x). For any resolution cell (a,b)eR(y,x),
P(I(y,x),1(a,b)) is the relative frequency by which the grey tone I{y,x), appearing
at resolution cell (y,x), and the grey tone I(a,b), appearing at resolution cell
(a,b), co-occur together in the desired spatial relation on the entire image. The
sum

2 P(I(y, ), Ka,b))
(a,b)eR{y,x)

is just the sum of the relative frequencies of grey tone co-occutrence over all

resolution cells in the specified relation to resolution cell (y,x). The factor

W;]_x) , the reciprocal of the number of resolution cells in the desired spatial

relation to (y,x) is just a normalizing factor.
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v Spatial Pre—Processing

Spatial enhancement processes can be implemented before or after the
classification of the original images. One spatial averaging process which can
be used before classification of the original image is rectangular convolution.

A 2 x 2 rectangular convolution, for example, is the process that replaces the
left upper resolution cell of each 2 x 2 window by the average of the grey tones
in the 2 x 2 window. A 3 x 3 rectangular convolution replaces each grey tone
with the average of the grey tones in a 3 x 3 window centered around it. The
process of rectangular convolution can be implemented before or after texiure
transform. The window size for the rectangular convolution process can be as
big as required.

Figure 1V illustrates how the rectangular convolution can enhance the
textural transform processed images. Notice that the rectangular region on the
left lower corner is not easy to distinguish on the image with no rectangular
convolution before or after texture transform, Figure IV a, but it is distinguishable
oni Figure IVd, the image with 2 x 2 rectangular convolution before texture
transform and no rectangular convolution after texture transform, as it is on
Figures IVe to IVi. The two strips on the middle of the image are not easily
distinguished on Figures IVa to IVf, but they are easily distinguished on Figure
IVg, the image with 3 x 3 rectangular convolution before texture fransform and
no rectangular convolution after texture transform. They are also distinguishable
on images IVh and IV i which have been processed with a 3 x 3 convolution after
the textural transform. For distinguishing rectangular region and the two strips
on the image, Figure IV i, the image with 3 x 3 rectangular convolution before

and after texture transform seems best.
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\Y% Spatial Post—Processing

Spatial post processing the classified image can be used to reduce image
complexity and achieve seme degree of spatial simplification and generalization.
Two post processing techniques are region filling and shrinking. A region filling
operation assigns an unassigned resolution cell to the category assignment of one
of its neighboring resolution cells.

A resolution cell can be defined to have the four resolution cells above,
below, to the left, and to the right of it as neighbors or to have those plus the
resolution cells diagonally neighboring it as its neighbors. The first set of
resolution cells is called its 4-neighbors and the second set of resolution cells
is called its 8-neighbors. The concepts of 4-neighboring and 8-neighboring is
illustrated in Figure V.1,

A region filling operation which assigns an unlabeled resolution cell to
the category assignment of one of its four nearest neighbors is called a 4-fill
operation. A region filling operation which assigns an unlabeled resolution cell
to the category assignment of one of ifs eight nearest neighbors is called an
8-fill operation. A region filling operation which iterates first filling using 4
neighbors and then 8 neighbors then 4 then 8 etc., until all resolution cells are
labeled, we shall for simplicity call region filling.

Figure V.2 illustrates the advantage of region filling alternating between
4-neighbors or 8-neighbors. A labeled resolution cell in an area of unlabeled
resolution cells would grow as a diamond region under repetitive 4-fill operations.
It would grow as a square region under repetitive 8~fill operations. And it would
grow almost as a circle under repetitive 8-fill and 4-fill operations.

Region shrinking is the opposite kind of operation from region filling. A
region shrinking operation assigns a labeled resolution to "unassigned" if its
neighbors have different labels from it.

A region shrinking operation which assigns a labeled resolution cell to
"unassigned" if k of its four nearest neighbors have labels which are different than
its own label is called a 4~k shrink operation. A region shrinking operation which
assigns o labeled resolution cell to "unassigned" if k of its eight nearest neighbors

have labels which are different from its own label is called and 8-k shrink operation.
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Figure V.1a illustrates the 4-neighborhood
of a resolution cell and

Figure V.1b illustrates the 8-neighborhood
of a resolution cell.
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Figure V.2 illustrates the effect of 4 and 8-filling
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In Figure V.3 we illustrate the effect of the filling and shrinking operations
on a classified image. Figure V.3a is a classified image. The black areas represent
unassigned resolution cells. (The decision rule leaves unassigned those resolution
cells having multispeciral signatures which do not provide enough information to
make a reliable assignment.) Figure V.3b shows the classified image of Figure V.3a
after a complete region filling. Notice that after a complete region filling, all
resolution cells have a label. Figure V.3 c shows the classified image of Figure V.3a
after a 4-0 shrink. Notice that it has more black area than the image in Figure V.3a
due to the effect of its relabeling labeled resolution cells to "unassigned”.
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Example showing that convex sets are regular

Example of a non-convex set which is regular

Examplé of a non-convex set which is not regular

Figure 3 illustrates the relationship between set convexity and regularity
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V1 Spectral Analysis: Edit 6

Of the 6 best spectral bands on edit #6, .40 - .44, .588 - .643, .65~
69, 72~ .76, .981 = 1,045, and 2,10 = 2,36 micrometers, the feature selection
procedura selected band pairs .40 - .44 and .65~ ,60 with .40 - .44 and 2,10 -
2,36 micrometers as the best 2 band pairs for the table look-up rule., Figure V1.1
shows the .72 -~ ,76 micrometer band and Figure V1.2 shows the g‘lv'ound truth
training data overlay on this band. The alpha=beta thresholds were set at .3 and
.021, This threshold selection was too low for of the 159,500 points to be
classified, 67,323 were reserved assignments because of incompatible assignments
between the first and second band pairs and 6, 928 were reserved assignment because
there was more than one possible assignment common to the two band pairs. Figure
V1.3 shows the resulting classification. The contingency table, Table VI.1 shows
an equally weighted misidentification error rate of 36% and equally weighted false
identification error rate of 34%, The largest cause of the misidentification error
was category 2.4, immature poletimber loblolly pine, being assigned to category
1.3, immature sawtimber shortleaf pine, and category 2.6, mature sawtimber
loblolly pine being assigned to category 2.5, immature sawtimber loblolly pine
ansl being assigned to category 2.3, seedling and sapling loblolly pine.

If the classified image is filled so that all resolution cells whose category
assignment was reserved is assigned to the category of ifs spatially nearest resolution
celi neighbor which is assigned, the error rate remains substantially the same, about
a 36% misidentification and false identification error rate (Figure VI.4 and Table
V1.2). This implies that for those resolution cells whose assignment was reserved
because of the low probability of corsi:ct assianment, category assignments,
almost as good as those originally assigned, can be made using the spatial in-
formation carried by the initially classified image with the reserved decisions.

Perhaps what is even more surprising about the amount of spatial information
the classified image has is that by performing spatial operations on it, the classifica~
tion accuracy can increase. For example, if the completely filled image is shrunk
for one iteration with a simple 4-shrink opeiator and then filled up again, Table VI.3
shows an accuracy increase: 33% misidentification error rate and 35% false
identification error rate. Comparable results are also obtained by using the initially

classified image with reserved decisions and performing a 4-fill iteration followed
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by an 8-fill iteration followed by a 4=shrink iteration and then completely filled
(Figure V1.5 and Table VI1.4),

The best (percentage wise) 2 band pair results came from starting with the
initially classified image with reserved decisions and doing a 4~fill, an 8-fill, a
4-shrink, an 8-shrink, and then a complete filling up. This yields a 31% mis-
identification error rate and 7% false identification error rate (Table V1.5 and
Figure VI.6). Notice, however, that all the points in category 2.4, poletimber
immature loblolly, have been misidentified as category 1.3, sawtimber immature
shortleaf pine, and all the points in category 2.6, mature sawtimber loblolly pine,
have been misidentified as categories 1.3, 2.3 and 2.5, Furthermore, no points
were assigned to categories 2.4 and 2.6, This suggests that the tree stands in
those areas of immature loblolly and mature sawtimber loblolly pine had a sub-
stantial number of trees spectrally similar to those in categories 1.3, 2.3, and
2.5. Areas predominantely in categories 2.4 and 2.6 would have some resolution
cells initially assigned to categories 2.4 and 2.6 plus wrong assignments to
categories 1.3, 2.3, or 2.5, Hence, a context sensitive shrinking operation on
the 4-fill and 8-fill image which would leave alone any resolution cell assigned
to category 2.4 if it neighbors a resolution cell of category 1.3 and which would
leave alone any resolution cell assigned to category 2.6 if it neighbors a resolu-
tion cell of category 1.3, 2.3 or 2.5 has the possibility of permitting a higher
probability of correct identification.

If instead of doing only one 4~shrink then 8=shrink iterations, two such
iterations are made before a complete filling, then the results are not quite as
good: 34% misidentification error rate and 6% false identification error rate,
(Table V1.6). |

The use of additional spectral bands can sometimes increase identification
accuracy. In the case of the edit 76 data, this did not seem to be the case. The
three best band pairs were:

(1) .40- .44 and .65 - .69 micrometers
(2) .40- .44 and 2.10 - 2,36 micrometers
(3) .72- .76 and .981 - 1,045 micrometers
The alpha-beta thresholds were set ot .6 and .042, respectively. The resulting

number of reserved decisions due fo ho common category assignment was 51,794
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and the number of reserved decisions due to more than one possible category
assignment was 19,706 (Figure V1.7 and Table V1.7), Higher thresholds would
have been better.

After a complete filling, there was a 34% misidentification and 33% false
identification error rate (Figure V1.8 and Table V1.8), If the completely filled
image had a 4-shrink operation and then another complete filling, the misidenti~
fication error rate improved to 31% and false identification error rate improved
to 16% (Figure V1.9 and Table VI.9). If before the complete filling is done an
iteration of a 4-fill followed by an 8~=fill and a 4-shrink followed by an 8=shrink
is done, the misidentification error rate improves to 30% and the false identifica-
tion error rate improves to 5%, the best 3-band pair result (Figure VI.10 and
Table VI.10), As in the two band pair case, doing two iteratiors of the 4-shrink
followed by the 8-shrink instead of one iteration, does not provide as much
improvement: a 36% misidentification error rate and a 6% false identification
error rate (Table VI,11). The best 3 band pair result confused the same categories
as the best 2 band pair result. Category 2.4, poletimber immature loblolly was
assigned as category 1.3, immature shortleaf pine. Category 2.6, mature saw-
timber loblolly pine was assigned to categories 2.3 and 2.5, seedling and

sapling loblolly and sawtimber immature loblolly pine.
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Figure VI.1 The .72 - .76 micrometer band

Figure VI.2 The ground truth training data overlayed on the .72 = .76
micrometer band.
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Table VI.T  The contingency table of the best 2 band pairs for alpha-
beta thresholds of .3 and .021.
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Table V1.2 The contingency table of the best 2 band pairs after a complete
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Table VI.3  The contingency table of the best 2 bar pairs after complete
filling, 4~shrink, and complete filling operations.
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Table VI.4  The contingency table of the best 2 band pairs after 4-fill,
8-fill, 4=shrink, and complete filling operations.
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Figure V1.5 The classified image of Figure V1.3 aofter 4.-fi|l, 8-fill,
4-shrink, and then complete filling operations.

Figure VI.6 The classified image of Figure V1.3 after 4-fill, 8-fill,
4-=shrink, 8-shrink, and then complete filling operations.
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Table VI.5  The contingency table of the best 2 band pairs after 4-fill,
8=fill, 4-shrink, 8-shrink, and complete filling operations.
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chle VI.6 The contingency table of the best 2 band pairs after 4-fill,

8-fill, 4-shrink, 8-shrink, 4-shr|nk 8-shrink and complefe
flllmg operations.
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Figure VI.7 The classification of the three best band pairs for alpha -
beta thresholds of .6 and .042.

Figure VI.8 z'l;le classified image of Figure V1.7 after a complete
illing.
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Table VI.7  The contingency table of the best 3 ba
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beta thresholds of .6 and .042,
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Table V1.8  The contingency table of the best 3 band pairs after a
' complete filling.
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Figure VI.? The classified image of Figure V1.8 after a 4=shrink
operation and then a complete filling.

Figure VI.10 The classified image of Figure VI.7 after 4-fill, 8-fill,
4-shrink, 8=shrink and complete filling operations.
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Table VI.9?  The contingency table of the best 3 band pairs after
complete filling, 4-shrink, and compiete filling operations.
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Table VI.10 The contingency table of the best 3 band pairs after 4-fill,
8-fill, 4-shrink, 8-shrink, and complete filling operations.
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Table VI.11 The contingency table of the best 3 band pairs after 4-fill,
8-fill, 4-shrink, 8-shrink, 4-shrink, 8-shrink and complete
filling operations.
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VIl  Spectral Analysis: Edit 9

Using the same initial six spectral bands to select features from, the
feature selector chose band pairs .40 =~ .44 and .65 - .69 with .72 - .76 and
«981 = 1,045 micrometers as the best 2 band pairs for the table look-up rule.
Figure VII,1 shows the .72 - .76 micrometer band and Figure VII.2 shows the
ground fruth training data overlayed on this band. The alpha-beta thresholds
were set at .3 and .021.

The contingency table (Table VII. 1) for the best 2 band pairs classification
with an alpha threshold of .3 and a beta threshold of .021 gave a misidentification
error rate of 22% and a false identification error rate of 32%. There were 79,670
reserved assignments because of incompatible assignments between the first and
second band pairs and 2,357 were reserved assignments because there was more
than one possible assignment common to the two band pairs. The raw classified
image is shown in Figure V1.3, The main cause of error is the confusion between
category 1.3, shortleaf pine, and category 2.5, loblolly pine. This error is due
to assigning category 1.3 when the true category is 2,5. A look at the timbker
stand map for edit #9 shows a patch of category 2.5, which is surrounded by
category 1.3, in the lower right—hand corner, It is this area that gets mis-
assigned the most.

If the classified image is filled so that all resolution cells whose category
assignment was reserved is assigned to the category of its spatially nearest
resolution cell neighbor which is assigned, the error rate remains substantially
the same, about a 25% misidentification error rate and 32% false identification
error rate (Figure VII.4 and Table VII.2) If we do 6 iterations of 4~fills and then
do a 4—ishrinkband fill up, the resulting contingency table is Table VII,3. The
misidentification and false identification error rates of 21% and 26% are lower
than before, but the misidentification error rate category 2.5 went from 43% to
44% with category 1.3 still the problem.

The best 2 band pair results were obtained from doing a 4-shrink following
the original classification and then filling (Figure VI1.5). Table VII.4 shows a
misidentification error rate of 14% and a false identification error rate of 17%,

“but still the misidentification of category 2.5 is the main cause of error. The
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shrinking first does eliminate a significant amount of error between category 3.1,
laurel oak, and category 4.2, low quality sweetgum. Neither procedure has
trouble classifying category 2.5 on the left~side of the timber stand. Only on
the right side where category 2.5 resembles category 1.3 spectrally is there
confusion. This confusion could be ultimately due to sun angle.

The three best band pairs were:

(1) .40 - .44 and .65 - .69 micrometers

(2) .72 - .76 and .981 = 1.045 micrometers

(3) .40 - .44 and 2.10 - 2.36 micrometers
Figure VIIL. 6 shows a plot of the alpha threshold versus the number of reserved
decisions. For the three best band pairs, the alpha and beta thresholds that
minimized the number of reserved decisions was .6 and ,042, respectively.
The raw classified image is shown in Figure VII.7. The contingency table
indicates a misidentification error of 24% and a false identification error of
30% (Table VIL.5).

After a complete filling, there was a 25% misidentification and 32%
false identification error rate (Figure VII.8 and Table VII.6). If instead, our
post processing consisted of a 4-fill, 8-fill, 4-shrink, 8=shrink and then a
complete filling the misidentification error rate was 9% and the false identi-

fication error rate was 9% (Table VII.7 and Figure VII.9).
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76 micrometer band.

Figure VII.1 The .72 -

ter band.

Figure VII.2 The ground iruth training data overlayed on the .72 - .76
microme
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" Table VII.1  The contingency table of the best 2 band pairs for alpha -

beta thresholds of .3 and .021.
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The contingency table of the best 2 band pairs after a
complete filling.

IS

44



Figure VII.3 The classification of the best two band pairs for alpha -
beta thresholds of .3 and .021.

Figure VII. 4 Thle classified image of Figure VII.3 aofter a complete
filling.
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_ Table VII.3  The contingency table of the best 2 band pairs after complete —

filling, 4-shrink, and complete filling operations.
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Table VII.4  The contingency table of the best 2 band pairs after 4-shrink,
_ and complete filling operations.
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Figure VII.5 The classified image of Figure VII.3 after 4=shrink and
complete filling operations.
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Figure VII.7 The classification of the three best band pairs for alpha =
beta thresholds of .6 and .042.

Figure VII.8 }'i;cl-: classified image of Figure VII.7 after a complete
illing.
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CONTIMGENCY TAELE FOR  IAMHR G0DT - 1 SMH2F7EO4 - 1 SCALE FACTOR 10## O
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Table VII.7  The contingency table of the best 3 band pairs after 4-fill,
8-fill, 4=shrink, 8-shrink, and complete filling operations.
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Figure VII.? The classified image of Figure VII.7 after 4-fill, 8~fill,
4-shrink, 8-shrink, and complete filling operations.
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VIII  Spectral Analysis: Edit 14

The same six spectral bands were chosen from edit #14 as were taken from
edit 76 and edit 9. Figure VIII. 1 shows the .72 = .76 micrometer band for edit
14 and Figure VII1.2 shows the selected ground truth training data. The selection
procedure chose .40 - .44 and 2.10 - 2.36 with .588 - .643 and 2.10 - 2.36
micrometers as the best 2 band pairs for the table look-up rule. The alpha and
beta thresholds were set at .3 and .021 respectively. The thresholds were too low
and resulted in 56,320 reserved decisions in the contingency table for classifica-
tion (Table VIII.1). The resulting misidentification error rate was 28% and false
identification error rate was 29%. The result on the best 2 band pairs with 4-fill,
8-fill, 4-shrink, 8-shrink, and compiete filling operations (Table VIIL.2), was a
misidentification error rate of 15% and a false identification error rate of 17%.

The feature selection procedure chose band pairs .40 ~ .44 and .65 - .69
micrometers, along with the best 2 band pairs for the best 3 band pairs. Using
alpha and beta thresholds of .6 and .042, respectively, the number of reserved
decisions was 43,236, with 25,794 points reserved because no assignment was
possible and 17,442 reserved due to possible multiple assignments.

The largest cause of error for best 3 band pairs (Table VIII.3) was the
confusion between categories 2.3 and 2.5, different ages of loblolly pine, and
the confusion of each of these with category 4.1, low quality sweetgum. The
misidentification and false identification error rates (46% and 48%) for category
4.1 are high but the number of points whose true category is 4.1 is small. Figure
VIII.3 shows the resulting classification. There was such a small area of swe etgum,
category 4.1, on the timber stand map that the ground truth may not be adequate
to allow good spectral estimation,

The first post processing procedure we used was a complete filling (Table
VIIi.4 and Figure VIII.4). The errors were increased by the procedure, so one

4-shrink operation was performed on the image and this reduced the misidentifica-

tion error to 9% and false identification error to 4% (Table VII1.5 and Figure VIII.
5), but the low error rates were helped by the fact that there were 84,828

reserved decisions. Table VIII.5 does show that the confusion with category 4.1, was

almost eliminated, though the misidentification error rate caused by assigning
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2.3 10 2.5, 21% was still high. Completely filling the image resulted in a mis-
identification error rate of 17% and false identification error rate of 13% (Table
VIII .6 and Figure VIII,6).

If on the raw classified image we do one 4-fill (Table VIII.7 and Figure
VII1.7) and then one 8-fill, the resulting contingency table (Table VIII .8 and
Figure VIII,8) is almost identical to Table VIII.3. The error rates on each are
exactly the same. Then doing a 4-shrink (Table VIII .9 and Figure VIII.9) we find
a contingency table almost identical to Table Vill.4, But if instead of filling
we do an 8=shrink, we almost totally eliminate error (Table VIII 10 and Figure
VIII,10). Only 2 points are incorrectly identified. Now if we completely fill
the image we get our best results (Table VIII.11 and Figure VIII,11): 13%
misidentification and 9% false identification error rates, Visual comparisons
show the closeness of the two operations, Following the fills with a 4-shrink
produces Figure VIII .5, Figure VIII 6 is the final classified image after complete
filling, a 4~shrink and then a complete filling, while Figure VIlI 11 is the final
result of a 4-fill, 8~fill, 4-shrink, 8~shrink, and complete filling. From the
figures, we can see that the extra shrink allowed the categories to be more dense.
The contingency table of the image should show better results since the categories
on the timber stand map tend to be dense, which is the case.

The results of the shrinking operations indicate that the errors that did
occur were sparse enough to be wiped out with the shrinking. The reason that
a shrink operation is not performed first on the image is that it tends to eliminate

small area categories, even though caorrectly assigned, on the image.
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The .72 - .76 micrometer band.

Figure VIII. 1

Figure VIII.2 The ground truth training data overlayed on the .72 = .76
micrometer band
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Table VIII.1  The contingency table of the best 2 band pairs for alpha -

beta thresholds of .3 and .021.
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Table VIII.2  The contingency table of the best 2 band pairs after 4-fill,
8-fill, 4-shrink, 8-shrink, and complete filling operations.
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CONTINGENCY TABLE FOR SAMH& GNDT = 1 SAMHA BO6 = 1 SCALE FACTOR 10¢e O

COLs = ASSIGN CAT ROW = TRUE CAT
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Table VIII.3  The contingency table of the best 3 band pairs for alpha -
beta thresholds of .6 and .042.
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Table VIII.4 p;f contingency table of the best 3 band pairs after a complete
illing.
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Figure VIII.3 The classification of the three best band pairs for alpha-
beta thresholds of .6 and .042,

Figure VIII.4 The classified image of Figure VIII.3 after a complete
filling.
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Table VIII.5 = The contingency table of the best 3

he band pairs after complete
filling and 4=shrink operations. i P

!
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Table VIII.6 The contingency table of the best 3 band pairs after complete
filling, 4=shrink, and complete filling operations.
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Figure VIII.5 The classified image of Figure VIII.4 after a 4=shrink
operation.

Figure VIII.6 The classified image of Figure VIII.5 ofter a complete
filling.
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CONTINGFNCY TARLF FOR SAMH4 GNT = 1 SMH4r3806 = 1 SCLLE FACTOR 10*¢ O
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Table VIII.7  The contingency table of the best 3 band pairs after a 4-fill
operation.
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Table VIII.8 The contingency table of the best 3 band pairs after 4-fill,
and 8-fill operations.
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Figure VIII.7 The classified image of Figure VIII.3 after a 4-fill

operation.

Figure VIII.8 The classified image of Figure VIII.3 after 4~fill
and 8-fill operations.
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Table VIII.9  The contingency table of the best 3 ba

nd pairs after 4-fill,
8-fill and 4-shrink operations. patrs affer &7
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Table VIII.10 The contingency table of the best 3 band pairs after 4-fill,
8-fill, 4=shrink, and 8-shrink operations.
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Figure VIII.? The classified image of Figure VIII.3 aofter 4-fill,
8-fill, and 4=shrink operations.

Figure VIII.10 The classified image of Figure VIII.3 after 4-fill,
8-fill, 4-shrink and 8=shrink operations.
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Table VIII, 11 The. confinge.ncy tabie of the best 3 band pairs after 4-fill,
8-fill, 4=shrink, 8-shrink and complete filling operations.
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IX Spectral Analysis: Edit 3

As with the other edits, the same 6 spectral bands were chosen, .40 - .44,
588 - .643, .65~ .69, .72 - .76, .981 - 1.045, and 2.10 - 2.36 micrometers.
Figure IX.1 shows the .72 = .76 micrometer band of edit 3 and Figure 1X.2 shows
the selected ground truth training data.

The feature extractor chose bands .40 - .44 and .588 - ,643 with ,588 -

.643 and .65 = .69 micrometers as the best 2 band pairs. To minimize the total

number of reserved decisions and to try and equalize the number of reserved
decisions due to more than one assignment and no assignment, classification for
the two best band pairs was done using a variety of alpha and beta thresholds.
Figure IX.3 is a graph of the thresholds versus the number of reserved decisions.

Table IX.1 is the contingency table for best 2 band pairs with .3 and .021
alpha and beta thresholds, respectively. The resulting error rates of 36% mis-
identification and 38% false identification arg better than the corresponding
error rates of 37% and 41% for the classification with alpha, beta thresholds
of .4, .028 (Table IX.2) and the corresponding error rates of 37% and 40% for
the classification with alpha, beta thresholds of .5, .035 (Table IX.3). But
the total number of reserved decisions for the .3 and .021 thresholds is
47,749. This is the highest number of reserved decisions and the lower error
rates could be caused by lack of assignments. In this case, the fill operations
would tend to propagate the error. Therefore, we chose .5 and .035 thresholds
to work with. The raw classified image was post processed with 4-fill, 8-fill,
4-shrink, 8-shrink and complete filling operations. The resulting contingency
table (Table IX.4) indicates an 18% misidentification error and 27% false
identification error. The major confusion was poletimber immature shortleaf
pine being classified as sawtimber immature shortleaf pine or poletimber immature
loblolly pine.

The three best band pairs consisted of the two best band pairs plus band
pair .40 - .44 and .65 = .69 micrometers. To minimize the fotal number of
reserved decisions and to try to equalize the two causes for reserved decisions,
classification was done for the three best band pairs using a variety of alpha beta

thresholds. The resulting graph (Figure IX.4) indicates good alpha beta thresholds
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are .5 and .035. Contingency table (Table IX.5) shows a 34% misidentification
rate and 38% false identification rate with 48,475 reserved decisions. Figure
IX.5 shows the resulting classification. Category 1.2 was the largest cause of
error. It was confused with category 1.3, sawtimber immature shortleaf pine
and categories 2.4 and 2.6, two kinds of loblolly pine.

A 4-fill and an 8-fill operation reduces the misidentification error rate
but propagates the false identification error rate (Table IX.6 and Figure IX.6).
Doing a 4-shrink reduces the error rates to 18% and 23% for misidentification
and false identification, This is as expected since fewer assignments are made
to spatially uncertain categories but the misidentification error rate for category
2.1 was not reduced (Table IX.7 and Figure IX.7). The final 8-shrink and
then fill all the way up results in a misidentification error rate of 14% and a
false identification error rate of 25% (Table IX.8 and Figure 1X.8). Most of
the error is due to category 1.2 being confused with categories 1.3, 2.4, and
2.6, Thus, category 1.2 has a misidentification error rate of 60% compared to
6% for the next most highly confused category. Most of the confusion is
between subclasses in the same class rather than between classes. Contingency
table IX.9 shows the resulting classification when categories 1.2 and 1.3 are
combined and categories 2.4 and 2.6 are combined. The misidentification

error rate is 10% and the false identification error rate is 14%.
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Figure IX.1  The .72 = .76 micrometer band.

Figure IX.2  The ground truth training data overlayed on the .72 = .76
micrometer band.
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Figure IX.3  Number of reserved decisions as a function of
probability threshold algha for best 2 band pairs,
spectral only for edit #
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FOMTaCNAY TARLE FDY TA'HY ANT = 1 BAMHY ROT - 1 SOALF FACTOR 10e¢e
CRLe = ASSIGM CAT ROW =  TRUF CAT
NONFE 147 le? Dot 2.6 Tel TOTAL FRR FRR s
e imanRLD g, Y BNAl Y 4e @ WINAR 7011 707258 0 0 n
1.0 CARGL ann Y2hn 1t w61 299 12rgn 1778 61 0
1,7 L ) AN 537 n2 17 o 18An 41a 44 9]
A nane &) A7y 473! [ 24n 297~ 1140 19 0
2.6 2587317 200 €1 1h0% 1676 &7 64U 1772 82 o]
7el 377 23 ta 36 3547 4L1&n 250 7 0
I TALGLTTGN 7 T T26A 2760 T07a 1215+ 104832 7754 26 0
PR ELTRY Y& R Y142 709 7264 HEFES FEARE  HRN AR
ron 17 I8 0 41 16 2P W HEEE KEEEE REERE
Table IX.1

The contingency table of the best 2 band pairs for alpha -
beta thresholds of .3 and .021.

COMTIMGENCY TARLF FCR - “A™HY ANT = | SAMHY B1l = 1 SCALF FACTOR 10%% 0
COLe = ASIILHM CAT ROY = TRuE CAT
R NEC 162 Ja2 200 2.6 T.1 TOTAL  FRR FRR sD
HeYNDTT22 5882 €774 17n0h 9128 0 9454 7015k 0 0 0
t.? e AR B R I A R I B 6 S B 4 486 120Fa . 5281 &4 0
17 s78 271 as sy 81 U 186 541 42 1
26t PIuH 116 527 5 a4 1164 243 9975 2160 an o]
2.6 1499 29 78 1A 2777 136 6408 - 21313 413 0
Tel 172 - 27 281 f6 2653 - 414N Wy 9 0
TATA 2 47 - Q%6 QOYD D2RICT YARAA V40T 104832 10459 27 n
Fre o TRT 27274 - 30 PIY ] GOHEB JOACA HHFHER EEXEE EXANE
L 21 76 W2 49 21 41 FRFEX EAKEE KEKENR
Table 1X.2 The contingency table of the best 2 band

pdirs for alpha -
beta thresholds of .4 and .028. :
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COMTINAPLAY TARLT FOR - CAYHY 60T = 1 SAMHY R21 = 1 SCALF FACTOR 10nes O

rCle = A77 11 CAT ROY a2 TROF CAT
R NEC 12 1a3 ?els 2,6 11 TOTAL FRR FRR Sn
A el A2 5114 17582 ARSPEA B157 7nse 0 0 0
le? 76 2 - 6 124670 Y149 TEYS 441 YD A0 4247 68 0
le 93 L84 539 10 96 0 1862 62 40 0
Dot 1774 161 173 &ne1 521 298 au7e 1342 19 o]
2.6 2180 26 87 17178 2+49 107 6408 2187 51 0
7ol 247 r 41 277 17 3577 4160 145 9 0
TCOTALMIRTG 72T 7RGT 2722% 1Nn119 125R0 104832 8434 37 o]
rog RA ' 1744 280 16R4 Bafi By REFEN EXREE XEAEE
cop o 2 76 ) 47 19 LA HEHEE KEXEFE ERHNE

Table IX.3 The contingency table of the b

est 2 band pairs fi -
beta thresholds of .5 and .035 and pairs for alpha

.

CONTINGENCY TABLE FOR 'SAMH1 GDT - 1 SMHIF3BO1 - 1 SCALE FACTOR 10%# (

COL. = ASSIGN CAT ROW = TRUE  CAT

R DEC 1.2 1.3 2.4 2.6 7.1 TOTAL #ERR % ERR % SD

UNKWN O 11586 ©018 25376 3425 21950 70355 ) 0 o
1.2 0O 6041 2853 1727 612 8235 12068 6027 S0 0
1.3 0 44 1740 59 0 0 1863 103 & )
2.4 o o 0 9476 0 496 9972 496 5 )
2.6 0 968 0 269 44632 536 6405 1773 28 0
7.1 o 0 0 124 0 4045 414y 124 3 o
TOTAL O 18639 12631 37031 8669 27862 104832 8523 18 )
#ERR 0O 1012 2853 2179 612 1867  £523 #aans HEnEE HEEER
% ERR o 14 62 19 12 32 27 #4%RE KEEEE SEERR
Taoble 1X.4 ghe contingency table of the best 2 band pairs for alpha -
eta thresholds of .5 and .035 dofter a complete filling.
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Figure IX.4  Number of reserved decisions as a function of
probability threshold alpha for best 3 band pairs,
spectral only for edit #3
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(nuy‘llr'"-ufy TALtLF FQI crrly Y - SArHY PO? -1 SCALF FZ\CTOR 10‘. 0

e = AGIOM 2T RO = TRIIF CAT
R DFC 142 1e7 2els 2ef 7.‘ TOTAL FRR #RR SN
I LR N LR 8244 1AP1F  T4fS  RRAHL T006e 0 o (o]
Vel 672 vant 10 1R 470 G4 Y27AR 400N 7% 0
e RED LA 71 ar 70 1 1R 270 78 n
Nt Bl ra R4 42464 AT 302 997 159D 27 0
Mok Y Th 161 64 Y717 2ukd 76 6405 1263 Els 0
7.1' 42 P 14e 72 1539 4160 ?22R b 0
TOTALLSLTS  27an  ALTY 1GHED 11215 1086 104832 764 14 0
i) o AR 2167 P51~ 14FS BLa  Tahy FEREE RXERE RRLFE
PR [ 1R Te 27 45 18 qp HERER FEEKE S EFEN

Table 1X.5 The contingency table of the best 3 ba

nd pairs for alpha -
beta thresholds of .5 and .035. P Phe

CONTINGENCY TABLE FOR SAMH1 GDOT - 1 SMHIF2B0Z - 1 SCALE FACTOR 10##% (

COL, = ASSIGN CAT ROW = TRUE CAT
R DEC §.2 1.3 2.4 2.6 7.1 TOTAL #ERR % ERR X SD
UNKWN 400 4172 11323 257236 15022 11702 70353 o) (o] [s)
1.2 36 3EY 3295 2503 1943 ¢02 120468 8343 &9 (o]
1. 3 (o2 265 1267 149 140 2. 1843 596 32 1
2.4 0 90 1032 7227 1146 457 9972 2745 23 (]
2.6 [») 259 147« 1921 3216 162 6405 2489 39 0
i .

7.1 0 0 36 247 132 3754 4149 415 10 0

TOTAL 436 10475 17100 37803 22339 16679 104832 14588 35
#ERR (o] 614 4510 4840 3401 1223 14588 #%#%k #ikkk FEXER

% ERR 0 14 78 40 46 25 Q0 HUHER FEHRE BHEXKW

Table IX.6 The contingency table of the best 3 band pairs after 4-filf

and 8-fill operations.
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Figure IX.5  The classification of the three best band pairs for alpha -
beta thresholds of .5 and .035.

Figure IX.6  The classified image of Figure IX.5 after 4-fill and 8-fill
operations.
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CONTINGENCY TABLE FOR SAMH1 GDT - 1 SMHIS1BO2 - 1 SCALE FACTOR 10#s o

COL. = ASSIGN CAT ROW = TRUE CAT
R DEC 1.2 1.3 2.4 2.6 7.1 TOTAL #ERR X ERR X SD
UNCWNSO1E2 1053 3338 7257 2358 6167 703595 0 [} (o]
1.2 8421 1073 14468 623 210 213 12042 2574 71 [o]
1.3 1189 13 &£59 [o] 2 O 1843 1S 2 (o]
2.4 &350 (o] 1Y 3455 29 82 9972 147 S [o]
2.6 5080 4 1 157 1161 2 6405 164 12 o]
71 714 [o] 0 52 10 3393 41469 &2 2 o
TOTAL71936 2143 5522 11604 3770 9857 104832 2982 18 (s}
#ERR s} 17 1525 892 251 297 2982 REHXE EEREE HEENE
% ERR 0 2 70 21 18 8 23 REEEE EEEEE FEEEE
Table IX.7

The contingency table of the best 3 band pairs after 4-fill,
8~fill and 4-shrink operations.

CONTINGENCY TABLE FOR SAMHI GDT = 1 SMHIF3B02 - 1 SCALE FACTOR 10w#e« O

COL. = ASSIGN CAT ROU = TRUE  CAT
R DEC 1.2 1.3 2.4 2.6 7.1 TOTAL #ERR X% ERR X% SD
UNKWN 0 5027 11407 23738 12077 18106 70E55 0o 0 o
1.2 0 4785 3780 1427 1241 835 12068 7283 60 0
1.3 0 0 1863 o o 0 1663 0 0 0
2.4 0 0 192 9346 4 430 9972 626 6 0
2.6 0 0 0 397 6008 O 6405 397 6 o
7.1 0 0 o 84 0 4035 4169 84 2 0
TOTAL 0 9812 17242 34992 19330 234!36 104832, 8390 14 0
#ERR 0 0 3972 1908 1245 1255 B3390 #4##% #Ek#E REksE
X ERR o o 68 17 17 24 20 HEERE REAES SERE
Table 1X.8 Th?’ conzinge.ncy table of the best 3 band pairs after 4-fill,
~ 8-fill, 4=shrink, 8-shrink, and complete filling operations.
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Figure IX.7  The classified image of Figure IX.5 after 4-fill, 8-fill and
4~shrink operations.

Figure IX.8  The classified image of Figure IX.5 ofter 4-fill, 8-fill,
4-shrink, 8-shrink and complete filling operations.



Col. = Assign Cat.

Row = True Cat.

I

1 2 7 Total | #Err | % Err
Unknown | 16434 | 35815 | 18106 | 70355 | O 0
i 1 10428 | 2668 | 835 | 13931 | 3503 25
2 192 | 15755 | 430 | 16377 | 622 4
1 0 84 | 4085 | 4169 | &4 2
Total | 27054 | 54322 | 23456 |104832| 4209 | 10
#Err 192 | 2752 | 1265 | 4209
% Err Z 15 24 14

Contingency Table Created by Combining
Subclass Types of the Same Class

Table IX.9
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X Spectral-Textural Analysis: Edit 6

We began the spectral-textural analysis of the edit #6 data by using five
spectral bands and two texture bands and letting the feature selection procedure
pick the best two and best three band pairs for the table look-up decision rule.
The five spectral bands were:

.40 - .44 micrometers

.65 = .69 micrometers

.72 = .76 micrometers

.981 - 1.045 micrometers

2.10 - 2.36 micrometers
The textural transform was done on a 3x3 convolution of the .82 - .88 micrometer
band. A second textural information band was created by doing a 3x3 convolution
of the initial textural transform image.

The feature selection procedure selected the two best band pairs consisting

of:
(1) .40 - .44 micrometer band with the 3x3 convolution before

and after the textural transform of the .82 -~ .88 micrometer
band
(2) .65~ .69 and .981 - 1.045 micrometer bands.

The alpha~beta thresholds were set at .3 and .021, respectively. This threshold
selection was too low for of the 159,500 points to be classified, 74,326 were
reserved assignments because of incompatible category assignments between the
first and second band pairs and 1,904 were reserved assignment because there
was more than one possible assignment common to the two band pairs. The
resulting contingency table, (Table X.1 and Figure X.1) shows a misidentification
error rate of 36% and a false identification error rate of 37%. After filling the
classified image to remove all reserved assignments, the misidentification error
rate was 38% and false identification error rate was 39%, Table X.2 and Figure
X.2. This is worse than the best t wo band pair spectral results indicating that
either the alpha-beta thresholds used created such a high number of reserved
decisions that the classification accuracy was lowered or that a feature selection
procedure which minimizes a lower bound on the error rate does not necessarily

produce the features of the best classification.
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Spatial processing can improve the identification accuracy of the
initially classified image. For example, if the completely filled image is shrunk
for one iteration with a 4-shrink operator and then filled again, the misidentifi-
cation and false identification error rates improve to 33%, Table X.3 and Figure
X.3. The biggest cause of errors was category 2.4 being assigned to category 1.3
and category 2.6 being assigned to categories 1.3, 2.3 and 2.5, A still
greater increase in identification accuracy results if the initially classified image
with reserved decisions is operated on with a 4-fill, then 8-fill, then 4-shrink,
then 8-shrink operations and then filled up completely (Figure X.4). The rewlting
contingency table, Table X.4, shows a 32% misidentification error rate and 7%
false identification error rate. This is about the same as the best two~band
spectral results.

Doing two iterations of a 4=shrink followed by an 8~shrink (Figure X.5)
instead of just one iteration as described for the previous classification produces
not as good results. Table X.5 shows a 34% misidentification error rate and 7%
false identification error rate.

Repeating the 2 band experiment with an alpha threshold of .5 and a
beta threshold of .035 reduces the number of reserved decisions to 42,226
with 25,173 reserved decisions due to no assignment and 17,053 reserved
decisions due to multiple assignments. The resulting classification (Table X.6
and Figure X.6) gives a misidentification error rate of 37% and a false identi-
fication error rate of 38%.

A complete filling of the image (Table X.7 and Figure X.7) gives a
misidentification error rate of 38% and 39%. The main cause of error is
assigning category 1.3 when the true category is 2.4 and assigning 2.5 when
the true category is 2.6. If we do a 4=shrink on the filled image and then
completely fill it again (Table X.8 and Figure X.8) we get a misidentification
error rate of 32% and a false identification error rate of 36%, but now categories
2.4 and 2.6 are completely misidentified. If instead we do a 4-fill, 8~fill,
4-shrink, 8-shrink and then completely fill up the raw classification (Table
X.9 and Figure X.9) we get a misidentification error rate of 30% and a false
identification error rate of only 5%. This improvement over the (.3 and |
.021) result is due to better thresholding. So, even though the raw classifica-
tion using an alpha threshold of .3 was a few percentage points better than the
raw classification using an alpha threshold of .5, the large number of reserved

decisions hindered classification accuracy with the fill and shrink operations.
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We also did a 4-fill, 8-fill, 4-shrink and complete filling (Table X.10
and Figure X.10) on the raw classification using alpha threshold of .5 to see if
we were doing too much shrinking. The resulting misidentification error rate
of 32% and false identification error rate of 36% indicates that we were not.

The best 3 band pairs results did significantly increase the accuracy
over the two best speciral band pair accuracy and the two best spectral~textural
band pair results. The band pairs selected by the feature selection procedure were:

(1) .40 - .44 micrometer band with the 3x3 convolution
before and after the textural transform of the .82 ~ .88
micrometer band
(2) .65 - .69 and 2.10 - 2.36 micrometer bands
() .72~ .76 and .981 - 1.045 micrometer bands.
The alpha-beta thresholds were set at .7 and .049, respectively. This resulted
in 25,590 reserved decisions due to no common category assignment and 43,889
reserved decisions because of more than one possible category assignment. The
thresholds were set just a little too high.

The contingency table of the initially classified image with reserved
decisions is shown in Table X.11. It indicates a 35% misidentification error
rate and 37% false identification error rate. Completely filling the initially
classified image with reserved decisions yields a misidentification error rate
of 38% and false identification error rate of 37%. This identification accuracy
(Table X.12) is just below the best 3 band pair spectral results.

If the completely filled image is operated on with one iteration of a
4-shrink operation and then completely filled, the misidentification error rats
improves to 29% and false identification error rate improves to 30% (Table X.13
and Figure X.11). The results indicate that almost all resolution cells originally
assighed to category 2.4 were neighboring resolution cells of a different category.
Hence, the 4-shrink operation eliminated most of the assignments to category 2.4.

The basically scattered assignments to category 2.4 was manifest in the
next experiment in which we did a 4-fill, then an 8~fill, then a 4-shrink, then
an 8-shrink and a complete filling of the initially classified image with reserved
decisions. The contingency table (Table X.14 and Figure X, 12) shows a 23%

misidentification error rate and a 6% false identification error rate. These results
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are definitely better than the corresponding three best spectral band pair results.
The main reason for the identification accuracy increase is that most of category 2.6
was assigned to category 2.6; only some of category 2.6 was assigned to category
2.5 and hardly any at all to category 1.3. All of category 2.4, however, was
misidentified as category 1.3.

Following the pattern of the previous results, if a double 4-shrink and
then 8-shrink operation is applied instead of a single 4-shrink and then 8-shrink,
the classification results are not quite as good: a 39% misidentification error
rate and 12% false identification error rate. As shown in Table X.15, category
2.4 is misidentified as category 1.3 and category 2.6 is misidentified as category
2.3 and category 2.5.
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CONT INGENCY TABLE FOR SAMH22GDT ~ 1 . SAMH2BB03 - 1. SCALE FACTOR 10#*x_0

- - COLe » ASSIGN (AT ROW_s __TRuE CAT

— e+ e

TR DEC 143 | leb 243 244 245 246 7.2 TOTAL ERR ERR

UNKWN63115 12915_10822 12152 1057 _14605__188a 10467 127021 0 0
1.3 3721 2409 166 199 79 215 - 8¢ 82 695& B26 26
1e4 981 14 1605 22 14 19 ___ 6.9 2670 ___ B4__ 5 _
263 4333 59 14 3000 23 157 114 28 7727 394 12
244 305 222 9 15 42_ 25 8_____ 3 629 282 87
2.5 1847 273 49 7171 16 1198 69 11 4034 589 25
2.6 666 88 16 145 O 441 6A&__ 10 1434 700 __ 91
7.2 1372 60 181 15 77 1 27 3917 75625 336 8
TOTAL76140 16040 12862 15719 1308 17261 2239 14527 154096 13211 36
ERR 0 716 435 567 209 858 T 283 143 3211 Hwsus wkuss
ERR 0 23 21 16 83 32 81 4 37 REREE KEENE

Table X.1 The contingency table of the best 2 band pairs for alpha -
beta thresholds of .3 and .021, o

CONTINGEMCY TABLE FOR SAMHZ2GPT = 1 SMH2F7803 ~ 1 SCALE FACTOR 10%+ 0

COLs = ASSIGN CAT ROW = TRNE CAT

R DEC 13 .le4 2e73 2e4 2e5 246 7.2 TOTAL ERR ERR

VMUY 0 7914° 22028 2810 2397 24512 4%y 16400 127021 0 0
1.9 0. 5153 432 S0 144 476 17a 170 6956 1903 27
o4 0 38 2463 586 20 50 26 17 2672 207 8
2¢1 0 128 37 6720 115 322 297 108 7727 1007 13
2o g, 417 16 27 89 53 10 - 8 629 540 86
745 n.. 519 133 4n9 37 2712 1664 38  401& 13272 33
746 o 216 a1 319 0 711 144 23 Y434 1290 g0
7.2 0 137 416 78 107 3 A 4931 5675 €94 12
TOTAL N 35667 25556 36771 20009 28840 5350 21695 156096 6963 38
ERR ¢ 1465 1065 1341 423 1615 690 364 6963 REEAE XFNNK

FRR () 22 30 17 83 37 814 7 39 FEHAE FRERD

Table X.2 The contingency table of the best 2 band pairs for alpha -
beta thresholds of .3 and .021 after a complete filiing.
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Figure X.1

The classification of the best 2 band pairs for alpha -
beta thresholds of .3 and .021.

Figure X.2

The classified image of Figure X.1 after a complete filling.
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COMTINGEMCY TABLE FCR  SAMH22GDT =~ 1 SMH2F8B0O3 = 1 SC/LE FACTOR 10##

COLe = ASSIGM CAT ROW = TRIIE CAT

R NFC 1la3 let 201 2els 2e5 206 7.2 T0TAt ERR ERR

N 0 20668 20874 30615 995 27226 990 16714 127021 0 0
143 0 6291 1843 231 0 160 n 91 6956 665 10
lets N 3D 2499 48 0 84 a 0 2670 171 6
7e1 0 9 N 7342 93 201 4 37 1727 385 5
Pets N 550 0 o 70 1 A 0 629 559 89
245 N oae 79 290 12 3145 47 17 4034 889 22
246 0 188 1 s07 o 727 R 3 1436 1426 99
7.2 “ 26 3.7 0 0 0 0 5294 5625 331 6
TATAL ¢+ 37184 23873 39033 1190 31544 111k 22156 156096 4426 33
FRR 61225 570 1976 125 1173 100 148 4426 *EEe# NEEws

FRR n 16 19 13 64 27 94 3 33 REERE EERRF

Table X.3 The contingency table of the best 2 band pairs for alpha -
beta thresholds of .3 and .021 ofter complete filling,
4-shrink, and complete filling operations.

CONTINGENCY TABLE FOR - SAMH22GDT - 1 SMH2F9BO3 = 1 SCALE FACTOR 10%% 0

COLe = ASSIGN CAT  ROW = TJRUE  CAT

R DEC 1.3 le4 203 2eb 25 246 7.2 TOTAL ERR ERR

LN ~o3104™ 18187 33949

0 26251 37 16637 127021 0 0

1e7 o 6709 o ) 247 n 0 6956 247 4
led 0 8 2499 163 0 0 n 0 2670 171 6
2.7 0 0 o 1727 0 0 0 0 1727 0 0
2e4 N 629 o 0 0 0 0 0 629 629 100
2% n - 351" 0 48 0 3635 n 0 4024 399 10
?2eh B 1 0 824 0 609 n 0 1434 1434 100
7.2 o 17 2390 n 0 0 N 5378 5625 207 4
TOTAL " 39675 27916 42711 0 30742 37 22015 156096 3127 12
FRP noo1nrg 230 1038 0O 85 . 0 D 3127 EREIE KEERE
Fen g 12 8 12 0 19 n 0 T REEE EEERE

Table X.4 The contingency fcble of the best 2 band pairs for alpha -
beta thresholds of .3 and .021 ofter 4~fill, 8-fill, 4'shnnk,
8-shrink, and complete filling operations.
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Figure X .3 The classified image of Figure X.1 after complete filling,
4=shrink, and complete filling operations.

Figure X .4 The classified image of Figure X.1 after 4-fill, 8-fill,
4=shrink, 8=shrink and complete filling operations.
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CAMTINGEHCY TAPLE FOR QAMH22GNDT - 1 SMH2F3P03 -~ 1 SCALE FACTOR 10%# 0

CCLe = ASSIGN CAT ROW =  TRuE CAT

R DFC 13 let 23 2e4 245 26 7.2 TOTAL ERR ERR

Vit an N 282817 15512 421RN

0 20077 n 20769 127021 0 0
o 0 e986 c n 0 0 n 0 6956 0 0
- Tai n 2 2459 169 0 0 n 0 2670 171 6
707 ¢ o no7121 0 0 .0 o 7727 0 0
200 a 629 ¢ 0 0 0 n 0 629 629 100
745 2 28 no1aye 0 2596 o 0 4034 1438 36
246 ) N o 825 0 609 0 0 1434 1434 100
7.2 o n 19 0 0. 0 n 5606 5625 19 0
TTAL 6 15898 18930 52511 0 23282 A 26375 156096 3691 34
FUR 0 659 19 2406 0 609 ) 0 3691 sHxxs w¥wux
rop n 9 1 24 0 19 n o 7 ARENR RERES
Table X.5 The contingency table of the best 2 band pairs for alpha -
beta :rhresholds of .3 and .021 after 4-fill, 8-fill, 4-shrink,
8-shrink, 4-shrink, 8-shrink, and complete filling operations.
v CONTINGENCY TABLE FOR SAMHZZGDT - 1 GAMHZ BIS - 1 SCALE FACTOR 10%+ 0
COL. = ASSIGN CAT ROW = TRUE  CAT
RIEC 1.3 1.4 23 24 25 26 7.2 TOTAL ¥ERR ¥ ERR
UNKWNZST03 24414 13567 18099 1339 19459 2848 11772127021 ¢ 0
1.3 1706 4328 273 140 59 276 M4 110 6956 9L 18
14 & 19 (894 25 23 5% 10 22 2670 1Y 8
2.3 1875 110 12 5165 29 296 187 53 7727 447 12
2.4 177 3%y 6 4 2 11 3 629 A 95
295 1044 A4S A4 190 26 2106 131 8 4024 864 29
“ 26 S0z 197 {1 155 5. 834 &0 10 1434 672 94
S22 718 1Ry 200 29 43 1 S 4363 5425 4T 9
TOTALAZ226 30037 §6022- 22209 1948 22757 2225 1436b1560964387 - 37
. $ERR 0 1290 551 945 18D 1192 408 206 4337 s #redd

KERR O 23 23 10 8 3% 8 4 3B s S

Table X.6 The contingency table of the best 2 band pairs for alpha -
beta thresholds of .5 and .035. '
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Figure X.5 The classified image of Figure X.1 aofter 4-fill, 8~fill,
4=shrink, 8=shrink, 4-shrink, 8-shrink and complete
filling operations.

Figure X.6 The classifcation of the best 2 band pairs for alpha -
beta thresholds of .5 and .035.
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CONTINGENCY TAELE FUR SAMH22GDT = | SMHZFIBOS - | SCALE FACTOR 10+¢ 0

COL. = ASSIGN CAT RU# = TRUE CAT
RDEC1.3 14 23 24 25 26 7.2 TOTAL SERR X ERR

UGN 0 33796 19622 24926 1979 27212 4298 14928127021 0 0
1.3 0 5629 390 220 77 S 95 170 &9% G719
1.4 0 31 242 45 20 79 17 32 270 734 b
2.3 0 159 19 6483 48 443 295 70 7721 (44 14
24 0 489 24 9 B 4 19 S &9 9% 9%

295 0 475 70 285 39 2816 186 13 4034 1218 30
26 0 6 2 N0 7 784 99 17 1434 135 93
7.2 0 265 724 37 462 { 7 4949 5675 t56 12
TOTAL O 41747 23066 37515 2277 31741 5016 202141560966398 38
#ERR 0 1842 805 6456 263 1713 619 307 6578 sid¥ wHkd

XERR 0 25 B i1 88 38 8 6 39 i HE

Table X.7 The contingency table of the best 2 band paifs for alpha -
beta thresholds of .5 and .035 after a complete filling.

CONTINGENCY TAELE FOR SAMH2ZGDT - 1 SMHZF2BOS - § SCALE FACTR 104+ 0

COL. = ASSIGN CAT ROW = TRUE CAT

RIEC1.3 1.4 23 24 25 26 7.2 TOTAL #ERR X ERR

BeWN 0 33077 18718 77493 227 32230 206 15032127021 0
1.3 0 6849 53 24 0 15 & IS5 &9 107

0

2
L4 0 12 2458 & 0 12 0 1 670 172 b
23 0 20 0 741 3 20 13 0 77 % A&
24 0 &% 0 0 0 0 0 0 &9 629 100
25 0 337 10 154 0 WB 0 0 4034 55 14 @:,‘»%
26 0 1% 0 320 0 94 0 0 1434 1424 100 > \}3}6
120 12 13 0 8 0 05m S M 4 P
TOTAL 0 41216 21410 35479 235 37074 259 20420156096142 %2 '3?:\’6 A
ERR 0 1250 196 555 11 1361 13 16 3442 s wen et

XERR 0 16 7 7 100 28 100 0 35 ess wee
Table X.8°  The contingency table of the best 2 band pairs for dl'plﬁdv—
beta thresholds of .5 and .035 after complete filling,
4=shrink, and complete filling operations.




Figure X.7 The classified image of Figure X.6 ofter a complete filling.

Figure X.8 The classified image of Figure X.6 after complete filling,
4=shrink and complete filling operations.
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CINTINGENCY TRELE FOR SAMH2ZODT - 1 SMHZFSBCS - 1 SCALE FALTOR 10+ 0

COL. = ASSIGN CAT ROW = TRUE CAT

RIECL3 1.4 23 24 25 26 7.2 TOTAL §ERR X ERR

NN 0 32495 17737 33754 0 26624 0 16623127021 ¢ 0
1.3 0 69% 0 0 0 0o -0 0 6%3% 0 0
1.4 0 0 2499y 140 0 31 0 0 2670 1Mt 6
23 0 0 0 77 0 10 0 0 7721 10 0
24 0 629 0 0 0 0 0 0 829 &9 100
25 0 3N 0 0 0 3483 0 0 4034 3 9
2.6 0 0 0 825 0 &9 0 0 1434 1434 100
12 0 18 19 0 0 0 0 5568 9625 3T t
TOTAL 0 40452 19750 426&6 0 31017 0 2221115609663 30
§ERR 0 993 19 95 0 &% 0 0 2632 #44 A

XERR 0 13 Y 0 0 0 S HEH HiH

Table X.9 The contingency table of the best 2 band pairs for alpha -

beta fhresholds of .5 and .035 after 4-fill, 8-fill, 4-shrink,
8-shrink, and complete filling operations,

CONTINGENCY TABLE FOR  SAMHZZGDT - 1 SHMHZFBOS - 1 SCALE FACT(R 10#¢ 0

COL = ASSIGN CAT ROW = TRUE CAT

RDCL3 1.4 23 24 25 26 7.2 TOTAL #ERF X ERR

WEWN 0 32077 18714 27493 229 32230 246 15032127021 ¢

0
1.3 0 6849 53 24 0 15 0 19 &% 107 2
14 0 12 2498 47 0 112 0 1 2670 172 6
23 0 20 0 7431 3 20 13 0 777 %% 4
24 0 00

829 0 0 0 0 0 0 629 65 |

295 0 3/7 10 1AM 0 3483 0 0 4034 551 14
26 0 120 0 330 0 974 0 0 424 143% {00
1.2 0 112 33 0 8 0 0 5372 %65 2% 4
TOTAL 0 41214 21408 35479 240 37074 209 204201560963447 32
QERR - 0 1290 196 555 i1 1381 13 16 3442 #1¥H HEH

LERR 0 15 7 7T 100 28 100 0 3 HaH B

Table X.10  The csnﬁngven.t:y table of the best 2 band pairs fo.l" alpha -
beta thresholds of .5 and .035 after 4-fill, 8-fill, 4-shrink,

and complete filling operations.
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Figure X .9 The classified image of Figure X.6 after 4-fill, 8-fill,
4=shrink, 8-shrink, and complete filling operations.

Figure X.10  The classified image of Figure X.6 aofter 4-fill, 8-fill,
4=shrink and complete filling operations.
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CONTINGENCY TABLE FOR ~ SAMHZ2GDT - 1 SAMH2BB0O4 - 1. SCALE FACTOR 10%e¢ _ QO

COLs_= ASSIGN CAT __ ROW = TRUE _ CAT

R DEC 143  leb  2¢3  2e6 245 2467 7.2 TOTAL ERR ERR

- e —— 4 —— e s

UNKWNSB8517 15045 8859 14874 697 11310__ 8034 9683_127021 0 0
l1e3 3126 3130 83 51 66 15T 244 99 6956 730 i8
l1e 917 62 1577 4 7 53 47 . 3 2670 _ 116 __ 10
2.3 2004 87 10 4918 14 278 374 42 7721 85 14
2ot 339 199 4 4 16 34 28_ . 5__ 629 274 ___ 94
2.5 23677 217 714 9l 1271038 290 5 4034 629 3g
246 781 53 7 93 1 262 _24Y 161434 412 63
7.2 1428 255 209 42 18 5 9 3659775625 538 13
TOTAL69479 19048 10763 20077 831 13117 9260 13512 156096 3534 135
ERR 0 B73 327 285 118 769 9972 170 3534 *esed NEwns
ERR 0 22 11 s 88 43 80 4 37 EEEER HENEH

Table X.11  The contingency table of the best 3 band pairs for alpha -
beta thresholds of .7 and .049. -

CONTINGFNCY TABLF FOR SAMH22GPT = 1 SMH2F7R04 ~ 1 SCALE FACTOR 10#% 0O

COLe = ASSIGN CAT ROW = TRyE CAT

R DFC 143 let 243 244 245 246 7.2 TOTAL ERR ERR

UNVWN U 29197 16664 21977 1455 26104 17170 14454 127021 0 o]
1e7 0. 5589 162 96 128 310 470 201 6956 1367 20
14 0 129 2319 10 9 99 1013 5 2670 351 13
27 0 141 21 6352 26 494 620 64 . 7727 1375 18
2els J 4u4 12 9 ‘39 75 17 13 629 590 94
265 O 511 34 1R9 31 2556 706 T 4034 1478 37
2e6 0 15 19 169 1 644 473 25 14134 963 67
7.2 n N 377 &8 13 13 17 4686 5675 a9 17
TOTAL O 36511 19608 28860 1722 30295 19642 19455 156096 7063 38
FPR 61727 625 53] 228 1635 .200» 315 0 7063 -tERER akEER

fRR -~ u 24 21 8 85 39 81 6 37 CHEEER RREKYR

Table X.12  The contingency table of the best 3 band pairs after a
complete filling.
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CONTINATNCY TAULE FOR SAMH22GDT = 1 SMH2FBBO4 = 1 SCALE FACTOR 10%# 0O

COLe = ASSIGN CAT RO¥ = TRIE CAT

R DEC 149 l1ed 23 2e4 2e5 246 7.2 TOTAL ERR ERR

uHCn v 2916 17790 24.31 19 26491 14884 14646 12702) 0

0
1e? n 6719 23 0 0 22 6n 112 6956 217 3
lets 0 18 2481 0 0 36 13s 0 2670 183 7
2e7 o G o 7185 0 276 296 ., O 17121 572 7
Pets 0 s8] c 1 0 28 19 0 629 6239 100
2.5 ¢ 416 0 .172 6 3172 268 0 4034 862 21
2e6 " 0 0 106 0 715 61 0 1434 821 57
7.2 ¢ 279 196 - 0 0 0 5150 5625 475 8
TCTAL 5 37193 20490 31465 25 30740 16275 19908 156096 3765 29
EHR U 1294 219 279 6 1077 778 112 3765 #eskx ks«

FRR o’ 16 8 4 100 25 56 2 30 HERER AREEE
Table X.13

The contingency table of the best 3 band pairs after complete
filling, 4-shrink, and complete filling operations.

.
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»-
n
=
T
(Y
bt |
0O
{0
D
-
]
(]
wn
[}
e
-
m

FACTOR 10%% 0

COLe = ASSIGN CAT ROW = TRUE CAT

R DEC 1e3  leb 243 244 245 246 7,2 TOTAL ERR  ERR

Uty N 0 31125.16788 29548

0 26088 6792 16680 127021 © 0 (¢}

le? ) 6956 9 0 0 0 0 0 6956 0 0
let . 0 2499 67 0 0 104 0 2670 11 6
2e7 I 4] o 7727 0 0 n 0 77127 o} 0
2e8 O 629 ¢! 0 0 0 0 0 629 629 100
2eb & 351 C 0 0 23683 . 0 0 4034 341 9
2eb % 1 C 2 0 609 827 0. 1434 6.2 43
7.2 3t 169 52 v 0 0 0 5404 5625 21 4
TOTAL 139231 19339 37344 0 30380 771R 22084 156096 19u4 23
ERR 1154 52 69 0 609 104 0 1984 RERER EEEE

FRR 4] 14 2 1 0 - 14 11 0 6 HEE-ER RENRE

Table X.14  The contingency iable of the best 3 band pairs after 4-fill,
8-fill, 4-shrink, 8-shrink and complete filling operations.
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Figure X.11  The classification of the best 3 band rairs for alpha - beta
thresholds of .7 and .049 ofter comple
and complete filling operations.

te filling, 4=shrink,

Figure X.12  The classification of the best 3 band pairs for alpha - beta
thresholds of .7 and .049 ofter 4-fill, 8-fill, 4=shrink,
8-shrink, and complete filling operations.
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CONTINGFNCY TALLF FOR SAMH22GDT = 1 SMH2F3004 = 1  SCA_E FACTOR 10%# O

COLe = ASSIUN CAT ROW = TRuE CAT

R DEC 141 led 203 264 205 206 7.2 TOTAL ERR ERR

TN DOPRI75 11155 47409 0 16118 n 23994 127021 0 0
1% 0 69%6 n n 0 n n 0 6956 0 0
let 4 ) 2499 171 0 0 n 0 2670 171 6
7e3 0 ¥ ¢ 7551 0 176 n 0 71727 176 2
et € 629 0 § 0 0 n 0 629 629 100
245 v 245 L 2513 0 1276 0 0 4D34 27%8 68
76b 0 ¢ O 825 o} 609 n 0 1434 1434 100
7.2 I A 87 0 0 0 n 5538 5625 87 2
TUTAL U 36225 13691 58469 0 18179 n 29532 156096 5255 39
FRR 0 874 57 3509 0 78% 0 0 5255 HEEEE EAEXE

FRR n 11 3 32 o} 33 o] 0 12 [T T TR YL L

Table X.15  The contingency table of the best 3 band pairs after 4-fill,
8-fill, 4-shrink, 8-shrink, 4-shrink, 8-shrink, and complete
filling operations.
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X1 Spectral-Textural Analysis: Edit 9

With this edit we experimented to find the best texture transforms. The

.82 - .88 micrometer band was chosen as the band having the most spatial in-
formation (Figure XI.1). Figure XI1.2 is a 2x2 rectangular convolution of the
.82 - .88 micrometer band and Figure XI.3 is a 3x3 rectangular convolution of
the band. Each of these bands were used as inputs into the texture transform.
The resulting textural transform images are shown in Figures X1.4, XI.5 and
X1.6. Each of these were convoluted with a 2x2 window size (shown in Figures
X1.7, X1.8, X1.9). Finally the textured transforms were convoluted with a
3x3 convolution window giving us 3 more texture images (Figures XI1,10, XI. 11
X1.12). Using our own visual discretion we chose the textural transform with a
3x3 rectangular convolution after and the 3x3 rectangular convolution before
transforming with a 3x3 rectangular convolution after transforming as the two
texture bands with the most information (these are shown in Figures XI.10

and XI1.12).

We combined these 2 texture bands with the spectral bands and the
feature selector chose band pairs .40 - .44 micrometers and the 3x3 rectangular
convolution before and after the textured transform with .65 - .69 and 2.10 -
2.36 micrometers as the 2 best band pairs for classification. Band pair .72 = .76
and ,981 = 1.045 micrometers was selected with the other two for the best 3
band pairs, Figure XI.13 and X1.14 show the grdphs of the threshold alpha
against the number of reserved decisions. For best 3 band pairs the best alpha
threshold was .7 with a beta threshold of .049.

To check the choice of thresholds we checked several results using different
thresholds. The best 3 band pairs classification with alpha, beta thresholds of .3
and .021 gave us a misidentification error rate of 20% and a false identification
error rate of 20% (Table XI,1 and Figure XI.15), The error rate was low but the
total number of reserved decisions 104,531 is high. Only 89 of these points were
reserved due to more than one assignment, while 104,443 points were reserved
because of no assignment. The largest cause of error was due to misidentification

of category 2.6 as category 2.5, both subclasses of loblolly pine.
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Post processing with a 4=shrink and then a complete filling we obtained
misidentification and false identification error rates of 36% and 20%. Both
category 2.6 and category 3.1, laurel oak, had misidentification error rates
of 100% (Table X1.2 and Figure X1.16). Though the shrink operation usually
reduces error, if a sparse category is assigned correctly, the shrink operation
here tended to wipe out the category. Table XI.2 shows us that this happened to
category 2.6 and category 3.1. If instead of a shrink we first did a 4-fill, then
a 4-shrink and then a complete filling, the resulting contingency table is Table
X1.3 (Figure X1.17). The misidentification error rate was 18% and the false
identification error rate was 16%, but the misidentification error rate for
category 2.6 was still high at 41%. The main cause of error is the confusion of
2.6 and 2.5. The only way left to eliminate the confusion is to change thres-
holds. |

Values of .6 and .042 for the alpha, beta thresholds resulted in a mis-
identification error rate of 25% and a false identification error rate of 28%
(Table X1.4). The misidentification error rate for categories 2.5 and 2.6 were
31% and 34%, respectively. If .7 and .049 are chosen for the alpha and beta
thresholds we get error rates of 25% and 31%, but the misidentification error
rate for category 2.6 is only 24% and the misidentificction error rate of category
2.5 is 31% (Table X1.5). The number of reserved decisions is 71,919 with
43,045 points being reserved because of more than one assignment and 28,874
points reserved because of no assignment. With thresholds for alpha and beta
of .8 and .063, the misidentification and false identification error rates were
28% and 32%, respectively (Table X1.6). Though the misidentification error
rate for category 2.6 has been reduced to 19% and for category 2.5 it was
reduced to 21%, the misidentification and false identification error rates for
category 3.1 have grown to 62% and 62%, and for category 4.2 the rates have
gone up to 52% and 45%. In addition the number of reserved decisions has
risen to 121,716 indicating that the thresholds have gotten too high.

Since the error rates for Table X1.4 and Table XI.5 were almost the
same, the results from the classification with thresholds of .7 and .049 should
be better for post processing. The main cause of error had been with categories

2.5 and 2.5 and this classification showed lower arror rates for these categories.
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If we fill up the image with alternating 4-fill and 8-fills we get a misidentification
error rate of 27% and a false identification error rate of 33% (Table X1.7). This is
no improvement on the raw classification so the shrink operation is needed fo
eliminate incorrect assignments. Post processing with a 4-fill and an 8-fill so the
shrink operations do not wipe out sparsely populated categories, then doing a
4~shrink and 8-shrink and finally a complete filling, we obtain a misidentification
error rate of 8% and a false identification error rate of 11% (Table X1.8 and Figure
XI1.18). The misidentification error rate for category 2.6 was reduced to 0 and
the confusion between category 3.1 and 4.2 was small. As was the case with the
spectral analysis the misidentification of category 2.5 with 1.3 is the main cause
of error. Though the texture analysis gives better overall results, it cannot over~
come the inability of the decision rise to separate categories 2.5 and 1.3 in the
lower right hand corner of the timber stand map.

The results of the best 2 band pairs classification were not as good. The
contingency table resulting from alpha, beta thresholds of .3 and .021 resulted
in a misidentification error rate of 25% and a false identification error rate of
31% (Table XI.9 and Figure XI1.19). If we do a 4~fill, 4=shrink and fill up we
get error rates of 23% and 29% (Table X1.10 and Figure X1.20). If we shrink
first and then fill up, the results showed improvement with a misidentification
error rate of 15% and a false identification error rate of 20% (Table XI.11 and
Figure XI1.21). |
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Figure XI1.3  Shows Figure XI.1 ofter a 3x3 rectangular convolutien.

Figure XI.4  The texture transform of Figure XI.1.

101



Figure XI.5  The texture transform of Figure XI.2.

Figure XI1.6  The texture transform of Figure XI1.3.
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Figure XI1.7  Shows Figure XI.4 after a 2x2 rectangular convolution.

Figure X1.8  Shows Figure X1.5 after a 2x2 rectangular convolution.
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Figure X1.9  Shows Figure XI.6 after a 2x2 rectangular convolution.

Figure XI.10 Shows Figure X1.4 after a 3x3 rectangular convolution.
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Figure XI.11  Shows Figure XI.5 after a 3x3 rectangular convolution.

Figure X1.12 Shows Figure XI.6 after a 3x3 rectangular convolution.
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Number of Reserved Decisions

1

110, 000 - |
&———— Conflict (no Consistent Possibility)
100,000 w—— More than One Possibility

- &—— Total

90,000 -

80,000 -

o

o

S

o
I

50,0000 +

40,000

30,000 - W /

N
20,000 | | /N

10,000 / N

s | \\
ol e’ %
0.10 0.20 0.30 0.40 0.50 0.60 0.70
Probability Threshold o«

Figure XI.13 = Number of reserved decisions as a function of
probability threshold alpha for best 2 band pairs
with texture for edit 79
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Figure XI.14  Number of reserved decisions as a function of
probability threshold alpha for best 3 band pairs
spectral only for edit #9 _ :

107



cw—— CONTINGENCY TABLE FOR SAMH33GTD = -]-=== SAMH38B80}. = .-1..

- COLe = ASSIGN CAT .. —_ROW m_ TRUE— CAT - + —omeme e

R OEC 103 23 25 246 3.1 he2 Te2 TOTAL ERR ERR

_. UNKWNB6919 9814 __ 643 . 6838 .1952..1028..-1686--.3979..112859... 00—
1e3 4281 4323 10 65 5 0 1 0 8685 81 2
243 .. 695 7212~ 1 — & 0 0 6-- 925--- 18.—— 8—
2.5 7017 1101 8 3388 153 1 4 7T 11679 1274 27
—2e6.2251 1 7 -167—205 )} 10— 32645189 4B
3e1 1249 0 0 0 1 207 61 9 1527 71 26
_4e2 1407 0_- 0 .. 6.9 ___62-—209 —. 8-.1701. .. 85 —_ 29
Te?2 712 1 ] 1 1 2 488 1205 L] 1
_~JOTALI04531 1524 ﬁ__ﬂal_lﬂhbﬁ__2330__.1300_.1973__ksoo_l41226.—_1 723 ——20—
ERR 0 1109 26 239 1713 65 78 33 1723 #EERR xanes
— . ERR__.0 20 11 1 a6_____24 27 I3 20_SERNS BARES

~ Table XI.1 The contingency table of the best 3 band pairs for alpha - —
- beta thresholds of .3 and .021.

"CONTINGENCY TABLE FOR SAMH33GTD = 1 =-~ SMM3F3R01 = 1

- - - . Pk m me e e e ies e —— — .

“'COLe = ASSIGN CAT ~ ROW = "TRNE  CAT

o R DEC 143 263 205 2.6 3s1 42 7.2 TOTAL ERR __ERR

UNKWN -~ 0730028 1405 32582 4508 ~ 0 3127 41215 112359 ) 0

1¢3 O B6Rs 0 0 ©o_ 0. o__ 0 84685 ___ 0 _ O

o 2.1 77 o 12 913 ] 0 0 n o 925 12 1
25 0 4773 0 6906 0 0 0 0 11679__4773___ 41

T 2467 T T 0T T 1160 0 0 0 1485 2645 2645 100
1.1 0 0 0 0 0 0 47> 1055 1527 15217 __1060_

) 42 0 0 0 26% 0 0 uaa 0 1701 " 265 16"
T o - 0_ 0o 0O O0_ 0 ' 0 1205_1205 0. 0
T T TLT0TAL 043698 2318 40913 4508 0 6026 44960 141228 9222 36
fRR 0. 478% 0 1425 0 0 472 2540 9222 #axsw ssxus

ERR 0. T3 0 11 o~ o 2% 68 20 wEsny WaEww

Table X1.2 The contingency table of fhe besf 3 band pairs for alpha = = _
: ‘ beta thresholds of .3 and 021 after 4-shrink and complete
f:llmg operations.
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Figure XI.15 The classification of the best 3 band pairs for alpha -
beta thresholds of .3 and .021.

Figure XI.16 The classified image of Figure XI.15 after 4=shrink and
complete filling operations.
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. e ae — L ———

TCONTINGENCY TABLE FOR SAMM33GTD = 1 === SMH3FSR01 = 1

"COLe = ASSIGN CAT  ROW = TRUE cal =

—e R DEC 143 2432485 ___2:6 3.1 %42 la2 __TOTAL ERR____ERR.

UNKWN 0 24841 3096 29210 13%81 7245 13344 21540 112859 0 0
..le3 0 _ 8505 __ 4 _ 160 . 16___ O.__ 0O._._. 0O 8685_ 180____ 2__
2.3 0 37 865 0 £ 0 n 18 925 60 6
.25 ____0_3440_____ 8__8071 116 0 2 42.11679_3608_____31__
246 0 14 62 870 1552 6 108 33 2645 1093 41
.3} 0 0___ 0 _ . 0___22_1099__2338___ 68._ 1527__ 428____ 28__
442 0 ) 0 12 15 203 140s 46 1701 296 17

a2, o o o o 5 8 201172 1205 .33 3
TOTAL 0 36837 4035 38343 15312 8561 15210 22919 141226 5698 18
—ERR__ 0 3491 __ 74 1062 179 _ 217 468 207 5698 mess sumes

ERR 0 29 [ 12 10 16 2% 15 16 #REAR ¥AENE

Table XI.3 The contingency table of the best 3 band pairs for alpha -
beta thresholds of .3 and .021 after 4-fill, 4-shrink, and
complete filling operations.

CONTINGENCY TABLE FOR SAMH33GTD - 1 === SAMH3AR03 - 1

COLe = ASSIGN CAT ROW = TRIE CAT

o R.DEC 1a3 . 243 245246321 4e2 _Ta2 __ TOTAL ERR ___ERR._

UMKWNSS5612 14295 2026 12744 10576 7012 4262 6332 112859 0 o]
—le3_ 2491 _5T64__ 39 . _314 63 1 2 11 _86B5_'. 430 7.
23 367 26 4713 1 19 5 n 34 925 85 15
L..265 _4178...1991_ 678200 . _ 405 ___. . 8. 1> ___18_11679._.2301 . 31___
246 1249 12 23 276 926 55 90 14 2645 470 34
231 806 .01 ) 25 522._ 15y 2Y 1527_..199___ 28
(9] 1013 0 0 11 47 271 350 9 1701 238 49
o Te2 484, 0O .14 ___0__ .10 56 1s 626...1205._....95 13
TOTAL 66200 21688 2647 18547 12270 7930 4882 7065 141226 -1¢18 25
ERR 0 1629 144 602 169 3194 210 107 2918 *%#s%% ¥EREN
FRR 0 22 23 10 45 43 FYA 15 28 #%TRE REBNE

— Toble XI.4 The contingency table of the best 3 band pairs for alpha -~ —
beta thresholds of .6 and .042.
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Figure X1.17 The classified image of Figure X1.15 after 4~fill, 4=shrink
and complete filling operations.

Figure X1.18 The classification of the best 3 band pairs for alpha - beta
thresholds of .7 and .049 after 4-fill, 8-fill, 4=shrink,

8-shrink, and complete filling operations.
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CONTINOGRITY TArt T FOR FAMHIAATA = ] === €APH3nANng - |

COle = ALCT1 CAT ROw = TR CAT
R NFC 13 26 248 T 26 TR T8 G2 7T e YOYAL—'EQR '**ERR
MewEaEA R 17746 2p0a 17044 14102 A07°4 34se 6P1R 112859 A 0
e TR ., P 1O Tor Py Y Th T 7o, s HhoT 4
27 s ' a7 LT 12 8 - 3N 928 Tgg 1 T
2eF =H12 871 117 414677 BRI M2 7N I7TT11ATITIRRYTTTITT
70 T B 37 The 1137 BT Dk 72 OGS 35T T 2%
BRR | arche 1 T T SR T g P 1A B
he? 1235 o g > B 58"’"—‘1‘!8'—‘2==’—“10 1761 T 72110 T 4%
Ta? 436 } 14 o 13 7 —"69 " "TRTTE6T 1285 Ul020 13
TOTRC IS I T0250 2770 190R0 T h7 Chr T 1 THIT7- 141226~ 3InLG 25
ERR ] 9.8 225 74 11 237 20n 117 446 kE¥EX #&Fi®
FRR (A0 ""]6""' ""'1?"‘ T2 50 7R3 OGw 5 37 t R a2 2 ok & 220 o

Table X1.5 The conhngency table of the best 3 band ¢ ) '
beta thresholds of .7 and .049. Pcurs or alpha

CONTINGENCY TABLE FOR SAMH33GTD =~ 1 =-- SAMH3RBGB = 1

COLs = ASSIGN CAT ROW = TRUE CAT

R DEC 143 23 25 246 3e1 be2 Te2 TOTAL ERR ERR

UNKWNO 7048 2878 549 3961 5003 503 G6R 2449 112859 3 U
1e3 7457 1011 35 107 65 4 1 5 B685 217 18
T2 TT1B T 117 ] Z73 Z [a} 2925 35 2%
2.5 10168 84 30 ‘1188 196 7 4 2 11679 323 21
2667772151 U ] 62 (o). Eur—— | 7 BTZ2B4Y g2 19
.3¢1  148v 0 0 2 14 18 B 5 1527 29 62
TR 271647 1) 15 pd 11 5 25 101701 28 52
Te? 987 0 0 4 1 205 1205 13 .. 6
ToTALIZI716'"398v 735 5323 5721 550 51 Z6B6 141226 737 28
ERR 91 74 174 316 29 32 TAT FRHERE ERAXE
TTTERR 0 8 30 13 A (Y4 113 1% T EEERET RN

— Table XI.6  The contingency table of the best 3 band pairs for alpha = —
» beta thresholds of .8 and .063. -'
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CraTINARNCY TARLE . F R C€ANHIAAGTN = ) === SMH2F4R06 - ]

COLe = ASSIOGN AT Ry = TPOF CAT

R NFC 147 7e? 78 P0h TAGT TGP T Ter CINTAL FRET CCERRT

RS, L 1ABNE  AGLO TPR2EY 2GPHR 14247 1033% 13674 112859 o 0

- YT T e PRI 5 vy T ST T TS
7e7 ¢ AT Thr AT ST TR T—A& T T005 16718
2eb L 27e 222 7288 2603 7 26548 711675441 38

RS Y T 51 Z9T " T7RR \40 T7 TG K 55T a2

Tel - i 1 R4 JT0 a7 e L\ (£ 23Y
Lie? n - . oo 1% 208 " BB CAfET— PR IO 7 7T T 43T
747 0 ¢ 24 o 27 1ATTTTTIITTICAR 12067 et o1
- T T =y AP TrT T  141226 ey 2T

EKR vo2117 ant 1192 2849 TEh 620 265 BORD XE® k- Axu¥k
CERR ¢ 220 TITTTUTIRTT ST T 4B 37y 21 REERAS S alont £ 0 0 8 s

-——

Table XI1.7 The contingency table of the best 3 band pairs for alpha -
beta thresholds of .7 and .049 after a complete filling.

COMTIMGFNCY TARLF FOR SAMH33GTN = 1 =-- SMH3F3R05 - 1

COLe = ASSIGN CAT R3Y'+=  TRUE CAT 3
+  + R DECT 1.3 2e2 Zeh Zeob 3e1l Lel Tel TOTAL EKK tRK
AN 0 20610 1986 27817 PBR4R 16027 7802 16073 112859 0 0
T T8 T T REcE:! (8] U [ D 3875 338 [
Qe B ¥ ¢ 925 0 0 0 al 0 925 0 0
AN w2617 (SR 3 011 GF7 A Il U 11677 3574 3T
26 (¥ 0 0 ¢ 2645 Q9 n 0 2645 ¢ 0
TTAL TTTTTTO 0 T o O I459 ER T 1577 £33 19
hie? 0 ] r n 0 184 . 1517 n 170 184 11
1.7 v v s U U 7% ITIT T0TS T 5
TOTAL G 31636 69411331286 32156 16978 Q082 17204 141226 4218 8
TTUERRT TTITRR?7T GITTTI1R X ey /e A S - RS R AR S A B2 i XX 2 A e
TRR u 24 0 4 20 25 4 o 1] weERE wruEn

" Table X1.8  The contingency table of the best 3 band pairs for alpha -
: beta thresholds of .7 and .049 after 4-fill, 8=fill, 4=shrink, -

8-shrink, and complete filling operations.
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COMTINGENCY TABLE FQR. . SAMHAAGID. =

1
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— Table XI.10  The contingency table of the best 2 band pairs after 4-fill, ~
4=shrink, and complete filling operations.
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Figure X1.19 The classification of the best 2 band pairs for alpha -
beta thresholds of .3 and .021.

Figure X1.20 The classified image of Figure XI.19 ofter 4-fill, 4=shrink,
and complete filling operations.
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— Table XI.11

The contingency table of the best 2 band pairs after 4-shr|nk
and complete filling operations.
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Figure X1.21 The classified image of Figure XI1.19 after 4=shrink and
complete filling operations
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X1 Spectral-Textural Analysis: Edit 14
The spectral texture analysis of edit #14 began just like that of the other

edits except the feature selection did not choose a texture band as one of the best
2 or best 3 band pairs. We, nevertheless, did an experiment with 2 band pairs.

We chose bands .40 =~ .44 and .72 - .76 with bands .72 = .76 and the
texture transform image. The texture image was the result of a 3x3 convolution
of the .82 - .88 micrometer band as input into the texture transform and a 3x3
convolution after the texture transform. The alpha and beta thresholds were .3
and .021, respectively. Figure XII.1 shows the .82 -~ .88 micrometer band used
for the texture transform. The texture transformed image that was used for pro-
cessing is shown in Figure XI1.2. Figure XII.3 shows the texture transform
result with no convolution before transforming and with a 3x3 convolution after.
The feature selector did not choose this band and visually we can see that it
has much less spatial information than the texture transform that was chosen.

The contingency table that resulted from the table look-up rule (Table
X1I.1) shows a 43% misidentification error rate and a 44% false identification
error rate. This is not nearly as good as the spectral results. There were a large
number of reserved decisions, 72,804, due to too low thresholds.

The main reason for the larger error was increased confusion between all
categories and category 7.2, not site prepared. These errors were small on the
spectral analysis.

Using the same spatial post processing that we used in the spectral
analysis we reduced the error most of the time but not always. After a 4-fill,
8~fill, 4-shrink, 8-shrink, we eliminated almost all errors in the spectral
analysis (Section VIII) but with this spectral-textural analysis (Table XII.2)
we increase misidentification error on category 4.1 to 91%, and on category
2.3 it was about the same (59%) as before post processing.

The final filling of the image (Table X11.3) reduced the error rates to
35% and 31% but did not come close to the 85% classification accuracy of the
2-band spectral results. This might have been due fo the texture function used
or to the fact that there was little textural distribution between the categories

in this image.
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88 micrometer band used for the texture transform.
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Figure XII.3  The texture transform of Figure XII.1 with no rectangular
convolution before the texture transform and a 3x3 rectangular
convolution after.
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Table XII.1  The contingency table of the best 2 band pairs for alpha -
beta thresholds of .3 and .021.

CONTINGEMCY TABLE FOR SAMH42GDT = 1 SMH4S4B03 = 1 SCALE FACTOR 10##+ 0

COLe = ASSIGN CAT ROwW = TRyYyE CAT
R DEC 243 205 4ol T2 TOT/AL ERR ERR SD
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- Table XI1.2  The contingency table of the best 2 band pairs ofter 4~fill ,*

8-fill, 4=shrink, and 8-shrink operations. e
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CONTINGENCY TA3LE FCR SAMH42GDT =~ | SMH4FS5B03 = 1 SCALE FACTOR 1Qee

COLe = ASSIGN CAT RO¥ s TYRUE  CAT

R DEC 243 25 bel Te2 TOTAL ERP ERR sD
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2.3 0 3234 407 322 1012 4975 174) 35 o
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Table X1I.3  The contingency table of the best 2 band pairs after 4-fill, .
8-fill, 4-shrink, 8-shrink and complete filling operations.
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XUl Spectral-Textural Analysis: Edit 3

In addition fo the six spectral bands, we provided the feature selector with

two textural transform bands. The texture bands were created from the .82 - .88
micrometer spectral bands as before. We used a 3x3 convolution before and after
fextural transform and no convolution before and 3x3 convolution after textural
transform. The feature selector chose bands .40 - .44 and .588 - .643 micro-
meters with .40 - .44 micrometers and no convolution before and 3x3 convolution
after texture bands for the best 2 band pairs. Figure XIII. 1 shows how the alpha
and beta thresholds were chosen in an attempt to minimize the total number of
reserved decisions and to equalize the number of reserved decisions due to no
assignment and the number of reserved decisions due to multiple assignments.

For the best 2 band pairs the alpha threshold was set at .5 and the beta
threshold at .035. Table XIII. 1 shows the resulting contingency table for the
best 2 band pairs. There are 49,130 reserved decisions with 18,083 due to no
assignment and 31,047 due to multiple assignment. The misidentification error
rate was 42% and the false identification error rate was 43%. The largest cause
of error was the misidentification error rate (90%) of category 1.3, shortleaf
pine, mostly caused by assigning category 1.2, another sublcass of shortleaf
pine. Post processing with a 4=fill, 8-fill, 4~shrink, 8-shrink and a complete
filling results in a misidentification error rate of 34% and a false identification
error rate of 20% (Table XI11.2).

The band pairs used for the best 2 along with the .588 - . 643 and
.65 = .69 micrometer band pair were chosen by the feature selector as the
best 3 band pairs. Figure X1II.2 shows the graph of the threshold alpha
against the number of reserved decisions. For the best 3 band pairs the alpha
threshold was set at .6 and the beta threshold was set at .042. It is interesting
to note, that the number of reserved decisions due to no assignment was 25,878,
and the number of reserved decisions due to more than one assignment was
26,566 which are very close indicating good thresholds.

Table XII1.3 shows the resulting contingency table for the best 3 band

pairs. The misidentification error rate was 38% and the false identification
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error rate was 41%. The greatest cause of confusion is the misidentification of
category 1.3 and the false identification of category 1.3, a subclass of shortleaf
pine. As with the spectral analysis of edit #3 (Chapter 1X), the confusion is
mostly within class types. Confusion between category 1.2 and category 1.3,
subclasses of shortieaf pine, and confusion between category 2.4 and category
2.6 cause most of the error. Figure XIII.3 shows the best 3 band pairs classi=~
f ication.

Post processing with a 4~fill and an 8-fill (Table XIII.4 and Figure
X11.4) did not really change the error rates. The misidentification error rate
is 40% and the false identification error rate is 44%. A 4-shrink (Table XII1.5
and Figure XII1.5) and an 8-shrink (Table XII1.6) eliminate almost all of the
confusion between class types, but the error within class type 1 is still high.
This confusion within class type 1 was also present in the spectral analysis
(Chapter IX). The final post processing, a complete filling, resulted in a
contingency table (Table XIII.7 and Figure XIII.6) having a misidentification
error rate of 25% and a false identification error rate of 29%.

Note that the results of 4-fill, 8~fill, 4~shrink, 8-shrink, and complete
f illing operations for the best 3 band pairs (Table XII1.7 and Figure XIII.6)
and the results of 4-fill, 8-fill, 4~shrink, 8-shrink and complete filling
operations for best 3 band pairs using the spectral analysis (Chapter IX, Table
IX.7 and Figure 1X.8) shows less error in the spectral results. Yet, comparison
of Figure XIII.6 and Figure IX.8 show that the figure from the texture analysis
is actually truer to the timber stand and compartment map for edit #3 than the
spectral figure. It seems this is due to the area covered by the ground truth
overlay (Figure 1X.2), so that more ground truth would have resulted in better

classification accuracy for the texture analysis,
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Table X1II.1  The contingency table of the best 2 band pairs for alpha -
beta thresholds of .5 and .035,

CONTINGENCY TABLE FOR SAMHI2GDT - 1 SMHIF3BO3 ~ 1 SCALE FACTOR 10%#

COL. = ASSIGN CAT RON =  TRUE  CAT

RDEC 1.2 1.3 24 26 7.1 TOTAL #ERR X% ERR X SD
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Table XIII.2  The contingency table of the best 2 band pairs after 4-fill,
8-fill, 4-shrink, 8-shrink and complete filling operations.
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Table XII1.3 The contingency table of the best 3 band pairs for alpha -
beta thresholds of .6 and .042.
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COL. = ASSIGN CAT ROW =  TRUE CAT

R DEC 1.2 1.3 2.4 2.6 7.1 TOTAL #ERR % ERR % SD

UNKWN 96 14781 S54624 16474 19209 11349 67633 0 o o
1.2 S 6241 1873 1326 1976 382 12003 5757 a8 o
1.3 2 907 &46 68 220 0 1863 1195 64 1
2.4 13 1420 340 5281 24353 A6S 9972 4678 . 47 0
2.6 0 1075 117 808 4270 135 6405 2135 33 (v}
7.1 w0 o 8 324 44 3544 4020 376 9 o
TOTAL 114 24424 8628 24281 28172 16275 101896 14141 40 o
#ERR 0 3402 2338 2526 4693 1182 14141 *#Eas EHREE HENES

% ERR 0 35 78 32 52 24 44 HunuE HRBEE ERERE

Table XIII.4  The contingency table of the best 3 band
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Figure XIII.3  The classification of the three best band pairs for alpha -
beta thresholds of .6 and .042.

Figure XIlI.4  The classified image of Figure XIII.3 ofter 4~fill and 8-fill
operations.
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Table XIII.6 The contingency table of the best 3 band pairs after 4~fill,
8-fill, 4-shrink and 8-shrink operations.
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Table XIII.7  The contingency table of the best 3 band pairs after 4-fill,

8-fill, 4=shrink, 8-shrink and complete filling operations.
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Figure XIII.5  The classified image of Figure XII1.3 after 4-fill, 8~fill
and 4-shrink operations.

Figure XIII.6  The classified image of Figure XII1.3 after 4-fill, 8-fill,
4-shrink, 8-shrink, and complete filling operations.
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XIV  Conclusions

Use of textural features and spatial post processing has been shown to cut the
average classification error to less than half its initial value while tending to increase
and equalize the equally weighted average misidentification error and equally weighted
false identification error. The classified images resulting from spatial and textural pro-
cessing have a more cartographic map-like quality than the typically salt and pepper
classified images using no textural features or spatial post—processing.

The simultaneous decrease in average classification error and increase in both
equally weighted average misidentification error and false identification error means
- that more pixels whose true category identification is of a frequently occurring cate-
gory get reassigned correctly by the spatial post=processing than of an infrequently
occurring category. This is a natural consequence of the fact that the spatial pro-
cessing is more of a syntactic operation than a semantic one. Spatial processing
operations which use category labels intead of just sameness or difference of category
labels could be designed which do not favor the larger categories over the smaller
categories.

Because of the strong interaction between average error, average misidenti~
fication error, average false identification error, and classified image appearance
and complexity, it is clear that further work can bear much fruit by analysis of these
interaction effects. In particular, we recommend that textural and spatial post-
processing concepts be developed using classified image's local neighborhood contexts

as the independent variable and classification error as the dependent variable.
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I. User Interaction

User parameters are input by the routine TXINPT which asks for para-

meters by name:

NFUNC = 1 use subroutine FUNC 1
NFUNC = 2 use subroutine FUNC 2
NFUNC = 3 use subroutine FUNC 3
NFUNC = 4 use subroutine FUNC &
NFUNC = 5 use subroutine FUNC 5

NDIS = distance between spaces of neighboring cells
[BOUT = logical unit number to output error messages
PCLCT = percent of point to count in FPLXIT

F1LNMP
F1LNMQ

input filename

output filename




i1. lInternal Program Description

The texture programs are set up so that after the call to TXINPT at
the beginning of execution the user does not interact anymore with the
computer.

The user must know which function he wants to use. The user inputs
1, 2, 3, 4, or 5 corresponding to FUNCI, FUNC2, FUNC3, FUNC4, and FUNC5
respectively; where:

FUNCI - computes the sum probability feature of the image

FUNC2 - computes the gradient entropy feature of the image
FUNC3 - computes the entropy feature of the image
FUNChH - computes the gradient feature of the image
- prepares normalized lex arrays which have been equal proba-

FUNC5
. bility quantized according to their diagonal elements.

The parameter NDIS is the distance between spaces of neighboring cells.
The texture transform works on the co-occurrence of grey levels on neigh-
boring cells. Each cell has a 0° neighbor, a 90° neighbor, a 135° neighbor,
and a 45° neighbor. This covers all the cells, since a cell's 180° neighbor
has that cell as a 0° neighbor. Thus, for each grey level, there is a count
of the co-occurrences of grey levels as one of the four specified neighbors.
The parameter NDIS is the distance the algorithm gives to look for the
neighboring cells. |If the user wants to perform the texture transform using
all co-occurrence counts, then the parameter PCLCT should be 1.00. If the user
only wants to count 80% of the cells, the PCLCT should be set to 0.80, and
SO on. ' '

The mainline TXJDM calls the ASCIl 1/0 routine TXINPT for input para-
meters. The TXJDM transfers control to TXTMN. This routine sets up the work
area, allocating core to those arrays that need it. FPLXIT is then called
to compute the ‘lex arrays where:

LEX] - array containing count over all grey levels of vertically
adjacent (90-degree) neighbor;

LEX2 - array containing count over all grey levels of horizontally
adjacent (0O-degree) neighbor;

LEX3 - array containing .count over all grey levels of left diagonally
adjacent (135-degree) neighbor;

LEXL - array containing count over all grey levels of right diagonally

adjacent (45-degree neighbor.
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When these counts have finished, control is returned to TXTMN, which
transfers control to the appropriate function as specified by the user.
The FUNC array which is passed as an argument to the FUNC routines is

equivalanced to the lex arrays. For example:

FUNC (1,1) = LEX? (1)
FUNC (1,2) = LEX2 (1)
"FUNC (1,3) = LEX3 (1)
FUNC (1,4) = LEX4 (1)

After the appropriate function has been applied, control is again returned

to TXTMN. TXTMN then calls in PLXIT. PLXIT reads in the image data and

determines the corrésponding eight neighbors and applies the texture transform.
Let Zr X ZC be the set of resolution cells of an image | (by row-

column coordinates). Let G be the set of grey tones possible to appear on

image i. Then I: Zr X ZC -+ G. Let R be a binary relation on Zr X Zc

pairing together all those resolution cells in the desired spatial relation.

The co-occurrence matrix P, P: G x G + [0,1], for image | and binary

relation R is defined by

_# {((a,b),(c,d))eR]I(a,b) = i and I(c,d) = j}
#R

The textural transform J,J: Zr X ZC (-w,), of image | relative to function
f, iis defined by

]
J(\/,X) = m (a b)EZR( f[P(I(er)’|<a;b))]

y,X)
Assuming f to be the identity function, the meaning of J(y,x) is as
follows. The set R{y,x) is the set of all those resolution cells in
Zr X ZC in the desired spatial relation to resolution cell (y,x). For
any resolution cell (a,b)eR(y,x), P(I(y,x),l(a,b)) is the relative frequency
by which the grey tone 1(y,x), appearing at resolution cell (y,x), and the
grey tone |(a,b), appearing at resolution cell (a,b), co-occur together in

the desired spatial relation on the entire image. The sum

2. pllyx), 1(a,b))
{asb)nR(y,x)

is just the sum of the relative frequencies of grey tone co-occurrence over
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all resolution cells in the specified relation to resolution cell (y,x).
1 . . .
The factor Ry the reciprocal of the number of resolution cells in the

desired spatial relation to (y,x) is just a normalizing factor.

These data values are then written out in the corresponding place on
the output texture transformed image. When PLXIT exits, the texture trans-
form has been created. Control goes to TXTMN, which exits back to the
mainline TXTDM. This program returns to the beginning and brings back the
ASCI1 1/0 routines to get the parameters for the next texture transform. If
none are desired, a carriage return will terminate the processing.

A1l ASCHI 1/0 on our PDP-15 is 5/7 ASCII in double integer words. The
PDP-15 has. 36 bits in one double integer word.

See Figure 1 for the program flow.
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l11. Non-Standard Subroutines

ADJI
ADJ2 Dynamic core allocation routines
ADJ3

The program can allocate memory by performing what essentially amounts
to a dynamic Fortran equivalence and dimension
KDPUSH - ignore (delete)

Error stack processing used in KANDIDATES.
SDKINL - KANDIDATS sequential file opener

Opens files for KANDIDATS routines. Uses Seek and Enter (STANDARD
Fortran routines) and can be modified to fit your file structure.
SKPDSC - skip descriptor records

KANDIDATS creates descriptor records, containing processing history
information, before the image date. Since the file is sequential, these
must be skipped. If the user has random access on images, this can be
ignored. If not, be sure that image record numbers are advanced to first
image data record.
IMTRXP - Matrix print-out routine

Any standard Matrix print routine will work.
SREAD - sequential read (uses Fortran reads)

SWRITE - sequential write (uses Fortran write)

Starting on the next page is an explanation of the ""ADJ routines

and several ideas on how to get around them.
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The included program segment may be compared to the following example:

1.

-h.b)N

11,
12,

INTEGER ARRAY (500), X(1)

REAL Y(1)

INTEGER XSIZE, YSIZE, YSTART, TTLSZE
READ (5, 100) XSIZE, YSIZE
TTLSZE = XSIZE + YSIZE

IF (TTLSZE .GT. 500) CALL ERROR
YSTART = XSIZE + 1

CALL ADJT (X, ARRAY (1))

CALL ADJI (Y, ARRAY (YSTART))
.. . TASK CODE

STOP

END

Within the task code, X and Y may be referenced as vectors with respective

types, integer and real. In addition references to X will access the first

XSIZE elements of ARRAY and references to Y will access the last YSIZE
elements of ARRAY.
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If X and Y are used only in contexts that functions may be used in, then the program
segment may be recoded using statement functions. (Check your particular imple=~
mentation of FORTRAN for applicability.)

1. INTEGER ARRAY (500)

REAL RL

L

INTEGER XSI1ZE, YSIZE, TTLSZE
X(I) = ARRAY (1)
Y(I) = RL(ARRAY (I + XSIZE))

READ (5, 100) XSIZE, YSIZE

TTLSZE = XSIZE + YSIZE

-

IF (TTLSZE .GT. 500) CALL ERROR
. « « TASK CODE
STOP

~OOO\XO~SJ1-¥XOON

L]

o—t
o

11, END

Where the function RL is coded as follows.
1.  REAL FUNCTION RL(ARG)

2. REAL ARG
3. RL = ARG

4, RETURN

5. END

Within the task code, X and Y will have réspecﬁye types integer ond real
and will access those specified locations of ARRAY,

However, X ond Y may only be used as functions,
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. In the context of subroutine calls, adjustable dimensions is a standard feature
of FORTRAN as in the following example:

1. INTEGER ARRAY (500)

2. INTEGER XSIZE, YSIZE, YSTART, TTLSZE

3.  READ (5, 100) XSIZE, YSIZE

4.  TILSZE = XSIZE + YSIZE

‘5. IF (TTLSZE .GT. 500) CALL ERROR

6.  YSTART = XSIZE + 1

7. CALL sUB (ARRAY(]), ARRAY (YSTART), XSIZE, YSIZE)
8. STOP

?. END

Where SUB is coded as follows: ‘

1. SUBROQUTINE SUB (X, Y, XSIZE, YSI’ZE)'

2. INTEGER XSIZE, YSIZE

3. INTEGER X(XSIZE)

4., REAL Y(YSIZE) |

5. . ..TASK CODE

6.  RETURN

This approach necessitates a division of storage allocation code and task code.
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_Alternatively X and Y may be dimensioned independently and given a
reasonable but sufficient size,

1. INTEGER X (250)

2. REAL Y(250)

3. READ (5, 100) XSI_ZE, YSIZE

4. IF (XSIZE .GT. 250). OR.

5. (YSIZE .GT. 250) CALL ERRCR

6. .. .TASK CODE

7. STOP

8. END
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. Check the output of the FORTRAN compiler being used.

If the compiler generates and uses dope vectors it would be possible to produce

user written ADJ routines.

Keep in mind that all recoding must preserve the size, shape, type and

usage of the involved data elements.
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IV. Subroutine Documentations

ORIGINAL PAGE IS
OF POOR QUALITY]
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GENERAL MATRIX PRINTOUT PROGRAM

PROGRAM TITLE: SUBROUTINE IMTRXP
DATE OF LISTING: February 13, 1973
PROGRAMMER: Dinesh Goel
DOCUMENTED BY: Dinesh Goel
PROGRAM LANGUAGE: FORTRAN 1V
COMPUTER REQUIRED: PDP 15/20

PURPOSE:

This subroutine divides an integer matrix into sections
suitable for printer output and prints the matrix with
matrix title, column designation, row designation, and

column and row labels.

CALLING SEQUENCE:

CALL IMTRXP (IA, NROW, NCOL, NRWDIM, TTL1, TTL2,
TTL3, CLBL, RLBL, ISTR)

INPUT ARGUMENTS:

IA Input array of matrix to be‘printed out.
NROW Number of rows in the printed matrix.
NCOL Number of columns in the printed matrix.

NRWDIM:- Row dimension of the entire matrix which is

stored by columns,

TTLI Matrix title of 13 words.
TTL2 Column title of 2 words.
TTL3 Row title of 2 words.,
CLBL Array. of column labels.
RLBL Array of row lables.
ISTR This is an option

if 1, matrix will be printed as such.
if 2, tronsposed matrix will be printed out.
if 3, matrix is assumed to be symmetric having

long to short storage in 1A

150



if 4, matrix is assumed to be summetric having

short to long storage in 1A,

OUTPUT ARGUMENTS:

None.

OTHER PARAMETERS AND ARRAYS:
IROW Array for any one row of matrix as finally

printed out.

COMMENTS:
If the printed matrix has large number of columns which can
not fit on one page of printer output, it will be separated
into blocks, each of which is small enough to fit on one
page. The rows are printed in the blocks of 5. This
program takes only the integer numbers, for real numbers
RMTRXP can be used. File code 17 octal has been used
for printing the matrix which must be assigned to teletype

or iBM printer in the beginning as desired.
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Sequential Read

PRCGRAM TITLE: SREAD

VERSION: B

DATE: June 22, 1973
UPDATE: April 29, 1975
AUTHOR: Robert M. Haralick
DOCUMENTED BY: Robert M. Haralick
PROGRAM LANGUAGE: FORTRAN 1V
IMPLEMENTED ON: PDP 15/20

PURPOSE:
: This subroutine reads a set of lines on a file of single image

data stored in standard bit compacted form. SREAD assumes

that SDKINL has already been called to open the file on IDAT.

ENTRY POINT:
* SPREAD (IDAT, IARRAY, IDY, IDENT, IEV, ERRRET)

ARGUMENT LIST:
' IDAT the file code on which the image resides
IARRAY 2-dimensional array {row x column) which -
subimage is returned in
IDY number of records in subimage. The number

of rows and columns for a record will be taken
from IDENT (14) and IDENT (13), respectively

IDENT identification array of 20 words.,
IEV - integer event variable
IEV= 1 success

IEV = -2001 illegal file code
IEV = =2006/10/tco small
IEV = -2007 EOF

IEV = =2009 READ ERROR
IEV = 2012 illegal data mode
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ERRRET alternate return taken if an error occur:

SUBROUTING REQUIRED:
ADJ1
KDPOP
KDPUSH
UNPACK

COMMENTS:
TARRAY must be a two dimensional array
IDENT (13)* IDENT (14) must not be greater than 256
unless the user has a block data program to allocate more

memory to labeled common area /10/.
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Skip Descriptor Records

PROGRAM TITLE: SKPDSC

VERSION: A

DATE: July 10, 1973
UPDATE: October 15, 1974
AUTHOR: Robert M. Haralick
DOCUMENTED BY: Robert M, Haralick
PROGRAM LANGUAGE: FORTRAN 1V
IMPLEMENTED ON: ' PDP 15/20
PURPOSE:

This program skips the descriptor records of images stored in
standard bit compacted form. SKPDSC assumes that SDKINL
has been called previously.

ENTRY POINT:
SKPDSC (IDATP, IDENT, IEV, ERRRET)

ARGUMENT LIST: -

IDATP file code on which the image resides.
IDENT identification array of 20 words for the image.
1EV , = 1 success

==2001 illegal file code

= ~2007 EOF

= ~2009 read error

ERRRET Alternate return taken if error occurs

SUBROUTINES REQUIRED:
KDPOP

KDPUSH
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Sequential Disc Initializer

PROGRAM TITLE:
VERSION:

DATE:

UPDATE:

AUTHOR:
DOCUMENTED BY:
PROGRAM LANG UAGE:
IMPLEMENTED ON:
PURPOSE:

SDKINL

B

June 30, 1973
October 15, 1974
Robert M, Haralick
Robert M., Haralick
FORTRAN 1V

PDP 15/20

This subroutine initializes a PDP 15/20 sequential disc file

for input or output. The file is used to store image data in

standard bit compacted form. The number of date words will

be written in a logical record of at least 20 and the number

of bits per data word should not be more than 18,

ENTRY POINT:

- Fedo Ro ke Taba

SDKINL: (IDAT, FILNM, IDENT, IRDWKT, 1EV, ERRRET)

ARGUMENT LIST:
IDAT
FILNM
IDENT
IRDWRT

1EV

155

file code on which file resides.

array containing the fil name.

identification array of 20 words.

read/write indicator.

IRDWRT =1 initialize as input file,

IRDWRT =2 initialize as output file

integer event variable.

= 1 Success

= =2001 Illegal file code

= =2002 Number of bits per point has a
illegal value

= =2003 Frame coordinate and image dimension
information not specified in-ldent-array

= -2004 lllegal request



= =2005 file does not exist
= =2011 illegal min/max/NZL/nbits combination
= ~2012 illegal daota mode
ERRRET ALTERNATE RETURN TAKEN IF A ERROR OCCURS

SUBROUTINES REQUIRED:
ENTER
FSTAT
ICEIL
KDPOP
KDPUSH
MAXg
SEEK
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PROGRAM TITLE:
VERSION:

DATE:

UPDATE:
AUTHOR:
DOCUMENTED BY:
IMPLEMENTED ON
PURPOSE:

ENTRY POINT:

ARGUMENT LIST:

Sequential Write

SWRITE

C

June 22, 1973
October 15, 1974
Robert M, Haralick
Robert M, Haralick

: PDP 15/20

This program writes a set of lines or a file of single image data stored
in standard bit compacted format. SWRITE assumes that SDKINL

has also been called to initialize the file on IDAT".
SWRITE (IDAT, IARRAY, IDY, IDENT, 1EV, ERRRET)

IDAT file code on which 1 image resides.
TIARRAY 2-dimensional array (row x column)

in which subimage is transferred to program,
IDY number of records for subimage. The number

of rows and columns for a record will be taken

from IDENT (13) and IDENT (14),

IDENT ~identification array of 20 words.
1EV integer event variable
1IEV = 1 success

IEV = ~2001 illegal file code
IEV = -2006 /lO/ too small
IEV = -2007 EOF
IEV = -2008 WRITE ERROR
IEV = -2012 illegal data mode
ERRRET ~  ATTENATE RETURN TAKEN IF ERROR OCCURS
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SUBROUTINE REQUIRED:

COMMENTS:

ADJ KDPUSH
KDPOP PACK
IARRAY must be a two dimensional array.

IDENT (13)* IDENT (14) must not be greater than 256
uniess the user has a block data program to allocate more

memory to labeled common area /10/.
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V. Listing

ORIGINAL PAGE I8
OF POOR QUALITY
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210

=11
A0
E00

E~R-R—0-R

AZCIT ERROR I/70 FOR TEXTURE FROGRAM

FROGRAM TITLE ERROR
VERSTON A
ALITHOR CHIN-HUANG CHEN
DATE FEBRLUARY 1975
LIFDATE
FROGRAM LAMGLIAGE FORTRAN IV
IMPLEMENTEDR ON FOF 13
DOCUMENTED BY CHIM~-HUANG CHEN
FURFOZE
THIS ROUTIME TELLS THE USER EITHER LETID OR TXTMM I
IN ERROR ON . DAT SLOT IO OR IEROUT
ENMTRY FOINMT ERRORCIERR, IEV, TOUT, [B0QUIT)
ARGLMENT LI=ST
TERR FARAMETER USED TO DETERMINE EITHER LZTID
DR TXTMM IS IN ERROR
IEV INTEGER EVENT VARIAELE
TOuUT ERROR MESZAGE OUTRUT . DAT SLOT
TEQUT ALTERNATE ERROR MESSAGE OUTRUT . DAT =LOT

SURBROUTINE ERROR{IERR, IEV, TOUT, TRIT)
DOUELE INTEGER FDATE(CR)

GO T (E04, 2107, TERR

Gl ADATEC(FDATE)

WRITE(IOUT, 405) FOATE

FIORMAT (LY, 2A5)
IFCIBROIT, NE. TOUTYWRITES IROUT, 405) FOATE
0T 200

WRITECIOUT, 205) IEY

IFCIOUT. NE. IRDUT)Y) WRITECIBOUT, 305) IEV
FORMATO " LETID ERRORS, 1D

GOOTO 400

WRITECIRBDOUT, 211) IEV

TFCIROUT. ME. TOUT) WRITECTEOULT, 311) IEV
FORMAT (" TXTHN ERROR IEV=", I3)

Call CLIRSECTEOLT)

RETLIRN

EMD
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CFPLXIT

FPRIOGRAM
TITILLE

TATION

FeF=L=X~1~T

SHERDATINE FRLXIT

FROGRAMMER A SINGH  NOVEMBER 1973
HFDATE  ROBERT M HARALICE FEERUARY 1974
GE MOMAGHAN RIZOSTE =
RM HARAL TTE 10/10574
CHIMN-HUANG CHEN ELEESTS
FLIRFOSE ADD PCLOT  IN ARGUMENT LIST ~
CHANGE LEY ARRAY TO SINGLE INMTEGER
ADD OVERFLOW CHECE ON LEX ARRAY
DO UMEN- A ETMGH
COMPFLUTER ANY
RERLITRED

FROGROM
LANGLUAGE

FLRFOZE

METHODO

CALLING

SEGIEMCE

ARGUMENTS
IDATI
IDATA

FORTRANM IV

FRLXIT COMPUTES THE FOUR MEIGHEOIUR GRAY TONE

MATRICES LEXL, LEXZ, LEXE AND LEX4 FOR ANGLEZ 20,0, 135

AND 4% DEGREES RESFECTIVELY. IT WORES FOR ALL ~
DISTANCES

FRLAIT CHECES THE GRAY LEVELS OF THE MEIGHEBOURE OF -
A CELL., AND INMCREMENTZ THE CORRESFONDING ELEMENT IN

THE ASSOZIATED LEX pARRAY. THE MEIGHEOURS UNDER
COMSIDERATION ARE & DISTANCE D% aAbAY, WHERE D% ~
I THE DISTANCE FOR THAT RUN OF FRLXIT

CAll FRLXITOIDATI, IDAaTA, LEXL, LEXE, LEXE, LEX4, IFT, IDENT, -
MM1, PLLCT, IEV, IERRL)

INFLUT FILE CODE
SCRATCH ARRAY FOR MML LINES OF THE IMAGE

ITMAIGE.
LEX1, LEXZ, LEXZ AND LEX4 fARE THE FOLIR LEX ARRAYE
FOR THE GRAY TONE MATRICES.
IFT ARRAY WHICH CONTAIND THE FOINTERS FOR
THE IDATA ARRAY. '
TOENT TDENTIFICATION ARRAY FOR. THE IMAGE
MM SPATIAL OISTANCE + 1 )
FOLET FERCENMT OF LINEZ COUNTEDR
TEV INTEGER EVENMT VARIAELE
IEV=-5011 IF NUMPFL OR NUMLIN IS LESS
THAN TWICE SFATIAL DISTANCE FARAMETER.
IEV=-53010 IF LEX ARRAY I OVERFLOW
IERRY ALTERNATE RETURN TAKEN IF ERROR QCCURE
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FARAMETERS MLIMLLIN NUMEER OF LIMES IN THE IMAGE

MLIMPFL MUMBER OF FOQINTS PER LINE IN THE IMAGE
THEAY LARGEST GRAY TONE
IMIN LEAST GRAY TIONE
LEAZTI =IMIN-1. LEASTL IS USED FOR NORMALTSING
THE GRAY TONEZ.
MIEL NUMEBER 0OF GRAY TONES
MNOBL=IMAX~ITMIN+1
MNELIEL SIZE OF & LEX ARRAY
MELUEL=NOBL#(MOBL+1) /2
INEUT AND IMAGE READ IN FROM FILE (02).
CHITEUT
RETLIRNS NORMAL AMDO ALTERMATE ERROR RETLIRNE

SUERPROGRAME  TMDEX
REGHITRELD

CALLEDRD BY TATMN
CIOMMENTS FRLYIT WORES FOR ALL SFATIAL DISTANCES. IT DOES THIS

BY HAVING NDIS+1 LINES OF IDATS IN CORE, WHERE NOI=
1% THE SPATIAL DISTAMCE FARAMETER.

SLEROUTIME FRLXITOIDATI, IDATA, LEXL, LEXZ, LEXE, LEX4, IFT,
1TOENT, MM, ITMGNO, PCLCT, TARRAY, TEV, IERRL)
DDOUBLE IMTEGER INMT, LEXL., LEXZ, LEXZ, LEX4

DUIMEMSTOM IDATACL, 12, LEX1(1), LEXZ(1), LEXZC1), LEX4(L), IFT(L)
DIIMEMSTON IDENTEZO), TARRAY (L, 1, 1)

IDATANUMERL, MM1), TFTIMML)
STACE SUBROUTINE NAME IN ERROR ZTACK
CALL EDFLESHLFRPLXTS, 7T7)
SET PARAMETERE
NUMPFL=IDEMT {£)
MUMLIM=IDENT (7)
IMIN=ITHENT (153)
IMAX=TOENT (149
LEASZTI=IMINMN-1

MOBL=IMAX-LEASTL
NELRL=NOBL#{NOBL+1) /2

INITIALISE THE LEX ARRAYE T+ ZERO
O 14 I=1, NBUBL
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LEXL1(I)=0
LEXZ(T)=0
LEXZCI)=0
14 LEXA{1)=0

CHECKE, IF SIZE OF IMAGE IS TOoo SMALL,
RELATIVE T2 THE DISTANCE FARAMETER MM

MM=mM L -1
MM 2= 443
TEV==5011
TF CMUMPPL. LT, MMZ. DR MUMLIN, LT, MMZ) G0 TO 9999

MLIFF MM =MLIMP L - MM
ML MM=NLIML D=2

READ IM THE FIRST MML LINES OF THE IMAGE
ANMD SET WP FOINTERSZ

O 110 IY=1, MMl
TRTCIY)=1Y
CAall RREADCIDATI, TARRAY, IMGNG, 1Y, 1, IDENT, TEVY, ERR1)
o 111 Lys=1, MUMPFL
111 IDATALY, IY)I=1ARRAY (1, 1, LY)
110 CONTINUE

SETTING UF POINTERES FOR THE FIRZST AND
LAST ROWS OF THE IMAGE ARRAYS

IET=IPT(1)
LET=IFT(FMML)

GOOTHROUGH ALL BUT MM ROWS OF IMAGE
MOVFLO=
ITHT=3254

21017
24T7EE

MEXT=MM1+1]

D 1059 LOMT = MEXT, MUMLIN
ITFCROMOINTY . GT, PCLCTY GO To 105

SHIF LINES RANDOMLY RBY USING RANDOM MUMEER
GENERATOR ROM EXTERNAL FUNCTION

GO THROUGH EACH RoW MM TIMES. THE FIRST
ZET OF MM COLUMNE ARE HANDLED SEFARATELY

O 120 IRW=1, MM
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LR A

R o I

13

LIRS

)

P

TRM= TRW+MM

SET I, L, o4 AND K ESUAL TO THE
(NORMALISED) VALUEZ OF GRAY TONES OF
RESOLUTION CELLE TN POSITIONS A, E,
AND 0 AS IN THE DIAGRAM ——

A
B
WHERE & INITIALLY I'Z THE UPPER LEFT

CORMER CELL. THE CELLS ARE A DISTAMCE
MM AFART.

T=TRATA(IRK, TET)~LEASTL
L=TOATALIRW, LET)~LEASTL
E=T0ATACIRM. LET)-LEASTL
JEIDATACIRM, IST)-LEASTL

T

1l

3

Ry le e

[

S0y YT

1

TS T ST T T T T U

KR AR

DU 1 I R A

LiLt i

FLIT THE TWO DIMEMSTONAL INFORMATION
INTS ONE DIMEMZTIONAL FORM. THE FUMCTION
NMEEDED TO CONVERT A DOUELE SUBSCRI-TED
ARRAY, IMMOX, Y). INMTO A SINGLE
SUBSCRIFTED ARRAY, IMM{Z), IS OF THE
FORM GOX) + FAY), WHERE G(X) = (X-1)#X/Z
ANMD F{Y) Y. THEREFOIRE

Z (X=1)#X/2+Y
THIZ IS DOME IN THE PROGRAM EY THE
EXTERNMNAL FUNCTION INOEX (X, Y).

ol

ZINCE THE ORDER OF DCCURRENCE OF  THE

GRAY TINES RBELONGING TO A& RESOLUTION

CELL FAIR T2 IMMATERIAL, THE ARRAYE ARE
SYMMETRIC. WE LET THE LARGER OF THE TWo
HAVE THE FIRST SURICRIFT, I.E. ., THE ARRAY
I STORED IM LOWER TRIANGUILAR FIORM. THE
COROER F THE SUBSCRIPTING IS A% FOLLOWS -

IMMOL, 1) = IMiL),

IMMOZ, 1) = THMM{ZE).,
MM, 2y = IMMOE),
IMMOZ 1) = IMMO4),

IMMINMORL, NOEL) = IMMINEURL).

THE SCANNING FROZEDURE. THAT IS THE
METHID EBY WHICH THE FAIRWISE COMPARISONZ
ARE. MADE, IS DEZCRIBED RBELOW FOR THE
GENERAL CASE.

CONSIDER A& RESOLUTION CELL WITH SFATIAL
COORDINMATES (M, MY, AND CALL THIS CELL 1.
THE SCANMING DFERATION BEGINZ IN THE
UFFER LEFT HAMD CORNER OF THE IMAGE AND
IT THEN PROCEEDS BY COMPARING THE GRAY
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s RuiE

TL=THUEX (T, 1)

LEXL Tl =LEXL{IL)+1

Tob=TRMOEX T, )

LEYZOT=LEXZ(TL.0y+1

Th=THNOEX L. B

LEAZOIE ) =LEXI TR+

0D 130 N=TRM, MUMPMM, HME

Pl fdivi=- MM
I=.1

TOME OF %1% WITH AT MOST FOJR GRAY TONES
OF ITS NEIGHBEOURING RESCOLUTION CELLS.
THAET %1% MEVER NMEEDS TO CONZIDER MORE
THAN FOUR MEIGHEOURS CaN RBE SEEN FROM
THE DIAGRAM OF THE SEARCH FATTERM SHOWN
FELOW ——

I .l
ML K

M A GIVEN ITERATION, &I% WILL L20OE FIRST
AT TTZ VERTICAL NEIGHEOUR (28, NEXT

AT TTES HORIZONTAL NEIGHREOUIR (2J2%), THIRD
AT ITS LOWER RIGHT NEIGHEOUR (R AND
FIMIRTH AT ITZ LIOWER LEFT DIAGINAL
MEIGHREDUR  {&M80 . @1% THEN MOVES INTO
THE POSITION OF THE RIGHT RESQLUTION
CELL OF THE PREVIOUZLY SCANNMED FIRZST

ROW (THE POSITION QCCURPIED BY ).

THE QFERATION 12 REPEATED UNTIL ALL
NELSGHEOGURING FAIRS OF RESOLUTION CELLE
HAVE REEN EXAMINED. THE FROCEDUIRE IS
FIIRTHER REFEATED FOR CELLS SEIPFED OVER
IF THE SPRATIAL DISTANCE IS GREATER THAM
OME, TILL ALL CELLES HAVE EBEEN EXHAUSTED

COLMT VERTICALLY ADLACENT (70-DEGREE)
ME T GHEDLIR

COUNT HORIZOMTALLY ALJACEMT (O-DE+REE)
ME T GHEOUR

COUNT LEFT DIAGOMALLY ADUIEZENT
( L25-EGREEY MEIGHEOILR

MOV TTERATE DOWN THE ROW
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b

DA

D]

1ry

130

M=l
=k

J=IDATACMMM, I5T)-LEASTL
E=I0ATAINMM, LET)-LEASTL

IL=INDEX(I, L)

LEXL(IL)=LEXL1(IL)+1

IJd=TNDEX(TI, .1}

LEXZOL=LEXZ(Td)+1

IK=INDEX (I, D

LEXZ{ IR =LEXZ(IE) +1

IM=INDEX (T, M)

LEX4(IM)=LEX4({IM)+1

CONTINUE

I=.d
M=L_
L=k

Io=IMIEX (L, L)

LEXL(TIL)=LEXI(TIL)Y+1

IM=IMDOEX(I, M)

COUNT VERTICALLY ADJACENT (w0-LDEGREE)
ME TISHEOLUR

CIOLUNT HORIZONTALLY ADJACENT (O-DE+REE)
NE IGHROLIR

COUMT LEFT DIAGONALLY ADJACENT
( 12353~-DEGREE) MNEIGHEOUR

COANT  RIGHT DTAGOMALLY ADJACENT
{45~-DEGREE) NEIGHEOUR

COMFUTE THE LAST SET OF MM COLLMNE
SEFARATELY

COUNT VERTICALLY ADJACENT (20-DEGREE)
ME TGHEOQLIR

COUNT RIGHT DIAGONALLY ADJACENT
({45-DEGREE)Y NETIGHEUDUR
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R N

LR A

1

&3

3l o3

i g

130

135

1L1E

1005

10k

10

LEXA(IM)=LEX4{IM)+1

DONMT IMUE

TEOLONT. BEoL MUMLL TR

ITEMP=TFT{1)

L L3S TR=1, MM
IRFTCIR) =IPT(TIREFL)
TRFTOMML) =TI TEMF

Cald, RREADOIDATI. I
O L2 loys=1, MUMPRL

SHIFT THE FOINTERST FOR THE TWD ARRAYE.
THIZ I3 DOME BY A CYCLIC ROTATIOM

THE POINMTER ARRAY IFT IS SUHCH THAT AT ANY
TIME THE ITH LOCATION OF IPT COMTAINME

THE FOINTER TO THE 1TH POSITION OF THE
LIMES TN IDATA OR JDATA ARRAY. FOR
EXAMFLE, IF IPT(Z)=4 THEM THE FOURTH LINE
OF THE PHYSIZAL JDATA ARRAY IZ ACTUALLY
THE SECOND LIME, AT THAT MOMENT.

G T 105

ROTATE INM & CYCLIC MANMER

SET WP THE POINTERS TO THE FIRET AND
LAST ROWSE OF THE TWO IMAGE ARRAYS

READ IM A NEW LINE INTD THE IDATA ARRAY

ARFAY, THEND, LONT, L, TDENT. TEV, ERR1)

TOATE LY, LET)I=TARRAY L. 1, LY)

TECLERLCTLY, GT. MNOY
TFCLEXZCL. G, My
TFOLEXZOIRY, GT. MOV
FAOLEXSCIMY . GET. MO

CONT ITMLIE
GOETO LeE
TEM=-E0 10
RETLIFNM TERRI

Do 140 LR=1, MM
TER=TFT{LR+1)

D 14% TRW=1, MM

Fld G0 Td 10A
FLOD GO T 104
FlLaay Gy T 1Ok

VRO S0 T 10A

THE LAST MM ROWS ARE COMFUTED SEFARATELY

DO LoalE T G0 THROWGH . THE MM -ROWS

D Lo TG'GG THROUGH EACH ROW MM TIMEZ

T=IDATAL ITRKL TSR -LEASTL

ORIGIVAL FAGE 12
OF FOOR QUALTTY
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b

e

S ]

k]

)

13

i,

144
143

140

1%

oo 144 N=IRW, NUMPMM, MM
MM M=N--MM
Jd=IDATACNMM, TSR -LEASTL

TA=INDEX(I, .

LEXZ(I D =LEXZ(IL.N+1

I=d
CONT INUE

CONTINUE

MORL=TMAX-TIMIN+1
D1z I=1, NOBRL

IT=IMDEX (L, I3

LEXI(IT)=LEXLI(ITI)#E
LEXZ(II)=LEXZ({IT)*Z
LEXZ(ID) =LEXZ(ITY #E
LEXACTI)=LLEX4{II)*4

Call, CLOSECIDATID)

CaLl KOPOP
RETLIRM

Cabl CLOSECIDATL)
RETURN IERR1

ENL

DO LOOR TO WORE DIOWN A ROW,  COMPLITIMNG
THE O-DEGREE MEIGHEOUR ONLY

COUNT HORIZONTALLY ADJACENT (O-DEGREE)

ME T GHEBEOUR

DOELE THE DIAGONAL TO MAKE EVERYTHING
CIOME QUT RIGHT

ERROR
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CF LN F—=il—p-2-1

(e

FROGRAR SLEBROUTIMNE FLINMCY
TITLE

3

el

FROSRAMMER ASTMGH QCTORER 1273

PTIATE ROBERT M HARAL TCE FEDRLIARY 1374
GE MUONAGHAM ALIGLIET &, 1974
CHIM-HUANG CTHEN FERRIARY 23, 1

Ly}

LU N

Lozl vE M- AL ETMGH
TATION

R

T L

COMPLITER ANY
RERLITRED

A

L L

FPROGRAM FORTRAM 1V
LAMGLISGE

LI W )
s L34

3 L

FLIRFOSE FLMZT COMPLUTES THE SUM PROBAETLITY
TMEEE.

LR

R

LELY

FOT 0y = LEXK (LD A0TOTAL NUMEER. OF
LEX ARRAY)Y. I = INDEX(IL, .0,

b ]

-

LA A W

SECEMTE

L

l. .. )

GRAY TOME MATRICES

i

SRR

Py 3

TEoet, O 125 OR 4% DE

]

& .- .l 3, o

AS IN THE LEX ARRAYE
ML SIZE OF & LEX ARRAY
PR LR =N CNOERL L 03

S E

.‘ ‘; -

FORAMETERS ML MUMEBER OF GRAY TONEZS
ANIE ARRAYS RLCRE RZ R4 ARE THE RECIFRICAL OF

b

i

i1g

DIRECTIONS.

o

i

TWPUT AN MIOME
CHATRUT

S

1z

L

RETLRNE R ERROR RETURNS

1

169

METHION FLIMCT #IRST COMPLITES THE TOTAL  MUME
EACH DTRECT IR, THEN F(I, D) FOR THE E LEX ARRAY I3

Gl L TMG CALL FUNMCLOLER L, LEXE, LEXE, LEXA, FLMC

1;47'1:.';

FEATURE OF THE

ER OF FAIRS FOR

FOIRE FOR THE K

» MEUERL)

ARGUMERNTS LEXL, LEXZ., LEXZ AND LEX4 ARE THE FOUR TRIANGULAR

FLINIC THIE TS 4 TWD QIMENSTOMNAGL ARRAY WHERE THE
RESULTE OF SLUEROUTINE FUNMCL ARE STORED
THEZE ARE STORED In TRIAMGULAR FORM LIEE
THE LEX ARRAYE, THE SECOND SURSCRIFT
CORRESFONDES TO THE DIRECT
GREES
WHILE THE FIRST SURBSCRIFT, [J=INDEX(I,.D,
IS THE LOCSTION OF THE GR

TON (k=1,2,2 OR 4
REZSFECTIVELY),

Y TONE PAIR (I;J)v

THE TOTAL NUMEER

OF GRAY TONE FALIRS FOR EACH OF THE FOUR
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i ER Y]

[

R RS R

0 SRR

L

i

i

SURBFROGRAMS  INDEX
RERIITRED

CALLEDR BY TXTMN

SLHEROUTINE FUNCL(LEX L, LEXZ, LEXZ, LEX4, FUNC, NEURL, NOBL)
DOLIELE INTEGER FUND, LEXL, LEXZ, LEXZ, LEX4

DIMEMSION LEXLI{L), LEXZ(1), LEXE(1), LEXA(1), FUNC(1, 4)

FLING CNEBURL., 4)

MOW COMPUTE FLIMC

TO DETERMINE THE TOTAL NUMEBER OF FAIRS IN A GIVEN DIRECTION

o 5 I=1, NOBEL
O 5 o d=1, NIDJEL
T d=INOEXCT, J)
TEMP=ILEX1 (I
Ri=R1+TEMF
TEMF=LEXZ(I.1)
REZ=RIZ+TEMF
TEMP=LEXZ{(1.0
REZ=R2+TEMF
TEMF=LEX4{(I.1)
RA4=R4+TEMF
CONT TNUE

TO COMPUTE  AVERAGE

AVIET=0,
AVEE=0,
AVIEE=0,
AVGA=0,

D & T=1, NORL
D & =1, NORL
T =INDEX (], ,v__l)

TEMF=LEX1{I.0)
AVEL=AVG 1+ TEMF # TEMP
TEMF=LEXZ( T.J)
AVEZ=AVEZ+ TEMF % TEMP
TEMF=LEXZ(1.0)
AVEI=AVEI+TEMF £ TEMP
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TEMP=L EX4{ T
AT = VG A + TEME 3 TEME
VT U MLIE

RO L= A0G L R
SE=OVHLORE
=ANVERRE
AVEA=OVEA R A

7 T=1, MORL.
Do 7 =T, NORL
Ld=IMOEX (T, .1}

TEMP=LEXL14T.1)

FUMCOTL L1={TEMFP-AVEL )Y #1000, /R1
TEMP=LEXZ{ T}

FUNCL T Z2)={ TEMF-AVEZ)Y #1000, /RE
TEMF=LEXZ{ILJ)

FILIsC O T, 2)=CTEMP-AVER) #1000, FRZ
TEMP=LEX4{ 1.

FUNCLOTL 4) = TEMP-&VE4) #1000, /R4
CTINT INMUE

FETLIRM
EnD
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1

CFUMC Fell=N-C=Z

:

[ FROGRAM SURBROUTIME FLINCE

o TITLE

N

o FROGRAMMER A, SINGH OCTORER 1972

[ UFDATE ROBERT M HARML IO FEERUARY 1974
o GE MOMAGHAN DCTORER 1974

CHIM-HUAMG CHEM FEBRUARY 23, 1973

i

Loz IMEN~- AL STNGH
TATION

P B I N A T A B B QR SR X

COMPLITER AMY
REGUIRED

FROGRAM FORTRAM IV
L AMGEUAGE

[

[ FLURFIDSE FINCE COMPUTES THE GRADIENT ENTROPY FEATURE OF THE

[ IMAGE. .

= ,

. METHIOD FUNCE FIRST COMPUTES THE TOTAL NUMEER OF FAIRS FOR

[ CalH DIRECTION THE GRADIENT ENTROPY COMPONENT I

K ALOGCL, ARSI T~ DI #ALOGFCL, D)), WHERE THE FROBABILITY
m I POL, D = LEXECLD ACTOTAL MUMBER OF FAIRS FOR THE
» EOLEX ARRAY), Il = INDEX(I,.).

I

i CALLING CALL FUNCZOLEX L, LEXZ, LEXZ LEX4, FUND, NELIEL)

N SEQUENCE

-

” ARGUMENTS LEXL, LEXZ, LEXZ AND LEX4 ARE THE FOUR TRIANGULAR

N GRAY TONE MATRICES

i FLING THIZ IS & TWO DIMEMSIONAL ARRAY WHERE THE
o RESLLTS OF SURBROUTINE FUNCZ ARE STORED

o THEZE ARE STORED IN TRIANGULAR FORM LIEE

r THE LEX ARRAYE, THE SECOND SUBSCRIPT

™ CORRESFONDZ TO THE DIRECTION (k=1,2,2 0OR 4
C 1% 20, 0,125 0OR 45 DEGREES RESFECTIVELY),

o WHILE THE FIRST SUEBSCRIPT, IJ=INDEX(I,.t).
- T2 THE LOCATION OF THE GRAY TUNE FAIR (I,.01)
: 7 A% IN THE LEX ARRAYS,

: MELRL. SIZE OF A LEX ARRAY

M NELBL=MOBL# (MOBL+1 ) /2

i3

¥

FARAMETERES MIOEL MUMBER OF GRAY TONES
AN ARRAYS Rl,RZ, RZ, R4 ARE THE RECIFPRICAL OF THE TOTAL NUMEER
: OF GRAY TONE FAIRS FOR EACH OF THE FOUR

i

(I8 ‘ C DIRECTIONMS,

o RLL.Z, 2,4 ARE THE PROBEEBILITIES PRI, 1), FOR THE

o FOUR DIRECTIONS, FOR GRAY CTONE I TO OCCUR
0 NEXT TO GRAY TONE .0 IN A PARTICULAR

o OIRECTION.

r



l.

it

Pt

—

I

5

TBIFLET AT BN

DUTELET
RETLIRNE P

SHARFROGR &M I
REHITRED

CALLED 2y T

1 ERROR RETURME

MIIEY,

ETHM

SLRROUTIME FLUNCZOLEXL, LEXZ, LEXZ LEX4, FLINC, NELRL, MOBEL)

DIDLELE INTEG

ER FLMC, LEXL, LEXEZ, LEXE, LEX4

DIMERMSTON LEXICLY, LEXZOLY, LEXZCL), LEX4(1), FUNC(L, 4)

FLINMC MR, 4

)

MO COMPUTE FUNGC

Tid

oo 5 D=1, NUOEL
S o=1, MORL
T =IMOEX (L, 2

TEMP=LEXLLT.D
Ri=RI+TEMF
TEMF=LEXZ{1.d)
BZ=RI+TEMF
TEMP=LEXZOIN
RE=RIZ+TEMF
TEMP=LEXAT .00
Fed e+ TEMF
COMT TMLIE

Fir=1 /R1
Fe=1 SRE
Rl SR

Ra=1 s

DETERMINME THE TOTAL NUMEER OF FAIRS

T GET RI, RE, RZ2, R4 T SAVE DIVISIONE

173
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A GIVEM DIFFCTION
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b

TO COMPUTE AMGULAR MOMENTUM COMPONENT

o 2 I=1, NOEL

o oz o =1, NOEL

T =INDEX(I, 1)

TEMP=_EX1{(I.0)

RLI=TEMF&#R1

TEMP=LEYZ{1.1)

RLE=TEMP#RZ

TEMP=LEXZ{I1.1)

RLI=TEMP#RZ

TEMP=LEX4{I.1}

RLA=TEMFP#R4

FUMCZOT D=aAl0Ed L, +AES(FLOAT(I-D 1) #ALOGE L, E-9+RL1)#2Z00
FUMZC T ) =AL0G L, +AEBS(FLIATI~-D )1 #AL0G (L, E-v+RLZ) #2007
FUNC (TS, 3)=AL0G L, +ABS(FLOAT I- D)) #Al s 1, E-w+RLE) #2200,
FUNCCT 4)y=AL0c L, +ARS(FLOAT(I-N ) ) #ALOG (1, E-+RLAY #Z00,

CONTINUE

RETLIRM
END



EINE e A N E P

i
v PR S REEIT THE FLING S
i TITLE

{

£ FROGRAMMER A S INGH OUTORER 1972

[N LIRS TE ROBERT M HARALICE  FERRUARY 1974
GEMOMAGHARMN QCTOBER 1974

[ CHIM-HLUIANG CHEM FEERLIARY ZZ, 1975

TAT IO

l

t

(M LU IME N — A S TNGH
COMPUTER ANy

H

. REMMIIRED
[ PR Fe G FORTRAM IV
M LS hHELHSIGE

FURPDSE FLNCE COMPUTES THE ENTROFPY FEATURE OF THE  IMAGE.

'

METHOD FLINGZ FIRST COMPLITEZ THE TOTAL MUMBER OF PAIRS FOR
EACH DIRECTION. THE ENTROPY COM™ONENMT IS THEN
= POL, D HALOGIFCT, )y, WHERE THE FROBARBILITY FP{IL, .0

LR

- Iz FOL,J) = LEXECLD A0TOTAL MUMEBER OF PAIREZ FOR
- THE o LEX ARR&Y ). T.b = INDEX(IL, ).
o

K

Ll TG Sl FRLIMCZOLEX L, LEXE, LEXZ, LEXS, FUNZ, MEURL)
SERMIENCE

T T o

EAE I 1

ARGIMENT S LEXL, LEXZ, LEXI ANMD LEX4 ARE THE FOUR TRIAMGUILAR

GRAY TOME MAETRICES
FLIN THIS IZ & TWd DIITMEMZTONAL ARRAY WHERE THE

RESILTS OF SUBROUTINE FUMIIZ ARE ZTORED
THESE ARE STORED IN TRIANGULAR FORM L IKE
THE LEX ARRAYS, THE ZECOMD SHRBSCRIPT
CORRESFONDE TO THE DIRECTION (k=1,2Z, 32 IR 4
TS =0, O, 135 OR 45 DEGREES RESFECTIVELY).,

b ]

£

anrun Iy B i

e WHILE THE FIRZT SURSCRIFT, IJd=INMDEX(I, 13,
W T2 THE LOCATION OF THE GRAY TONE PAIR (I..0)

'

A% IM THE LEX ARRAYSE
NELIRL ZIZE OF A LEX ARRAY
MELEL=NOEL* (MORL+1) 72

LR AN B AR

e w

N Wy

FaRAMETERS ML NUMEBER OF GRAY  TONES
AMD . SRFAYS FL,RZ,RZVRE ARE THE RECIFRICAL S THE TOTAL MUMRER
' . OF GRAY TONE PAIREZ FOR EACH OF THE FOUR
DTRECT IO
FLioZE 304 ARE THE FROBAEILITIES FLI. 00 FOR THE
' FOUR DIRECTIONS, FOR GRAY TOME T 7O QCCUR
NEXT TO GREAEY TONE J IN A PARTICULAR
DIRECTION

R I

SR

£

;) ¢

—

. INMFUT Ak PMIONE ,
ORIGINAL PAGE IS
OF POOR QUALITY
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e Ew Y]

100

DO

L

]

3,

AL

-

T £

1T

A

1

H

18

1]

b

CUTRUT
RETLIRME NO - ERROR RETURNS

SURBPROGRAMEZ  INDEX
REGIIRED

CALLED BY TXTMN

SHERDUTINE FUNZZOLEXL, LEXZ, LEXE, LEX4, FUNG, NEURL, NOERL)

DOUELE INTEGER FUNC, LEXL, LEXZ, LEXZ, LEX4

DIMENSION LEX1(1), LEXZOLY, LEXZ(L)Y, LEXA(L), FLINC (L, 4)

FLINC CNBIURL, 4)

NOW COMPUTE FLING

T2 DETERMINE THE TOTAL MUMEER OF FPAIRS

Ri=0.
RZ=0,
RiZ=0,
R4=0,

o S I=1, NOEL

oo S Jd=1, NORL

T A=INDEX{I, D
TEMF=LLEX1{I.D
Rli=R1+TEMF
TEMF=LEXZ{ILD
RI=RI+TEMF
TEMP=LEXZ{I.1)
RZ=RE+TEMF
TEMF=LEX4{(I.D)
R4=R4+TEMF
CONTINUE

TO GET R, REZ, R3, R4 TO SAVE DIVISIONG

Ri=1. /R1
REZ=1. /RE
RE=1. /R
R4=1. /R4

TO COMFUTE ENTROPY COMPONENTS
oo 2 T=1, NOEL

O 2 od=1, NOERL
IA=INDEX (T, )

176

IN A GIVEN DIRECTION
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TEMP=LEXLCL)
RL1 = TEMF#RI]
(RIS ED SRR PR
RL.Z = TEMPRRE
TERP ==l X200
RLZ = TEMFERZ
TEMP=LEX4¢{ 1.1
Rl.4 = TEMF#R4

IF(RLL LT O 0OOo0oL) G0 TO =21
FUMDCDLL 1) = {~RLI#ALDGIRLL Y ) #2200,
TFARLE LT, O 00Gool)y G 7o 23
FIINCC L 2 = (=RLERALOGIRLE
IF(F\’],,‘T,’{:‘ L_T. G, OGOO01 ) i TO =R
FIMCCT.LE) = {(~RLCEBRALDIG R Y #2200,
IF(RLA. LT, O, GOOOGLY G T
FLIBGCOLL 4) = {(—RLA#SGLOGIRLA Y ) #EO0,
CONT TMUIE

RETLIRM
BN
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f

P I 0w T T ACH N N X B AU X

CFUNC4

DI A

-

1

b ]

3

[ I

1

)

P |

1

T

LA ]

KRN

b Ry

I B A

Do B B A B Y

PR R B S S B e

‘-

[}

FROGRAM
TITILE

FROGRAMMER
IFDATE

Doz LIME M~
TATION

COMFUTER
REGIJTIRED

FROGRAM
L ANGLIAGE

FLIRFPOESE

METHOD

CALLIMG
SELLIENCE

ARGUMENTS

FARMMETERS
ANL ARRAYE

F—ll=N—~~4
SURRDUTINE FUNCS

ROBERT M HARALICE  MAY 1973

ROBERT M HARALICE FERRUARY 1974

GE  MONAGHAM QCTORER 1974
CHIM-HUANG CHEM FEERLIARY 2%, 1973

ROBERT M HARALTICE

ARY

FORTRAM TV

FUNC4 COMPUTES THE GRADIENT FEATURE OF THE
IMAGE.

FUNCGSG FIRST COMFUTES THE TOTAL NUMBEER OF FAIRS FOR
EACH DNIRECTION. THE GRADIENT COMPOMENT IS

AES(I-D) /F{I,.) WHERE THE FROBABILITY F(I,.) IS
FOL ) = LEXECLD /¢TOTAL NUMBER OF PAIRS FOR THE
ELEX ARRAY). IJ = IMOEX(I, ).

CALL FUNCACLEXL, LEXZ, LEXZ, LEX4, FUNC, NEUEL)

LEXL, LEXZ, LEXZ2 AND LEX4 ARE THE FOUR TRIANGIH.AR
GRAY TOME MATRICES

FLIMIC THIZ IS A TWD DIMEMSIOMAL ARRAY WHERE THE
RESULTES OF SURBROUTINE FUNCZ4 ARE STORELDL
THEZE ARE STORED IN TRIANGULAR FORM LIKE
THE LEX ARRAYES THE ZECOND SURBSCRIFT
CORRESFONDE TO THE DIRECTION (k=1,2,32 OR 4
IS %0, 0, 125 OR 45 DEGREES RESFECTIVELY),
WHILE THE FIRST SURZCRIPT, IJ=INDEX(I, .,
IS THE LOCATION OF THE GRAY TONE FAIR (I,.D
A IN THE LEX ARRAYE.

MELIEL SIZE OF A LEX ARRAY
MELIBL=NORL# (NOBL+1) /2

ML NLIMEER OF GRAY TOMES

RLi:RZ, RZ, R4 ARE THE RECIFPRICZAL OF & THE TOTAL NUMBER
OF GRAY TONE FATRS FOR EACH OF THE FOUR
DIRECTIONS

Rt &, 2,4 ARE THE PROBABILITIES FOT, Y, FOR THE
FOUR DIRECTIONS, FOR GRAY TOME I TO QCCUR
MEXT TO SRAY TONE J IN A FPARTICLLAR
DIRECTION. ‘
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¥

THMFLIT &M NOME

(N CUITRUT

N

e RETLIRM= M ERFROR RETURNE
I

{

SUBPROGRAME  TNDEX
REQIRED

CALLED BY TATHMM

2 I |

X

s SUBRCOLITTHE FUMSACLEY L, LEXZ, LEXZ, LEX4, FUNDG, MEUEL, NOEL)
DOLELE IMTEGER FUNG, LEXL, LEXE, LEXS, LEXS

DIMENSTON LEXLCD) LEXZOL), LEXZO1L), LEXACL), FUNGZL, 4)

i FLINMC OMELIEL., 493

AF =1, JFLOET S MEUREL)
[
[

. T MO ZCPUITE FLIMC

[
M TO DETERMIME THE TOTaAlL NUMEER OF FAIRZ IN & GIVEN DIRECTION
o

o 5 I=1, Mo

oo 5 Jd=1, MOEL

Td=INMDEY (L, 0}
TEMP=ILEX1 (1.
R1=R1+TEMF
TEMP=LEXI{ [0}
RZ=RE+TEMF
TEMP=LEXZ(T.0
Foo=RE+TEMF
TEMP=LEX4{ 12
Ri=R4+TEMF

= CONT TRLIE

c L To GET RL,RZ RS R4 TD ZAVE DIVIZIONS

i

T

SR
R
SRR

. /R4

o

14
eales ey el
Is 03 Ry o=

o TOOCOMPUTE AMGUILAR MOMEMTLM COMPONMENT

o 3 IT=1, MOEL
o =T, MORL
Td=TMOEX (T, D

179




TEMF=LEX1{I.0D
TEMP=LEXZ{I.J)

FLUNCCTL, D)= ARSFLOAT (I—0) ) 7 {AF+TEMFP®#R 1) ) #2200,
TEMP=LEXZ{I.0)
FLINC O 2)={ARS(FLOAT(I-J) ) A LAF+TEMF#RZ) ) #2200
TEMF=LEX4(1.1)
FUNC O 3 =(ARS(FLOAT{ I-1)) A CAF+TEMP#*RE) ) #2200,

FUNC{ T 4)=(ARS(FLOAT(I-0) /A (AF+TEMF#RA ) ) %200,
EODIONTINIE

RETIIRM
ENI
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g 1101

=1AMICS 5 F—li=N=--5

d

PLEXT} GRAANTIZING FUMTTION

i

EROGRAM TITLE! FLUNCS
VERZ TN [
OATE: NOVEMBER 23, 1973
ALITHOR: ROBERT M HARGLICE
WFDATE CHIN-HUANG CHEN  2/23075
DOCUMENTED RBY: ROBERT M HARALICHE
IMFLEMENTED CM: FOF 15
LANGLIEEE FORTRAMN
FLURPOSE
THIS SURROUTINE FREPARES NORMALIZED LEX
ARRAYS WHICH HAVE REEN EqUsl. PROBARILITY MUANTIZED ACCORDING
TO THETR DIAGOMAL ELEMENTS AND PUTS THE RESULTS IN FUND ARRAY.

[ NRU A N A X

i

i1

Lz I I

'

e B B O

fa

gk

i3

EMTRY FIINT: FLINGSLEX 1, LEXZ, LEXZ, LEX4, FUNC, NELEL)

3

ik

ARGLMENT . LIST:

P N

il

VERTICAL CO-00CURENCE MATRIX
HORIZONTAL CO-DCCURENMCE MATRIX
135 DEGREE CO-00ZURENCE MATRIX
45 DEGREE CO-0CCUREMIE MATRIX
THE BNORMALTZED AND SUANMTIZED
CD ~DCCURENCE MATRICES

» FLIMC CNOEL, 49 ‘

MELEL. IS THE SIZE OF THE LEX ARRAYE

EX 1
')("z
LEXZ
LEX4
FLmC

T2
IT! r"'

ERR
U0 O

1,

P B

P I ]
o R B R e B e

DX

106

]

IR AE I

™

SUBRODUTITNE FUNCS(LEXl;LEXZ:LEXB:LEX4;FUNC,NBUEL;NDEL)
DOUELE INMTEGER FUNC, LEXL. LEXZ, LEXZ, LEX4, F

DIMENSIDN LEXl(l)eLEXﬁ(l):LEXE(lS;LEX4(1);FUNG(1,4);F(1)
OATH INTVD /27 : :

CALL ATLIL(F, FUNGEL, 1))

CALL  LEXERFCLEX S, MOEL, TNTVIL F)
: L1z I=10 MELEL :
L2 FLNC L, 4r=F (L

CALL LEXEDECLEYD, NOBEL, INTV, F)
oo 42 I=1, NEUEL
13 FUNC(T, 3)=F(I)

CALL LEYEGF(LEXZ, NOBL, INTVDLF) . ORIG
00 14 I=1, MELEL INAL PAGE IS

14 FUNELT, 2)=F (1) o | ;  ;’ - OF POOR QUALITY,

el erFHFfLLX1 NnLl,lurwn F
RETLIRN
D 19 D=1, NEUEL

(;.:§§; 181




15 FUMZOL, 1)=F{1)
ENI
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LEXERF L=E-X~E-G—F

Q EfiJAL. PROBABETLLITY GUANTIZE THE DIAGOMAL OF THE LEX ARRAY
o
i FROGRAM TITLE: LEXERF
- VERSTION: [
[ DATE: MOVEMBER 23, 1972
M ALITHOR: ROBERT M HARALICE
E LEDATE CHIM-HUANG CHEM /23075
(e OCUMENTED BY: ROEERT M HARAL TZE
[ LAMGLUAGE FORTRAN TV
" FLIRPISE
o :
M THIS SUBRDUTIME EUJAL PROBARBILITY QIAMTIZES
e THE LEX ARRAY ON THE BAZIS OF THE DIAGIMAL ELEMENTS
c
(Y
o ENTRY FLOINT: LEXERF(LEX, NOBL, INTVLL FUND)
C
o ARGLUMENT LIST:
c ‘
o LEX I THE LEX ARRAY
o MNORL I% THE NUMBER OF BRIGHTNESSZ LEVELS
[ INTVIC IS THE NUMBER OF DEZIRED QUANTIZED
- ‘ ' LEVELS
C :
I FLING IS THE NORMALIZED AND SJANTIZED LEX
(s ARRAY.
I
SUBROITINE LEXEQF{LEX, NOEL, INTVO FUND)
DOLBLE  INTEGER FUNC, LEX
o ;
DIMENMNSION LEXCL), FUNCOL)
COMMICN fIUfNEIZE,F(16),FL&(lé);MEX(lB@),IT(l?é)
C ' :
o FLIT CUMUOLATIVE DISTRIBUTITON OF
[ OIAGONAL ELEMENTS OF LEX ARRAY INTD F,
[ : :
IFCINTYD. GT, 14&) INTVD=14
MIIZE=10Z4 ;
MELRBL=NORBL# ( MOBL+1) 72
=00 E
D1 I=1, MOEL
TI=TNOEX(I, I)
TEMP=LEX(II)
i CE=E+TEME
=i S5
o
TEMP=LEX (1)
Fily=TEMP®#S
D T=E MO
J=INDEX (T, I)
TEMP=LEX (.1} ,
prd FOI)=F{ I~ 1+TEMF#S
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o S R 1

i

i

i

T3

L A

T

i

3

—
ra

LR

ROBL=FLOAT (NOEL)

CALL ERPGNT (MNOEL, INTVDL F, FLEL ROEL, O, O1)

di=1
Do 4 =1, INTVD

IFGAER 1) G0 TO
Al=FLll-1)+1,
CONTINUE
dE=FLCA)

kl=1

O 7 k=1,
IFC(ELER L) G0 T0
Ei=FLBE=-1)+1,
ZONT ITNLIE
kiE=FLE(E)
MM=TNDEX (.0, E)

MEX (MM) =0

Lo 4G hd=Jd1, 0
O 10 Ep=kE1, KZ
LL=INDEX (.JJ, KE
MEX (MM) =MEX { MM
CONTINLUE
CONT INUE
CONTIMUE

Jd=1

D2 I=1, NOEL

IF(FLOATCI) . LE. FLELD)) 50 TO

A=+ 1

ITCD) =
CONTINUE

D11 I=1, NORL
II=IT(I)

oo 11l =1, NOBL
Sd=IT O
N=TNDEX{I, )
MM=INDEX (LI, 00
TEMF=MEX (MM)

CONSTRUCT THE QUANTIZED LEX MATRIX

)
Y+LEX (LL)

DEFINE THE QUJANTIZING FLNCTION

i

GREY

TONE I BELONGS
INTERVAL. ' ‘ ,

GREY TONE I EELONGS
INTERVAL.
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i1 CHINT T MLIE
FLINC OB =TEMP #1000,
RETLRM
M

i
!
!
!

. ‘ . ey ]85




CRLXIT | FeL—X=T1-T

o PROGRAM SUBRCUTINE PLXIT
o TITLE
i
i FRIOGRAMMER A, SINGH NOVEMEER 272
LD MODIFIED SO147.723 ROBERT M HARALICE
BRI TLIOS TS
o 2LEIT4
L S10.74 GE MONAGHAN
i 10/10,74 KM HARALICE
i 252E5TS 0 CHIN-HUANG CHEN
o _
BN LI LIMEN - A STNGH
T TATION
LA
- I COMPLUTER FOF 15
C R REQIIIRED
Col
- o FROGRAM FORTRAN 1V
o LANGLIAGE =
b ' R
- FLRFOSE FLAIT COMPUTES THE JDATA IMAGE
P ,
K METHOD FLXIT COMPUTES THE JDOATA IMAGE UTILISING THE RESULTS
- » OF FRLXIT AND FLINC, LET G(I, ) BE THE GRAY LEVEL 0OF
™ THE JTH RESDLUTION CELL IN THE ITH LINE OF THE
™ COMSIDEREDR IMAGE (IDATA), AND LET WI,.) BE THE JTH
- © RESOLUTION CELL IN THE ITH LINE OF THE JODATA IMAGE.
r iz THEN ——
[ ~
| R VAT )= FUNCAGOT, od+l), GOI-L, L) GOI-L, o), GOI-L, I-L),
Y W G(I,d_L),G(I+L,J—L)JG(I+L,J),G(I+L,J+L)),,
N ; : ; . '
SO WHERE FLUINC IS A FUNCTION (SU00H AZ FLINCL,  FUNCZ OR
B W FUNC2) PROVIDEDR BY THE LUSER.
Lo o , L= 1,23 .., IS THE '
N . SEFARATION BETWEEN CELLSE. L=1;, MEANE NEARE:ST
Lo NEIGHBOUR, L=Z, MEANZ MEXT T3 NEAREST NEIGHBHUR ETL
o FLXIT WORES FOR ALL FPOSITIVE L.
R :
- ENTRY POINT - FLXITOIDATI, IDAT.L IDATALIDATA, TDENT, FUNC, IFT
M - NELEL, MM1, NXMIN, NXMAX, JOENT, IEV, IERR1)
R : . . '
L ARGUMENTS IDATI DAT SLOT WHERE DRIGINAL IMAGE RESIDES
C : , IDAT.S - DAT SLOT FOR JOATA IMAGE
(4 IDATA. SZRATCH ARRAY WHERE THE ORIGINAL IMAGE IS
- : : REAL IN. L AR EmELT '
i JOATA IMTEGER ARRAY WHERE THE: JDATA IMAGE IS

e B v IR O

GENERATED AND STORED BEFORE EEING WRITTEN
T ONT. THE TAFE (032).
IDENT IDENTIFICATION ARRAY OF IDQTA

WJOENT IDENTIFICATION ARRAY OF JDATA
C

FLIMZ A TWO DIMENZION ARRAY CONTAINING THE




T i1 T

b

1

P 0 e 0 I e e

D R R ¥

LI 0 S

s ReReieis

E

LR

i T d

it

3L

Fa B v 2w O SR B B

‘.-‘

gl

P e o I 0 v B A B o

e 1 0 2 4

—

e

CDIMEMSION .

IFT ARRAY WHICH CONTAINS THE FOIMTERET FOR
THE IDATE ANMD THE JDATA ARRAYES
MELIEL SIZE COF A LEX ARRAY
NELEL=NOBL# (NOEL+1) 72, WHERE NOEL I5 THE
MUMEER OF GRAY TONES.
M1 SPATIAL DISTANCE + 1
MEMIN MINIMUM JDATA VALLE
MXMAX MAEXTHUM JDATA VALLE
IEV INTEGER EVENT VARIABLE
IEV=-35011 IF NUMPFPL DR MNUMLIN IS LESZS THAN
TWICZE MM
FARAMETERE MLIPMILLIN PMUMBER OF LIMES IN THE IMAGE
MUMFFL. MUMBER OF POINTS PER LINE IN THE INFUT IMAGE
AN ARRAYS
IMey LARGESZT GRAY TONE oM INPUT FILE
ITMIN LEAST GRAY TOME OM INFUT FILE
LEASTL =TMIn~-1, LEASTL Is WSEDR FOR NHRMALIZINH
THE GRAY TONES.
ML MUMBER OF GERAY TONES

RETLIRMS MO ERROR
SLUBFROGRAMS - INDEX
REQIIIRED

CALLED BY THTMN

COMMEMT S
THIZ BY
WHERE MM

SUBROITINE PLYXITCIDATI, TATU
TMIGMNO L, MEXMTN MNXMAaX, thNT;IARRHY IEV, TERRL)

CNLELE  INTESER FLNG
CIIMEMSTION IDATECL, 1), .

- RESL TS OF THE EXTERMAL

FLXIT WORES FOR ALL SPATIAL DISTAMCES

HAVIMG MM+ 1 LIMEZ

FLNZTINN FROGRAM
THE SECONGS INDEY DETERMIMESZ THE DIRECTION,
WHILE THE FIRST OME TORRESPOMDIE TO THE
ELEMENT IN THE ASSOCIATED LEX ARRAY.

NOEL=IMAX~-IMIN+1

RETLIRME

IT DOER
OF IDATA IN THE CORE,
I3 THE SFATIAL DISTANCE PARAMETER.

JOATATL, 1), FIUNE(TL, 1);IFF(1))IDENT('U)
IW&NFf7ﬁ)51HthY(1 i,1) , :

IDQTQ(NUMPPL,MNl),dDﬁTﬁiNUMPPL;MMI);FUND(NBUEL;4),IPT(MMl)

CALL. BDPUSHS SFLXITY, ©

STACE SURBROUTIME NAME IM ERROR STACE

ZET PARAGMETERS
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), #

D W I o |

“ 41

T

LRI

L

g

DR RN I A

[ B

s s I

b}

-

100

111
110

MUMPFL=TDENT (&)

MUML IN=TDENT(7)
IMIN=TDEMT15)
IMAX=TDENT (14)
LEASTI=TMIM-1
MOBL=IMAY-LEAZTL
MEUEL=NOEBL* (MORBL+1) /2

NXMIN=1321000
MYXMAX=—1 3231000

CHECE IF SIZE OF IMAGE IS ToOO SMALL,
RELATIVE T3 THE SFATIAL DISTANCE
FARAMETER.

MM=pi1 -1
MM =MM %2
IFCMUMPRPL. LT, MMZ-ORD NUMLTIM, LT, Mﬁh GO TO RYEY

ZERD OUT THE JDATA ARRAY

MNLIMP Mi=MUMFFL~MM

MLIMLMM=NLUIMIL TN-MM
O 100 IT=1, NUMPFL
[y 100 J=1, MML
JADATALT, ) =0

READ IM THE FIRST MM1 LINEJ OF THE IMAGE
ANDY SET UF FHINTER

oo 110 Ty=1, MMl

IFT{IY)=1Y '
cAaLL RREADCIDATI, IHRFAY;IMHNH,IY,l IDENT, IEV, ERR1)
DO 111 LY=1, NUMPPL
IDATALLY, IV)=IARRAY (1, 1, LY)

CONT IMUE

’SETTING LUF POINTERS FOR THE FIRST AND
LAST RWS OF THE IMAGE ARRAYS

IST=IFT(1)
LET=IFT(MM1)

GO THRODGH ALL BUT MM ROWS OF IMAGE
NEX T=MM1+1
DO 105 LENT = 1, NUMLIN

GO THROLGH ERCH ROW MM TIMES.  THE FIRST
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il

Far

T T T

b

g B

i

]

A

LR

i

KRR o I A A

H

Fa)

3

L A A B O R

Y

vl lw

3

D RO

E A U O

1

DR

i b

Loy B o

I 120 TRW=1, MM

TRM=TRW+MM

IT=I0ATALTRW, IST)-LEASTL
L=T0ATAl TRW, LET)-LEASTIL
E=IDATAL TRM, LET)-LEASTL
J=TRATACTRM, IST)—LEASTE

SET OF MM COLUMNE ARE HANDLED SEFARATELY

SET I, L, W &NDE ERUAL TD THE
CNORMAL TZED) VALUES OF GRAY TOMES OF
RESOLUTION CELLS IN POSITIONZS A, B, O
AMD O A% IN THE DIAGRAM ——

(AR
D

WHERE A INITIALLY IS THE UFFER LEFT
CORMER CELL.  THE CELLS ARE A DISTANCE
MM ARART.

FUT THE TWD DIMEMZSIONAL TMFORMATION

INTD ONME DIMEMSTONAL FORM. THE FLINCTTON
MEEDED TO COMVERT & DOURLE SURBSCRIFTED
ARREY, - IPMOX: YY), - INTD A SINGLE
SUBSCRIFTED ARRAY, IMM(Z)Y, IS OF THE
FIORM GOX) + FOY),  WHERE GoX) = (X—~1)#X/Z
ANMDV FLYY = Y, THEREFIRE '

Z o= {X—1. )¥X/Z2. : ;
THIS IS DONE TN THE FROGRAM BY THE
EXTERNAL FUMITIUN. TNIOEX (X, Y.

SIMCE THE ORDER OF ODCURRENCE OF THE

GRAEY TONMES BELONGING T2 A RESOLUTION

CELL PAIR 12 IMMATERIAL: THE ARRAYES ARE
SYMHMETR I WE LET THE LLARGER OF THE TWx
HAVE THE FIRST SUBSCRIFT, 1. E. . THE ARRAY
15 STORED IN LOWER TRIANGULAR FORM.,  THE

| ORDER OF THE SUBSCRIPTING IS5 AS FOLLOWS -

IMMEL, 1)
MMz, 1)
IMMOZ: 2)
MM 1)

TMM{1),
IMM{Z),
IMM{E),
IMM{4),

N I A

TMMONOEL, NOEL) = TMM{MELEL).

THE SCANNING PROCEDURE, THAT IS THE

METHOD BY WHICH THE PAIRWISE COMPARISONE

ARE MADE, 12 DESCRIBED BELOW FOR THE

GENERAL CASE. , :
COMZIDER A RESOLUTION CELL WITH SFATIAL




PRI b

LA S A R B

A O N O I MDCON W BN AP B |

A

X 13 ¥

1L

T T

LR A I W O A B A R N

1

PR

18

EA S

P A I O

Iv

K

L

N N

L)
S §

CODRDINATES (M, N, AND CALL THIE CELL 1.
THE SCANNING DFERATION BEGINZ IN THE
WFPER LEFT HAND CORNER OF THE IMAGE AND
IT THEN FROCEEDS BY COMPARING THE GRAY
TOME OF %I% WITH AT MIET FOUR GRAY TONEZS
OF ITS NEIGHEOURING RESOLUTION CELLE.
THAT %I% NEVER NEEDS TO CONSIDER MORE
THAN FOUR NEIGHEOURS CAN EBE SEEN FROM
THE GIAGRAM OF THE SEARCH FATTERN SHOWN
EELOW —-— ‘

I 1_'
ML K

ON A GIVEN ITERATIOM, %I WILL LOOE FIRST
AT ITE VERTICAL NEIGHEOUR (%L%), NEXT

AT ITS HORIZONTAL NEIGHEBOUR (%1%), THIRD
AT ITE LOWER RIGHT NEIGHROUR (&ER) AMD
FOURTH AT ITS LOWER LEFT DIAGONAL
METIGHEOUR (&M% ). 1% THEM MOVES INTO
THE POSITION OF THE LEFT-MOST RESOLLTION
CELL OF THE FREVIOUSLY ZCANNED SECOMD
ROW (THE FOSITION OCCURIED BY M%),

THE OFERATION IS REPEATED UNTIL ALL
NEIGHEILURING PAIRS OF REZOLUTION CELLS
HAVE BEEEN EXAMINED. THE FROCEDURE IS
FURTHER REFEATED FOR CELLEZS SEIFFED OVER
IF THE SFATIAL DISTANCE IS GREATER THAN
ONME, . TILL ALL CELLE HAVE EBEEN EXHAUSTED

TL=INDEX(I,L)

ADD FUNC(IL, 1) TO CENTER CELL AND
2O-DEGREE NEIGHBIUR

JOATACIRW, I5T)
JDATACTIRW, LET)

JOATACIRW, ITST)  + FUNC(IL, 1)
JOATACTIRW, LST) + FUNCCOIL, 1)

TA=INDEX (I, o)

ADD FUNC(T, Z)  TO CENTER CELL AND
O-DEGREE MEIGHEOUR

JOATACIRW, TET)
JDATACIRM, IST)

JOATACIRW, IET) + FUNC(I 2)
JODATACIRM, IST) + FUNMCOIL 2D

I

TH=TNDEY. ¢ I, k)

ann FUNC(IH,S)'TD CENTER . CELL. AND
ASS-DEGREE NEIGHROUR o

JOATACIRW, TET)
JOATACTRM, LST)

JOATACIRW, TET) + FUNZ{IE, )
JOATAECIRM, LET) + FUNZ IR, 2)

i
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MI=IRW

i MOW ITERATE DIOWN THE Rl
130 M=TRM, MUPMEME. MM

! MM =R
e M ES By
; MI=nN

Tw=d
: Me=L,
* L=k

J=ITATANMM, TET) ~LEASTL
K=TDATAMMM, LET)~LEAST]

TL=INDEXCT, L)

I
[ ADD FUONMOOIL 1) TO CENTER CELL AND
( FO~NEGREE  NE IGHEDUR
C
ADETEC M, T2T)

| JOATAC N, IST) + FUNC(IL, 1)
. JOATAL M LET)

HJOATAC S M LETY + FUNCOIL, 1)

it}

Lud=TMIEY (T, 1)

R W . AO0CFUNCOTL 2 TO CENTER CELL AND
‘ I ‘ O-LEGREE  NETGHREOUR

JOATAL N, TST) + FLUNGLT, )
ADATACMMM, TST) + FUNC(I, )

JRIETEC My, TET)
JOETA MMM, TET)

I

TE=INDEX{ T ED

D

ALY FUNMC{IE, =) TO CENTER CELL AND
A5-DEGREE MEIGHEDUR

1

o

JDATEC M IST) + FUNGOIE, 3)
SDATAINMM, LETY + FUNMSOTER, 2

JDATEC M IET)
JOETE MMM, LET)

i

TH=THOEX {1 M)

i AV FUNC(IM;4)kTD CENTER CELL ANMD
- A45-DEGREE " NE IGHEDLIR
oo

ADATRL N;IST)’+ FUNZ{TM, 4)
SOATACMMM, LET) + FUMCOIM, 4)

: L AnaTal o M IsT)
DT A (MM, LET)

It

3
1

130 CONT INUE

§3

‘ o COMPUTE THE LAST SET OF MM COLUMNE
o SEFARATELY
o T

R EENT MM
E [=

. R 191




5F LR

s

LN

].

tey

J

[

[ R

i

ol

il

i

120

725

700

L=f,

IL=IMDEX {1, L)

ADD FUNCCOIL, 1) T CENTER CELL AND

ZO-LEGREE NETIGHEIR

ADATAEMIM, 15T
HAOATAONIM, LET)

on

IM=INDEX{I, M)

JOATACMIM, TE5T) + FUNCOIL, 1)
JOATACMIM LETY + FUNCOIL, 1)

ADD FLUNCOIM, 4) TO CENTER CELL AND

AS-DEGREE NEIGHEOUR

JOATAIMIM, I2T)
JOATAC MICLET)

!

CIONT ITNUE

JOATANIM, IET) + FUNZ(OIM, 4)
JOATE NI, LET) + FUNCOIM, 4)

TO WRITE OUT THE COMPLETED LINE OF THE

JOATA  IMAGE

oy & =1 MM

TAM=NUMPFL—J+1

ADATACH TSTI=(JDATACL TSTHY #2) /5
JDATACTEM, TST)={J0ATA(TIXM, IZT)#E) /D
COMT ITNUE

IFALENT, NE, 1) GO TO 455

o &24 =1, MUMPRL

IARRAY (L, 1, D=01DATad ) ISTIRE) /3
CONMT INUE

GO TD 7es

CONMT TNUE
O 797 J=1, MUMPEL
TORRAY (L, 1, J) = 0ATA G, TST)
COMT INUE
CONTIMUE

LINE=LCNT-MM1

AL RNFIWE’IUAF‘;IHRRQY;i LINE,l,JDFNT,IEV:ERRl)

00 700 TiM=1, NMUMFMM

IF GIDATACIXM, TST). LT, NXMIN) MXMIN=JDATACIXM, IST)
IFCIDATACIXM, TET) . GT. NXMAX) NXMAX=ADATA(CIXM, IST)

COMT TMUE

SHIFT THE FOINTERS

THIS 15 DONE BY

THE TWI  ARRAYS.
& lYIlD
THE POINTER QFRAY IFT 1S
TIME THE' ITH LOCATION OF

ROTATIION.
SUCH THAT AT ANY
IFT CONTAINS

THE FOINTER 7O THE ITH POSITION OF THE
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i

T

L)

LIME INM IDATA OR JOATA ARRAY. FOR

EXOMPLE, IF IPT(Z)=4 THEN THE FOURTH L.INE
OF  THE FPHYSICAL JDATE ARRAY 1D ACTUALLY
THE SECOMD LINE, AT THAT MOMENT.

TFOLTNT EEL MUMLLTMY - 30 T 105
ROTATE IN & CYZLIC MANNER

ITEMF=TFT{L1)

D 135 ITRE=1, MM

135 IFTLIR) =IFT(IE+1)
IFTIMFL ) =Y TEMP

SET WR THE FOINTERS TO THE FIREST AND
LAST ROWS OF THE TWD IMAGE ARRAYE

IET=IFPTC(L)
LET=TFTOMML)

READ IM A NEW LINE INTO THE, IDATA ARRAY
Cell. BREADUIDATL, TARRAY. TMGMO, LINT. 1, IDENT, TEV, ERR1)

OO LR LY==l MUMFFL
113 IDATAMLY, LET)=IARRAY {1, 1. LY

ZERD DUT THE LAST LIME OF THE JDATA ARRAY

MLMPFL

D 145 Ldl=1, N
BT =0

145 JDATA(-
105 CONMTIMLUE
THE LAST MM ROWE aRE COMPUTED SEFARATELY
Do LDOE 700 S0 THROWGH THE MM ROWS
TLLTNE=_TME
SR 1400 LR=1, MM
15R=IPT(LR+1?%

DO LOOF T 500 THROUGH EACH ROW MM TIMES
Lo 142 TRW=1.MM ' -

IzlﬂﬁTﬁ(IHw,ISR)~LEH—TI

OLOOF TO WORE DOWN & ROW,  SOMEUT ING
THE O-DEGREE MEIGHRCOLIR QMUY

O 144 N=TRW, NUIMFMM, MM
M= ,
J=IDATALMAM, T5R) ~LEASTL

I[*TNDF}(I#u
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144
143

b

P

O ';" (:u

LT0

w7

(XX
)
)

701

140

JOATAC Ny TER)
ADATA MMM, TER)

Wi

SOATAC N, IER) + FUNCOILLL 2)
JDATACNMM, I5R) + FUNC(IL, 2)

ADOD FUNCOLL 2 To CENTER ZELL ANMD
O-DEGREE NEIGHEOUR

WRITE OUT THE COMFLETED JDATA LINE

I =1J
CONT INUE
O A28 Jd=1, MM
IXM=NUMPFL~.J+1
JORTACY ISRY=(I0ATALL TER)#2) /5
AORTACTAM, ISRY={(JDATACIXM, ISRY®E) /S
CONTINUE
IFOLR. NE, MM) G0 TO &70
oo A& J=1, MUMPFL
IARRAY (1, 1, D =(JDATALL TSRY#5) /42
CONT INMUE
[ . o W R LT
CONT ITMUE
OO =y J=1, NUMPEL
IaRRAY (L, 1;J)—|DAFA‘I' IR
CONT INMUE
COMT TMUE

CLIME=ILIMNE+LR
CALL RWRITECIDAT.L

i 701 IXM=1, MUMFMM
IFLIDATACIYM, TSR,
IFCADATACIXM: ISR).

L RONT INUE
CONT TRUE
ALl CLOSECIDAT.D

CALL CLOSECIDATI)
CALL EDROF

RETLRN

COMT THLIE -
Call, CLOSES IDQTI)

CalL CLOSE(IDAT.)

IHRFQV;l LINE, 1, JDENT, IEV, ERR1)

LT, NXMIN) MXMIN=JDATACIXM, TSR)
GT. MAMAX) NXMAX=JD0ATACIXM, ITSR)

ERROR RETLRN -

L

i




“l

RETURN TERRL
BN
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CCTXINFT T=X=I~N=F~=T
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)

ASZIT IAY FOR THE TEXTURE FROGRAMEZ

FROGRAM TITLE TXINFT

VERS TN &

AUTHOR CHIN-HUANG CHEN
DATE FERRUARY 1375
HPFDATE

FROGRA&M. LANGLAGE FORTRAN IV
IMPLEMENTED TN FOF. 15
DOCLUMENTED BY CHIN-HUANG CTHEN

FURFOSE
THIS ROUTINE GETS THE NECESSARY FARAMENTERE FOR THE
TEXTURE TRANSFORM FACKAGE '

ENTRY POINT TXINPTONFUNC, NOIS, FILNMP, FILNMG, IBOUT,
: FOLCT)

ARGUMENT LIST
MFLINI FARAMETER WJSED TO DETERMINE WHICH FONCTION -
» COMPUTES  THE  JDATA IMAGE
NFUNC=1 FOR SUM PROBABILITY FEATURE
NFLINC=Z FOR ANGULAR MOMENTLIM FEATURE
NFUINC=Z FOR ENTROFY FEATURE
NFUNC=4 FOR GRADIENMT FEATURE
MFUNC=5 FOR NORMALIZED ARRAY WHICH HAZ
EEEM ECUAL FPROBABILITY RUANTIZELD

NDI= SPATIAL DISTANCE TO BE LESED T GENERATE LEX ARRAYS
FILNMF IMFIUT FILE NAME

FILNME COUTRUT FILE NAME

TEOUT ERROR MESSAGE OUTRUT O DAT =SL0T

FCLET CPERCENT OF LINES COUNTED IN GEMERATING THE

CFOUR MEIGHEOR. GRAY TONE MATRICES (LEX ARRAYED)

SLBROUTINE TXINPTONFUNG, NDIS, FILNMP, FILNMG, IBOUT, FCLCT)
CIOLELE INTEGER FILNME, FILNMG, FOATE

DIMENS TN FILNMFCZ), FILNMRCED)  FOATE (D)

TolT i ‘

IDIN 4

it H

- GET FARAMETERS

WRITECTOUT, 100)

FORMAT (- TYFE NFLING, NOIS, TBOUT, PCLCT, I/70 FILE MNAMEST)

WRITECIOUT, 110) '

FORMATO (FORMAT IS 2159, F4. 2, A%, A%) )

READCIDIN, 101): NFUNC, NODS, TROUT, PCLZT, FILNME, FILNME

FORMAT RIS, F4, 2. A5, A4, A, A4)

WRITECTOUT, 10Z)NFUNC, NDIS, IBOUT, FOLCT, FILNME, FILNMEG

iF(IEDUT,NE.IDUT)NHITE(IBDUT,102)NFUNC,NDIS,IBDUT,FILNMF,
FETLNMG ' ' : T

FORMAT (LY, 315, 2X, F4. 2, 2X, A%, A4, ZX, A5, A4)

CALL ADATE (FDATE)
WRITE(IOUT, 405) FDATE
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IF{IEBOUT. NE. IDUTIWRITE(IROUT, 405) FOATE
405 FORMAT (1 X, 2AS)

RETLIRN

EMD
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CETXJIDM T=X=d~0~M
Con
o TEXTURE JDATA MAINLINE
-
W
U FROGRAM TITLE: TX.JOM
CD VERSION: A
G ALTHOR: ROBERT M HARALIZE
w2 DATE NIVEMEER 19774
o UFDATE FEEBRLUARY 1975
o : CHIN-HUlAME CHEN
_ PROGRAM  LAMGUAGE: FORTRAN 1V
o IMFLEMENTED 0N FOF 15
S FLRFIOSE:
BUT W
L
L THIS ROUTINE 1o THE MAINM LINE FOR THE JOATA GENERATION
N DISFLAY . INFUT PARAMETEREZ ARE FUNCTION TYFE., SPATIAL DISTANCE
o RELATIONSHIF, ERROR MESSAGE OUTPUT . DAT SLOT, PERCENT OF LINES
S COUNTED IN GENERATING THE FOUR NEIGHBOR SRAY TONE MATRICES,
N INFUT FILE NAME, &NIDU QUTRUT FILE NAME.
.
" SUEBRDOUTINES CALLED:
S TXINFT
R I ERROR
Lo TYXTMN
- SO INL.
o SEPLEC
- FRLXIT
- i =REALD
: (N INDOEX
g o FlaMC
i o FUMCZ
‘ I FLIMNCE
o FLINC4
Lo FLINGS
o EQFENT
o O LEXERP
R FLXTT
i IMNDEX
[ SREQAD
Lo
o

: DOUELE  INTEGER NFPIAl,NTHTAL,FILNMF;FILNMH

1 : TODIMENSTION . FTLNMECZ)  FILNMECZ)
COMMION Iwuﬁf('nuu),lwﬁt(7nnn)
COMMON SRS NG FOS0)
rﬁMMHN/DFE/HMEﬁN;Vﬁh;NPFIQL;NTHTRL;-TGFT END,N&ALL,NNTER-.DANbE
COMMON - ZT07 NSTZE, TOUMOZ04E :
COMMON /TXTf TTXT 10
DATA IuHF;IﬂATF;IDATH NDIM/L,¢,1 1€nnn/

! MNZIZE = 1024 .
200 CONTIMLUE

¥

i

)

GET INFUT FARAMETERS




i?

[

[ B

; Call TATNPTONFUNT NDTE, FTLNMMP, FTILNMS, TEOUT, PCLZT)

Lo

; .

I .

[ WRITE THE InNPUOT IMAGE TDRDENTIFICATICON
| LD '
i l"'

e

i Call LETIDGIDATE, FILNME, TROUT, 1, TEV, @3204)

o '

COMPUTE THE INTEGER TEXTURE IMAGE

I
| AL TXTHNCTWORE, NDIM, FILNME, FILNMH MOTE, NFUNC,
; ENAMTIM, MAMAY, POLCT, TEV, @210)
AT
f [ , WRITE THE CUTPUT IMASE IDENTIFICATION
f o o BLOCE
i (™ .
; Zatl LETID(IDQTQ,FILNMQ{IEUUT:1:IEU;@304)
i [ ) )
5* L
I :
| Call CLOSECTROUT)
g GOCOTO E00
Tomna IERR=1
E0TO 'Gu
10 L TERR=E
S00 CALL ERRORCIERR: IEY, 1OUT, IROLT)
G0CTO 200 .
| ENT
i

199




TXTMM T=X=T~M-N

FROGRAM SUBROUTINE TXTMN
TITLE

I I A

e I N O

FROGRAMMER MODIFIED BY A SINGH, OCTORBER %72
MODIFIED FOR FDF BY ROBERT M HARALICK S5/1/73

Tr107575
™ 2/2/74
L £/30/74
. ' GE MONAGHAN RLEOLTE
[ RM HARAL ICE 10510774
N UFDATE CHIN=-HUANG CHEN 2/722/7%
o
™ Doz ME N~ A, SINGH,  DCTORER 872
(N TATION
c
i COMPUTER FLFE-15
[ REGLITRED
i
o FROGRAM FORTRAN IV
N LAMGUAGE
o
FILIRFOZE TYXTMN IS THE MAINLIME SUBROLUTINE FOR THE TEXTURE

ROUTINE FACEAGE TO COMFUTE THE JDATA IMAGE.

METHIOD CTXTHMM. DIDES THE FHLLHNlNh -
TAKES IMN LARELZ AND FARAMETERS FRIOM ﬁRhUMENT LIST,
READZ IN THE IMAGE FROM FILE (03X,
SETS THE MAXIMUM AND MINIMUM GRAY LEVELS,
SETS UF DWMAMIC ALLODCATION OF PARAMETERS AND
CALLE THE REST OF THE SURBROUTINES.

o N0 st S A S B B DU

a1l

b

ENMTRY FOINT CALL TATMMC TWORE, MOIM S, T, MOIS, TFLUNG,
MXMIN, NXMAX, FOCLCT, IEV, ERR1)

D R B

ARGUMENTS TWORE:, CRZRATCH ARRAY WHERE THE IMAGE IS READ IN
R . AND THEM LATER IT IS WSED FOR DYNAMIC
_ CALLOCATTON,
MOIM SIZE OF SCRATCH ARRAY, NOIM SHOULD BE
EITHER NUMPPRLENUMLIN OR '
(M (A+1)+1) +4#E#(E+1), WHICH EVER ONE
IZ LARGER. : : :
A IS THE NUMBER OF FOINTS/LINE IN THE
IMAGE, E IS THE MAXIMUM NUMEER OF GRAY
LEVELS FOSSIEBLE ANDEM IS THE LARGEST )
REDLICTION DISTANCE THE FROGRAM WILL RHN
CWITH.
= MAME OF FILE THE IMAGE I’ CiN

LR

Feay TR0 s O e Nt

T

P

D]

]

" ;, -

[ T NAME 1OF FILE WHERE THE JDATA IMAhE IJ lREﬁTED
o NOVIE. SPACING BETWEEN NEIGHEORLY RESOLUTION CELLS
o IFUNC PQRAMETER HZED TO DETERMINE WHICH FUNLTInN

COMFUTES THE JOATA IMAGE.
IFUNC=1  FOR SUM PROBABILITY
IFUNC=2 FHR QNUULAR MUMENTHM FEATHRE

LR

SRR X § 10 B




3R T O o

S R s SO

o

»i kS

[ I

P03 00

1

P B T w0 o v v s T T O

Wi I I

Re R u R

T

LR

N R IR

1

a3

FARAMETERS
ANLL ARRAYS

IFUNC=%2 FOR ENTROPY FEATURE
IFLUNC=4 FOR GRADIENT FEATURE OF THE IMAGE
IFLING =5 FOR NORMALTZED LEX ARRAY WHITH HAT BEEM
: ERUAL PROEBABTILITY (GUIAMTIZED
NXMIN T2 THE MINIMUM ON THE JDATA IMAGE
X ME S I% THE MAXIMUM ON THE JDATA IMAGE
FzLT I5 THE PERCENT OF LINES COUMTED
IEV INTEGER EVENT VARIAELE
ERR1 ALTERNMATE ERRIR RETURN ~

ML T MUMEER OF LINEZ

IN THE INFLIT IMAGE

MLIMFPFL. MUMEBER OF FOINTS FER LINE IN THE INFUT IMAGE
IMAX MAXIMUM GRAY LEVEL ' b
IMIN MINIMUM GRAY LEVEL

LEASTL =IMIN-1
ML NLUMEBER OF GRAY

LEVELS: o ; -

MELIEL =NOEBL# (NDOEL+1) /2 I35 THE SIZE OF A LEX ARRAY
MIDATA, MIDATA, NLEXL, 2, 3, 4, NFUNC AND NTOT ARE FOINTERS
FOR DYMAMIC ALLOCATION IN TWORE. . =

INFLUT AND QUTEUT

READ IN FROM FILE (0Z)
ERROR FOR INCORRECT SIZE
ERROR TF FARAMETER IFLING

IMITIALIZED IMIORRECTLY.

INFUT IMAGE oM FILE CODE

OF TWORE,
HAZ EEEM ' R

IDATI.

WRITES JDATA IMAGE ON FILE CODE  IDAT.L : -

SUBPROGRAME  FPLXIT, FLXIT, INDEX, FUNCL, FUNCZ, FUNGS, FUNCE, FUNCS _
SEEL. SYETEM LIRBRARY -
CLOSE SYSTEM LIEBRARY

RERITIRED

RETLIRME

et LR BY

MNORMAL ANDC ALTERNATE
FROGRAM TERMINATED @ FOR
SIZE OF  TWORE, ERROR CIF
INITIALISEDRD IMZORRECTLY.

MATH LINE FROGRAM TXJDM

INCORRECT
TFRUNG

SUBRCUTINE TXTMNC TWORK, NOIM, 5, T, NOTS, TFLING, NXMIN,
FNEMAR, PELCT, TEV, ERRL)

INTEGER ERRI :

DOUELE INTEGER FLiNC

DOUELE INTEGER FOATE, 2, T A B
HOLELE INTEGER LEX. 1, R, QO RRL

DIMENSTON TWORK (1), LEX1(1), LEXZ(1), LEX3(1), LEX4(1), IDATA(L, 1), T(2)
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Ny w i

LR

A

N N B

T T

L

DIMENZION IDENT(ZO), 5¢Z), JDENT(Z0), FOATE ()
DIMENZION JDATACL, 1), IFT(1), FUNC(L, 1)
DIMENSION CC143), RR1I(E), LEX(L2), C1(2), R1(Z)

TDATACNUMFFL, MM1), JDATACNUMPEL, MM1), LEX1 (NBUBL) , LEXZ(NBUEL) .,
LEXZ(NBUEL) , LEX4 (NEUEL) , IFT(MMAX), FUNCT (NEUEL., 4)

COMMON /TXT/ IMAX, IMIN, NUMFFL, NUMLIN, NELEL, NOBL, LEASTI
OATA & B, I1Z, TONE, ITWO/ “ TXTMNS, © 01,2

DATA IDATI, IDATI/Z, 3/

DATA LEX/LEX “, "ARRAY, 11%° */

DATA C1,RE/Z7C0OL <, <, “ROW <, ¢ “/

DATA CC1/7°CL7, S02, “C37, “C4°, "CS5*, L6, "7, “TE"/
DATA RRL1Z°R1“, “RZ7, “R37, “R&4~, “RS*, “R&*, “R7*, "RE“/

CALL EDPEEHA B

CaLL SDEINLSCIDATI, = IDENT, 1, TEV, ERR1)
NLIMFFPL=IDENT (4&)

NUMLIN=IDENT(7)

IMIN=IDENT(1S5) -

IMAX=TDENT (14&)

LEASTI=IMIN-1
MOEL=IMAX~LEASTI
NEUBL=NOBL* (NOEL+1) /2

SET DYNAMIC ALLOCATION PARAMETERS
SINCE THE SI1ZE OF IDATA, JOATA AND IFT ARE DIFFERENT FOR DIFFERENT
REOUCTIONES, THE MAXIMUM SFACE THEY WILL REGUIRE HAS T BE A
REZSERVELD. IDATA AND JDATA THIS WILL BE (NDIS+1)#NUMPFL, AND FOR
IFT ST NDIS+1. , : _ R :

MMI=NDOIS+1

S NIDATA=1 ;
NJDATA=NIDATA+NUMPEL#MML
NLEX 1=NIDATA+NLUMFFL#MML
MLEXZ=NLEX 1 +NELUEL

NLEX Z=NLEX Z+NELEL

MLEY 4=NLEYZ+NEUEL
MFLINC=NLEX1 ‘
NIFT=(NLEX4+NEUEL)#Z
NTOT=NTFT+MML '

CHECKING IF THE SIZE OF IWORK IS5 ENOUGH
IF(NTOT, 5T, NDIM) GO TO 78 2
NEIG=NDIM-NTOT v
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ATLIEST THE DIMEMZIONS

CALL A CTDATA, TWORE (MIDATAY, NUMPFL)
CAk . ADIECADATA, TWIRE (NJIDATAY . MUMPFL)
Call AL OLEX T, TWOREANLEX1))

Call ADJLCLEXZ, TWORK {NLEXZ))

CAlLL AL ILEXS, TWOREIMLEXE))

ALl ADIALEXS, TWORK (MLLEXSY )

CALL ADRIECFLUING, TWORE MELINMT) » MEUEL)
CAaLL AR CTRT, TWOREANIFTM)

ZERD QUT THE SCRATOH AREA

L 20 JLk=1, NOTH
20 TWORE CILE) =0

SEIF THE DESCRIPTOR RECORDS

CALL. EHPDSG(IHQTI;IDENT;IEU:ERRi)

COMPLUTE THE FOUR LEX ARRAYS

CALL FRLXITOIDATI. IDATA, LEXL, LEXZ, LEXE, LEX4, IFT, IDENT, MM1,
EZRCLCT, IEM, ERRL) ;

WRITE OUT THE LEX ARRAYS

CAlL IMTRYPOLEXL, 8 508, LEX, CL, RL, OO RRL, 4)
CALL ITMTRARCLEXE, &, 8, 8, LEX. 1 RL, C0L, RR1, 40

CaLL IMTRXFOLEXS, 5 8 8 LEX, ©1, R1, GOl RRL, 4)

CALL IMTRXFPOLEXS, &, 8, &, LEX, T, R1, CCL BR1, 4)

CALL FROFER FUNCTION SUBFROGRAM

TEV=-501 1 i S , PP S :
TFCIFUMG Ef 1) DALl FUNCLOLEXL, LEXZ, LEXE, LEX4, FUNG, NEUEL)
TFOIFLNG ER ) CALL FUNCZOEXL, LEXZ, LEXZ, LEX4, FUND, NEURL)
TFOTFLNG B 2) SALL FUNCROLEX L, LEXE: LEX2, LEX4, FUNC, NEUEL
TFOIFUNMG, B 4) CaLL FUNCATLEXL, LEXZ, LEXE, LEX4, FUND, NEUEL)
ITFCIFUNG BRL 5 CaLL FUNCS(LEXT, LEXZ, LEX3, LEX4, FUNC, NEUEL)
IF CIFUNG LE. O, OR. IFUNC. GE. £) RETURN ERR1 - :

oo 7% Is=1, 20 o : - R
JOENTLII=TIRENTCT) .

COMTINMUE R

JDENT (5 =10
JDENT (159 =1
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JDENT(1O) =3
JDENT(11) =512
JDENT(LE) ==254
JOENT(14) =255

CALL CPYDECOIDATI, = IDAT.J, T, JOENT, IEV, ERR1)
CALL ADATE(FDATE)

MW= JDENT(1Z) %2
WRITE(IDATD) A E FOATE, S, (12, I=15, NW)
WRITECIDAT.Y) TONE, (IZ, I=2%,NW) ,
WRITE(IDAT.) ITWO, TFUNC, NDIS, (12, I=3, NW)

CALL PLXIT(IDATI, IDAT., IDATA, JDATA, TDENT, FUNC, IFT, NEUBL, MM1,
ZNXMIN, NXMAX, JDENT, IEV, ERR1)
4 CONTINUE

CALL EOROF

RETURN

ERRIIR RETURN FOR NOT ENOLUGH WORE SFACE

7 IEV=-5010
RETURN ERR1

ENDI






