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ABSTRACT

The consiruction of an aubtonomous roving vehiecle requires the devel-
opment of complex data-acquisition and proeessing systems, which determine
the path along which the wehicle travels. Thus, a vehicle must possess
aigorithms which can (1) reliably detect obstacles by processing sensor
data, (2) maintain a constantly updated model of its surroundings, and
(3) direct its immediate actions to further a long range plan.

The first function consisted of obstacle recognition. Obstacles may
be identified by the use of edge detection techniques. Therefore, the
Kalman Filter was implemented as part of a large scale computer simulation
of the Mars Rover. Aditional edge detection algoritlms were developed to
deal with several problem situations, and the effects of perameter changes
on the algorithms were studied. The algorithm proved to be rather
relliable at ranges of 8 to 25 meters, even in the presence of noise or
sloped surfaces.

The second function consisted of modeling the environment. The
obstacle must be reconstructed from its edges and the vast amount of data
must be organized in a readily retrievable form. Therefore, a Terrain
Hodeller was developed which assembled and maintained a rectangular grid
map of the planet. It correctly identified all obstacles based on flat
terrain but behaved unacceptably on slopes.

The third function consisted of directing the vehicle's actions.

The grid map prepared by the Terrain Medeller was used in the classifica-
tion of routes as acceptable or unacceptable, optimal or otherwise. A

Path Selection Algorithm which navigated solely with the aid of the map



was successfully demonstrated on flat obstacle~strewm terraln corrupted
by neise.

Each of these algorithms require a large amount of computer time.
Thus, this approach should be used primarily to deternmine & general steer-
ing direction, leaving an efficient short renge sensor to map out a

detailed rcute.



B
G

1. INIRODUCTION

The space program has recently generated interest in the construc-~
tion of a roving vehicle for the exploration of other planets. The ccom-
munications lag between Mars and Earth {on the order of 20 minutes),
besides the low bit rate available, would compel the vehicle to be fairly
self-sufficient. Therefore, the roving vehicle must be capable of:

(1) sensing its environment

(2) detecting obstacles and storing data in a readily
retrievable form, and |

(3) directing its immediste actions to achieve some long range
goal.

The vehicle obtains information about its environment via a laser
range~Tinder mounted on a mast attached te +he vehiele's front axle. It
provides range measurements given azimuth and elevation angles. Only

medium sensor ranges, approximstely 10 to 30 meters, are investigated.

1.1 Historieal Review

The problems of path selection and obstacle detection by an autono-~
mous roving vehicle have already been sxamined extensively. I".er:n.,jezt-rskil'ié
daveloped a short range system, with an intended range of 0 to 5 meters,
which employed laser triangulation techniques. Although results were
promising. there were problems, Slopes were confused with obstacles and
a less-than-optimal path to target often resulted, due to a path selection

decision based solely on local features. Thus, the development cof

# Superseripts refer to the reference number
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alternate epproaches was encouraged.

Short and medium range schemes based on range comparisen technigues,
such as those by Ma.tthews2 and Sharp3, also suffered from noise and the
confusion of slopes with obstacles.

Because of the failure of simple range ccmpariscen schemes, several
edge detectlon algorithms were developed. These included Reed'sh Tour
Dimensional Ratio, and the Kalman Filter and Rapid Zstimetion Scheme de-
veloped by Sonalkar and Shen.5 The Four Dimensional Ratioc was not suc-
cessful in identifying sudden changes in terrain gradient, as is the case
with the leading edge of a positive obstacle (boulder) on the trailing
sdge of 2 negative obstacle (crater). However, the Rapid Estimation
Scheme (RES) proved to be successful in this regard. Implementation of
RES (see for example, LeungG) offered two more major advantages: {1} the
distinguishability of discrete obstacles and terrain slope znd (2) an
improved prchebility of' selecting a globally optimal path because of the
inereased information available.

Path selection elgorithms also were approached in a more mathematical
way. A grid map of the type eventually employed was first developed by

T 8

Lee’ and modified by Lallman.

1.2 Project Summary

The sensing function of the roving vehicle was implemented in the
digital computer simulation with the addition of two programs: a laser
range-finding sensor and a scan generator.

The obstacle recognition function was implemented with various edge

detection schemes such as the Kalman Filter. Other edge detection
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algorithms were developed in response to operatiocnal problems experienced
by the Kalman Filter. Noise sensitivity and parameter sensitivity were
studied, Tor the first time, the obstacle detectlion block was physically
separated from the terrain medelling block. The Terrain Modeller, which
reconstructed an obstacle from its edges or parts of its edges, was
developed. The Terrain Modeller also served as the system's memory by
assembling and mginteining & rectangular grid map of the local planet
environments.

The path selection function of the roving vehiecle remained the
eventual objective, however. A Path Selection Alporithm was developed

for use with the grid map maintained by the Terrain Meodeller.

1.3 Description of the Computer Simulation

The digital computer simulatlion of the vehicle is organized inte
five major modules, interfaced a5 shown in Figure 1.

1.3.1 The Vehicle Dynamies Block

The Vehicle Dynami~ss Block is describted by Sharplo. It simulates
the vehicle's movement across specified terrain, given the path selection
decision concerning vehicle heading, veloeity, and transit time or dis-
tance. The behicle is modelled as a point mass with a front wheel base
of finite dimensions.

1.3.2 The Sensor Block

The Sensor Bleck consists of a leser range-finding sensor mounted on
a 1.5 meter mast akttached to the front axle of the wehicle. It supplies

true or noise-corrupied range measurements for specified values of azimuth

and elevation angles. A scan generator sweeps the sensor through a
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particular field of vision and meintains the required data density.

1.3.3 The Edge Detection Scheme

The Edge Detection Scheme must simplify the matrix of range data to
an array in which only the edges are indicated.

The Kalman Filter comprises the backbone of the edge detection
module but additional processing, which was developed in response to
problems arising during the simmlation effort, is included in this gen-
eral cabegory. Examples of the additional processing are (1) a noise
filter which removes edges without a certain number of adjacent edges and
(2) a "moving average" or type or second difference processing.

1.3.4 The Terrain Modeller

The Terrain Modeller processes the matrix of edges in order to
identify the obstacle location with respect to the edge. It also creates
& rectangular grid map of the local planet surface, based on attitude and
range data. The map serves as the system's memory. The map is continu-
ously updaeted with information on target location, vehiele loeation,
scenned and unscanned (unknowm) regions, obstacle location and type, and
the current average terrain height of each block of terrain.

1.3.5 The Path Selection Algorithm
A path selection algorithm based on the grid map approach of LeeT
and Lallman8 was developed. However, a more sophisticated blocking schene
was employed which identified desd-ends without previous knowledge of the
location of all the obstacles. A steering decision, veloeity, and travel
distance are output to the vehicle dynamics block. Due to time con-

straints, the path selection algorithm described here has been only
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minimally employed in conjunction with the remainder of the simulation,
but its feasibility as an approach has been demonstrated in test situa-

tions.

The following chapters zre devoted to more detziled descriptions

of each simulakicn block.
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2. THE SENSOR

The Martiar Roving Vehicle possesses a laser range-finding sensor,
mounted on a 1.5 meter mast attached to the front axle. The laser is able
to focus in several directions, which are defined by elevation angles and
azimuth angles, The actual directions are determined partially by hard-
ware constraints and partially by software data requirements.

The sensor was implemented within the large scele digital computer
simulation of the Martian Roving Vehiele. This implementation operates in

an extremely flexible manner, in contrast 0 previous sensor algorithms.

2.1 Hardware and Software Constraints

A lagser range~finder is subject to many hardware and data processing
constraints. The range-finder must foecus at rather precise aximuth and
elevaticn angles because of the large range error introduced by a2 com-
paratively small angular error, The laser must be able to change its
focusing angles by motion of the laser, its mast, or a focusing mirror,
or by simulating motion throush replication of the sensing devices.
Accurate range measurements must then be cbtained. Thus, the data scan
should be essentially instantaneous, or the vehicle must remain station-
ary, especially if a large field is being scanned. A convention for
obtaining range values in cases where no laser signal is returned should
be egtablished. Finally, the data density must be maintained within

certain parameters.



2.2 Tmplementation

The digital computer simulation divided the sensor functions de-
seribed above into two classes: scan generabion funetions and data sens-
ing functions. The scan generation functions are incorporated into
MIDSCN, and the sensing functions are simulated in SENSRL. ({Both MIDSCN
and SENSRL are documented in Reference 9.)

2.2.1 The Scan Generator: MIDSCY

MIDSCH implements the mid-range scanning scheme which obtains the
pattern of dats reguired by the Kalmen Filter and the Reapid Estimation
Scheme (RES).

As input, RES reaquires range data cobtzined using constant angular
spacing. The aximuth and elevation angle inerements are not necessarily
equal. Constant angular spacing means that the density of data points
pefaunit of terrain will vary considerably at large elevation angles.
MIDSCN accepts data density control input in three forms: (1} the actual
values of the angles may be listed, (2) maximum, minimum, and ineremental
angles may be given, or (3) the lensth, width, maximum point separation
and distance %o center of the scanned fleld may be specified. Once one
form of input has been received, all of the parameters listed above are
calculated and made available to other program simulation blecks.

The sensor calculates the ranges for all azimuths of a particular
elevation angle on any single call. The scan generator must call the
senscr for each elevation angle and provide for time lapse before
relinquishing control to the next program module. The scan generator also

sets a flag indicating whether the current position is the same as the
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previous position. The flag allows other parts of the simulaticn to
become meore computationally efficient.

2.2.2 The Sensor: SENSRL

SENSRL is a laser range-finding sensor which may operate with up to
Pifty different azimuths and fifty different elevation angles simultan-
egously. Azimuths may take any value in the interval [-90°, +90°], while
elevation angles are restricted to the interval [0°, +90°]. The angle
conventions are illustrated in Figure 2.

The sensor azlgorithm is implemented as follows. The vehicle atti-
tude is calculated and the transformation eguations from the vehicle frame
of reference 4o the planet frame are obiained. The transformation equa-
tions are used to find the true planet locations of the laser and the
point at which its beam would strike ground, assuming perfectly level
terrain. The line Joining these two points in the planet frame is drawn.
The sensor steps along the beam from the laser with a small user-specified
increment until it detects a position below the lcoeal ground level, or
reaches the limit of its sensing range. In the first case, iterations are
performed using the bisection method until sufficient accuracy is
attained. "Sufficient acecuracy" is user-defined as the error in the range
megsurement SIMSTP, which must be internzlly converted to an error in
terrain heights, ERROR, as shown in Figure 2, In the second case, tne
range 1s set equal to the sensor limiting range.

For computational efficiency, an initial guess of the range velue is
employed for all elevation angles except the smallest. The initial guess

equals the range calculated for the greatest elevation angle smaller than
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(a) Side view, illustrating elevation angle conventions and

error calculations

A=90°

(b) Top view, illustrating azimuth angle conventions

Pigure 2. Sensor Angle Conventions
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the current one, at identical azimuth angles. I the sensor finds itself
below the terrain level, & constant is repeatedly subtracted from the
initial guess until the terrain level is reached,

Hoise may be added independently to each range measurement., The
noise may be uniformly distributed, or it may be filtered with specified
mean, maximum, deviation and filter constants.

Improvements in the sensor simulation are discussed in Section 6.1.1.
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3. THE EDGE DETECTION SCHEME

The term "edge detection scheme" refers to a collection of edse de-
tecticn algorithms which may be employed separately or simultaneously.

The Kalman Filter edge detection algorithm received primary atten-
tion hecause it had already demonstrated a high degree of success in deal-
ing with isolated, well-defined obstacles. Noise sensitiviiy, parameter
sensitivity, effective range, and minimum obstacle size were determined,
These studies led to the development of "Average Processing", a second
edge detection algorithm which may be employed alone, or in corcert with
the Kalman Filter. In addition, a noise filter was developed for use with
either the Kalman Filter or Average Processing.

Because of the extensive mathematical theory leading to the Kalman
Filter, a brief theoretical summary is first provided. Each edge detec-
tion elgorithm is then explained in detall as implemented, and the results

obtained are discussed.

3.1 Theoretical Discussion

The theoretical basis of the edge detection algorithms is discussed
below, in preparation for a description of the implementation of each
algorithm.

3.1.1 The Kalman Filter and Rapid Estimation Scheme

The theoretical results sumnarized below are discussed in depth by
Sonalkarll.

The Kalman Filter processes a large matrix of data, and attempts to

detect changes in magnitude or in gradient between adjacent elements.
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Range data obhtained from the sensor is stored in a maetrix Whose.top row
corresponds to the largest elevation angle, and hence whose ranges repre-
sent the greatest horizontal distance from the vehiele. The bottom row
corresponds to the smallest elevation angle and the .east horizontal dis-
tence. The first column corresponds to the vehiele's leftmost {(or most
negative) azimuth angle, and the last column to the vehicle's rightnost
{or largest positive) azimuth angle.

The matrix must be completely processed twice, once row-by-row, and
once column~by-column, to detect magnitude or gradient changes in one of
the directions.

Columns are processed first. XFach column is prrocessed separately
since it is assumed to be independent of all of the other columns. Each
element of a column corresponds to a stage of the ealeulation. A two
ccmponent state vector is defired for the ith stage of the calculation.

It consists of x,, the range estimate, and Xy the estimated change in x

1 1

obtained from the difference between the present noisy range measurement

Z4 and the previous noisy range measurement 2y The state eqguation is:

lo

_ 11 )
5i+1“F’—‘i'Lo fj.;lgi (3-1)
ds
X, = g, (3-2)

and where di is the laser range estimate at the ith stage, 8; is the dif-
th

where

ference between the range measurement at the (i+l)St stage and the 1

stage, znd fi is the multiplicative factor relating B4 ang gi. Thus,



=1ha
8i41 = 38y
The factor fi has been analytically derived for a flat plene approximation
of the planet surface. Filgure 3 illustrates the relaticnship between
these parameters.

At the i'P

stage, both the state estimate E; and its error covariance
Pi are calculated. The Kalman Filter is performed at each stage. It con-
sists of four steps, followed by a Beyesian state estimate. The four
steps of the Kalman Filter are prediction, innovation, calculation of the
Kaelman Gain, and correction. BHach step and the Bayesian state estimaie
are discussed below in more depth, but the rest of the algorithm will
first be explained.

After the completion of the i5h stage caleulations, the (i+l)St
stage becomes the ith stage. When a column hes been completely processed,
a new series of calculaticns is begun on the next column, with no memory
of the previous column.

After all of the columns have been processed, the procedure is
repeated, using the rows for input. Row filtering is a much simpler pro-
cess than column filtering because cnly a change in range, not a change
in gradient is expeected. Therefore, only the first element of the state
vector is retained. There are situations where a gradient change might
ceccur, such as when the vehicle is tilted significantly with respect to
the local vertical. However, the Kalman Filter implemented here has not

been designed to deal with such a situation. Modifications might be

deemed necessary at some future date.
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Prediction
Prediction is the process whereby a new state estimate is obtained

frem the previous state estimate., The defining egquations are:

ot »

1 1]
B
E_? "

|

txf

o

¢z}
-

+

o

where the variables are d«fined as in Table I.
The physical interpretation is as follows. Using equations (3-1)}

and (3~2), the state eguations become

4561

di+gi

it

Bigq = T3 8

Thus, the predicted range is the sum of the previous range and the range
inerement. The predicted range inerement is proportional to the current
range increment. The proportionality constant may te derived theoretically
for a flat plane, based on the assumption of a constant angular increment
during the measurement process.

The covariance matrix provides a measure of the allowed veriation in

the predicted state estimate,

Innovation

Innovation is the process whereby the unpredicted component of the
state vector is obtained. This component will be compared in a later
step with state estimates obtained frcm hypotheses about the edge loea-

ticn.
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TABLE I

DEFINITICH OF KALMAW FILTER VARIABLES

Varigble Heme

Bg Bayes' risk for edge at Zth stage

Com Cost function fgi edge ab Eﬁh stage,
with the m  hypothesis

di Measured range

1 State transformation matrix, defined in Equation 2-1

gi Difference in range between successive
measured ranges

H, Measurement matrix, defined as (1 O]

Hﬁ Bayes' risk hypothesis

K Kalran Gain

In Identity matrix of order n

M ~ Covarience of the predicted state vector, E&

P Covariance of the state estimate ﬁi

P, Prior probabllity of the presence of an edage
at the mﬁh stage

Q Plant noise

R Observation noise covariance, usually 5 em

Wi Plant noise

E; Predicted state estimate

§i Corrected state estimate

yi Unpredicted ccmponent of state vector

A Noisy range measurements
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The defining equations are:

Tien T %50 T By

%43 {1 0] d;

8
=254 — 9
_ P
Wipp = Blygug ¥iag !
=H .M .H .T+R
i41 Ti+) Tidl i+l

Thus, the estimated noise is simply the noisy measured range minus the
predicted range. The covariance provides a measure of the noise contained

in the state prediction.

Kalman Gain

The Kalman Gain is a factor which compensates for the state predic-
tion error.

The defining equation is:

_ T -]
Ki-s-l - Mi+1 Hi-!-l W:'L+1

Physically, the Kalman Gain 1s & measure of noise, or the presence

of an edge.

Correction
Correction is the process whereby the state estimate is modifi=d by
the Kalman Gain factor.

The defining equations are:
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Rir = Fygg P Ra Vi
- T - - - T

Prgy = Bllrgy = %5000 (xppy = %5907
oo B N iy
- (In Kivp Hi+1)M:i.+:L(In ‘{i+1 hiﬂ) +Ki+1Ri+1Ki+:L

Physically, the predicted state estimate is summed with the product
of the Kalman Gain and the estimated noise component. The corrected state
estimate is used in the hypothesis testing step to determine the presence

or absence of an edge.

Bayesian Stabte Estimate

After the Kalman Filter has been performed at the ith stage, Bayes'
Risk is used to indicate which of the three hypotheses is mest probably
true. A hypothesis is considered to be true if it has the minimum risk
or cost fnction asscoeiated with it.

The three hypotheses are:

HO: An edge oeccurs at the ith stage
E,: An edge occurs at the (i_+l)St stage
KE: An edge occurs beyond the (i+l)5t stage.
Bayes' Risk for the Eth stage is calculated as follows:
2
B, = méo P S P(z]Hm); % =1,2,3

Bayes' Risk weights the probebility that an edge occurred at a particular
stage by the cost Com of choosing or failing to choose each alternative,
and by the prior probability of th- Lccurrence of an edge. Each of the

numbers By and ¢ are arbitrarilly chosen weights, which are however

4m
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subject to a Tew rules stated by Sonalkarll.

If Hy is deomed correct (i.e., H, has the minimum risk B assoeciated
with it), the hypothesis is accepted and an edge is flagged. Otherwise,
HO is rejected and the (i-l-l)St stage becomes the %R stage. The Kalman
Filter calculations are repeated for the new ith stage.

3.1.2 Average Processing

The term "Average Processing" encompasses two separate procedures:
(1) the caleculation of maximum end minimum allowable range increments
based on a meximum inerement of in-path slope, and (2} a second-difference
cdmputational method.

The maximum and minimum tolerated range increments are computed for
each pair of elevation angles, given the meximum permissible increment
of in-path slope. The minimum range increment ccecurs with the maximum
positive change in slope. The meximum range increment ocecurs with the
meximm negative change in slope. If the maximum increment is larger than
the limit of the sensor range, the maximum increment is set to the senscr
1imit minus the present raunge.

The equations for the maximum and minimum differences are derived

below. Consider the largest triangle in Figure k4.

M =180° = (8 + A 8) - (90° + s)
= G0° -8 ~AB +s5
where s is the maximum allowable slope increment, @ is the

elevation angle, and A8 is the elevation angle increment.
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By the law of sines,

sinA6 _ 5inM
Dmin RZ
and
_ sinA®
Bhin = samm Pe

where Dmin ts the minimum allowed range increment, and Rl and R2 are
measured ranges.
To caleulate the maximum renge increment, note that the angle between

the terrain level and the mast becomes 90° + s. Therefore,

M=090° - @ -A0 ~ 5

and
sinAB L
siml T 3 M2 0
D =
max ¢

: M <
Rsensor limit?® us

where Dmax is the maximum allowed range ilacrement.

The other procedure denoted by "Average Processing" is a second
difference calculation. The difference in range values for each succes~
sive pair of elevation angles is calculated at each stage. The difference
is compared to an average difference caleulated over the previous stages.
If the absolute value of the difference of these values is greater than a
specified fraction of the average difference, an edge is indicated. The
average difference is updated in two ways. If an edge occurred, the
average difference is set equal to the most recent difference. If no
edge occurred, the average difference and the current difference are
averaged with a positive integral weighting factor for the average

difference and a weight of 1.0 for the current difference.
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3.1.3 The Noise Filter

Hoisy data sometimes resulted in the occurrence of spuricus edges.
It was assumed that the probability of adjacent spurious edges was small
ccmpared to the probability that an existing edge would not possess a
neighbor. Therefore; an edge which did not possess an adjacent edge

was declared spurious and was ignored.

3.2 Implementation

Implementation of the algorithms described ghove involved a diversity
of tasks such as interfacing them with the existing computer simmlation,
testing their response to different types of terrain, designing additional
processing to improve respomse, studying the effect of parameter changes,
studying noise sensitivity, and discovering scme optimal set of parameters
useful for the path selection process.

3.2.1 The Kalman Filter Subroutine Package

The Kalman Filter subroutine package consists of eight distinet pro-
grams: KALMAN, KF, KF1, RES, PRDCT, ABAT, MATADD, and MATMUL. These are
documented in Reference 9.

KAIMAN contains the master loglc for processing a metrix through the
Kalman Filter, as described in Section 3.1. KI'l and RES are used for row
processing only. They obtain new state and error covariances given the
present state (this is the Prediction step). KF1 bases its calculations on
the hypothesis that a jump occurred ai the present stage, while RES uses
the alternate hypothesis that a jump will occur at some later stage. Wine
state estimates, denoted xjk’ are computed at the ith stage. These are

ccmprised of the stabte estimates for the ith, (i+l)5t, and (i+2)nd stages
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{or j=1,2,3 respectively)., based on each hypothesis Ho, H., and H2

1
{or k=1,2,3 respectively). The predicted state estimates are processed
through the remaining steps of the Kalman Filter and then compared using
Bayes' Risk. The state estimate with minimum associated cost is chosen.
If an edge cccurred at the ith stage, it is indicated within the matrix
as an '0' or vertical edge, since it was identified by horizontal pro-
cessing. If it is judged that an edge oceurred at the (i-t-].)st or (i-!-e)nd

th stage, and

stage, no edge is indicated. The (i+l)St stage beccmes the 1
the entire process is repeated. The first state estimate in each row is
the actual noisy measured range of the first column of that row.

Columns are processed similarly using PRDCT, which assumes a jump
occurs at the present stage, and XF, which assumes that the jump oceurred
later. The first state estimate vector in each column consists of the
measured ranges between the next-to-last row and the last row. State
estimates are updated by Equation (3-1). The factor fi has been
analytiecally derived for a flat plane, assuming a constant inerement in
elevation angle between rows. If a horizontal edge is identified, it is
indicated by a "*" (or an "X" in array positions where both horizontal and
vertical edges were detected).

The remaining subroutines ABAT, MATADD, and MATMUL are utilities for
matrix addition, multiplication, and the computation of terms of the
form ABA?, resepctively.

The Kalman Filter is controlled by the same input as the sensor:
information about maximum, minimum, and incremental values of the azimuth

and elevation angles. The only additional input needed is the parameter
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UJUMP. Slope changes larger than UJUMP meters per meter will undergo
additional processing to update the state and error covariance. Addition-
ally, the programmer may change the costs and prior preobebilities of the
occurrence of and edge according to rules described by Sonalkarll.

3.2.2 Average Processing

Test cases processed by the Kalman Filter indicated that detection of
the near edge of & positive obstscle or the far edge of a negative obstacle
is extremely sensitive to parameter values. Detection of these edges
require a rather sparse placement of data points in order to obtain a
large enocugh change in range or gradient. Hence; the size of an obstacle
which could remain undetected might be unacceptably large. Average
Processing attempted to overcome this diffieculty by trying to detect
those edges where cnly gradient changes occurred.

The theoretical description of Average Processing may be found in
Section 3.1.2. Average Processing will not automatically be performed by
the system, as the Kalman Filter is. If desired, it must be enabled ty
the user through a flag.

Average Processing is performed 6nly on elements of the columns of
the range metrix, simultanecusly with the Kalman Filter. FEach column is
assumed to be independent of the others.

Average Processing requires a three-user specified parameters: S,
THRESH, WEIGHT. S is a positive number indicating the maximum permissible
increment in in-path slope. THRESH is a threshold value, usually set to
1.C. To set up the threshold test, the current difference is first subtrac-

ted from the average difference and the sbsolute value is computed. This
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absolute value is then compared to the average difference. If their ratio
is larger than THRESH, an edge is indicated. WEIGHT is the weighting
factor of the average difference relative to the current difference when
updating the average difference.

During Average Processing, both the allowable slepe calculation and
the second-difference celculation are performed.

3.2.3 The Noise Filter

Tests performed on the Kalman Filter using noisy data indicated that
spurious edges sometimes oeccurred. Therefore, the entire edge matrix was
filtered again. Filtering the matrix as a whole is advantageous because
of the availability of a global view rather than the simple single stage
outlook of the Kalman Filter.

Each edge is exomined individually. If an adjacent edge exists
(in an adjacent row or column position only, not in a diagonal position),
the edge is assumed to be correct. Otherwise, it is spurious and is
therefore erased. Diagonal edges (those indicated by "X") are addition-
ally examined for edges that are adjacent diagonally before erasure.

The noise filter option must be activated by a user-input flag

INFIL., It is not a system default.

3.3 Results

Prior demonstrations of the Kalman Filter had always employed a
single large obstacle on flat terrain in the center of the field of view.
The type of obstacle to be detected, and ifts size and position were always
¥nown. The test cases shown here attempt to focus on other problems.

Eventually, a completely unknown terrain must be satisfactorily scanned,
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in order for a path selection algeorithm to be successful.

An upper bound on the size of undetected obstacles first hed %o be
established. At ranges of 10 4o 15 meters, with elevation angle incre-
ments of 0.1°, boulders of 0.5 meters diameter were detected by the
Kalman Filter whereas those of 0.25 meter diemeter were not., However,
Average Processing was aeble to detect boulders of 0.25 meters in diameter,
but failed for diameters of 0.125 meters. As a rule of thumb, the Kalman
Filter requires gbout eight data samples from an obstacle before detection
oceurs, whereas Average Processing requires three {assuming no large,
easily detectable edge is available).

Further range studies indicate that the optimal operating range for
the Kalman Filter in this simulation is epproximately 8 to 25 meters. At
short ranges, the difference in ranges is large caompared to the actual
range. At long ranges, the differences are a very small fracticn of the
total range, or the diameter of the smallest detectable obstacle is
rather large. Both of these effects diminish the effectiveness of the
Kalman Filter.

Detection of the near edge of a boulder or the far edge of a crater
requires a particular relationship between parameters. The laser height,
horizontal distance to obstacle to be detected, and elevation angle incre-
ment must combine to yield a horizontal distance of approximately 0.5
meters between data points on level terrain. These parameter relation-
ships are illustrated in Figure 5, where AD should be approximately 0.5

meters. Typiecally, the values are set to a laser height Z_ of 1.5 meters,

L

a nominal scanning range D of 10 meters, and an elevaticn angle increment
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AR of 0.4°, At 20 meters, the elevation angle increment A8 is 0.2° with
a laser height ZL of three meters. TFigure 6 shows the results of such 2
scan. Other results obtained with the Kalman Filter are alse quite prom~
ising. Figures T and 8 show the results of scans over a cylindrical
boulder and a crater, respectively.

Average Processing has been extremely effective in detecting the
entire obstacle even when the ideal data point spacing deseribed sbove is
not used. Figures 9 and 10 show the results of Average Processing when
applied to a bhoulder and a crater, respectively. Note the accurately
rounded shape of the near and far edges. Values of 1.0 for THRESH, the
edge threshold value and 3.0 for WEXGHT, the average weighting factor,
hawve been shown to be the most effective. The process is extremely sensi-
tive to the value of THRESH. In general, Average Processing is also
sensitive to noise in the range measurements and should not be used where
noise amplitude may exceed 0.2 meters.

The Kalman Filter was also *ested with noise-corrupted range measure-
ments, where the noise consisted of unfiltered white noiss of a specified
meximum amplitude. The approximate distance from the vehicle was 10
meters. Noise of 0.1 meter maximum amplitude {2%) did nct affect edge
detection results, as shown in Figure 11, Noise of 0.2 meter maximum
emplitude (4%) could be successfully filtered by the noise filter. See
Figures 12(a) and 12(b). Noise of 0.3 meter meximum amplitude (6%) began
to cause spurious edges which cculd not be filtered out, as shown in
Figures 13(a) and 13(b). Spurious edges consisted mainly of horizontal

edges. This was not entirely unexpected. Horizontal edges result from a



~30-

% HORIZOMTAL COMPONENTS OF EDGE
0 VERTICAL COMPONENTS QOF EDGE
A INTERSECTIONS OF % & 0

o]

)

o

o B
wn o [l
O OoOW

o

478,

———

.

~1
o

>
i
*
w*
0

a
L = ]

Qa o

lo.9m.

[ = T R T T R - R S R T I R N R
300 X
J] Lo 0O X
O {
L I I B I T I T e 7 Ot R B T T R R T S R T Y

3
3%
#
#
3

<re o
- 4

w
i

le
—
N
(d
N
1A
1
P
Ji
&
~
it
O
s
N
12
N

6 7 89 51 2
o 24D >

Pigure 6, Two Meter Diameter Spherical Boulder at Twenty Meters



-31~

* HORTZONTAL COMPONENTS OF EDGE

9 VERTICAL COMPONENTS OF Z0GE
X INTERSECTIONS OF % & o

< 1.30m, >
i3 %
5 k3
B 5
$ 1
$ k3
% S
$ %
% 5
k3 I A %
£ k]
% a a ke
: X LN ]
$ O o & & % o 5
L3 C 3 3
5 a I 5
k- o 3 s
$ Q 8] B
5 G g %
) ¥ % S
kA ok o & F z
s k2
5 k7
% 5
5 7
] S

1 234 56789 5123485857 4&3 2
< A ; =

Figure 7. One Meter Diameter Cylindrical Boulder at

16.8w.

Trenty leters



-32-

# HORIZONTAL COMPONENTS OF EDGE
0 VERTICAL COMPONENTS OF ECLGE
X INTERSECTIONS OF % & 0

P 4.30m, o

L 3 A

3 k-

3 E]

] k1

$ 5

3 &

5 3

k] £

] 5

% 3

3 -t

% & é

5 F o

% 5 =

T 5

3 ® ok ook o2 o % 5

5 B

B 5

L3 0 5

$ ¥ o= 0 X 7 &

5 ®ow ¥ % %o & ok &k % 5

33 $

1 5

$ B

5 % Y
1 2345 67 89C1 2 34547 ==2709 1 2

AHbm, —

A
Y

Figure 8, Two iMebter Crater at Twenty Meters



-33-

A

2.3%m,

8M8m.

e
=

<

MW BN AE R RARBEHE BN GRAES DS

112
w
(&)
&}
i
w
O w Lo Q
Qg z
wo -t O #
1t v}
1% L X 3
0O i 1)
oo ¥ 3%
) 0
=W W ¥
ol o
u Z % *
Z w i
OZuw o * +
Q00 «
4 8 [14 b4
O=wiy
UozZ > + X
VO«
- — + X
L =0
-0 Z + ¥
Z <<y <
aguwn *
N~ o W
= =0
€oe-o0
Qwz 1
LI>wmwmwy
¥ O X+

[T Y I I IS B I I I

+ 4+ o+ ¥
+ 0D+ + + + + F + + +

W

e
=

X + + + + + + + + + + +

&)

O+ + + + + + + + + + +

c
U

X+ + + + + + F + + + + +
X + 4+ + 4+ + + & + + + + + 0
X + 4+ + + + + + 4+ 4+ + + 4+ + X

{13

X 4+ + + + + + + + + + + +

X+ + + + + + 4+ + + + + + + #

+ 4+ + bk FFF o F A FFFOF O+

R T T
N T I T T S

AR B I

+ F + 4+ o+
EN

BB HAY B

. :‘ a

o

5 9

6 789 212 345067

5

1 2 3 4

125m,

Average Processing Applied to a One Heter Diameter

Boulder at Ten Meters

re 9,

g1

Fi



-

&

2.59m,

ponry
gt

8.18m.

L T T RO I R S T N R T I B T O I R B B I I

EDGE

COMPONENTS OF EDGE

HORI ZONTAL COMPONENTS OF

VERT ICAL

x
N

0wl e®naan

INTERSECTIONS OQF * & 0

SLOP

X
+

]

+ + +
N T A I

AND AVERAGE PROCESSING EDGES
+ + + k + o+ o+ F O+t

+

7 I I TR I I O I I I

@

T T R S S S
+ + + + + F A+ + F FF R E

TR T I R SRR N N

X + + + 4+ + + + + + + + + 0
X + + + + 4+ 4+ + + + + + + O

¥ 2 X + + + + + + + + X ¥

Y

HoH N8 mn

3

* ok kX + + X % %
S

Hweunan

1

~

G

1 23435 67 8901 2345¢67H¢8

1.25m,

Average Processing Applied to a One Meter

Diameter Crater at Ten Meters

Figure 10,



< 33%m, 2
% Boa
s %
s B
s X Diagonal Edzge 5
$ % Horizontal Edge )
s 0 Vertical Edge 5
3 3
-3 A
% $
s §
5 %
L] i
3 3
L k1
S %
s %
S %
$ %
% 5
S :
% 3
s X % & O 5
% X * 0O %
£ X * 0 %
% X * 0 5 8)3m.
3 X * 0 &
] 0 ) 5
s o 2l T
% X £ 0 £
s 0 € 5
3 3 C E
s 0 C £
5 C o $
% X £ 0 5
s ¥ 5
5 ]
s 0 5
5 $
1 %
£ ]
5 5
$ E
3 5
£ £
s 3
5 s ¥
1234567 8901234356769 <C 12
< 25w, rd

Figure 11, One Meter Diameter Boulder at Ten Meters Corrupted
by Uniform 0.1 Meter Maximum Amplitude Noise



-36-

e .'2.3%1_ =

i : f' Diagonal Edge ; N
&% D = Horizontal Edze 5
, © 0 Vertical Edge -
-
z s 5
S % e
5 5
- $ +
. - .
s 5
5 * S
5 * ® & B
$ £
5 3
5 S 5
& * 5
5 5
S % 5
3 3 ]
Sk %* ¥ % %
- 5
: s X % % 0 $
s X % 0 £

. « + 0o . SlBm.

5 X % 0 5
5 X * 0 5
5 c ¥ 0 T
s 0 & 0 5
5 X *# g % 5
5 3 G % 5
S * 0 @ % v 3
s Q0 % n s
5 0 C % B
* 5 X c 5
3 k3
3 2%k * o
s % # = 3
% # $
5 * 5
5 * * = s
s $
s 5
5 T
3 ¥* S

% % * 5
% 5
1 23456789012 3¢5674389 112
< L25m, >

Figure 12, One Meter Diameter Boulder at Ten Meters with
Uniform 0.2 Meter Maximum Amplitude Noise
(2) Xalman Filter



-37-

< 2.3%-. >
5 %
5 X Diagonal Edge 5 4
s% 0 % Horizontal Edge £
5 0 Vertizal Edge $
s k1
3 5
% )
% o
% 3
& B
< 5
% % B
s 5
5 5
% EE s
5 ]
< 5
< %
5 L
s * ¥ 3
& L+
$ X % % @ 5
5 X ® 0 5
3 X * O 5 8_}8,.,,'
5 X * 0 &
% % * Q 5
5 a 0 kS
% 0 U %
L5 X # O %
% O o &% S
3 * O (. £
5 3 vi 3
$ 0 w2 B
s X a +
% 3
$ E B
% )
% B
5 $
% %
s b )
< %
< 5
% 3
5 %
s s Y

12345678901 23456789712

s Lasm, . >
Figure 12, Cne Meter Diameter Boulder at Ten Meters with
Uniform 0.2 Meter Maximum Amplitude Noise
(b) Kalman Filter and Noise Filter




-38.-

8.8,

2.3,

< S
DRRBEAE B RN AINARD RN DAY A RO BDEAAE T AEBNAABE ABNEE AR
/ 3 4 ¥# 4 + Z # L I R + 4+ T W + + i
+ 4 # 4+ 4+ I + 3 + + H# & 4 + Z + i + # + Tk % 2 T 7 +
+ + g o+ + LS + 4+ 2 I + Z ELIE o 4 4 b + Z Z % E
bl & + + + &+ # 4+ + % + o4 X 4 3 0 + 4+ % + + #*
m.vov.r*.f + + + UX OO+ % +0 + + + + 2 + + % F—
el + 3 o+ + FOH O PLE RO e 4+ X+ -
+ ta b + & ! X# ++ 00+ +00+ 04 +H#4+ + + o+ %
+ 29 S + 4+ + O L T - W N BTN TR, BT VAN SR} + e
33 & v, +#++ ¢ F 4 FOHQFQLRQADLEFFD D E + + %
ToOBEY sz bEXa + F A KA L ELEEEN D F AR ks R b T 4
%%MIMN + o+ w N U R S R TR S Y S St S Nt A A O PR
vomS M 4 + % FF X+ F 0D FODHFNHECQ XD F XK + 4 +
SR9590 + ¥+ + X+ 0 +0¥O+ . +0 +0Q %+ + ¥ + +
n_.....v_.%ﬂo.d.mmm + + 4k + ¥ ¥ 4+0o+0+¥0 4+ +00 4+ 4+ 2% 04
%W;.EW%W + o % 0+ B MO +FOFFR BN 0B TR +
fPmAmEa oy 4y O+ o+ F XXX ENNO0 4 DA ok
Lmsdn O + o+ X E O+ F + o+ 4o N TN k4 o+
®oF o+ E R Ay ¥+ Z z + * 4+ on +
+ # +  #* o+ +EZ +Z o+ E + 4z +zZ o+
+ 4+ +xxag + % + Z ¥zZ+no + $E R FZ
(otbabtoonnbontiloanoabbnobdabanfontonabbnananbbad

*;

neters with
.3 HMeter Maximum Amplitude Noise

Kalman Filter

9

3]
""'"n".

v e

125m,

Cne Meter Diameter Boulder at

Uniform 0O

(a)

7 39 212 3 4567

E

1 2 3 &

“~

Figure 13,



-39-

A

<, 3%m.

< ||||||1r.
& R LTI ;] LTI T I B 8%
- 4 Zn Z
. a%zn &z zz Zaaon
oo o z a
2 zaua Gz £
z za z
88 .
88 o
il 2. a
858 nz=z zaoo azo
o o rzzZ ozaa oo
ARz a n z ac
S o oz oz Zoo
@Y a=z o o
PME g2 oz z
ay &= zn azZz o =z
oz e 0 z a
n z nza zra oz a
fraaza a0z o
oz
aooa oz
05%abFunanunnbEiavaabia

At

N
NNNP D

PPPPPBPNSP

p

NGB
PP PPPEeEPPRPPPRP

TSP RPPPPEP AP PN
P PPPPPPRPBPBRERPPRNRNDEP

NNPPPPARPDDP

B

E
)

N
o

N

P PP RAPRPPPRPOPRPPRPPENRNDGHE
P PP PPPBPRPPPEP

2}

- 3

P PP PPRPPPPPRPPPRRPNBN
PP PP PRPPPRLODPREALPH N

N NN

5

5 .
]

N
N

M
N

|

P2 P PP NNN

PP 2 PPPI IR D P PP

PR &9 pPpPRPPAPAO D

3 PR PRMP O

N

SP N N

¥

DN N

BB aw

9

PP PRDRDPPPPPLPRP

NPBRBPPPBRAPRPEP

N

»3

P PP
PP PP

2]

M

NN NNNT

4

N
N

[~}

N NN R 2 N

N

N

N PP

k4

LT 7 R - T Y- I -

P 2 i
N
N

N
P NP P

az
I I I

)

34 35 6 7

[-25n

"
[

1

S 67 89 4

1 2 3 4

ude Noise

it

form 0,3 Meter Maximum Ampl
Kalman Filter and Noise Filter

One Meter Diameter Boulder at Ten Meters with
i

(®)

Un

Figure 13,



=40-

two stage prediction process; the first predicts what the true next state
should be, and the second predicts what the next state could be if edges
occurred ab different stages. WNoise corrupts both stages of prediction.
In contrast, vertical edges result frem a single stage prediction process
since the true value of the next state is already known, and only the
edge predictions must be taken into account.

Other test cases showed that the edge detection scheme developed
here performed quite well. t identified partial obstacles (Figure 1L),
double obstacles (Figure 15), obstacles on sine waves, and obstacles on
sine waves with noise (of 0.2 meter maximum emplitnde). It correctly
flagged a small amplitude sine wave as no obstacle and a large amplitude
sine wave as an obstacle. Higher masts or close ranges ere needed in
order to identify a large sine wave as a continuous function.

Problems inherent in the Kelman Filter become eviden® only in the
Terrain Modeller, the next stage of computation. Because the Kalman
Filter is performed left to right and bottom to top, the delineation of
the obstacle is incorrect by one stage on the right side and the top. TFor
example, the Kalman Filter will not detect the actual right edge of the
boulder as an edge, because it is the next stage which actually represents
the jump in range. Fortunately this type of error is only a slisght
inaccuracy rather than a serious miscalculation. Examples of this error

will be seen in Terrain Model outputs.
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L, THE TERRAIN MODELLER

The Terrain Modeller must corganize the moss of data obtained frem
the Sensor and Edge Detection Blocks into a form that may be readily
interpreted by the Path Selection Algorithm, The approsch taken here
requires the Terrain Modeller to reconstruct the obstacles frem their
edges and to note the location of each obstacle on a rechangular grid map

of the loecal planet surface.

k.1 Discussion of Modelling Algerithm

The Terrain Modeller mst be able to reconstruct the shape and
extent of an obstzecle, given only ifts edges. Complicated problems in
obstacle identification are commonplace, as for example, partial obstacles
(vhere matching edges do not occur in the sensor field of view) or double
obstacles (where distinet edges do not occur in the sensor field of view).
The Terrain Modeller assumes that the Kalman Filter is ghsolutely correct,
i.e., that the ocecurrence of an edge implies the presence of an obstacle
at that point, although not necessarily on either side of it.

Another function of the Terrain Modeller is to maintain irnformation
ebout each obstacle in its memory, because of the limited sensor field of
view and the high cost in time and computational effort in identifying
gach obstacle., The forms of memory chosen were a rectangular grid map and
a terrain height memory. The rectansular grid map of the local planet
terrain contains symbols indicating whether each square of the map is
clear, unknown, or full of obstacles. The terrain height memory is an

additicnal matrix whose elements are in one-to-one correspondence with the
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squares of the grid map. Eesch element of the tervain height memory con-
tains the cwrrent average of all sampled terrain heights up to the present

time which fell withia the corresponding square on the grid map.

4.2 Implementation

The Terrain Modeller MODELL receives the edge matrix from the Edge
Detection Block. It must decide for emch edge whether an obstacle lies on
either side of the edge or on both sides. Therefore, some sort of range
prediction funetion must be obtained, in order to identify obstacles by
comparison of the actual.range with the predicted range. The range pra-
diction function used'by MODELL is the simple assumption that the terrain
slope is constant, and it therefore is identieal to the vehlcle attitude.

The Terrain Modeller MODELL divides each row into segments. It
possess each segment of each row separately. The segments consist of
(1) the first element, and all succeeding elements up to but not ineluding
the first edge, (2) the edge itself, {3) all elements up to but not
including the seazond edge, {4) the edge itself, ete. The process contin-
ues until the last column of that row has been processed.

Segment processing consists of (1) averaging the ranses corresponding
to all elements comprising the segment, (2) subtracting the range estimate
obtained from the range prediction function, and (3) comparing the remain-
der to a threshold value., The threshold value is a positive number
(presently 0.25 meters). A difference in ranges larger in absolute va;ue
than the threshold signals an obstacle, where a positive (negative) differ-
ence implies a negative (positive) obstacle, and a difference smaller in

absolute value than the threshold indicates no obstacle. The edze itself
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is processed similarly except that a threshold velue is not employed.
(By assumption, a Kalmen Pilter edge automatically implies the presence
of an obstacle there.) Thus, the edge matrix is replaced by a matrix
containing only "P" (indicating a positive obstacle, such as 2 boulder),
"N'" (indicating a negative obstacle, such as a crater), or blank (no
obstacle).

During tests, it was noted that a segment would scometimes be artifi-
cizlly continued because one edge was identified by the Kalman Filter and
the other edge was not. To correct this problem, a noise filter is
applied. The noise filter will erase any """ or "N" indicator which is
not a Kelmen edge itself or is not direectly adjacent to one unless it has
three or more adjacent edges.

The cbstacle matrix is next transrerred to a rectangular grid map of
the local terrain. The Terraln Medeller celculates an appropriately
placed coordinate system for the grid map. The origin coincides with a
particular element. The positive x-axis of the planet is then assumed to
be that part of the row containing the origin, which lies to the right
of the origin. The positive y-axis is that part of the column containing
the origin which lies above the origin. Because vehiele attitude, azimuth
and elevation angles, and the range of each point in the edge matrix are
known, the vlanet rectangular coordinate of the intersection of the beam
with the surface mey be calculated. The obstacle type indicator (positive,
negative, or no obstacle) is transferred to the correct grid location and
the actual height is recorded in a terrain height matrixz, which maintains

an average of asll terrain heights measured up until that time for each



47

sguare of the terrain map,

Each element of the terrain grid map represents a sguare of the
planet surface with dimensions specified by the user. The program MODELL
sets up vehiele and target locations, and changes the obstacle type
indicator flag in each square to a "U", to indicate that it has never
been scanned, and hence is totally unknown. MODELL assumes thzat some type
of onbeoard short range sensor 1s operable and that initially the terrain
is braversable frcm the -rehicle to the point where the mid-range sensor
becomes avaeilable. Therefore those squeares are indicated as clear
(blank).

The terrain grid mep contains an cbstacle type indicator for each
square of the map. It may be set to "P", "N", blank, or "U" (positive,
negative, clear, or unknown). The indicators "P" or "N" will never be
replaced with a2 clear or unknown'signal, but the most recently caleulated
value of "P" or "N" will take precedence, if there happens to be a con-
flict concerning the type of obstacle.

The terrain height memory is updated by a rather camplicated calcula-
tion. It must maintain an average of all sampled terrain heights within
the corresponding square of the grid map. Memory space mzay be saved by
incorporating two pieces of information in one height matrix, instead of
introduecing another mairix which remembers the number of samples previously
averaged. Thus, & true average may be calculated instead of weighting the
mest recent samnle most heavily. Multiple data may be stored in one matrix
by the use of place value. Thus, the thousands digit and higher order

digits record the number of samples represented by the average. The ones
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and tens digits represent the avereage height. However, negative heights
cannot be represented without affecting the thousands digit unless the
hundreds digit is non~zero. Thus, the hundreds digit is set to a zero
level of 5 initially. Some examples will clarify this procedure. The
entry 5502.6_represents an average height of (502.6-500.0)= + 2.6 meters
obtained after five samples. The entry T498.3 represents seven samples
with an average height of (498.3-500.0)= - 1.7 meters.

The zctual programmed caleulation is as follows. The terrazin height
of each square is initialized to a value of 500.0 (corresponding to the
zero level for each grid squere). Every time that the square is scanned,
1000.0 is added to the value of the height. Thus the integral number of
thousands indicates the number of times that the square has been sampled.
Also the 1000-modulus (or remainder after all integral thousands have
been subtracted) is averaged with the terrain height just calculated, and
re-adjusted to a zerc level of 500.0. The 1000-modulus is weighted by
the integral numbszr of thousands in the averaging process. Thus a true
average of all of the sampled points is maintained. TFor example, an
average of 4500.5 with a current sample height of 0.75 meters would yield
an actual average height of

(4 semples x 0.5 meters + 1 sample x 0.75 meters)/5 samples

= 0.55 meters

which would be reccded as 5500.55.
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k.3 Results

In general, the Terrain Modeller hes been very successful in cerrec-
tly identifying obstacles, including partial and multiple obstacles, and
obstacles whose measurements have been corrupted by noise. Some examples
are shown in Figures 16 through 18.

However, sine waves and other curved terrains cause a very poor per-
formance. Obstacles placed cn sine waves are coroectly identified, but
the vpositive parts of the sine wave surface are identified as positive
obstacles, and the negative part: .. negative obstacles, as in Figure 19.
This is a direct result of the algorithm used to obtain a range estimate
which is then compared with the actual measured range.

The range estimation algerithm assumes that the terrain has a con-
stant slope, which can therefore be measured by the vehiecle gyro. Hence,
the vehicle itself sees only a flat plame. This is a rather poor approxi-
mation since the slope estimate is based on an extrsmely small perticn of
the total terrain, and because‘it assumes a planar type of terrain,
excluding such terrains as sine waves or other gently rolling surfaces.

4 method which approximated the planet surface between the vehicle
and the sample point as a single variable polynowial curve was also tried.
It failed because it did not incorporate sufficlent general information
and hence had to be recalenlated meny times. Thus it lacked contiruity,
and also required a lot of computational effort.

The rectangular grid map is an excellent way to store fterrain data.
The user may adjust the fineness or coarseness of the grid size to zccom-

modate the desired level of detzil. Caution must be used to adjust the
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grid size along with the elevation angle inerement in order to aveid
creating gaps of unknown reglon in the midst of the scanned region.

There are two other minor problems. One problem hes previcusly been
discussed in Section 3.3. The right edge or top edge of an obstacle may
consist of spurious edges. However, the spurious edge is classified as
an obstaecle and placed in the grid map's memory. Thus, the second problem
arises. With the present program logic, & sguare gontaining an obstacle
can never be declared clear, It has not yet proved necessary to challenge
this assumption. DNoise and spurious edges may eventually become a serious

problem, though.
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5. THE PATH SELECTION ALGORITHM

The Path Selection Algorithm is the program block which closes the
loop in the computer simulation. The Path Selection Algorithm uses the
rectangular grid map generated by the Terrain Medeller to evaluate accept-
able paths to the target. & modified form of an existing algorithm was

implemented, and promising results were obtained.

5.1 Discussion of Algorithm

The Path Selection Algorithm must generate a set of steering com-
mands, given the rectangular grid of the terrain. Several simplifying
assumptions have been made to facilitate a first pass at the problem seolu-
tion:

(1) The vehicle dimensions are such that it can be contained in
cnly one square of the obstacle grid map (usually one meter by cne meter),

(2) the vehiecle may choose only 0°, 90°, 180°, or 270° as heading
angles, i.e., it may travel only from its present square to an adjacent
square, and

(3) there is a short-range sensor aboard which would prevent the
vehicle from hitting an cbstacle which had slipped through its rather
narrow nid-range sensor screen.

A path selection algorithm created by La.llman8 dealt with much the
same situation, although his assumptions differ from the above, particu-
larly as to the amount of sensor information available., C. Y. LeeT

developed a method for obtaining a minimal length path given such a grid

containing cbstacles, and this method has been modified and adapted for
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use here. ILee's algorithm agsumed that all obstacles are known before
any part of the path is chosen. He then numbered adjacent sguares outward
Trom the target to the present location with ascending positive integers.
A minimal path consisted of traveling from one square to any adjacent
squares containing a lower number. (Refer to Figure 20 for an illustra-
tion of this procedure.)

The path selection problem here differs drastically from Lee's prob-
lem in at least one respect. The presence or zbsence of ohstacles is not
known in advence. Therefore, two different matrices are used in making
a path selection decision. One matrix is the terrain grid map meintained
by the Terrain Modeller. It determines which squares are clear and which
squares contain obstacles. The second matrix is celled the Path Selectiocn
Map. Its squares are placed in one-to-one correspondence with those of
the terrain grid map. The purpose of the Path Selection Map is to repre-
sent the priority that each square on the grid map has when a path selec-
tion decision is being made. The numbers provide a guldeline for choosing
a "near-optimal' path. The priority numbering system is similar to Lee's
Algorithm, except that all of the squares are numbered as part of the
initialization, assuming that nr obstacles are present. The numbering of
the squares is not altered during the entire simulation, except in the ways
described below. This scheme prevents ambiguous or unnecessary renumber-

ing whenever new information becomes awvailable.

5.2 Implementation
A path 1s selected with the aid of the Path Selection Map described

above, Usually, the vehicle will prceeed from its present square to an
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adjacent square whose priority number is one less than the priority
number of the present sauare. However, there are two cases in vhich a
square's priority number must be altered to prevent normel access to the
square. The first case is when the corresponding square of the grid map
contains an obstacle. The second case is when the normal pricrity scheme
will lead the vehicle to a dead end.

Squares that correspond to obstzcles are renumbered so that they
contain numbers larger than any present in the matrix through the normal
adjecent squares numbering plan. For example, a 50 by 50 matrix causes
them to be renumbered to 99,

The matrix is then processed to search out and block dead end
sguares. Any square that has no adjacent squares containing a lower
number is indicated as a dead end. Its sguare number is changed to the
corresponding negetive integer.

A crude short range sensor, which detects boulders and craters, is
glso simulated.

The path selection decision logile ranks its options in the following
order of importance.

(1) Only one step {or square) may be taken between scans.

{2) A path which will place the vehicle in a square containing
an obstacle may never be selected.

(3) If the present square of the vehicle is indicated as a dead end
{i.e., its path selection mumber is negative) then proceed in the direc-
tion of the nearest clear sguare, that is not a dead end. If the vehicle

is totally blocked, go to the emergency algorithm. If the present sgquare
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is clear:

(%) Step to the adjacent square with the next smeller integer.

{5) If the square containing the next smallest integer is a dead end,
step to an adjacent square with the next largest number.

(6) If a lower number cannot be found, check the special case where
vehicle and obstacle are on a straight line with the target. Proceed, if
possible, to the adjacent square with the next largest integer that is not
a direct line with the target.

(7) If no decision has yet been reached, back up and block the
square.

(8) If a backup is impossible, call the emergency algorithm.

The emergency algorithm is also called from the vehiele dynamies
block and thus must contain some redundancy with the above algorithm. Tt
will first attempt to back out of the problem situation, proceeding te the
next larger number. If no way out is found or the number of ealls to the
emergency algorithm exceeds a user-specified mayimum, the simulation will
be terminmted. The simulation is alsc terminated if the vehicle leaves

the mapped area.

5.3 Results

The test cases shown in Figures 21 through 2h illustrate the per-
formance of the Path Selection Algorithm. These were not run as part of
the entire simula?ion package because of time and money considerations.
A test program was designed, however, to fully demonstrate the capabili-
ties of the Path Selection Algoritim itself, without introducing any

system interface problems.
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The vehicle successfully chose a path around a boulder, a wall, a
set of walls, and it avoided a keyhole that it had not yet entered, while
choosing an optimal path. For example, refer to Figure 21. Part (b}
shows the priority numbering of the Path Selection Map. According to
rule (3) above, the vehicle proceeded to the right to the nearest clear
square, and then choge a path to the target by following a descending
sequence of numbers, by rule (L4).

This powerful algorithm has been able to more fully utilize and
interpret the large amount of information available than any other path.
selection algorithm to date. Another fest case, not shown, consisted of
a keyhole that the vehicle had already entered. This caused the vehicle
to wander aimlessly without making any progress. Thus, a new procedure
for defining dead ends may be needed.

A single test case Ilnvolving the entire simulation package was run
closed-loop and the results are shown in Figure 25. The vehicle initially
faced towards the reader. It turned to the target and after five scans
it had opened a path to the target. Unfortunately, monetary cconsidera-~
tions forced a halt at this point. Therefore, the approach deseribed

here is definitely a feasible, although expensive solution.
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6. RECOMMENDATIONS AND CONCLUSIONS

The results obtained from the computer simuleabtion have been evaluated.
The recommendations ere divided intc two classes, namely those that pertain
to the simulation itself, and thuse concerning the performance of the
algorithms.

Each module is evaluated separately, and scme general conclusions

are then drewn.

5.1 Recommendations

Each of the four program modules previously described may be
improved. The following sections list specifice recommendations to
improve both flexibility and simulation accurazcy.

6.1.1 The Sensor

The sensor may be improved in several ways, which may be easily
implemented within the existing simulation.

A more realistic sensor simulation coul'i be achleved by the addition
of noise to the specified values of azimuth and elevation angles. Noisy
sensor angles facilitate simulation of errors in attitude measurement and
the finite precisicn in the mechanical placement of azimuth and elevations.

Noise currently being sdded o the range measurements should be
modified by a factor proportional to the range squared. This would
provide a more accurate model of the physical process of loss of the
return signal.

The field of view might also be expanded by allowing for =dditiomal

azimith and elevation angles. More efficient processing might be cobtained
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because of the reduction in the number of scans regquired to obtain
information about the environment. However, a trade off between computer
storage and computational efficiency would then exist.

6.1.2 The Edge Detection Scheme

There are several approaches which could be taken to further improve
the edge detection algorithm.

One way to solve the problem of the delayed edge discussed in
Sections 3.3 and %.3 would be to perform the Kalman Tilter again, revers-
ing the direction of processing (right to left, top to bottem). The
resulting edge matrices would be compared and the correct edge locations
would be synthesized from their uniocn.

System performance in the presence of noise should be studied with
respect to the parameters B, C, and R, which have remained fixed through-
out this study. The B matrix is a matrix of prior probabilities ~f the
occurrence of an edge. € is the cost matrix where cij is the cost of
the i°B decision (about edze location) given the jth hypocthesis {about
the edge locaticn). R is the assumed plant noise variance, presently
equal to 0.0025 square meters.

Maximum and minimum slope processing might also be handled in a
somewhat different manner. Special indicators. could be used to distin-
gulsh slope problems from discrete obstacles. Becuase the vehiecle atti-
tude is known, the maximum and minimum values of ineremental slepe might

also be used to test for maximum and minimum values of absolute slope.
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6.1.3 The Terrain Modeller

It is absolutely imperative that an improved method of obtaining
range estimates be developed. This would assure that curved surfaces
wonld be correctly identified, instead of being flagged as obstacles.
From experience, the range estimaticn function should probably be a two-
variable curve such as a plane. However, it should preferably be of
degree two in crder to accommodate some nonlinearity.

Other improvements which might conceivably be justified are:

(1) development of an algorithm to remove a spurious obstacle from the
grid map, and (2) expension of the memory storage of the grid map, allow-
ing for more detail and/or coverage of a larger area. The latter could
be done simply by using pointers to indicate bounds on current memory
space, replacing the umused parts with newer terrain information.

6.1.4 The Path Selection Algorithm

Much more testing of the Path Selection Algorithm capebilities should
be done.

Certain basic assumpt ons should also be modified. For example, the
velilcle size could be extended to its actual physical dimensions by a
slightly more comylicated square blocking scheme. The choice of paths
could be modified to include the other four squares at hsb increments
from the adjacent squares. This would ease constraints on the turning
radius imposed by the vehicle dynamics.

The deéd end zone created by an obstacle presently extends inrinitely
far back frcm the obstacle on the side of the target. Its extent could

be limited, and the vehicle might therafore never enter it or never be
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caught in a blocked zone,

The short ranze senscr simulation contained in the Terrain Modeller
might alsc be improved, or an existing short range sensor might be inter-
faced with this simulation.

A better emergency algerithm might be developed which backs the
vehicle exactly along its previous path rather than choosing any avail-
able back-up path.

Cbstacles resulting from slopes should be treated in a different
manner than discrete obstacles. Cases of combinations of slopes and small
obstacles which are traversable in themselves, but barriers when ccmbined,

should also be examined.

6.2 Conclusions
The path selection system developed requires a large amount of com-
putational time and storage. Hence, it should be used primarily "in the

large"

rather then at each step along the route. An efficient short range
systen should be used for detailed path selection, once the global trend
of the terrain hasg been determined.

The interdependence of program modules must be cut to an absolute
minimi. An example of this would be the introduction of additional noise
processing to remove spuricus obstacles from the terrain grid map. Often,
however, problems ave diffieult to isolate and are identified only at =
later stage of the calculations. Thus, system design is necessarily an
interactive process.

A Path Selection Algorithm znd Terrain Modeller which also address

slope problems as well as discrete obstacles should be developed.
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Despite the problems encountered, the édge detection approach has
several major advantages, such as:

(1) a comparative lack of noise sensitivity, compared to previous
sensor systems,

(2) the ability to distinguish cbstacles from slopes and,

(3) 2 long-range permanent system memory.
Thus, the edge detection approasch is a promising basis for a path

selection systenm.
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