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Technical Memorandum X-73349
SPACELAB EXPERIMENT COMPUTER STUDY

T e i; A
VOLUME Tt STUDY ELEMENTS AND APPROACH
SECTION 1 Introduction

This study was initiated by Mr, John F. Yardley, NASA Headyuarters,
and was to be conducted as outlined in a letter to "Marshall Space
Flight Center, Attn: NAOl/Manager, Spacelab Program Office" dated
December 23, 1975, and signed by Mr, Douglas R, Lord, MF/Director,
Spacelab Program, Response was made to this request, as a result of
a telecon from Mr, John Yardley to Mr. Richard G. Smith, DDO01, in
the form of the letter NAOQl, dated January 19, 1976, signed by

Mr, Richard G, Smith.

The purpose of this study was to provide quantitative cost data with

respect to implementation of various centralized and distributed on-
board computer configurations and with respect to various gsoftware

development options,

Section 2 of this report details the groundrules and assumptions
used in deriving the costing methods for all options.

Section 3 of this report contains a matrix definition of all options
consgidered and the cost elements considered for each option.

Section 4 of this report provides a summary of the software
requirements data generated by General Dynamics, Contract NAS8-
29462, Report No, CASD-NAS-76-010,

Section 5 of this report contains a definition of the cost factors
considered for each identified cost element.

Section 6 of this report contains a matrix of parameters that
were generated from the data bases, assurhptions, and mission model.

References to this numbered mairix are made in Volume III of this set,
where the costing methods and algorithms are specified.

Section 7 of this report contains the rationale for assumptions
and groundrules used and the back-up data for derived parameters used
in the costing methods specified in Volume III of this set.
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SECTION 2 Ground Rules and Assumptions

The following pages contain a description of the major groundrules
and assumptions established at the inception of the study and
subseguently refined and added to during the course of the study.
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GROUND RULES/ASSUMPTION
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HOST COMPUTER

1 . A Central HOST facility (STIL) is required in either the

centralized or distributed CDMS approach for maintenance
and distribution of ESA delivered software.

2 =  The HOST computer will maintain the capability to support
EAS development.

3 - A basic complement of CDMS hardware will be available for
use in a real time software verification configuration at STI..,

4 o The STIL configuration is as defined by MSFC/M&S/CSC/IBM

studies and documented in M&S f{inal report.

5 « No conversion effort is required for implementation of ESA

supplied, IBM 370 generated software on the IBM 360/65,




COMMAND AND DATA MANAGEMENT SUBSYSTEM (CDMS)
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1 « A central onbcara expgeriment computer is required even if
the distributed computingy approach is adopted.

2 = When allocating software fnnctions for the onboard central
experiment computer and distributed computer(s):

- Centralize and standardize those functions most likely
to be shared by a large number of experiments. onul
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- Centralize and standardize mission independent functions.

- Decentralize experiment dependent functions.

3 - The Central Experiment Computer operating system overhead
is estimated to be 15% in terms of computer speed. *

b ategbn et L Sl e e
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4 - The Central Experiment Computer operating system is
estimated to require 20,000 16 bit words of memory.

5 - The characteristics of the computer, mass memecry, data
bus anl RAU and display are:

-  CPU Cycle Time: 830 nsec
- CPU Add Time: 1. Bmsec -~ 2, 4usec (fixed point)
=  Main Memory Capacity: 64, 000 words

- Word Size: 16 bits

- Mass Storage Capacity: 134 x 108 bits {tape) i
- Data Bus Rzte:; 1 Mbps

6 - The contingency/growth margin for processor speed ia 20%.
7 - Enough RAU's are available in Spacelab to support any mission.

8 - Based on previously identified operational requirements, it is
agssumed that the CDMS baseline includes read/write, high
speed, random access memory, and data bus modifications
adding digital I/O capability.

* M&S Computing, Inc., historical data indicates typical real
time operating system overhead range for minicomputers to
be 5 « 25%, M&S estimates 15% for the CDMS Experiments
Computer operating system.
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COSTS

SPACELAB COST ELEMENTS

1 - CDMS

- Hardware Modifications

=  Subsystems Computer Software Ileveiopment and
Acceptance

- Subsystems Computer Software Maintenance

- Subsystems Computer Software Management, Relcase,
and Distribution

- Experiment Computer Software Development and
Acceptance

-  Experiment Computer Software Maintenance

- Experiment Computer Software Configuration
Management, Release, and Distribution

2 - EGSE

- Hardware Modifications

- Ground Checkout Software Development and Acceptance

- Ground Checkout Software Maintenance

- Ground Checkout Software Configuration Management,
Release, and Distribution

- EGSE Computer Software Production Set Development
and Acceptance

- EGSE Computer Software Production Set Maintenance

- EGSE Computer Software Production Set Configuration
Management, Release, and Distribution

3 - STIL

- Facility Acquisition

- Facility Operation and Maintenance

-  Host and Simulation Computer Support Sofiware
Development and Acceptance

-  Host and Simulation Computer Support Software
Maintenance and Distribution

i e it i




SPACELAB USER COST ELEMENWTS

1 - Experiment

- Experiment Application Software Development

-~  Experiment Application Software Maintenance

- Experiment Application Software Integrated Verification

- Experiment Pre«~Flight Checkout Software Development

- Experiment Pre-Flight Checkout Software Maintenance

- Experiment Application Dependent STIL Hardware
Supplement

- Experiment Application Dependent STIL Software
Supplement

- Experiment Real Time Simulation Software Development

- Experiment Real Time Simulation Software Maintenance

2 - Dedicated Experiment Processor (DEP)

- Experiment Processor Acquisition

- Experiment Processor Maintenance and Distribution
- DEP Software Development and Procurement

- DEP Software Maintenance and Distribution

3 - Real Time Simulation Test Set (RTSTS)
- RTSTS Acquisition
- RTSTS Maintenance, Operation, and Distribution

- RTSTS Support Software Development and Procurement
- RTSTS Support Software Maintenance and Distribution

4 -  PI Host Computer




COSTING GROUNDRULES

The cost for an EAS HOL statement is $60 for the Central
Computer - includes requirements analysis, coding, and
verification, #%

The cost for an EAS HOL statement is $45 for the mini-
computer in the distributed approach - includes requirements
analysis, coding, and verification. (The difference is in
integrated verification and documentation), %

Escalation costs are 7% annually,
Use the May 23, 1975, Sortie Mission Model (226 Flights).

One HOL statement, when compiled, results in an average
of 5 computer instructions.

One man year of software development equates to $50,000 in
FY76,

The requirements will drive the costing options considered;
that is, requirements will not be reduced to eliminate hardware/

software necessary to support these requirements.

A PI's use of his own HOST computer for EAS development
involves the following cost factors (where applicable):

- HOST computer time rental,

- Development of the flight minicomputer support software
(assembler, link editor, compilers, etc.) to execute on
the HOST computer.

- Maintenance of the minicomputer support software,

The checkout software for the distributed computers will be
the same software for Spacelab Integration Levels 4, 3, and 2.

%
ki

Current engineering judgement is that much of the EAS software
will probably be written in assembly language.
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The checkout software for the CDMS computers {subsystem
and experiment) will be mission independent and will not
require changes, other than sustaining engineering changes,
from mission to mission.

The baseline option for costing is:
- Emphasis on centralized on~board computing;

- No experiment dedicated flight minicomputer if possible,
or the use of non-standard minicomputers if they are
required; and

- Centralized software development.

Standard peripherals for a standard flight minicomputer will
not be costed due to the assumption that CDMS computer
peripherals will be used in a time shared manner.

The non-~standard flight minicomputers which are selected

will have Fortran and assembler support software available
which is executable on the STIL HOST or the RTSTS Simulation
computers in the centralized, non.standard minicomputer
option.

Groundrule for set builds for Spacelab software deliveries
to Level 3:

- 3 set builds for the first 2 flights
- 2 set builds for the next 4 flights
- 1 set build per flight thereafter

Each PI developing EAS independent.: of STIL will require a
real time simulation test set (RTSTS).

The RTSTS and standard minicomputer is required by the PI
at least 8 months before his experiment is launched and 1
month after the experiment is returned when used at the PI
facility,

The standard or non~standard DEP I/O is assumed to be
equivalent to an RAU,
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19 - Preflight software will require no software integration testing
since it will execute stand-alone.

:

-/ B

E

18 - On all options, travel by the PI to coordinate software require- |
ments is not included, i

i

i

:

20 -«  The location for STIL has a 360-65 computer equivalent to
the MSFC 360-65 that requires equivalent mods to establish
the required configuration. Spacelab pays for the 1st shift T
operation and the User pays for any STIL time required on
2nd and 3rd shift,

21 - No distinction between mini and micro computers was made.

22 - Simulation Development:

hardware and against the software simulator will
provide assurance that the software development
facility and flight hardware provide the same inter-
face to the flight software,

: ! :
! Peripherals {Caution | g
1 t ;& «@————— Experiment ‘
i A lWarning R ‘
i - .Wrg?‘\v.‘. NPT _‘\“{." A i i
| L} MmNt —1I/0]i U 8
o — Hardware 5

} HRM «—— ;
' e | 1
{ ; i

: Hardware Test Set . Power Mechanical i b
e i Cooling X
- Preflight software execution against the experiment E

- Execution of the flight software in the flight computer
against the flight hardware with appropriate simulators
driving the flight hardware would provide validation
of the flight software.

10
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Conclusions; When EAS is developed for the central CDMS
computer, it is programmatically acceptable to wait

until the flight hardware is at Level 3 integration to acquire
confidence that the experiment simulator performs like

the flight hardware through execution of the preflight test
programs,

When EAS is implemented in the distributed minicomputer,
confidence of simulator accuracy will be obtained at Level
4 integration since the minicomputer will be at Level 4.

The instructions/year developed for the mission model
are developed in the same year that the experiment flies

insofar as costing is concerned,

For costing purposes, the common library utilization by
a PI will occur only on initial software development.

1




EXPERIMENT INTEGRATION

Instruments will be integrated at Level 4 for Experiment
Application Software (EAS) validation to the degree valida-
tion is required.

a) A CDMS hardware simulator is not required at Level 4

integration, b) An experiment software simulator is required

at STIL if EAS goftware is to reside in the CDMS Experiment
Computer, to allow integrated verification prior to delivery
to Level 3,%%%

Level 3 integration software checkout will verify only the
compatibility of software interfaces between the Spacelab
Experiment System and Ground Facilities/Experiment
System,

EGSE computer software maintenance will be performed
at the Level 3 site.

In the Central Computer Options the general verification that
the software simulator used for EAS development is compat-
ible with the experiment hardware is not accomplished until

the preflight software that was developed on the simulator is
run against the hardware at the Level 3 integration,

In the Distributed Options, the preflight software is executed
against the hardware at Level 4, thereby providing early
identification of experiment software/experiment hardware
compatibility, If possible, the EAS in these options may

he validated thereby providing the greatest confidence
possible of good EAS.

12
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EXPERIMENT APPLICATION SOFTWARE (EAS)

EAS modification percentages for reflight of a payload are
40% for first reflight, decreasing 10% for each subsequent
reflight to minimum of 10% modification.

For central EAS development, standard software will be
identified and baselined where feasible,

Experiment applications software will be written in a high
order language.

Experiment application software requirements for Missions
8, 14, and 21 are representative and can be projected across
the mission model.

Common library evolutions will occur primarily in the early
years of Spacelab EAS development, The accumulation will
occur as follows:

% OF NEWLY

YEAR DEVELOPED EAS
81 10
82 8
83 6
84 4 .
85 2
86 0 for subsequent years

13

. v .\A .
R S B P A e e
e N e e R S T - S SRR 10 TRgu e NG SRR VS eSO

Aty e 2L




L ity

GDC APPLICATION SOFTWARE REQUIREMENTS

B o CDMS SYSTEM ASSUMPTIONS

1 - The CRT has refresh capability.

2 - The system software accepts and accumulates control data
via keyboard entry. This includes CRT display of keyboard
data for editing, The payload application software provides

i 3 - The system software will provide the capability to initiate
! and schedule payload application software at discrete mission
elapsed times,

4 - The system software will provide the transfer of time and :
state vectors from the Orbiter to the Spacelab experiment !
computer. These will be stored in fixed locations and be

available to any application module through assigned
variable names.

5 « No payload application software is required to schedule and
control the Spacelab magnetic recorders.

o APPLICATION SOFTWARE ASSUMPTIONS

1 - Payload software requirements shall reflect, as accurately
as possible, the experiment operations required or desired
by the principal investigator., ({As docurnented in SPDA
Level B data), Where this leads to "tall-poles' or unreason-
able software requirements, further evaluation shall be
made to validate, modify, or otherwise resclve any problems,
based on MSFC/GDC engineering judgement.

o e 2R Tl e e T

2 ~  Functions that cannot be efficiently handled by the crew
manually shall be strongly considered for automation.

3 - The crew shall be provided with means for payload control
and monitoring at a level that yields high confidence that the
experiment is functioning properly and that the acquired data
quality is adequate.

14

for the experiment peculiar processing of input control data. -
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4 - Through modest increases in on-board processing, real
time transmission requirements shall be minimized wherever
possible (i.e., within the capabilities of the CDMS),

5 - Consistent with items 1 thru 4 above, a basic philosophy of
minimizing on-board processing shall be applied,

6 - Relative to Mission 8, the Level 1 Constraints for First
Spacelab Flight and Spacelab First Flight Guidelines -
Level II (both dated November 1975) shall apply.
- Crew Size
- Non-Interference with VEPT

- Up to 100 Man-Hours Available for Payload Operations

~  Minimize Duplication of Equipmeznt Through Utilization
of Spacelab Provided Equipment

- IPS Will Not be Availahle

GROUNDRULES FOR ANALYSIS OF MISSION MODEL PAYLOAD
COMPUTER PROCESSING REQUIREMENTS

1 - Use as a baseline data source, the July 1975 SPDA Level A
payload data.

2 = Use results of detailed analysis {Missions 8, 14, and 21) to R
replace Level A data for appropriate payload elements as T
best estimate of overall payload scoftware and processing i
requirements,

3 - Replace TBD's in Level A data with"MSFC/GDC estimate -
coordinate with NASA payload representatives.

4 - For remaining payload elements, identify those with payload-
provided computers and make a new gross estimate of !
computer processing requirements based upon similarity :
to one or more of the payload elements that were analyzed
in detail.

15




5 « Correct any obvious errors {(e. g., 120 comp/sec for EO-
06-5) in Level A data for remaining payloads. ‘ B

6 - Continue to use Level A data for any other payload elements
not covered by steps 2 thru 5,

; 5
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SECTION 3 Options and Cost Elements

This section contains a correlation matrix of software development :
options and cost elements for both Spacelab and user costs. i

17




I

[ TR SEECTE EE o S o e R R e

R

— . —m——— e s

. OPTION/COST ELEMENT
CORRELATION MATRIX
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0. CENTRALIZ- | 5, No 1. CENTRAL GROUP DEVELOPS EAS AT
Ch CNBOARN MINCOMPUTER]  CenTRAL FACIATY { $TIL)

" cempurwe 2,P1 DEVELOPS EAS AT CENTRAL FRCILITYS
'} (ONFIGURR- a, Lecal
TION b, pemors

3, P DIVELOPS EAS AT KIS FACLITY wired
1% COMPATIOLE wiTH STILS
d. RERLTIME SIMULATION AT STIL
b, PI LSES AN RTSTS
4, P DEVELGPS EAS AT Hi$ FACILITY
WHICH 15 N&T CAMPATIRLE Wit STIiL,

I CENTRALZED] A, UOR-STARDARD

| ONBOARD HULCOMPUTER FACILITY (STILY,

‘I COMPUTING | ' '’ [t PIDEVELOPS EAS AT CENTRAL FACITYZ
\ COMFIGURA- S, £ LOCAL.

] TIoN . RELAOTE.

t
1
'
i
!

B. STAHDARD [t CENTRAL GROUZOEVELOPS EAS AT CEHVRAL
simigonenex]  FALILTY (STiL).
' 2, Pl DEVELOPS ERS AT CENTRAL EACILITY S
! a LOCAL.
b REMOTE.

1. CENTRLE GROUP DEVELOPS EAS AT CEHTRAL

3. L DEVELOPS EAS AT HIS FACILITY WHICH IS
COMPATIRLE 1¥ITH STiLT
& REALTILE SIRJLATIAN@ 5TIL,

b, PI USES AN RTSTS,

4. PLDEVELOPS EAS # LIS FACILITY NRICH 1SHOT
COMPATIBLE VITH STIL,

3. FL DEVELOPS EAGAT HIS FADILITY WRHILK IS
COMPATIBLE TTH ATIL:
a. REALTIME SIPADLATIOM & STTL.

b PLULED AN RYSTS.

& FI DEVELDOPS EAS AT KIS FACILITY Wii1CH 13 HOT
COMPATIBLE WITH STIL. 1

T, DISTRIBUTED

{NBOARD MINMICOMPUTER FACILITY (STiL),

COMBUTING 2. #1 DEVELOPS EAS AT CEMTRAL FADILIVY ¢
. COHFIGURA a. LOCRL.
I TION & RENOGIE.

A. KOX-STANDARD

1, CENTRAL GROUP DEVELDPS EAS AT CEWTRAL

% T PEVELOPS CASAT HIS FACIUITY WHICH IS
COMPARIBLE WIT It 3TILY

& REMTIVE SIMULATION @ STIL,

&, PI USES AN KTSTS, .

4 PI REYELOPS EAS KT HRS FACILITY syHICH (2 NaT
CONPATIDLE WITH STIL,

8. STANDARD
MUACOMPUTER

I3, PT DEVELOPE EAS AT HIS FACILITY whiicH 1S

1. CENTRAL GROUP DEVLLOPE FAS AT CENTRAL
FAOILITY (STIL) . -

2. P OEVELOR3 EAS AT CEMTRAL FACILITY :
o. MWACAL,

k. REMOTE.

LOHPATIBLE WITH aTIL:
& RIALTIME SUAULATION & ETIL.

b. PIUSES AM RISTS,

&, VL DEVELOPS EAS AT WIS FACILITY WHIGH B NOT

COMFATIGLE WITH KTIL,

P L L T .. L T

ORIGINAY; PAGE IS

OF POOR QUALITY ..

18

o

b N Ao SR 4 TR B L A A S0 S

et e i o st e b i ik




-

SPACELAD USER COSTELEMENTS

4. EXPERIMENT

OPTION/COST ELEMENT
CORRELATION MATRIX

DPTIONS
£ CENTRARUT- 1 A, NO ]g. CENTRRL GROUP DEVZLOPS EAS AY
ED ONBOARE MiNCOMPUTER|  cewntTrRAL EACHLTY { 5TIL)
COMDUTING 2, P] DEZVELOPS ERS AT CENTRAL FROIITYL
ZONFIGURA- a, Locat
TION b, gemeote

3, PV DEVELOPS EAS BT HiS FAGILITY wiitH

1S COMPATIGLE W(TH STIL}
&, REALTIME SIMULATION AT ETIL

b, PLusss pw RYsTs
4, Pr DEVELOPS BAS AT HIS FAGILITY

WHICH |3 MeT COMPATILLE Wy STIL,

T TENTAALZE GLA. HOH-STAXDIRO |1, CENTRAL 5FIUP OLVLLIBS EAS AT CENTANL
1 DUBOARD MINCOMPUTER FRCILITY (STiLY,

; COWPUTING . {2, PI DEVELOPS EAS AT CENTRAL FATIITY:
CONFIGURA= - a. LOCAL.

' TION b. REMOVE,

3. PTDEVELOPS EFS AT IS FACILITY WHICH IS
COMPATIBLE WITH 311t
4. REALTIEE SUZHATION D STIL.

b, $I USES AH RT5TS.

4. PI DEVELOPS EAS AT HIS TAZILATY WIIECH ISHOT
COMPATIELE WIETIE STIL,

i B. STANDARD 1, CEUTRAL GRIUPDEVELONS EAS AT CENTRAL
) HINlAMPUTER|  FACILITY (STEL),

| 2. PI DEVELOPS EAS AT CERTRAL FACILITY S
& total.,

& REMOTE.

3. P DEVELDVS EAL AT HIS FROILATY SBIEH 1S
COMPATESLE TITH STIL:
&, EEALTIRE SIMBLATION @ £TiL.

% FIUEES AN RTSTA,

: 4, PL OEVELOPS EAS AT HIS FACILITY WHICH 12 KoY
CORMPATIGLE WITH STIL.

;]J “DISTRIGUTELS [A. KOH-STAKDARD [4. CENTRAL GROUP DEVELOPE EAS AT CERTRAL,

DHBGARD WNICOMPUTER FRULETY (ST},
COMPUTIMG & FT DEVELOPS EAS AT CEMTREAL FACILITY &
CONFIGURA- a LOCAL,

p o TION . REMOTE,

5 PI DEVELOPS £AS AT HIS FACILITY WIICH 1S
COMPATIBLE WATH STIL:
&. RIALTIME SIMULATIN @ STIL,

% PL USES MmN RTSTS.

4 P DEVELOPS EAZ AT HIS FACILITY WHIZH IE HOT
CONPATIBLE WITHSTIL.

8. STANDARD
WIRCOMPUTER

1. CENTRAL GROUP DEVELCPS EAS AT CENTRAL
FATILITY (STIL) ,

rz. PI DEVELOPS EAS AT CENTRAL FACILITY S
a. LOTAL.

W, KEMOTE,

3. PT OEVELOPS EAG AT HIS FACILITY WWIIEHIS
TOMPATIOLE WITH BTILE
s KERTILZE SURULAYIEN @ STIL,

b. PL USES AN RRTSTS.

4, PT DEVELOPS EAS AT WIS FALILTY “H"‘.&i Busr
COMPATIBLE ®ITH &YIL,

ORIGINAL PAGE IS
OF POOR QUALITY

i
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L3

OPTION COST SUMMARIES (K$) v
GOST ELEMENT OPTION IAL | OPTION IA2A | OPTION IA2B | OPTION IA3L | OPTION IA3B ;
21 1,956451 2,783, 51 2,476,67 2,803.27 2,623,06
4.2 3,369.73 4,120,28 3,587.25 %,051,71 3,792.03
4.3 - 3,322.73 3.4554,76 3:554.76 3,554.76 3,504,71
4.4 1,635,00 2,156.15 1,791.35 2,136.53 1,980.18
4.5 1,379.53 1,769.28 1,511.46 1,794.71 1,662,78 —
4.6 106,74 106 .74 7,834.02 13,74 | emmme——— |
4.7 ] ecccccss | ccccscees | cceceoe- momm———— | e -
4.8 3357 50 4,143,02 3,593.86 3,781.77 3,546,.85
4.9 2,832.09 3,495.70 3,032.33 3,182,64 2.984-_05
SUBTOTAL 18,259.83 22,429, 4l - 27,38L.70 | 21,319,13 20,093.66
5.1. 2,881.50 2,881,50 2,881,50 2,881,50 2',881.50 ,
N 5.2 126.48 126,48 126,48 126.48 126,48 —
© 5,3 2,250, 00 2,250.00 2,250,00 2,250,00 2,250,00
5.4 796,70 796,70 796,70 796,70 796,70
SUBTOTAL 6,054.68 6,054,63 6,054 ,68 6,054,68 6,054.68 —
6.1 | cemmmemm | cmmnemee | cemessee | ceeecea- 1,650.00
6.2 “““““““““““““““““““““““““““““““ 8""‘“"075
6.3 -------------------------------- 11760000 e
6.4 et B e T R r—— 1,700,00 . »
~ SUBTOTAL ———— ————— cmmmmime | esa———— 5,954,75
7.1 e [ e - 1,667.50 1,553.18
TOTAL 24,314 51 28,484,12 | 33,436.38 | 29,041.31 33,656.27 |
b
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OPTION COST SUMMARIES (K$)

' COST ELEMENT - OPPION IBL | OPPION IB2A |OPTION IB2B OPTION IB3A | OPTION IB3B -
4.1 1,956.51 2,783,.51 2,476.67 2,803,27 2,633.95
4,2 3,369.73 k,120.28 3+587.25 k,051.71 3:,923.48
4.3 3,322,73 3955476 35554476 3455%.76 3,504.96
4.4 1,635.00 2,156.15 1,791.35 2,136.53 1,979.02
4.5 1,379.53 1,769.28 1,511.46 1,794%,71 1,670.78 ——e
4.6 406.7}4‘ 406.74 7.834002 13374 0.00
4.7  l cmmmmman ] wmmeceme | eseseea- ———— e | mem———
4.8 3+:357.50 b,143.02 3,593,86 3,781.77 3,546.85 |
4,9 2,832.09 3,495.70 3,032.33 3,182,.64 2,989.05 P
| . - -
SUBTOTAL 18,259.83 - | 22,429.4% 27,381,70 |. 21,319.13 - 20,248, 09 i |
5.1 800430 800,30 - 800,30 800,30 " 800,30
~ 5.2 128,98 128,98 128,98 128,98 128,98 —
= 5.3 450,00 450,00 450,00 450,00 450,00
5.4 382,70 382.70 382.70 382,70 382.70
SUBTOTAL 1,761.98 1,761.98 1.761.98 1,761.98 1.761.98 —
6.1 | mmemmmee | cmemmmee | emmmmmmn | mmmeeeee 1,560.0C
6'2 -------------------------------- 8”‘8.25 ;r
6.3 | emmmmmmn | emmemmeen | emeeseen | emwemeee 352.00 S
N e B I B T 632.75 . :
|
SUBTOTAL | ccmmmea= |  =esceeme | cccecmee | cccccee— 3,393.00 |
7.1 | emememme | eeememme | mmmeeea 1,667.50 1,553.18
| TOTAL 20,021.81. 2h,191.42 29,143,68 2k, 748,61 26,956.25 i
.. i P?._-....
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OPTION COST SUMMARIES (K$)

e A

COST ELEMENT OPTION IC1 'OPTION IC2k | OPTION IC2B | OPTION IC3A
4.1 1,955.04 2,790.46 2,483,62 2,832,51
4.2 3,382.22 4,132.77 3,599.74 4,107.70
4,3 3,322.73 3.554.76 3,554.76 3:554.76 2
4.4 1,635.00 2,156.15 1,791.35 2,136.53
4.5 1,379.53 1,769.28 1,512.46 1,79%.,71 L
4.6 b06. 74 L06.74 7+834.02 13.74
4.7 ] emea—— ——— e ————eminn :
4.8 35357450 4,143.02 3,593.86 3,78L.77
4.9 2,852,09 3,495.70 3,032.33 3,182.64 5
: ‘;
SUBTOTAL | 18,270,85 | 22,448.88 | ~27,401.14 | 2,404.36
% S I I A I
5.2 | cmcmcmee | cmcmomwe | emceemee | cee——— [
N .
M 53 | eememeem | mmmmmees | meemmeee | eeeeaae- |
5,4 |  eeccdmms | eeecscese | ccescees | eecacee——
SUBTOTAL | comcmuwes | cooommme |  ccecowe o e e ._...__
%% S U IR R R
6.2 | eemecee= | ecccccee | cesecescs | ccmeeeae
6.3 =} aceweees | caseceee | ccmmmiiae | cccmmea- i
I T B I S [ ousoun |
SUBTOTAL - s i s e = 3 o ———————— | om0 e e e o i
|
2 [ [ 1,667.50
TOTAL 18,270.85 | 22,448.88 27,401.1% | 23,071.86
. t >~
g - L e e e . e e Sy o ' e




OPTION COST SUMMARIES (K$)

COST ELEMENT - OPTION ITBl1 [OPTION IIB2A |OPT'ION IIB2B | OPTION IIB3A | OPTION IIB3B
4.1 1,963.76 2,790.36 2,477.22 2,832,52 2,681.42
4,2 3,381.59 4,132.82 3:579.35 4,084,09 3,852.95
4,3 0.00 . 0,00 0,00 0.00 0,00
4.4 1,635.00 2,156,15 1,791.35 2,136.53 1,980.02
4,5 1,379.53 1,819.22 1,511.48 1,794.72 1,670.17
4.6 406,74 406,74 7,834,02 13.74 0.00
4.7 ] eemeceema | eemmeemee | cedece—— = v e e | cecccena
4.8 3435750 4,143,02 3,593.86 3,781.77 3,346,411
4.9 2,862,09 3,495.70 3,032.33 3,182,64 2,963.}@0

SUBTOTAL 14,986.21 18,944,01 - 23,819.61 17,826.01 16,494,.37
5.1 2,101.30 2,1061.30 2,101,30 2,101,30 2',101.30

™ 5-2 1’169992 1’169'92 1,169392 1,169092 19169592

¥ 5,3 k50,00 1,50, 00 450,00 50,00 450,00
5.4 Lok, 60 424,60 Lok, 60 L24,60 424,60

SUBTOTAL L,145,82 I,145.82 4,145.82 Lh,145,82 h,145.82
A N e T T B et B 9,672,00
6-2 -------------------------------- 7.1’4’8051
6.3 ] eeecmeme | ccscseee | cescsces | ceeeoee— 352.00
6-4 -------------------------------- 8.19.30 .
SUBTOTAL | ewcecsece | ccoccoce | occccccee | coccoce= 17,991.81
.1 | eeeerecece | ecesseoce | ccesccae- 19589030 3-'589’30
TOTAL 19,132,03 23,089.83 27,965,.43 23,561,113 h0,221,30
b
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OPTION IIB3B (VARIATIONS)

(K3$)

COST ELEMENT

Variation I

Variation II

Variation III

i

4.1 2,029,61 2,603,65 3,177.56
4,2 3,435.94 3,751.47 4,59k .46
4,3 ol emmeeeem | eemscace | coseese-
4.4 1,338.40 1,897.23 2,473.99
4,5 1,129,45 1,600.29 2,086,92
4.6 e T B B
4.7 | emmmmmen | cemcssss | cccee———
4.8 2,824,000 | eccmmmem | eeece———
'4.9 2.551-50 ----------------
SUBTOTAL 13,308.90 - 9,852,64 12,332,93
5.1 2;101.30 2,101,30 2,101,30
o 542 1,169.92 1,169,92 1,169.92
> 5,3 k50,00 450,00 150,00
5.4 haly, 60 hob ,60 ok, 60
SUBTOTAL 4,145,82 b,145,82 L,145,82
6.1 9,672,00 3,937.00 3,239,50
6.2 7,148,511 ?7.362,60 6,008.07
6.3 352,00 244,00 37.50
6.4 819,30 4ok, 30 169.32 -
_ SUBTOTAL 17,991.81 12,037.90 9,544,39
7.1l v 1,628,12 1,628,08
TOTAL 35,446.53 27 , 664,48 27,651,22
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SECTION 4 Summary of Sofiware Requirements Analysis Study

This section contains a summary of the Spacelab software require~
ments analysis performed by General Dynamics, Convair Division
under contract NAS8-29462, The details of this study are documented
in the contract report entitled, "Spacelab Payloads Accommodation
Study, Special Emphasis Task, Spacelab Payload Computer Processing
Requirements," March 5, 1976, General Dynamics.
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OVERALL APPROACH
SELECTION OF
P/L'S FOR DETAILED
ANALYSIS
: e CRITERIA e
- e LEVEL OF CONFIDENCE
DETAILED P/L SOFTWARE REQTS
TOR REPRESENTATIVE P/L'S e
e 3 MISSION P/L'S
e 20 P/L ELEMENTS
e 19 FLIGHTS
™
v -
COMPUTER PROCESSING REQTS
SUPPLEMENTAL FOR MISSION MODEL P/L'S
SPDA LEVEL A DATA & e 45 MISSION P/L'S ‘
NASA/GDC ® 47 PAYLOAD ELEMENTS
ESTIMATES 4 e 226 FLIGHTS
|
!




) -

GENERAL DYNAMICS
Canvair Division

SPACELAB PAYIOAD COMPUTER PROCESSING REQUIREMENTS

OBJECTIVE - SUPPORT MS¥C COST ANALYSIS OF SPACELAL COMPUTER
PROCESSING OPTIONS (E.G., CENTRALIZED VS DISTRIBUTED)

SCOPE - DEFINE IN DETAIL P/L SOFTWARE REQUIREMENTS FOR
MISSIONS 8, 14, 21
- ASSESS PROCELSSING REQUIREMENTS OF ALL SPACELAB MISSIONS :
ON CURRENT MISSION MODEL BY CORRELATING WITH EXISTING : ’
LEVEL A P/L. ELEMENT DATA PLUS RESULTS FROM DETAILED |
ANALYSIS ‘

L2

SCHEDULE - STUDY START - KICK-OFF MEETING AT MSFC 13 JANUARY
_ INITIAL RESULTS TRANSMITTED 23 JANUARY (MISSION MODEL e
AND MISSION 8) ’
- PRELIMINARY MISSION 14 RESULTS - 6 FEBRUARY |
- PRELIMINARY MISSION 21 RESULTS AND MISSION MODEL ' I
UPDATE - 20 FEBRUARY i
- FINAL REPORT - 5 MARCH

R s
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APPLICATIONS SOFTWARE

- SOFTWARE MODULE

‘RAPID ACCESS MEMORY*

# BULK MEMORY*

s NO. COMPUTATIONS/SECH*
SPACELAB MISSION MODEL

(PMO1 75-253) -

' SPACELAB MISSION MODEL PAYLOAD

PAYLOAD ELEMENT
{RET ~ 7/75 SPDA)

*SPDA LEVEL A DESCRIPTOR

GENERAL DYRNAMICS
Convair Division

DEFINITIONS

COLLECTION OF COMPUTER PGMS TO IMPLEMENT
REQUIREMENTS OF PAYL.OAD OPERATION

SINGLE COMPUTER PGM SATISFYING INDEPENDENT
PAYLOAD FUNCTION (E.G., CHECKOUT)

GENERALLY SAME AS COMPUTER MAIN MEMORY,
NORMALLY INCLUDES ALL ACTIVE APPLICATIONS
PGMS & ASSOCIATED DATA CONSTANTS, DISPLAY
FORMATS, BUFFER MEMORY

STORAGE FOR APPLICATIONS PCGMS, DATA CONSTANTS,
DISPLAY FORMATS, DATA FILES '

ESTIMATED NO. OF COMPUTER OPNS/SEC., RELATABLE
TC FIXED PT. ADDS/SEC (EAPS), EXCEPT COMPS/SEC
DOESN'T CONSIDER INSTRUCTION MIX OR RELATIVE
POMPU’I‘ER SPEED FOR DIFFERENT OPNS

FLIGHT PLAN/SCHEDULE FOR SPACELAR PAYLOADS -
(226 FLIGHTS, 1980-1951)

1 OF 45 FULL SPACELAB PAYLOADS SCHEDULED FOR
FLIGHT ON SPACELAB MISSION MODEL '

1 OF 47 PARTIAL SPACELAB PAYLOADS SCHEDULED

. FOR FLIGHT ON SPACELAB MISSION MODEL

SPACELAB MISSION MODEL PAYLOAD COMPRISED OF
ONE OR MORE PAYLOAD ELEMENTS

U - " e e et aast St T Lk cm tla s st s e i = M e s st i
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| SPACE LAB MISSION PAYLOADS 1980-1991 Sheet 1 of 2
Spacelab
Miasion Model _ SPDA Payload Elements
~Msn. B/L SEDA, S
Ttam Code Payload Number SPDA ttle
T AS-01-8 1 m IR Telescope
Mission 21 AS-04-5 1 m UV Telescope
2 AST-10B8 AS-03-5 Deep Sky UV Survey Talescope |
AS-p4-8 1 m UV Telescope
AS-{(}§o8 Very Wide Fileld Galactic Camera
AS~19~8 Selected Arez Deep Sky Survay Talescops.
3 AST-10C AS-01-8 1 m IR Telescape
A.S_~03—S_ Daep Sky UV Survey Telescope
% AST-10D AS«04-3 Im UV Teléscope ,
_ AS-15-3 4 m Ambient Temp, IR Telescope
3 AST-10F AS-QT-3 Cometary Simulation
8 AST-101 AS-09-5 ' 30 m IR Interferometer
T AST-104 AS«04-8 1 m UV Telescope
: AS~10-8 Advanced XUV Telescope
AS-19-8 Salected Area Deep Sy Survey Telescope
8 AST-10K AS-04-8 1 m UV Telescope
- AS-30~8 2.5 m Cryo. Cooled IR Telescope
L2} AST=-10L AS-93-8 Deep Sky UV Survey Telestope
AS-04-5 1 m UV Telescope
AS=10-3 Adveneced XUV Teleseope.
AS-19-3 Selacted Ares Deep Sky Survey Tulescope
10 AST-10M AS-04-8 1 m UV Telescape .
o AS-18-5 1.3 km IR Interferometar
11 AST-11B E0-12-3 ATM Spacelab
12 - AST-11GC. S0~12-5 ATM Spacelab
13 AST-11D 50-15-8 Salar Activity Eavly Payload
4 - . AST-LIE . S0-11-8 Solar Fine Pointing Payload -
15 PHY-6A HE-13-§  X-Ray/Gamma Ray Pallet
18 PHY-6B BHE-12-8. High elination Cosmic Ray Survey
17 PHY-6C HE-11-8 | X-Rry Angular Structure
| 18 PHY~SD | HE-16-§ | High Energy Gamma Ray Sugvey
19 PHY-6E - .HEﬁia-S - Camuma Ray Photometric Studies
20.. | . PHY-7A . AP-g8-S AMPS
2t DPHY-B AP-06-S AMPS
@ | eEc | avees | Awes |
23 15-24 15~03-§ (Mod T) | Life Sclences Shuttle Laboratory
29 7
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SPACELAB MISSION PAYTOADS 1980~1991 o i
' | Sheet 2 of 2 L
Spacelab | B
Migsion Model SPDA Payload Elements
-Mgn. P/L SPDA. Payload ‘ '
Item Code Number SPDA Title
24 ST-24 ST-58-5 ATL . -
25 ST-2B 8T~58~8 ATL N
26 ST-2C ST-58-5 ATL -
27 ST-2D ST-~58-5 STL oy
28 [MO=1] APE-01 LIDAR/LASER Sounder '
- Misgion 8 AP-09-5 Electron Accelerometer
AP-13-8S Tow Light Tevel T. V, 7
APE-07 Passive Atmospheric Sounder (IR Radiometer)
-SPE-01 Electrophoresis
SPE-80/85 Tgothermal Multipurpose Faeility
EQ~0i-38 Zero-G Cloud Physics ILaboratory
ST-31-5 Drop Dynamics Facility
18-13-8 1#fe Sciences First NASA/ESA Spacelab Misslon
ASE-01 Small Telescope/Camera
EGE-01 Metrie Camera
EO0-19-3 Mark I Interferometer
CN-08-~8 TWT QOpen Envelope Experiments
STE-~10 Advanced Heat Fipe
29 MU-2 HE-11-8 X~Ray Angular Structure
80-17-3 Solar Activity Growth Processes
EQ-19-5 Mark I Interferometer
30 Bazial CN-04-S Electromagnetic Environment. Experiment
Mission 14 ClN-08-5 TWT Open Eavelope Experiments
OP-03-3 Multifrequeney Dual Polarized Mlcrowave Radiometry
8P-31-5 Biological + Furnace + Core
EQ-20-5 Earth Resources Shuttle Imaging Radar
31 OA-~1B E0-01-S~ Zero-G Cloud Physies Laboratory
OP-(03~8 Multifrequency Dual Polarized Microwave Radiometer
CN-05-8 COy LASER Data Relay Link
32 SP-1A SP-14-5 Biclogical + General + Core + Auto. Furn. + Auto,
Levit. + APPS,
33 NND-164 0P-02-8 Multifrequency Radar Land Imagery
' : EQ-06-S Scanning Spectroradiometer S
8 NND~168 AS-04-5 1 m UV Telescope. e
: AS-19-5 Selected Area Deep Sky Survey Teleseope .
35 " Sp-1B | SP-15-9 Auto. Furn. + Auto, Levit, + Core + APPS, o
36 NND-15 SP-~13-S Auto. Levit, + Core + APPS, e
SP-15-5 Auto, Furn, + Auto. Levit, + Core + APPS. L]
30 P
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GENERAL v WIics . " § N
SELECTION OF MISSIONS FOR DETAILED ANATYSIS ~ Convair Div.  .n E——;/\»
1

EARLY SHUTTLE MISSION CANDIDATES

MISSION NG,

‘NAME .
| - | LIFE [ MULTI- § AM
CRITEBIN_ MULTI , LTI- § Ps

: | SCIENCES EDISCIPLINE §
FOR SELECTION \NASA/ESA DI_SCIPLINI.‘. SCIENCES ;spﬁgm,

10 12 oo1a § 19 B o2k

HCOMBINED§  LIFE
EASTRONOMYE SCIENCES

§ IMAP mar  § map  § map
DRM | DRM § DRM §
(PH A} &

Preliminary Mission
' Peasibility Esiablished

(DRM)  §
RNO Acon
Analysis |

(IMAP)
(DRM)
(PH A)

Anticipated Level of Computer . g ) .
Processing Requirements Medium § Medium Low i Low 4 High

High Low

1%

Derivable
§ from GDC
©h. A Study

Availability of Existing or § Available | Near Term [Derivable Near Term
Near Term Supporting | BXeils E - GDC fromGDC § ~GDC }
~ Data { Data Mgt. § Data Mgt. |Ph.A Study § Data Mgt.
g Study & Study i Study

E Near Term
F -anc
# Data Mgt.
| Study

—

SRl A

=

Otiher Computer Processing
Studies

CRASS

CRASS CRASS § CRASS § CRrass § CRASS

k.

dPayload GDC [ Exiremely R Payload

i Complement - § Wrote DRM,_Complex, . Digeipline E

# Expected to i Reviewed  { Current Ph. Specialist
¥ Change Soon i IMAP % B for i-at GDC

g4 mmnb, Bedefinitiong

T e e e e

4 Other Considerations-

RIS

2 Selected for ( ) Study has close relation to mission
% detailed analygis '
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GENERAL DYNAMICS
Convair Divisios:

LEVEL OF CONFIDENCE -~ DERIVED PAYLOAD SOFITWARE REQUIREMENTS

MISSIONS 8, 14, 21

¢ SATISFY SELECTION CRITERIA

~ EARLY MISSIONS, PRELIMINARY FEASIBILITY ESTABLISHED
- RANGE OF COMPUTER PROCESSING REQUIREMENTS

- AVAILABLE SUPPORTING DATA

- OTHER RELATED STUDIES

e PAYLOAD ELEMENT DEVELOPMENT STARTED

~ DETAILED STUDIES
- DEVELOPMENT OF SOME SENSORS/HARDWARE

WHILE RECOGRIZING PRELIMINARY NATURE OF PAYLOAD DEFINITIONS, IT
IS NONETHELESS FELT THAT THIS SET OF MISSIONS WiLL PROVIDE:

© A REASONABLE LEVEL OF CONFIDENCE FOR
DERIVED PAYLOAD SOFTWARE REQUIREMENTS

¢ AN ADEQUATE BASIS FOR A COMPUTER PROCESSING
TRADE STUDY




FIVOD 004 {0
&Laava VIIOTE0

gt

EXAMPLE PAYLOAD ELEMENT COMPUTER PROCESSING TIMELINE GENERAL DOYNAMICS

LConvair Division
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EENERAL DYNAMICS

Convair Division
EXAMPLE INTEGRATED PAYLOAD COMPUTER PROCESSING TIMELINE
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GENERAL DYNAMICS

NUMBER OF CODED INSTRUCTIONS

Convair Division
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RAPID ACCESS MEMORY (16-BIT WORDS)

L

RAPID ACCESS MEMORY

—

)

GENERAL DYNAMICS

Convair Division

e e B P e TR g AR T T T S T S T T T I T T I T T AP

108 - ;
] - MISSION 21 REQUIRES
1 SPACELAB EXTENDIBLE MEMORY AUGMENTATION TO BASIC
i ' SPACEKLAB CAPABILITY YOR: i
i _ CAPABILITY (512,000) VAGE PROCHSSING |
(DISC. FILE REQUIRED) '
J TOTAL CAPABILITY - NO
ALLOWANCE FOR SYSTEM
5 SOFTWARE TOTAL - MAX FROM| . - I~
10 TIMELINE
. SPACELAB COMPUTER CAPABILITY FOR FSM (G4, 000) 72.000 :
- »
: N
- TOTAL - MAX FROM \
: PIMELINE N
| 38,300 §
- N
Z N
A TOTAL - MAX FROM % N N |
10 PIMELINE % 77 § § e
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LE
EAPS (MAX)

EAPS (MAX)

IGENIRAL DvHNAMICE

Convair Division

MISSION 21 RRQUIRES

MISSION 21

- AUGMENTATION TO BASIC |
10 - SPACELAD CAPABILITY FOR;:
] - TELESCOPE SECONDARY MIRROR CTRL
] - - YMAGE PROCESSING | .
i : SPACELAB COMPUTER CAPABILITY (330, 000) : A
1 / \ TOTAL - MAX FROM| =
I TIMELINE |
_ TOTAL CAPABILITY - NO 346, 300 ‘
ALLOWANCE FOR SYSTEM a
5 SOETWARE ‘ !
16 - : \ :
; TOTAL - MAX VROM | TOTAL - fﬁ%’;i&oﬂm NN
] TIMELINE 67,500 N *
- 99, 500 ;
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GROUND RULES AND IMPACT ON RESULTS

GENERAL DYNAMICS
Convair Division

GROUND RULE

IMPACT ON RESULTS

MISSION 21 (2 P/I. ELEMENTS)

INCLUDE PI DESIRES -
RESOLVE TALL POLES

MISSION 8 (15 P/L ELEMENTS)

@ NO TALL POLES

IDENTIFIED

MISSION 14 (5 P/L ELEMENTS)

- P/L REQTS NOT VERIFIED WITH PI'S

e NO TSLL POLES
IDENTITIED

s MEMORY & EAPS EXCEED BASIC
SPACELAB CAPABILITIES

CONSIDER AUTOMATION FOR
INEFFICIENT MANUAL OPS

o AUTOMATION ADDED FOR

8 P/L ELEMENTS
- IMPACT: 15 S8/W MODULES

e AUTOMATION ADDED FOR
4 P/L ELEMENTS
-~ IMPACT: 7 8/W MODULES

s AUTOMATION ADDED FOR
2 P/L ELEMENTS
- IMPACT: 12 5/W MODULES

PROVIDE C&D FOR HIGH
CONFIDENCE OF ADEQUATE
DATA

¢ QUICK-LOOX PROCESSING &

GRAPHIC DISPLAY ADDED FOR
4 P/L RLEMENTS
- IMPACT: 6 5/W MODULES

s QUICK-LOOK PROCESSING
ADDED FOR 2 P/L ELEMENTS
- IMPACT: 6 /W MODULES

o QUICK-LOOK PROCESSING
ADDED FOR BOTH P/L ELEMENTS
~ IMPACT: 5S/W MODULES

' MINIMIZE RT XMISSION FOR

MODEST PROCESSING

& NO REAL OPPORTUNITY
-~ IMPACT: NONE

¢ 2P/L ELEMENTS INCLUDE
ONBOARD POST OBSERVATION

@ ASTHONOMERS WANT RT.
SCHEDULING IMPACT MINIMIZED

PENALTY . DATA EVALUATION PER PI'3 THROUGH LOCAL CONTROL &
REQUEST MONITORING '
- IMPACT: 4S/W MODULES - IMPACT: 4 S/W MODULES
CONSISTENT WITH ABOVE, - ASSURES REASONABLE FLIGHT SOFTWARE -
MINIMIZE ON-BCARD INCLUDES ONLY SOFTWARE PROGRAMS REQUIRED FOR
PROCESSING MONITORING, CONTROL OR DATA QUALITY ASSESSMENT,

INCLUDE REQTS FOR
P/L~-PROVIDED COMPUTERS

¢ NO P/L: PROVIDED
COMPUTERS
~ IMPACT: NONE

¢ 2P/L ELEMENTS *
PROVIDED COMPUTERS
- IMPACT: SPACELAB
CAPABILITY COULD
ACCOMMODATE

= 2P/LELEMENTS
PROVIDED COMPUTERS
- IMPACT: MEMORY & EAPS
EXCEED SPACELAB
CAPABILITY

*5A RADAR PROCESSOR NOT
INCLUDED IN REQTS

WD TT
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GENERAL DYNARICS

Convair Division .

SOFTWARE DEFINITION ASSUMPTIONS

CRT HAS REFRESH CAPABILITY

*

SYSTEM SOFTWARE ACCEPTS & ACCUMULATES CONTROL DATA VIA KEYBOARD ENTRY

SPACELAB PROVIDES CAPABILITY TO INITIATE AND SCHEDULE P/L APPLICATION SOFTWARE
AT DISCRETE MISSION ELAPSED TIMES '

SPACELAB PROVIDES TRANSFER OF TIME AND STATE VECTORS FROM ORBITER TO
EXPERIMENT COMPUTER

P/L APPLICATION SOFTWARE NOT REQUIRED TO SCHEDULE AND CONTROL SPACELAB
MAGNETIC RECORDERS

SPACELAB PROVIDES TRANSFER OF UPLINK COMMANDS FROM ORBITER TO EXPERIMENT
COMPUTER

SPACELARB PROVIDES FOR INPUT OF HIGH RATE P/1. DATA TO EXPERIMENT COMPUTER

SPACELAB TRANSFERS IPS STATE VECTORS FROM SPACELAB SUBSYSTEM COMPUTER TO
EXPERIMENT COMPUTER '

ALL APPLICATION PROGRAMS, DATA CONSTANTS AND DISPLAY FTORMATS STORED IN
BULK MEMORY

ALL APPLICATION PROGRAMS, DATA CONSTANTS, DISPLAY FORMATS AND BUFTER DATA

MEMORY FOR ACTIVE PROGRAMS ARE INCLUDED IN THE ESTIMATE OF RAPID ACCESS
MEMORY

S A T S U A A
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EENERAL BYNAMICS
RAPID ACCESS MEMORY REQUIREMENTS anva:‘r Division

] MISSION 21
j —- 226 FLIGHTS
] FROM 1979 THROUGH 1991 MISSION 14
? MISSION 8
:
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CuM. 0/0 OF P/L OR P/L FLIBHTS
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_ GENERAL DYNAMICS
REQUIREMENTS FOR NO, OF COMPUTATIONS PER SEC Convair Division

BS-Eeses-9

o]
0
Q

g_— MISSION 21

— 226 FLIGHTS
'FROM 1879 THROUGH 1991

O
§ ¢ QO 45 SPACELAB MISSION PAYLOADS
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& ——— MISSION 8

MISSION 14
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CUM. % OF P/L OR P/L FLIGHTS
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GENERAL DYNAMICS
Convair Division

ESTIMATED NUMBER OF MINI COMPUTERS

® ) i '

o §

. _ . : \— MISSION 8.

[ .

MISSION 14 — : i
\ °

® o 45 SPACELAB MISSION PAYLOADS
° :

. - e— 226 FLIGHTS
o . : FROM 1979 THROUGH 1991

!
[+)

RATIONALE

BASIC e 1 MINI COMPUTER FOR EACH
P/L ELEMENT REQUIRING PROCESSING

'OTHER @ SOME ASTRONOMY P/L'S SEPARATE
POINTING & DISPLAY FUNCTIONS
e SOME SPACE PROCESSING P/L'S C&D
INTEGRATED IN SINGLE CORE ELEMENT

i e P e S R
0 < P AT e LR T e BT

[] | ] i %’ 4 ] L] [ IS ]! T ¥ - N 3 ] 1l5

NUMBER OF MINE COMPtITERS
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¢ OBJECTIVES/SCHEDULE-

¢ DETAILED ANALYSIS

e MISSION MODEL ASSESSMENT

¢ RECOMMENDED FUTURE ACTIVITY .

L . T DT

GENERAL DYNAMICS
Convair Divisien

SUMMARY

OBJECTIVES MET; ALL DATA DUMPS MADE ON SCHEDULE

SOFTWARE REQTS DERIVED FOR MISSIONS 8, 14, 21
o 20 PAYLOAD ELEMENTS
132 SOFTWARE MODULES (~ 57K CODED INSTRUCTIONS)
36 P/L ELEMENT SOFTWARE TIMELINES
3 INTEGRATED MISSION SOFTWARE TIMELINES

MISSION 8 & 14 REQTS EASILY ACCOMMCDATED BY SPACELAB
COMPUTER

MISSION 21 REQUIRES AUGMENTATION TO BASIC SPACELAB
COMPUTER SUPPORT

LARGE NO. OF MINI COMPUTERS RESULTS FROM ASSUMPTION
OF 1 COMPUTER PER P/L ELEMENT REQUIRING PROCESSING

SOFTWARE REQTS DERIVED FOR 45 SPACELAB MISSION P/LS

47 SPDA P/L ELEMENTS CORRELATED WITH 45 SPACELAB
MISSIONS REPRESENTING 226 FLIGHTS (1880~1991)

DETAILED REQTS SUPPLEMENTED WITH

@ SPDA LEVEL A DATA

e NASA/GDC EST. FOR TBD'S _ !

e GDC EST. FOR P/L PROVIDED COMPUTER REQTS
COMPLETE PI REVIEW OF ASSUMPTIONS & DERIVED REQTS

VERIFY SYSTEMS SOFTWARE FUNCTIONS
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SECTION 5 Cost Anaiy_sis

This section contains the cost factors and the costing method for
each cost element for both Spacelab and user costs.

44




O0PTION

SPACFEIADB

- - a—— )

_COST 1M |

1. CDMS

- T

(Storage Tube)
{Experiment)

NASA Estimate (Survey)

———— .- b e

COSTING ANALYSIS PAGE __OF.
COST ELEMENT COSY FACTORS COSTING METHOD NOTES
1.1 Hardware 1. Mass Memory Modification 1. (A) ESA Estimate o Based on
Maodifications Allowing Random Access Experiment §
{CDMS) (B} NASA Servey Application
. Software
2, Firm Ware Modification 2. NA (None Identified) Reguire-
{CDMS) ments
3. Display/Keyboard 3. NA {None Identified)
Modification {CDMS) )
o Maodifi-~
4. Main Memory Addition 4, Memory Module Cost X cations to
{Experiment) Number Modules Experiment
Required (ESA) Computer
5. Additional Data Bus 5., ESA Estimate are required
{(Experiment) Required
for Backup
6., HMR Mogdification 6. NA (MNone Identified) Computer
as Well
7. Additional Coupler to IOB 7. ESA Estimate
for Added Data Bus
{Experiment)
¢ Requires
8, Additional RAU Capability 8. EBSA Estimate CDMS
Add 8 Digital Input/QOutput Functional
Channels/RAU {(Experiment)| Diagram
9. Add Graphics Display 9.

- w e b Wy b Bk

b e~



OPTION _SPACELAR COSTING ANALYSIS PAGE __OF ..

- w— |
COST 11EM COST ELEMENT COST FACTORS ~COSTING METHOD NOTES
1.2 Subsystem 1. Acceptance Test Develnp- !, Average Cost/Package X |0 Assumes I
Computexr Soft- ment; Acceptance Review; Number of Packages + no NASA |
ware Develop- and Installation at NASA Travel Estimates. Develop- !
ment and (Requires List of ment :
Acceptance Packages and Instruction Requirved :
Count) ESA S
Procedures|
are ok, !
1. 3 Subsystem 1. Maintenance 1. (A} Number of Asgsembly o Requires !
Computer Instruction X Change Rate List of .
Software X Cost Per Asgembly/ Packages |
Maintenance Inatruction and \
: (B) Nitmber of HOL, Instruction i
t Statements X Change Rate Count. i
= X Cost Per HOL i
o Statement o Mission 5
Model |
S VTR R e = e = f e i e e e !
1. 4 Subsystem 11, Configuration Management 1. Number of Modules Under | ¢ Requires oo
Computer Soft- Configuration Control X List of i
ware Configuration} 2, Set Build {Includes Average Cost Per Module. Packages
Management, Documentation and and List
Release and Distribution) and Set 2. Number of Sets to be of
Diatribution Verification, Delivered X Average Cost Document- T
Per Set. ation, ;
o Mission
Model
——— e i i = ——t i —— ]~ ——— v mm mrr = e mae = 2 ke ol b s om ot Em matmr S - s b e mmeae rm = ] e e c e e ..i
, ;
T
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Modifications

-t s e £t -

(Storage Tube)

ESA. or NASA Estimate

..8PACELAB COSTING ANALYSIS PAGE __OF
__COST 11t:m COST EL EMENT COST FACTORS COSTING MLTIIOD NOTFS
1.5 Experiment 1. Acceptance Teat Develop- 1, Average Cost/Package X |o Does Naot
Computer Soft- merit; Acceptance Review; Number of Packages + Include
ware Develop- and Installation at NASA, Travel Estimates. EAS
ment and )
Acceptance 2. Graphics Software Package 2. NASA Estimate of Numberjo Requires
of Inatructions X Cost List of
Per Instruction for Packages
Graphics Package.

1.6 Experiment 1. Maintenance 1. {A) Number of Assembly jo Requires
Computer Soft- Instructions X Change List of
ware Rate X Cost Per Assembly] Packages
Maintenance Inatruction, and Number

of
(B) Number of HOL Instructions
Statements X Change Rate .
X Cost Per HOL State- o Mission
ment, Model

1, 7 Experiment 1. Configuration Management 1. Number of Modules Under [0 Requires
Computer Soft- Configuration Control X List of
ware Config- 2. Set Build {Includes Average Cost Per Module Parkagen
uratfion Manage- Documentation and and List of
ment, Release Distribution) and Set 2. Number of Sets to be Document-
and Distribution Verification Delivered X Average Cost] ation,

Per Set
o Mission
Model
2, EGSE 2.1 Hardware 1. Add Graphice Displdy L o Requires

Functional
* Diagram
of EGSE

o
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OPTION SPACELAB COSTING ANALYSIES PAGE . _OF ___
_COST ITEM COST ELEMENT COST FACTORS COSTING METHOD NOTES
2.2 Ground Checkout |1, Acceptance Test Develop- 1. Average Cost/Package X |o Requires
Software Develop ment Acceptance Review; Number of Packages + List of
ment and and Installation at NASA Travel Packages
Acceptance
2, Graphics Seitware Package 2, NASA Estimate of number
of Instructiens ¥ Cost/
Inst., for Graphics
Paclage
2.3.Ground Checkout |1. New Flight Maintenance 1. {A) Number of Assembly |o Requires
. Software and Re-~Flight Maintenance Instructions X Change List of
Maintenance Rate X Cost Per Assemblyl Packages
Instruction, and Number
' of
{B} Number of HOL Inatructions
Statements X Change Rate
X Cost Per HOL
Statement
2.4 EGSE Ground 1. Configuration Management 1. Number of Modules Under o Requires
Checkout Soft. Configuration Control X List of
ware Configu- 2, Set Build (Includes Average Coat Per Module.}] Packages
ration Manage- Documentation and and List of
ment, Release Distribution) and Set 2. Number of Sets to be Documen-
and Verification Delivered X Average Cost| tation
Distribution Per Set
o Misgion
Model
2.5 EGSE Computer |[l. Acceptance Test Develop- 1. Average Cost Per Package| o Requires

L T T

Software Pro-
duction Set
Development and
Acceptance

ment; Acceptance Test
Review; and Installation

at NASA ;

X Number of Packages
+ Travel Estimate

List of
Packages
and Number
of

b M i ma ea e et

Instructions

———
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5TIL

ments ¥ Change Rate X
Cost HOL Statement

SPACELAB COSTING ANALYSIS PAGE.__OF ___
COST ELEMENT ' COST FACIORS COSTING METHOD NOTES
2.6 EGSE Computer 1. Maintenance 1, (A) Number of Assembly o Requires
Software Produc- Instructions X Change Rate} List of
tion Set Main. X Cost Per Assembly Packages
tenance Instruction and Number
of
{B) Number of HOL State- Instructions

2.7 EGSE Computer
Software Pro-
duction Set Cen-
fipuration Manage-
ment, Release
and Distribution

e et Y g PR R PR R Y - v et [

3.1 Facility
Acquisition

e - B I ey

1. Configuration Management 1. Number of Modules Under |o Requires
Configuration Control X List of
2. Set Build (Includes Doc- Average Cost Per Module Packages
umentation and Distribution) and Numbez
and Set Verification 2. Number of Sets to be of
Delivered X Average Instructions
Cost Per Set
o Not Tied
To Number
of Flights
1. Host Computer Eguipment 1. Buy Existing Equipment o Requires
_ Identify and Buy Any Functional |
2. Computer Interface Device Required Additions Diagram of
STIL
3, Simulation Computer 2. Buy Off-Shelf and
Engineering Estimate o List of
4, CDMS Equipment Existing
' 3. Use Purchase Data Equipment
5. EGSE Equipment Available from Previous
Studies ' o Schedules
6. Facility Integration/Testing
4, ESA Estimate CDMS Cost
7. Congumahble Stock
- 5. Not Required
8, TFacility Modifications

o = -
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OPrTIoN . .

SPA'CELAE

| CUSIHTEM

COSTING ANALYSIS: PAGE ___OF ...
COST ELEMENT COST FACTORS COSTING METHOD NOTES
3.1 Facility 9. Engineering Design 6. Engineering Estimate of |o Lease/
{continued) Required Manpower Purchase
Option Costs
7. Engineering Estimate of
Required Disk Packs
Tapes, Paper, Etc.
8. Engineering Estimate of
Modifications to 4708
9. Engineering Estimate of
Manpower

3.2 Facility Main- I. Equipment Maintenance 1. 10% of Purchase Price/¥Yr.}o Requires
Tenance and Ground
Operation 2, Facility Operation 2, Number of Shifts X 5§ X Rules on

Cost Per Man/ ¥Yr, Number of
3. Consumables Shifts
3. Use History Data for
4, Occupancy {Space) Similar Installation
{CPU Use X Cost of Each
5. Special Purpose Equipment Consuniable)
Spares
4, No Charge {Gov. Facility)
! L 5. 8% of Purchase Cost Per
‘ s LT
- - Yr.

3.3 Host and Sim- 1. STIL Development Sofiware 1. Number of Instructions o Reguires
ulation Computer _ X Cost Per Instruction List of
Support Soft. 2. STIL Procured Software ‘ Support
ware Develop- ' 2. Vendor License Software
ment and 3. ESad Development Cost and Number
Acceptance for Identified Hardware 3. No Costto U, S. of

Modificationa Instructions

R R

-y —
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Coat it |

JION ..._SPAGEIAB

DI .

COSTING ANALYSIS PAGE _Of _ .
COST ELEMINT COST FACTORS COSTING METHOD NOTES
3. 3 {continued} 4, Conversion of ESA 4, {A) Simulation Computer Jo Requires
Delivered Software Software Number of List of
Instructions X Cost Per Packages
5. Acceptance Test Develop- Instruction
ment and Acceptance
Review (B) Host Conversion %
Change X Number of
Instruction X Cost Per
Inatruction
5. Average Cost Per Package
X Number of Packages +
Travel Estimate
3.4 Host and Sim- 1. Maintenance 1. Number of Inatructions o Requires
ulation Computer - X Rate of Change X Cost List of
Support Software |2. Distribution {(Pocumentation Per Instruction Support
Maintenance and Paclage Generation) Software
Dietribution 2., Number of Sets to be Packages
A Distributed X Average and Number
Coat Per Set of
Instructions

o Misgaion
Model




OPTION . .USER

COSTING ANALYSIS

PAGE —_OF .

COST ITEM

COST ELEMENT

COST FACTORS

COSTING METHOD

NOTES

4, Experiment

(A

DEP Software

4,1 Experiment l. Software Development 1. Number of Inatructions o Requires
Application X Coasat/Instruction List of
Software 2. Common Software Functions
Development Z., Number of Instructions

’ 3. Host Computer Time X Coat/Instruction o Misgion
Model
4, Simulation Computer Time 3. Number of Hours v -
X Cost/Hour o Payload
5. Host Computer Time Data
DEP Software 4, Number of Hours )
. X Costf{Hour (Level A -
6. Simulation Computer GDC Report)
: Time DEP Software 8. Number of Hours
X Cosat/Hour
7. Travel
6. Number of Bours
8. Training ¥ Cost/Hour
7. # Man Yrs. X Travel
Cost Per Man Yr.
8, f{f of Programmera X
Cost Per Programmer

4,2 Experiment 1. Experiment Unique 1. Number of Instructions o Lisat of
Application Software X Rate of Change X Cost/ Appli-
Software Instruction . cations
Maintenance Z. Experiment Common

Software 2. Number of Instructions o Mission
X Rate of Change X Cost/ Model
3. Host Computer Time Instruction
4, Simulation Computer 3. Number of Hours X o Payload
Time Cost/Hour Data
5. Host Computer Time 4. Number of Hours X

ST T

Coat/Hour




‘OPTION

COST ITEM

USER COSTING ANALYSIS PAGE ___OF __
COST ELEMENT COST FACTORS COSTING METHOD NOTES

4.2 Experiment 6. Simulation Computer 5. Number of Houra X {Level A -

Application Time DEP Software Cost/Four GDC Report)

Software

Maintenance 7. Travel 6. Number of Hours X

{continued) Cost/Hour
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SECTION 6 Cost Data Matrix

This section contains a matrix of the data generated from the software
requirements data base and summarized by year for the Spacelab
mission model.
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Section 6 Cost Data Matrix

Introduction

The various cost estimates for each cost element of each Spacelab
configuration/software development option combination were derived
using the data contained in a Cost Data Matrix described in this section,
The Cost Data Matrix contains estirmates of the experiment applications
software (EAS) development and EAS maintenance requirements for
each year of the Spacelab operational phase in support of the current
Spacelab mission model, The software estimates were derived from
the results of a Spacelab payload software requirements analysis
effort performed for MSFC by General Dynamics and reported in
''Spacelab Payload Accommodations Study,' Report Number CASD-
NAS76-010, dated March 5, 1976.

Matrix Development Approach

Requirements estimates for the current candidate Spacelab paylcad
elements for main memory (in numbers of instructions) and computation
speed (in equivalent adds per second) were extracted from the above
identified report, The main memory requirements estimates were
converted to the equivalent nurnber of high order language (HOL)
statements.

A matrix was prepared whose columns each represented a distinct
Spacelab mission, grouped chronologically by year (thus having 226
columns), and whose rows each represented a distinct Spacelab payload
element, The three left-most columns of the matrix contained estimates
by payload element for main memory, in both instructions and state-
ments, and for computation speed, Each entry in the matrix corres-
ponded to the assignment of 2 particular payload element (determined
by the row occupied by that entiry) to a particular mission (determined
by the colurmn occupied by that entry). The entry itself contained the
namber of HOL statements to be generated for the particular payload
element for that specific mission,

Since EAS development and maintenance estimates by year were
fundamentally based on the payload element assignments by mission by
year, the mission composition by payload element was required. This
was obtained from a table contained in the previously mentioned report,
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1 ) HOL Statement 2 5 machine language instructions.
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ELDOUT FRA
=+ YRAME }
MAIN MEMORY cru FY B3
PAYLOAD MEMORY (HOL) LOAD
ELEMENT (INSTRUCTIONS) (STATEMENTS! EAD'S/SEC P"V":“’F"‘V" PHY 7¢| SPIa sPib | SPIB ®T2a | ST2n | ST2e | sT24 Asgm AST10m Asgu L5230
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A58 7750 1,550 60,000 (1550)
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HE1S 2,480 46 20,000
HE-17.4 558 12 2000
HE 138 1118 23 4,000
HE-18S 1290 29 4000
HE-18S 1,118 4,000 7
30118 4340 883 2,500,000 [280]
#0138 283 527 2,500,000
0158 4340 268 2,500,000
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The appropriate matrix entries for payload element/mission combi-
nations were thus identified. This permitted the identification of the
first flight (new flight) and subsequent reflights for each payload element
regardless of its mission assignment. 2

A new flight/reflight software generation algorithm was applied
to each chronological entry in the row for each payload element. The
first flight (new flight) constituted a 100 percent development effort,
for which the estimate of main memory/HOL statements in the left
hand column of the matrix for that payload element was applied, For
subsequent flights (reflights) a descending percentage of the original
software developed for that payload element was modified for each
subsequent flight, The percentages were as follows:

o first reflight - 40%

o second reflight - 30%

o third reflight - 20%

o fourth and subsequent reflights - 10%.

One final distinction was made for some of the entries of the matrix.
For those payload elements cr mission/payload element combinations
whose computation speed requirements exceeded the effective capa-
bility of the CDMS Experiinents Computer, it was assumed that those
payload elements woula .nandatorily utilize a dedicated experiment
processor (DEP) at all times. Therefore, their software requirements
were coded (by brackets) as being resident in a DEP,

Data Extraction

The data contained in the Cost Data Matrix was extracted and
summarized to form 39 diiferent line items for use in the detailed
cost analysis. This summarized information was consolidated and is
presented as a table entitled '"Summary Data Matrix' which follows
this text. Immediately following is the method of derivation for each
of the 39 line items of the Matrix.

2 This was necessary since some missions, which were labeled as
new flights, in actuality contained a payload element (or elements)
which was being reflown. Thus, a lower and more realistic estirnate
of the software to be generated by year could be derived.
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Line Item

1.

9.

Derivation

This line item was not developed since it is
specified in the Software Requirements Analysis
Study report.

Represents 40% of Line Item 3 which provides
total first reflight software maintenance,

Sum of the number of HOL statements per year
of new software development required in the
""Emphasis Central Overflow to Mini's'' options
for the Central Computer.

Sum of the number of HOL statements per year

of new software development for the mini compu-
ters in the "Emphasis Central Overflow to Mini's"
options.

Total number of statements of common library
that is accumulated per year. Derived by applying
the common library evolvement groundrule
starting in FY81,

Total number of common library HOL statements
available per year., Derived by assuming Line
Item 5 accumulated per year is available in the
next and subsequent years.

Represents the total number of HOL statements to
be coded for the zentral computer per year in the
"Emphasis Central, Overflow to Mini's' options.
Derived by subtracting Line Item 6 from Line Item
3. Where Line 6 was greater than Line 3, it was
assumed that 60% of Line Item 3 required develop-
ment,

Represents number of software modules to be
compiled for the Central Computer per year.
Derived by dividing Line Item 7 by 100.

Represents the total number of modules to be
developed per year for the overflow mini's in the
"Emphasis Central'' options. Derived by dividing
Line Item 4 by 100,

7
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Line Item

10.

11,

12,

13,7

14,

15,

16.

17.

18.

19.

Derivation

‘Represents the total number of New Development

HOL Statements per year to be coded. Derived
by adding Line Item 7 to Line Item 4,

Represents the total number of Statements to be
maintained in the Central Computer per year.
Derived by summing the Mission Model Matrix
numbers,

Represents the total number- of Statements to be
maintained per year for the DEP in the "Emphasis
Central Overflow to Mini's'" options., Derived by
summing the Mission Model Matrix numbers.

Represents the total number of HOL statements
to be maintained per year, Derived by adding
Line Item 11 to Line Item 12,

Represents the total number of modules to be
compiled for the Central Computer per year.
Derived by dividing Line Item 11 by 100.

Represents the tota’ iumber of maintenance soft-
ware modules to be compiled per year for the DEP
in the '"Emphasis Central Overflow to Mini's"
options, Derived by dividing Line Item 12 by 100,

Represents the total number of man years for new
development software per year. Derived by
dividing Line Item 10 by 833 (number of HOL
statements per year per prograrner,)

Represents the total number of man years required
for software maintenance, Derived by dividing'
Line Item 13 by 100,

Represents the total number of man years for
software development and maintenance ver year,
Derived by adding Line Item 16 to Line ltem 17,

Represents the total number of modules of common
library available per year. Derived by dividing
Line Item 6 by 100,
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Line [tem

20,

21,

22,

23,

24,

25.

26,

27.

Vo

Derivation

Represents the total number of HOL statements to
be developed in the Central Computer per year,
Derived by adding Line Item 3 to Line Item 11,

Represents the total number of modules to be
developed in the Central Computer per year.
Derived by dividing Line Item 20 by 100,

Represents the total number of preflight checkout

software HOL statements of new development to -
be coded per year, Derived by summing on a

per year basis the estimated number of preflight

HOL statements associated with each first fligkt

payload element. 1

Represents the total number of preflight checkout
software maintenance HOL statements per year.
Derived by summing on a per year basis the esti-
mated number of maintenance HOL statements
associated with each payload element reflight,

Represents the total number of HOL statements of
new development experiment simulation software.
Derived by summing on a per year basis the
estimated number of HOL statements of simulation
software to be developed for each payload element
new flight.

Represents the total number of maintenance HOL
statements for experiment simulation software,
Derived by summing on a per year basis the esti-
.nated number of HOL maintenance experiment
simulation software statements for each payload
element reflight.

Represents on a per year basis the number of DEP's
required in the ""Emphasis Central Overflow to
Mini's'" options. Derived according to rationale
specified in Book 1, Section 7.

Represents on a per year basis the number of
DEP's that require maintenance due to initial
flights or reflights of payload elements assigned
DEP's, Derived by summing on a per year basis
the number of different DEP's that fly with the
assigned payload elements.,
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Line Item

28.

29.

30.

3l.

32,

33,

34,

Derivation

Represents the total number of payload elements
per year that have flown on multi-payload element
missions, Derived by summing the number of
different payload elements per year from the
mission model that have flown on multi-payload
element flights.

Represents the total number of modules of experi-
ment simulation software to be integrated per year
in the 'Centralized'" or "Emphasis Central' options.
Derived by multiplying L.ine Item 27 by 1400 state-
ments per payload element experiment simulation
size, then divided by 100 statements per module.

Represents the (1) number of Remote Job Entry
(RJE) stations needed, (2) number of standard
RTSTS's needed, and (3) number of non-standard
test sets needed per year in distributed computer
options, Derived by applying groundrules defined
in Book 1, Section 7.

Represents the total number per year of first
flights of payload elements. Derived from the
mission model by summing first flight payload
elements per year,

Represents the total number of payload element
reflights per year. Derived by summing on a per
year basis the number of payload elements that are
flying for a second or subsequent time.

Represents the total number of PI Host computer
facilities required per year in the software develop-
ment option where the PI uses his own Host com-
puter. Derivation the same as Line Item 30,

Represents the total number of new standard DEP's
ana .. TSTS's required for procurement per year

in the distributed computer concept. Derived by
rationale specified in Book 1, Section 7, chart
titled "DEP's Required by Pavload Element. "
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Line Item

35,

36.

317.

38,

39.

Derivation

Represents the total number of standard DEP's/
RTSTS's to be maintained per year in the distri-
buted computer options., Derived as specified in
Book 1, Section 7, chart titled "DEP's Required
By Payload Element, "

Represents the total number of DEP's/RTSTS's

to be distributed per year in the distributed
computer options. Derived as specified in Book 1,
Section 7, chart titled ""DEP's Required By Payload
Element, "

Represents the total number of DEP's/RTSTS's
in use per year in the Distributed Computer
options. Derivation of this line item is as speci-
fied in Book 1, Section 7.

Represents the total number of first flight missions
per year, Derived by summing per year the first
flight missions from the Mission Model.

Represents the total number of refly missions per

year. Derived by summing on a per year basis
the refly missions defined in the mission model.

75




| i

SUMMARY DATA MATRIX

’

/o

COMPUTATION EEAR
. 80 81 82 83 84 85 86 87 88 89 90 21
1. Total Main Memory Flight
2. Total 40% Maintenance 40% Line #3 5258 | 2755 | 496 1575 0 |2074i464]| O 620 0 0
3. Total New Statements Dev, Central/Yr. 4940 {13146}6887 | 1240] 3937] 0000|5183 |3658 {0000 | 1550] €00 | 000
4, Total New Statements Dev, .DEP/Yr. 000} 1450[ 1395 000| 000} 000 000 | 868 | 868 | 000 | 000 | 000
5. Total Statements Common Lib, Accumulate/Yr] N/A 1315H 446 45 95} 000} 000 | 000 | 000 | 000 ) 000 00O
6. Totai Statements Common Lib. Available/Yr.! N/A} 000{1315 j 1761] 1806} 1901| 1901 | 1901} 1901 |1901 {1901 {1901
7. . Total St;ltementa New Dev. Caded to Centr‘a;l/ 4940 |13146] 5572 | 744 12363 |0000 | 3377}2195] 0006 | 930 | 000 | P00
r
8. Total Modules New Dev. Compiled for 50 132 56 8 24 0 34 22 0 10 0 0
' Central/Yr.
9. Total Modules New Dev. Compiled for DEP/Yr 0 15 14 0 0 0 0 9 9 0 0 0
\.
o~
10. Total Statements New Dev. to be Coded
(CEC + DEP)/Yr. 4940 [14596{ 6967 | 7744|2363 0 |3377 3063 868| 930 0 0
11. Total Statements to be Maintained Central/Yr.| 000 | 3371)2889 6545|4728 17363 {3689 |5141 | 4865|5023 | 619816360 |
12. Total Statements to be Maintained DEP/Yr, 000} 000} 1554 1411| 622| 430 | 280 | 609 | 753 | 8691679 | 869
13. Total Statements to be Majntained (G Sve. | 000 | 3371} 444317956 | 5344 | 779313969 |5750 | 5618 (5892 | 7877 (7229
14, Total Maint. Modules Compiled in Central/Yr| 000 34 29 66| 48 74 37 52 49 51 62 64
15, Total Maint. Modules Compiled in DEP/Yr. 000 o 16 15 7 5 3 7 8 9 17 9
16.. Total Number Man Years/New Development | 59{17.52:8.36 [0.89 |2.84] o l4.05|3.68|1.04|1.12] o 0
Coded/Yr,
. .
Ve TEoW BCenan MAR FARCE amiiman fov 000 | 4.05|5.33 [9.55 | 6.4 {9.36 | 4.76|6.90]6.74 |7.07 | 9.46] 8. 68]
-
_— ' n— " EOPT—
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SUMMARY DATA MATRIX

COMPUTATION , YEAR
. 80 81 82 83 84 85 86 87 88 89 1. 90 21
18. Total Man Years Required (Develop. & Maint)] 5.59|21. 57]13.6910.44] 9.24]9.36 |8.81 §0.58} 7.788.19]9.46 |8.68
19. Total Number Modules Con'iuin(,)x‘} Library 0 0 14 18 19 20 20 20 20 20 20 20
Ava s
20, Total HOL Statements in Central 4940 [16517) 97761 7785] 8B665] 7363 | 8872 |8799 |4865 | 657316198 | 6360
; b les i h M '
21. Total Number Modules lnp(;,ei)trzl wit ulti 50 | 166 98 78 87 74 | 89 88 49 | 66 62 64
yloa
22, Total Number HOL Statements Preflight L
Checkout S/W, New Develop. (Central + [[)EP) 13022 465013950 3720 1860 0O |2790 2790 | 930 | 930 0 0
Yr,
23, Total Number HOL Statements Preflight ' : )
Checkout S/W, Maint, (Central + DEP)/Yr. 0 1302 558 |2232 |2511 4092 |2790 4650 | 3627 |4929 {5022 |5952
24, Total Number HOL Statements Exp. Simwula-
tion S/W, New Develop. (Central + DEP)/Yr. [19600]| 700021000 5600} 2800} O 4200] 4200} 1400) 1400} O 0
25, Total Number HOL Statements Exp. Simula-~
tion S/W, Maint. (Central + DEP)/Yr. . 0 [1960 840 3360 3780} 6160 4200| 7000f 5460 7420 7560 } 8960
26, Total Number New DEP's Required/Yr for 0 1 2 0 0 0 0 1 1 0 0 0
Central Concept
27. Total Number DEP's Maintained/Yr. for 0 1 3 3 3 3 3 3 9 3 3 3
Central Concept »
28. Total Number Payload Elements Flights/Yr, .
for Multipayload Element Missions ks i o - AS - i 39 6 ki 35 i
EXR -
29, Total Number Mo‘dules XPR Simulation Soft 182 | 210] 196 | 252 | 224 | 462 | 238 546 364 | 546 504 |700
ware to be Integrated per Year
30, ’dumber of RJE's Needed .
- Number of STD. DEP/Test Set Maint. | 14 18 20 21 |- 20 |32 20 33 22 32 32 35
Number of Non-STD. DEP/Test Set
31. Total Number New Flights per Year
(P/L Element Based) v 5 12 4 2 0 3 3 i 1 0 0
32, Total Number Reflights per Year (P/L Ele-
S e 0 14 9 24 27 44 30 50 39 53 54 64
+33. Total Number PI Host Computer Facilities
Used per Year (SAIME | AS |#30})
L]
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SUMMARY DATA MATRIX

QOMPUTATION YEAR
) 79 80 81 82 83 B84 85 86 87 88 89 90 91
34, Total Number New STD DEP's/Test
Sets Procured/Yr (Distributed Concept) 14 s - : H 0 " “ 4 0 " . "
35, Total Number STD DEP's/Test Sets
' Maintained/Yr (Distributed Concept) g 14 18 20 20 4 ki 20 3z 21 33 28 31
36. Distribution of STD DEP's/Test Sets
! st siinitod Concoiit) 14 6 24 10 11 18 23 20 21 14 7 8 -
37. Total Number STD DEP's/Test Sets in g
*. ieeiiDiatributed Conoept) 0 13 T 15 15 18 15 16 16 20 27 27 31
38. Total Number of New Mission Fits/Yr. 2 4 | 8 5 5 4 4 3 2 1 1
39. Total Number of Refly Misaions/Yr. 0 2 5 9 14 16 17 | 20 | 21 22 | 26 | 28
! d ;
-~
@
1
1
s
1
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SECTION 7 Costing Rationale

The following subsections contain the rationale and considerations
associated with the costing of major procurement items, software
sizing, and cost per statement/instruction, equipment maintenance,
and identification of the central experiment computer functions.
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7.A Minicomputers

Mini Selection

One Mini/Payload Element per Mission except:

a. Where multiple elements make up an experiment, fewer
mini's will be used until workload is satisfied,

b. Where requirements exceed capacity, multiple mini's
will be selected.

c. Where selection of a payload element to receive a mini
reduces the total mini's due to uses on multiple missions that
require mini's, then that payload element will be allocated

a mini even though the software requirements may be lower
than another payload element on a given mission.
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S
O Define for typical mini/micro computer in 1978 - 1980 time frame,
Power, weight, volume. Include input/output system equiva-
lent to rau characteristics as proposed by EF13, Include at
least 32K main memory.
Qualification of unit to operate in (1) Shuitle PSS, (2) Spacelab
Pressurized Module, (3) Spacelab Igloo, and (4) Spacelab
Pallet.
Cost per systuin - single and quantity buys. —
Add on cost for additional memory, i
Assume at least 350 KOPS (Eq adds) required, i
“:i;
Reliability Assessment (Gross). E
What is most logical choice of flight mass memory device? ]
Randem access, read/write, high speed, cheap, large capacity, j

etc. Define powev, weight, volume, cost, etc.
Cost etc, for test set for ground use in testing, loading, etc.
O During Spacelab iifetime (1980 - 1991) will technology advances

radically change characteristics of computer and mass storage?
If so, project costs, etc., as stated above,.
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COST SUMMARY

UNIT COST QUAL, COST
CENTRAL OPTION
Standard Mini $43K $285, 3K
Standard I/0O 8K 235, OK
$51K $520, 3K
DISTRIBUTED OPTION
Standard Mini $38K $285. 3K
Standard I/0 8K 235. 0K
$46K $520. 3K
CENTRAL OPTION
Non Standard Mini $43K $285. 3K
Non Standard I/O 8K 235, 0K
$51K $520. 3K
DISTRIBUTED OPTION
Non Standard Mini $43K $285, 3K
Non Standard I/0Q 8K 235, 0K
$51K $520, 3K

W e an e ok M B AR o am AP MR MR Mm e m m m M e A s kb e P U S SN S S R RN R A M e E wm e A v e R S M B A mm s S s M oes m

A g e AR b w I S M M Gm S e S Gm Sm M e m de me e A e me ek v A A SR AL SN ED P N M N A W R SR W e Gk W e Am M e LY R Gk e e e

MASS STORAGE - NO BID - NO COSTS DEVELOPED
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COMMERCIAL MINI (MMI)}{MIL SPEC 883)

32K 16 Bits No i/O

NON-RECURRING COSTS

(K$) ,
Parts (Cards, P.S., etc.) 74 3
Analysis 25
Packaging Design 140
Fab, Qual. Unit 18 :
Test Equipment 15 g
Qual, Test 115 -
$387K
RECURRING COST (Quantity 1-100)
Cards $28,875
Power Supply 5,500
Packaging 15,000
$49, 375
PROGRAM COST (30 Units)
Non-Recurring 387. 00K ”
Recurring 1,481, 25K E
1,868.25K
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SUMC 11
32K 16 Bits

NON-RECURRING COSTS*
(K3$)
Engineer Costs 127. 3
Fabricate Unit 45,0
Qual, Test 113.0
285, 3K
NON-RECURRING
Quantity
i-10 43K
30-40 38K

PROGRAM COST

30 X 38K 1, 140K

% Low Cost Systems Office is planning to fund this effort.
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SOME GENERAL CHARACTERISTICS

Weight

Power

Add Time
Mult, Time
Floating Point

Double Precision Arith.

SUMC

13. 8 1bs.,
109 Watts
2.2 ps
7.8 ps
Yes

Yes
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COMM. MINI

30 1bs,
297 Watts
2,1 ps
8.8 pus
No

No
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CASE I (STANDARD UNIT)

{I/O Unit Flexibility Equivalent to DIU)

Non-Recurring
Design 378K
Quality 120
498K
Recurring
30 Units @ 44, 8K 1344
1842K

378K
120
498K

2016 (45 Units @ 44, 8K)
2514K

CASE II (Experimenter Includes I/O in his Assembly(s})

Assumption: 1/2 of Experiments are SPAMAC Type
Basic Circuitry Designs Provided to Experimenter,

Non-SPAMAC (15 Experiments)

Non-Recurring Design
Recurring @ 72K (72K X 15)

SPAMAC (15 Experiments)

Non-Recurring Design
Recurring @ 15K (15K X 15)

CASE III (All Exp's Use SPAMAC)

Non~Recurring
Recurring (15X 15K)

86

36K 36K
1080K | (72K X 22) 1584

34K 34K
225K | (15K X 23) 345K
1, 375K 1, 999K
34K 34K
'450K | (45 X 15K) 675K
484K 709K
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CASE IV (All SPAMAC) (Provide Standard CAMAC Interface to P.1,)

No Mini Mini
Non-Recurring 235K 235K
Recurring 45 X 10K 450K 30 X 18K 540K
685K 775K
Peripherals
— v e e em — e CAMAC
Mini i -—-:
]I [
| N 1 -
K ) T. {
A ) |
14} | |
| Interface B
87
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MICRO/MINI COMPUTER FOR 1978 - 1980

(o) System Power Weight Volurme

Intel 8080 8 bit + 32K + I/O  50W 124 L36FS

TI 990/LSI 11 16 bit + 32K + I/O  87W 132 L46F3
(DEC)

O Assume non operating launch and tolerate intermittents in zero G
from contaminants. Board and large component must be clamped
down. Outgassing and flarnmability would have to be assessed,

O If Screened Parts COST 8 Bit 16 Bit
50<» 75% higher 4 Chips
to MIL, 883 ¥ 2ps
58 CPU + MISC $1000 $1000
140 Memory 32K 2400 5000
190 I/O . 5000 5000
10 PS 600 600
$9000 $11600
O Cost Add On Memory
$975/ 16K $625/4K

O Speed 2ps Add (Mem.-? Reg.) 2.3ps MUL/DIV
O LSI Chips Very Reliable - Interconnection Account for Unreliability.
O Flight Mass Memory Device
(Fairchild CCD Memories of Block Organi=ation
Intel) Cost 0.1¢/Bit
Power lopw/Bit 3MHZ 2pw/Bit 50KHZ Standby
Access ,5ms :
Package 18 pindip 9216 Bits 1K X 9
(106 Bits Memory) 20 Watts/7#/.2F>/$3000, 00
(A 6 Watts Standby)
{Includes 4 watts drivers, etc.)

O Test Equipment Set - Panel plus Loader $5000,00

O Density of LSI chips will increase reducing number of chips required,
but system size is dependent on I/0O pins.
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MMU (32K . 3> lpsec cycle time)

CPU

TMA] |

(EAD's/<cec. 22 400 K Achievable)

e

0P (Special Logic)
- — P r—— e e - A e ._., \
Parallel . ‘
Interface MUX : 128 Discrete IN/OUT
Adapter _;
Serial Univer-sma:l-"_—%
Interface ———Asynchronous > 8 Record OUT/IN
Recelver §
Adapter { “'ran smitter} /1/
/‘\/
PIA A/O &\64 Analog
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National Aeronautics and ’ \ )
Space Administration N % A

George C. Marshall Space Flight Center
Marshall Space Flight Center, Alabama
35812 . -

EXHIBIT A

Replyto Attentiona! - (4.1 March 8, 1976

TO: EF11/Mr. Hamby
FROM: EC41/Mr. Garrett
SUBJECT: Assessment of Off-the-Shelf Mini Computer

for Spacelab Use

The following considerations are necessary when assessing the use

of a so called ''off~the -shelf" Mini Computer for Spacelab application,

From these considerations one can estimate the necessary design
changes/modifications, qualification testing and analyses which
must be performed in order to meet the minimum requirements of
a particular application such as Spacelab,

a, Minimum Acceptable Reliability ,
i, MTBF
b. Minimum Acceptable Quality
c. Maintainability
- Repairability
Diagnostic Software
Test/Checkout Equipment

Documentation
Etc.

-

Ut b W IV -

d. Configuration Control

1. Configuration

2., Change Control
¢ 3., Traceability

4. Etc,

20
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e. Safety

Flammability
Explosive Proofing
Fail Safe

. Ktc,

;;a-:.v)Nn—

f. Operatinnal/Performance Philosophy

. Fault Tolerance

. Intermittent Operation -
. Failure Definition

. Etc.

B W N -

g. Failure Isolation and Repair Philosophy

1. Onboard Isolation and Repair
2. Level of Repair Onboard

{(a)., Part,
(b). Subassembly
{c). Component

h., Method of Thermal Conditioning

. Forced Convection
» Conductive

. Radiation

. Etc,

B W N ke

Application criteria can be established from the above against which
the Mini Computers can be assessed to determine acceptability or the
modifications necessary to make thermn acceptable for the application.

The major effort is to "'qualify' the Mini Cormputer for the application,
Qualification consists of both analyses and testing, It is important to
note that the design as well as the physical implementation of that design
must be qualified, Depending upon the stringency of the applicatiors,
reéquirements the qualification effort could be quite large or reasonably
small. !

To determine the extent of the qualification effort it is necessary fo review

the Mini Computers relative to the manufacturer's design requirements
and tests, In addition the usage history of the "Mini's" must be compiled

o




for the various applications, Data relating to user tests should be obtained,

The following is an outline of the activity necessary to qualify a "Mini"

~ for a particular application.

I, ANALYSES
A, Design Review (Top Level).

1. Packaging Construction
2. Circuit/Logic/Interfaces
3. Useful Life '

B, Parts, Materials and Processes Review

. Contamination
. Flammability
. Outgassing

. Zero G

. Cleanliness

[§) I N FURE o I O

C. Documentation Review
l. Specifications (Top Level)
2. Procedures (Top Level)
3, Drawings (Top Level)
D. Bond::mg and Lightning Protection

E. Mass and Center of Gravity

II, SPECIAL FIXTURES AND TEST EQUIPMENT

A, Vibration Fixture
‘B. Breakout Boxes
C. Special Cables

D, Etc,
III, TESTS

A, Performance

g2




1. Functional
.2, Detailed Measurements
3, Life

B. Environmental

i, Vibration

. {2}, Sine
(b). Random

2. Acoustic
3. Shock

(2). Non-Operational
(b). Operational
{c). Crash Safety

i

;
i
A

4, Temperature

(2}, Non~Operational
{b). Operational

5, Vacuum/Altitude
6. Outgassing
7. Electromagnetic Interference

{2). Radiated
(b). Conducted

1t should be noted that when the Spacelab environments are compared to
the conditions to which the Mini's have already been subjected in their

present applications, it may be possible to reduce the amount of testing
necessary to qualify the Mini for the Spacelab application by similarity,

A rough order of magnitude (ROM) estimate of the effort required to
qualify a Mini Computer for the Spacelab application is provided below,
It should be noted that certain assumptions are included in the estimate
as follows:
P a. The design and technologjr used in the Mini Computers are qualifiable,

b. Failure iree operation is required to successfully complete a test,

¢, Adequate test equipment, fixtures and diagnostic software exist.

93
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d. Capability aad provisions for repair exist.

e. Previous analyses have been conducted and required modifications
(if any)} incorporated. ‘

f. Failures are isolated and repaired,

ESTIMATE TO PERFORM QUALIFICATION

AN-ALYSES l--.--..-t..c-ucnﬂc..-l.l... zMM

1.

o U W

Design

Parts, Materials and Processes
Documentation

Mass and Center of Gravity
Bonding, Grounding, Lightning
Documentation Review

SPECIAL FIXTURES AND TEST EQUIPMENT ..,.....8 MM

1, Vibration Fixture
2. Breakout Boxes
3. ©Special Cables, Eic.
ENVIRONMENTAL TESTS G 20 MM
1, Vibration
z. Temperature
3, Altitude /Vacuum -
4, Shock
5, Acoustic
6. Outgassing
7. EMI

TOTAL 30 MM
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PSRN JIETE I

QUALIFICATION PLAN

FUNC';IOI\TAL TESTS
TEMPERATURE
VACUUM/ALTITUDE
VIBRATION

SHOCK

ACOUSTIC

EMI

OUTGASSING

95
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: POTENTIAL PROBLEM AREAS | 1

Based on a cursory scan of the Spacelab requirements the potential
; problem areas appear to be: :

Parts and Materials ' 5
. Fackage for Thermal Diss 1pa.t10n (Pallet) !
Random Vibration (Pallet)

Crash Safety Shock _
. EMI -
. Cleanliness

O’NU'labu!JJNH

one should consider making those modifications external to the Mini as
opposed to changing the Mini. The manufacturers are not going to be |
receptive to modifying a Mini for one application and furthermore the {
cost advantages are diminished if this is the case. In other words, 5
provide an acceptable environment for the Mini in Spacelab. 1

|
1
If modifications are required to make the Mini's meet the requirements, 3

SUMMARY ESTIMATE

!

Cost: $60, 000 to $150,000
Schedule: 10 weeks to 16 weeks

These estimates are highly dependent upon the test philosophy and the
amount of testing performed. The higher figure represents the full
test sequence with failure-free operation as a criteria for successful
completion, If one decides that intermittent operation is acceptable,
because of the nature and criticality of the application and reload capa-
bility exists, then the effort to qualify is reduced substantially and
representative of the lower figure,

The following actions/modifications may be necessary in order to
satisfactorily apply a Mini in the various locations,within Spacelab,

Procure with screened parts

Provide shock mounting

Procure with conductive and radiation coohng capability
Procure with conformal coating

Relax the EMI requirements

. Add card and wiring supports

. Procure with vacuum proofed fan motor.

-« -

-

-

=1 oW
-

The enclosed vu-graphs can be used as backup for Mr., Powell's presen-
tation.
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Paul, as you are aware I only had one day to review and prepare the
above information. I normally require a much more thorough approach
to an exercise of this type. There are data missing, as I have indica-
ted, which should be compiled to support the assessment,

I hope this information will assist you in your study effort.

,\/W 444%”%

arrlson Garzdtt
Chief, Electronics
Development Division

Enclosure

cc?
EFil/Mr, Lewis

o7
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JORGARIZATIOM: MARSHALL SPACE FLIGHT CENTER HAME:

DATE:

o ASSUMPTIONS

—~ DESIGN AND TECHNOLOGY ARE QUALIFIABLE
— FAILURE FREE OPERA;'ION REQUIRED

2 — ADEQUATE TEST EQUIPMENT EXISTS

— ADEQUATE DIAGNOCSTIC SOFTWARE EXISTS |

— CAPABILITY AND PROVISIONS FOR REPAIR EXIST

— ALL FAILURES ARE ISOLATED AND REPAIRED

e e L o : FILE NO.
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JORGANIZATION: 3 MARSHALL SPACE FLIGHT CENTER

NAME

DATE:

o CONTENTS OF QUALIFICATION PROGRAM

— ANALYSES

~ SPECIAL FIXTURES & TEST EQUIPMENT

— ENVIRONMENTAL TESTS
o VIBRATION
o TEMPERATURE
o ALTITUDE/VACUUM
o SHOCK
o ACOUSTIC
o EMIL

o OUTGASSING

MISFC - Form 3XH (Raw Octeior 1978

FILE NO.
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ERGANIZATION:

MARSHALL SPACE FLIGHT CENTER

NARE:

DATE;

o POTENTIAL PROBLEM AREAS

~--PARTS AND MATERIALS CONTAMINA TION

— THERMAL DISSIPATION (PALLET OPERATION)

~--RANDOM VIBRATION (PALLET OPERATION)

~--CRASH SAFETY SHOCK

--ELECTROMAGNETIC INTERFERENCE’

~

-=CLEANIINESS

~--WIRE AND CARD SUPPORT

--ROTATING PARTS {(FAN MOTOR)

--LIGHT BULBS

-

vy o MSFI2 Froren 3308 (flag Ortaient 1972}

FILE NO.
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GEGANIZ&HON:

ISk i VR X M T P et il CRRTICIN
MARSHALL SPACE FLIGHT CENTER HARE:

DATE,

o POTENTIAL MODIFICATIONS
- PROCURE WITHSCREENED PARTS

— PROCURE WITH CONDUCTIVE AND RADIATION
COOLING CAPABILITY

-~ PROCURE WITH CONFORMAL COATING

=~ PROVIDE SHOCK MOUNTING

— RELAX EMI REQUIREMENT

— PROCURE V.VITH VACUUM PROOFED FAN MOTOR

— ADD CARD AND WIRING SUPP(R TS5

MSFC . Form 3304 [Rev Oitober 1977)

FILE HO.



March 10, 1976
EXHIBIT B

SPACELAB ENVIRONMENTAL SPECS.

A. SPACELAB THERMAL CONTROL CAPABILITIES

The Space Lab environmental control subsystem is designed to transfer up to
8.5 kw of heat to the orbiter and to accommodate heat peaks of 12. 4 kw for
15 minutes every three hours, It can accommodate the allowed 7 kw average and
" 12 kw peak power consumption of Space Lab and its experiments.

The total ECS heat removal capability available for Space Lab experiments

i

and mission-dependent Space Lab subsystem equipment is given below,

Table 4 ~ 7 Spacelab Thermal Cortrol Budget
Experiment & Mission Dependent Subtynlemn [Zowiprmert
Basic
Confliguration
Spacelab Module
Pallet Toutal
Cabin Avionics Exp HX Total Available
'l-oop l.oop Mordule
max nominal THD 1 kw a kw 4 hkw 100 4,85 ww TED
Module /Pallet
Peak THD T8 TBR - THD TBED
max.nominal TBD 1 kw 3 kw 4 kw TOD TED
Module-Cnly - '
Peak TBD T8BD 1620 T2D
max.narminal TRD &85 I
Fallet-Cnly - - - - e e
Peak
102




The- thermal control capabilities are summarized below:

.

Table 4~ 8 Thermal Control Capabilitks Summary
Parameter Capability
Cabin Af{r Cooling 1 kw rmax. '

891 = 300 i (18 ~ 279 C)

-

Rack Air Cooling
s

3 kw max.

295 - 313 k¥ (22 - 40° V)
TBD kw peak {n module~
only mode (22 - 50° C)

Experiment Heat Exchanger

4 kw max,

TBD temperature range
TBD kw peak in
module-only rmode

Cold Plate

1 kw max.

207 - 313 K (24 - 409 )
in module/palict mode
283 - 305 k' (10 - 32°(C)
in pallet-only mode

Thermal Capacitor

8D

- B. SPACE LAP MODULE FQUIPMENT/FLIGHT ENVIRONMENT

1. Y__ibration

a. Sine - Frequency range 5 to 35 Hz. at an acceleration comp of

+ 0.25 g peak.

bl

Random (6 sec. only)
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Rangom Vibration Level for Rack Mounted Module Equipment

Table 5= 1:

mzmm
.m_.,m.mmwﬂ
21N © O
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“lo - 2 ¢
+ @ 1 ©
2l 888
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Q o
g v
2i8 £ 8 8
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€
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§l x € &
CCOU
3y 2 e ¢

10 g rms

coempoasition

Acoustic

C.

“The Spacelab module shell and insulation will attenuate the acoustic vibration by approximately 7 dB over—

.

overall, the attenuation being frequency dependent. Hence equipment mounted anywhere 1n the module

will be subjected to acoustic spectra glven in Flgure 5-3, varying in time from launch in a similar

manner a5 shown in Figure 52,
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Flgure

Internal Acoustic Spectrurn

‘"“‘E e

104

ALITY

Qu,

INAL,
00R

ORI
or p




.
~

2. Shock !
a. Landing ’ ‘ i
i
. ‘Tobla 5~2: Landing Shock t
Acc;ateration Duraticn ‘ .
(g Peak) ~ . (Miltiseconds)
.
0.23 . 170 -
0.28 ‘ ' 280
0.35 . ‘ 330 .
0,43 ' 360
z 0.56 ' 850
0.72 820 :
1.50 260 i '
5
' B
b. Ehock Safety Crash ' S
Equipment design goal 40 g + 6 g sawtooth for 11 m sec. (Equipment o
should not break loose). 5
¢. On - Orbit ;
?
Equipment mounted within reasonable access of a 'kick'' or
"push off'' load must be capable of operating normally after such an - '
event.
3. Temperature )
Cabin air tempt 18 C - 27°C. + 1 °C. ‘ ;
4, Pressure
{
Cabin 1. 013 0. 013 bar.
5. Humidity o . [
25% - 70% . (
i

'g 105
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6. Radiated Fmissions

Spacelab equipment tested in RF field of at least 1 V/M over 14 K Hz.

Space Lab generated conducted interference level limits:

1.5v RMS - 30 Hz, +«~ 3 K Hz.
1.5v PP 3 K Hz. -100 H=z.

Power bus on + 28 v, 504{sec.
Current rise/fall & 5 amp //C(sec.
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C,. Space Lab Pallet

1, Vib - TBD - Interium same as module.
+ 0.25 g peak 5 - 35 H=.

a. Random

Table 5=7 . Random Vibration Levels for Paltet Panel Mounted Equipment

.
L.ocation F’reque::tcy Level
Pallet panel 20 - .200 Hz + 8 dB/oct
mounted 200 - .00 Hz 0.72 g°/Hz
equipment 700~ 90D Hz - 18 dB3/oct
mass < 15 kg 00 - 2000 HZ 0,166 gele
Composite 25.4 g RMS
Pallet panel g0~ 200 Hz 4+ 8 dB/oct
mounted 200~ 700 Hz 0,15 92/Hz
equiprnent 700 - SO0 H=z - 18 dB/oct
mass > 15kg Q00 - 2000 Hz 0,035 gQ/Hz
Composite 12 g RMS

- a . :
Table S Random Vibration Level for Pallet Hardpnint IMounted Equipment
Location Frequency Level
Pallet , 20~ 200 H=z + 8 d3/oct
hardpoint mounted ) 200~ 700 Hz 0.048 gasz
equiprnent 700~ 900 Hz - 18 dB/oct
mass = 1000 kg 00 —~ 2000 Hz 0.0:1 gE/Hz
composite 6.8 g RMS
. ppGE B ‘
031‘*“30% QoA
o8 ¥
107

L EEEY

it

:
E
!



b. Acoustic ' }

Same as module.

2. Shock
. :
a. Landing 11

Same as module. .

b, Crash Safety Shock

Same as module

3. Temp {(Conduction)

TBD L

Space Thermal ¥nvironment Shown below:

Table 510 Space Thermal Environment ) ‘74‘

Enviranmental Parameler Unit Maximurn | Nermainal | Minimum
- 2
. Sclar Radiation w,/m 1440.5 1352.2 12¢4.,0
(Btumr—) (457) (429) 4o -
Earth Global Albedo Percenrt (%) of a2 3o i8

Solar Radiation

Earth Thermal Radiation W/me 270.6 236.4 194.2
(Bru/or-1t7y ©8.4) | (75.0)] (61.6)
Space Sink Temperature ok - 2.7 K -

108 |
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l /o
4, Radiation ;
(1) galactic cosmic radiation S

(2) geomagnetically trapped radiation
(3) solar flare particle flow
‘ (ISC 07700, vol. XIV, Par 4.1.2.3 flux models).

! 5. Meteoroids

Mass -~ 1 - 10 .:12 gms cometary
1-10 gms stream

avg total environment

Particte Density 0.5 g/t:m‘3 : ;
Particle Velocity 20 km/sec
Flux Mass Modals

(1) For 10° < m = 10° log Nt = - 14,37 - 1,213 log m

@) For 10 '2€ m £10°° log Nt = - 14.330- 1.584 logm - 0,063 flog m)°

-

Nt - no, particles/me/sec of mass m or greater

m = Mmass in grams

Defocussing factor for earth, and if applicable, shielding factor are to be applied.

Ce
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DERIVATION OF QUANTITY OF DEP's REQUIRED @ o E @
e - ) Wl o o 82 A
. o H o 8
~ Lo
CALENDAR YEAR 79 | 80 81 82t 83 841 85 86 | 87 88 | 89 90 | 91 ] Bl ] IS
AS-01-8 +1 1 |-t + -1 3 6 P/G
03 +1 -1 +1 -1 +1 1 -3 4 P/O R
04 +1 T |1 1 1 -1 +1 m |1 m [ u 11l 18 4 P/G
05 + -1 i ! P/O
07 | -1 1 - ————
09 +1 -1 1 - ———
10 1 -1 1 -1 2 - ———— —
15 +1 i -1 +1 1 1 -1 5 - ———
18 : +1 -1 1 - ————
19 41 -1 41 -1 +1 -1 {1 -1 +1 -1 6 - ————
20 +1 -1 +# 1 1 3 - ——
HE-11-S +1 1 1 ju 1 m § oamy n mi | nt | 30 2 P/G
12 + -1 +1 1 1 1 -1 5 - ——
B 13 +1 1 1 1 -1 4 - —_—
16 11 -1 +1 -1 +1 1 -1 +1 1 1 6 - ———
18 1 1 1 1 1 1 1 6 - ——
50-11-8 +1 11 1 n 1 6 9 P/O
12 | i 11 11 1 «11 8 — ———
15 -1 1 1 P/O
Y 41 |1 11 1 1 1 1t m {u 1 n 18 4 P/O
AP-06-5 + 1 1 n n n 1n 1 1 n 1 117 8 LP
09 +t 1 -1 +1 -t 1 -1 +1 1 1 1 7 3 LP '
13 +1 1 -1 +1 -1 +1 -1 A 1 1 1 7 - ————
EO-01-8 1 1 -1 +1 -1 3| -l # 41 1 1n 1] 13 zo| L
06 4t {1 1 u 1 1 1 n 1 1 11 15 1 ?/0O M
19 +1 1 1 |1 n i 1 n miy m|] m!| m{ 25 l 1 LP
20 1] -1 +1 -1 41 1 1 1 1 1 i1 ) i LP
— T
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DERIVATION OF QUANTITY OF DEP's REQUIRED @ & E o
- & ~ o
CALENDAR YEAR 79 180 | 81| 82} 83| 84|85 | 86|87 | 88|88 | 90}91 |FF =ul <7
OP-02-S 1 1 1t 1 1 1 1 1 1| i 15| 2 LP
03 (1 1 1 1 11 1 1 o ou }oun 19 1t LP
5P-13-8 : | 1 1 1 B O | 7 U .
14 +1 1 1 1 1 1 1 1|t 1 10 45} LP
f 15 +1 1 1 n 1 1t n i n m | 20| 12| Pp/O
3 g -1 +H o] -1 + -1 + -1 -1 + 1 6 ) L
/ LS-09-S : + ] u|n n 1 n ! it 1 n n o iu 22 4 L
13 Ho{ -1 1 |-t #p -1 1 1 7 4 L
= S5T-31-5 7 5 i
D 58 +1 1 |1 11 m (m 11 | JIp omin | oamir oy g 3s R B
r
CN.04-S #f-1 [+ -1 |8 1 1 1 n |1 1t 10 9 LP
05 9 5 LP
08 + |1 1 (-1 [+ |1 1 1 11 1 m {n 111 17 2 P/O
APF-0L a1 11 -1 1A a1ttt [ |1 T{ en| -
"07 +1 1 -1 +1 -1 +1 -1 +1 1 1 1 7 me ] mem-
ASE-01 1|1 -1 |-l SR I S T B O 1 1 7 R
EOE-01 #of1 -1 +1 | -1 SR U N T S O 1 1 7 e | ame-
SPE-01 + J1 -1 -1 H| 1] # 11 1 1 7 R .
) 80/85 + 1 -1 + -1 +# | -1 | 1 1 1 ? N R
STE-10 + |t -1 -1 #Of -1 |+ 1 1 1 7 S
| |
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DERIVATION OF QUANTITY OF DEP's REQUIRED o i g @
: - Td 'E[, [ \: =] 9
e - - jo R o o+
. CEl w il o8
CALENDAR YEAR 70 180 181 ] 821 83} 84|85 | 386187 | 88189 | 90 |9} el O
Total Peyloads 0 14 19 |21 29 |29 |43 31 51 38 | 51 53 | 60 455
Req. Proc.
Total Unigue 0 14 18 | 20 20 21 33 20 313 21 a3 1 35 297 Support
Releasing o 1 nis 5 3 {19 4 15 |1 4 1 All
30 is Absolute
in Use o 13 7 |18 15 118 |14 16 18 20 | 29 | 30 |35 ! iinimum
Starting Up 14 |5 13 |5 6 15 |6 17 3 13 | 2 5 0 104 | 45 New Start
B
L
Max. Req. 14 {18 20120 |21 33 |33 33 | 33 | 33 | 33 | 34 | 35
‘ !
Delay Starts ] 0 o o 0 {3 0 3 0 3 0 5 ——— 15 | By Apalysis
Procured DEP'a 14 4 2 h 10 0 0 0 o 0 0 0 0 31
Cumulative Total 14 |18 20 | 2t 31 31 3t 3 31 31 3t 31 31 31
1

IO




. g b

Lab

Pallet

Experiment Operated from Spacelab on Orhit
Experiment Operated from Ground

Qo=
n

n o1

+1 Means Starting Up - Does Not Fly in That Year

=1 Flys and is Releagsed That Year

1 DEP Retained by PI for Entire Year (In Use)
(Released Can Only Be Used For Starting Up)

Total Payloads = (Those That Fly and are Released (-1)) + (Those
Retained by PI (1)) (-1) + (1) (Includes Payload
Elements With no Computer Req. (ST 31, CNO5)

(In use) + (Releasing) (Multiple Flight of One
Payload Element in Same Year Count as one),

Total Unique

I

Releasging Those That Fly and are Released {-1)

In Use DEP Retained by PI for Entire Year (1)

It

]

Starting Up Starting Up But Not Flying That Year (+1)
Max, Required = {Starting UP) -~ (Releasing) or (Total Unique)

Delay Starts = Developed by Analysis of Release and Start Up
Phasing

Procured DEP's = Delivered Quantity by Year

Cumulative Total = DEP's Available Each Yr.
Total DEP's = 31 {30 is Maximum Required + 1 Added to Ease Distribution}

DEP Deliveries = Maximum Required Until 1982 then equals total
Payloads Until Procurement is Complete
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7.B CID and RTSTS

The Computer Interface Device (CID) is a minicomputer which pro-
vides real time simulation capability, and the standard and specially
designed hardware interface components used to communicate with
and control the Spacelab CDMS or a Dedicated Experiment Processor
{DEP) for the purpose of development and test of flight software,

The Real Time Simulation Test Set (RTSTS) is a subset of the CID
which can be used by a PI to develop and test his Experiment

Application Software for a DEP at his own facility.

CID cost is supplied in the costing method sheets for the baseline
software development option, IAl.
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el q———— ) g
§ P § : Bi PL — l i i 5
& M 1 S/P ' - &
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RTSTS Simulation Computer

PDP 11/35

KEIIE
KEllF¥
MF11-UR
DBI1l1-A
BMS873YA
KLll-A

RKI1DE
RKO05-AA
LVI1-BA
TMA1l1-EA
TUICEE
CR11
DRI11l-B

4014, 2,
30, 31, 34

MSP007
MSP704
HW-1-118
616
ZMF11-UR
H960-DH

LR R

Includes Processor, Memory Manage-
ment, Stack Limit Option, 32K Core
Memory

Extended Inst. Set
Floating Point

32K Core Memory (Parity)
Peripheral Mounting Panel
Bootstrap Loader

Asynchronous Line Interface to Drive
Graphics Display

Moving Head Disk Drive and Controller
Disk Drive, l.2 Million Words

Disk Cartridge

Line Printer, 132 Col., 96 Ch., 500 LPM
9 Tr. Magnetic Tape & Controller

2nd Tape Drive

300 CPM Card Reader

Parallel DMA I/F

Graphics Display

Graph Tablet I/ F

Refresh Memory

11 x 11 Tablet and Control
2nd Display

Additional 64K Memory
Mounting Rack

Upgrade to PDP 11/70
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$20, 495

$
$
$
$
$
$

1,400
1,500
8,700
200
400
500

$11,000

$
$

5,100
100

$12, 400
$10, 745

$

w7 r B

" e

$

7,505
4,860
1,400
9, 000

1,200
1,200
3, 000
3,000

$17, 400

$

3,000

$25, 000

$149, 185
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Interface Equipment

RATU Interface Simulator

{2) DR11-B 2 x $1470 =
(1) Special Logic (Eng. Estimate} =
(1) Bi Phase Logic
Parallel-Serial Converter (Eng., Est.,) =
(1) 7410/23 1I/O Expander =
(1) 6430/20 (Card Rack, Power Supplies) =
(I} 7430/30 (Card Rack, Digital/Analog
Power Supplies) =
{1} 7435/20 (Digital Inputs) $106 x 4 =
(1) 7435/22 (Digital Outputs) $170x 4 =
(1) 7445/20 (Analog Outputs) $240x 8 =
(1) 7435/47 (Analog Inputs) $675x4 =
(1) DR11C Universal Interface =
(1) Clock Logic (Eng. Estimate) =

DEP Test Interface

(1) DR11C Universal Interface =
{1) Test Interface Logic {Eng. Estimate) =

HRM Interface

{1} DR11B =
(1) Bi Phase Serial-Parallel
Converter (Eng. Estimate) =

Remote Job Entry Terminal Interface

(1) DR11-EA =

(1) DRI1-KA (Clock) =

{1} DR11-KB (Line Control) =

(1) DR11-BB =

{(2) Modem (Bell 303 Equivalent) 2 x $5000 =

TOTALS
Cost Total Interface Hardware

Hardware
1 man year x $50, 000
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Hardware Manpower
$2940 0
$3000 4 mm
$200 2 mm
$900

$1050

$1290
$420 L 1 mm
$680

$1920
$2700

$490
$1310 2 mm
$490 0
$1410 2 mm
$1470 0
$300 1 mm
$4500 0
$200 0
$1300 0
$900 0
$10000 0
$37,470 12 mm
= $37,470
= + $50, 000
$87,470
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Total RTSTS Initial Cost

Simulation Computer =

Interface Equipment =

Operating System Mods (4.5 mm) =

Integration and Test =

Packaging and Transportability =
Total

Maintenance Costs

Interface Hardware =
Simulation Computer =
Total

RTSTS Cost Per Copy

Simulation Compuier =

Interface Equipment =

Integration and Test =

Packaging and Transportability =
Total

120

$149, 185

$ 87,470

$ 18,750
$ 25,000
$ 50,000

$330, 405

$ 37,470
$149, 185

$186, 655
X 8%

$ 14,932 /Year

$149, 185
$ 87,470
$ 25,000
$ 50, 000

$311,655
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RTSTS

Sim Computer 11-35 $130K *

Upgrade to  11-70 25K
Interface Hardware 100K #x*
RJE Station (for HAL & GOAL 25K

Compilation at HOST)

Portability Features {Packaging) 50K
and Integration $330K

* Same as STIL except added:
1 Disk Drive for a total of 2
Increased Lin: Printer Speed from 60 LPM to 500 LPM,

#% Same as CID interface to a Single RAU,
Includes sta~dard interface, special design engineering,
and Parts and Interrupt Routine Software for Interface
Processor,

121
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CDMS SIMULATOR

Simulation Computer

CPU PDP 11/35

Display (Light Pen, Keyboard, A/N, Graphics)
Magnetic Tape/Controller

Disgk (2.4 Megabyte)

Card Reader

Interface Equipment

ecl

7435/20

7435/22

7435/47

7430/30

7430/20

L 7410/23

DR11B

Clock (Engineering Egtimate)
Special Logic (Engineering Estimate)
DRI11C

Bi-Phase Logic P/S Converter

Total Interface Equipment

Hardware

GT40AA
TMAII-EA
RIIDE
CR11

$106 X 4
$170 X 4
$675X 4

$147 X 2

Total

Manpower (9 mm @ $50K/Yr.)

Total

Hardware

Manpower

$20, 500
$14, 500
$10, 757
$11, 000

$ 4, 860

$61, 605

$ 420
$ 680
$ 2,700
$ 1,290
$ 1,050
$ 900
$2,940
$ 1, 310
¢ 3,000
$ 490
$ 200

$14, 980

$14, 980

$37, 500

$52, 480

Do OO

2 mm
4 mm

2 mm

9 mm

e




CDMS Simulator Initial Cost

Simulation Computer

Interface Equipment

Integration and Test (3 mm)
Operating System Mods., (2 mm)

Total

Maintenance Costs

Simulation Computer
Interface Equipment Hardware

CDMS Simulator Cost Per Copy

Simulation Computer
Interface Equipment
Integration and Test

. Total

123

$61, 605
$52, 480
$12, 500
$ 8,333

$134, 918

$61, 605
$14, 980

$76, 585
X 8%

$6,127/ Yr.

$61, 605
$52, 480
$12, 500

$126, 585
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.
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i HID
\ terface Equipment
| 7410/23 = $ 900 |
: 7435/20 $106 X 4 = $ 420 64 DI's
\ 7435722 $170 X 4 = $ 680 64 DO's
2 1 mm
7435747 $675 X 4 = $2,700 64 Al's
7430/30 = $1,290
7430/20 = $1,050 |
Clock {Engineering Estimate) = $1, 310 2 mm
Special Logic (Engineering Estimate) = $3, 000 4 mm
Bi-Phase Logic P/S Converter = $ 200 2 mm
PDP 1104 = $2,495 0
DQ 1IEA = $4,500 0
(2) DRIUB $1,470X 2 = $2,940
DRI1iC = $ 490
$21, 975 9 mm
Cost Total
Interface Hardware Hardware $21,975

9mm (3/4 X 50K) = $37,500

$59, 475
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Total HID Initial Cost

Interface Equipment

Integration and Test (4.8 mm)

g Packaging and Transportability

Maintenance Costs

Interface Hardware

HID Cost Per Copy

Interface Equipment

Integration and Test \

Packaging and Transportability

B e
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PDP 1104 Operating System Mods. (4.5 mm)

S360 Host Operating System Mods, (4.5 mm)

= $59,475

$18, 750

$18, 750

1]

= $20,000

$25, 000

$141, 975

$21,975.00

X .08

$1,758.00 Per Yr.

$59, 478

$20, 000

$25, 000

$104, 475
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7.C Cost-Per-Statement/Cost-Per-Instruction

SOFTWARE COSTING METHOD (MSFC})

CEZNTRAL COMPUTER

O ANALYSIS OF REQUIREMENTS

$20/STATEMENT
0 SOFTWARE DESIGN
0 CODING AND CHECKOUT $10/STATEMENT
o] INTEGRATION

$30/STATEMENT
o] VALIDATION

$60/STATEMENT
MINI COMPUTER
o] ANALYSIS OF REQUIREMENTS*

$15/STATEMENT
0 SOFTWARE DESIGN
0 CODING AND CHECKOUT $10/STATEMENT
‘o] INTEGRATION ==

$20/STATEMENT
o} VALIDATION %%

$45/STATEMENT

%

w3

Assumes PJ and programmer work closely with each
other and do not formalize the requirements documentation,

There is less software integration due to independent
nature cf experiment, Documentation and validation can
be reduced. Some form of complete documentation on each
software function must be provided, however, so that
applicability of these functions for inclusion in common
library can be judged.

127
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*

GQAL Programs $30 per Statement

Programs are procedure.oriented with little mathe-
matical operations,

GO/NO-GO logic in the procedures instead of redundancy
management, :

Requirements are relatively well known because of
maturity of hardware being checked out,

Translation of requirements is relatively uncomplicated
since interfaces are from design engineer to checkout
engineer instead of hardware designer to programer.

Small amount of interaction between components being
checked out at component level,

Integrated testing is typically end to end and go/no-go
instead of scientific analysis.

Requirements Analysis $10 1/3
Coding and Checkout $5 1/6
Verification $15 1/2
$30/Statement
128
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Machine Language Programs

In this study, use of assembly language was considered only for
development of the operating system for the dedicated experiment
processors., Operating system development is the most complex

form of software generation and requires the services of programmers
with unique skills and a thorough knowledge of the hardware systems
with which the software must interface. Therefore, the cost per
assembly instruction is high and can not be correlated directly to

the cost per statement of high order languages.

o Familiarity with machine binary operation is required
and must be considered during coding which increases
complexity, (Overflows, conversion of decimal to
birary arithmetic, etc,)

o Number of programer written instructions is increased
thereby increasing probability of error,

o Requirements analysis must go deeper for analysis of
algorithym implementations, mathematical precision
analysis, etc.

o Number of program/program interfaces is increased and
are more complex thereby increasing probability of
error.

o The support software documentation (listings) is complex

and presents difficulty to interpretation by programers
not familiar with the original design thereby increasing
maintenance problems as personnel turnover occurs.

Requirements Analysis $33 1/3
Coding and Checkout $17 . 1/6
Verification $50 1/2
$100/Instruction
129
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PREFLIGHT SOFTWARE SIZING RATIONALE

Saturn History

LVDC/DA interface signals 86

I.VDC/DA # instructions = 4,650

average # instructions/signal = 54
ATM History

ATMDC interface signals = 275

ATMDC ¢ instructions = 7,897,

average # instructions/signal = 29

Mission 8 of Spacelal

# interface siynals = 8.6
# payload elerients = 1,3
average § interface signals = 62,77

Assume preflight job for each payload element is
the same and equivalent to Saturn LVDC = 4, 650
instructions,

4,650 . :
= 5 = 930 HOL statements at a cost of $30/Statement.

(A) = ((Number of HOL Statements) (Cost/Statement)) Yr.
Number of Statements =~ Number of HOL Statements
per payload element X Number of Payload Elements
=930 X PE/Yr. (New Flights).

Cost/Statement = $30,

130
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Rationale ror Simulation Sofiware Required for Payload Elements

Engineering Estimate - 21K table words per payload
Element for Simulation Software.

Engineering Estimate that 21K table words equates to
approximately 1/3 X 21K = 7K machine Janguage instructions.

T = 5 = 1,4K HOL Statements

1.4K X $45/Statement = $63K/Payload Element

131
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7. D Software Sizing
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ESA ESTIMATE OF DELIVERED SOFTWARE

EGSE GROUND CHECKOUT

N0 A O e W N

= b b et e el
Oy U b W N = O

GCOS
SELF TEST
DATA REDUCTION
PCM A/D
ESI/CDMS
ESI/EPDS
ESI/ECS
ESI/INSTRUMENTATION
GND C/O CDMS
GND C/O EPDS
GND C/O ECS
GND C/O POWER CN/OFF
GND C/O INST. CAL,
GND C/O EXP. INTERFACE
GND C/O INTEGRATED TEST
GND C/O MONITOR

TOTAL

133

SIZE HOL MODULES
21, 8K 4000 40
30, 0K 6000 60

5. 0K 1000 10
1.0K 200 2
3. 0K 600 6
3.0K 600 6
1, 5K 300 3
3. 5K 700 7
10. 5K 2100 21
12, 0K 2400 24
4, 0K 800 8
10. 0K 2000 20
12, K 2400 24
8. 8K 1700 17
20, CK 4000 40
1. 7K 300 3
145, 5K 29100 291

o
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TYPICAL REQUIREMENTS (REGION) NOT ESA ESTIMATE

*EGSE PRODUCTION SET

1 - MACRO ASSY
2 « LINKAGE EDITOR
3 « ANSI FORTRAN
4 - UTLOITIES
TOTAL

¥ GCOS Included in Ground Checkout.
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SIZE

8. 0K
4, 0K
16. 0K
4. 0K

HOL MODULES

1600 16
800 8
3200 32
800 8

32. 0K

6400 64

i
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ESA ESTIMATES OF DELIVERED SOFTWARE

EXPERIMENT COMPUTER
SIZE HOL MODULES

1 - INFLIGHT MONITOR . TK 140 2

Z - ECDS 20. 0K 4000 40
TOTAL 20, 7K 4140 42

135
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ESA ESTIMATES OF DELIVERED SOFTWARE vf
SUBSYSTEM COMPUTER
SIZE HOL  MODULES o
1 - EXP CDMS C/O . TK 140 2 L
2 - S/S CDMS G/O L TK 140 2 @ 1
3 - EPDS C/O 3K 60 1 -
4 - ECS C/O 4K 80 1 -
5 - INFLIGHT POWER MONITOR 3K 60 1 ;
6 - INFLIGHT MONITOR . TK 140 2 3
7 - 8COS 20, 0K 4000 40 ];
TOTAL 23, 1K 4520 49 i
:
k
g
.‘1
1
i
8
|
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/
ESA ESTIMATES OF DELIVERED SOFTWARE
HOST AND SIMULATION SUPPORT
SIZE HOL MODULES
1 - ICS 15, 0K 3000 30
2 . EGSE SIM 20, 0K 4000 40 —
3 . CDMS STM 20. 0K 4000 40
4 - SPACELAB SIM 10. 0K 2000 20
5 . ECOS/SCOS/GCOS SIM 20. 0K 4000 40 \ |
6 - SIM CONTROL 5. 0K 1000 10 F
7 - APPLICATION SIM 10, 0K 2000 20 ;
8 - HOST DATA REDUCTION 28. 0K 5600 56 |
TOTAL 128, 0K 25600 256 |
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9.

10,

8€1

ii.

13,

14,

15,

16,

17.

18,

19,

AS-01-S
AS-03-5
AS-04-5
AS-05-8
AS-07-8
AS-09-8
AS8-10-8
AS-15-8
AS-18-5
AS-19-8
AS-20-5
HE-11-8
HE-12-8
HE-13-8
HE-164-8
HE-18-8
50-11-8
50-12-5

S0-15-8

PAYLOAD ELEMENT FLIGHTS

11

LN

18 79 |} 80 81 82 | 83 84 | 85 86 87 88 89 90__1.91
“1%100 | Xa0 X30
X100 Xa0 X3p
X100 | Xa0 [X30 | X290 | XX XXX | X XXX § XX | XXX
X100
X100
X100
X100 X40
X300 | ¥40 X30 | X20 | X
X100
X100 X40 X310 X XX
X20
X100 X40 |X30
X100 1 X20 | X XX 1XX XXX jXxxx|xx |xXxxX |xxx
X30
X20
X100 X0 |X30 |X20 |X
X100} ¥a0 | X30 | X20
X100 Xa0 X30 | %20 X X
' Xio0{X4p [X30 | X9 | X X
Xi00 | ¥30 | X20X] X
X490 ‘
X1001X40 |X20X| X XX
X30
X100
X = Soft\;fare Required :

.



PAYLOAD ELEMENT FLIGHTS

e L

77 | 78 79 | 80 81 82 83 84 85 86 1 .87 88 89 | 90 91
20. SO-17-S ' X100 1Xa0 | X20 { X XX JXX jXXX (XX XX | uX
X310 ‘
21, AP-06-S X100 | X40 |X30 [XX XX [|XX }XX XX (XX XX XX
X20
22. AP-09-5 X100 | X420 X3q X20 X X X
23. AP-13-S X100 | X40 X310 X0 X X X
: 24, EO-01-8 Xio0 | Xa0 X390 Xa0X XX X XX XXX | XXX
i - 25, EO-06-5 Xyioo | X40 [X30 1% XX |x XX | X XX { XX
X20 -
26. EO-19-5 X100 | Xa0 [X30 |Xa20X{ X XX XX XXX | XXX |xxx | xxx | xxx
27. EO0-20-5 X100 X40 X30 {X20 |X XX {x XX
28. OP-02-5 X)100]1%X40 | X3p | X20 {X;oX{X XX X XX | xx.
—
o 29. OP-03-8 X100 | ¥d0 | %30 | X20 X XX XX | XXX| XXX [XXXX
31. SP-14-5 ) X100 | X40 (X130 Xy |X X X X X X
X20 ‘
32, SP-15-S X100 | X40 |¥30 XXX | XXX | XXX [ XXX | XXX | XXX |XXXX
i X .
20 -,
33, SpP-31-S X100 Xag Xy9 |X20 | X XX |x XX
34, LS-09-S Xjy00 | X30 [XX XX | XX |XX (XX XX | XX |[xXx |xx
Xa0 1X20
35, LS-13-5 : X100 | X40 X3q Xa0 X X X
*36. ST-31-5 0100 | %40 ’ 030 020 | . 0 0 0
37, ST-58-S X100 Xa0 {¥30 (XXX [XXX XXX |XXXX|XXXX] XXXX]200000 | 20000K
X20
X = Software Required % 8 = No Software Required
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L
v

| .; PAYLOAD ELEMENT FLIGHTS
77 _{ 78 79 ) 80 81 82 83 84 85 86 87 88 89 90 91
38, CN-04-S ' X100 X40 X30 | %50 | X% XX |x XX
%39, CN-05-S 0100 040 030 {00 |0 Joo [ oo
40, CN-G8-S X100 | X40 { %30 X0 | X% X XX | X XXX | XX | XXX
41, APE-01 X100 | X40 X130 X320 X X X
42, APE-07 X100 | X40 X310 X0 X x | x
| 43, ASE-0l X100 | X40 X3p Xag X X X
'§f 44, EOE-01 Xypo | Xa0 ’ X30 Xsg X X X
. 45, SPE-0l X100 | X40 - | %34 X320 X X b'e
46. SPE-80/85 X100 | X0 X3 X20 X X | x
47. STE-IO X300 | X409 X3q p X {x X
.;.p.“ .
N Tatal Instructions
" Total HOL Statementp
Accumulated Commop
Library
‘Total (n#¢l} -
A.C.L, (n)
Total Unique Soft- '
ware Development
No. of Madules
{Tot, New § 500)
A. # new ﬂights/PE'ﬁlk l‘f*#w 5*#* an** 2** ;#* g** 3*** Eﬁ;** f** T** g*::' E##
B. # maint. flights/ ks BEE U SECED I BTN BT T B e e i
_ PR 0 |14 9 24 27 44 | 30 50 39 53 54 | 64
#3F Need DEP X = Software Required *0 = No Software Required #*%* Excludes ST-31-S and CN-05-5
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12.

13,
14,
15.
16.
i7.
18,
15.
20.
21,
22,
23,
24,
25,
26,
27.
28,
29,
30,
31,
32.
33,

3

B/L Element Main Mem.  Instr. _ HOL 100 X0.4& X0.3 X0.2  X0.1
AS-01-S 54,800 12,180 2436 974 731 487 244
AS-03-5 8. 000 2,480 496 198 149 99 50
AS-04-5 17, 900 7,250 1450 580 435 290 145
AS-05-8 4,000 1,240 248 99 74 50 25
AS-07-S 56,000 17,360 3472 1389 1042 694 347
AS-09-5 21, 000 7, 440 1488 595 446 298 149
AS-10-S 4, 000 1,240 248 99 74 50 25
AS-15-8 55,000 17,050 3410 1364 1023 682 34l
AS-18-5 25, 000 7,750 1550 620 465 310 62
AS-19-5 4,000 1,240 248 99 74 350 25
AS-20-5 55,000 17,050 3410 1364 1023 682 341
HE-11-§ 8, 000 2, 480 496 198 149 99 50
HE-12-S t, 800 558 112 45 34 22 11
HE-13-8 3,600 1,116 223 89 67 45 22
HE-16-S 4, 000 1,240 248 99 74 50 25
HE-18-§ 3,600 1,116 223 89 67 45 22
SO-11-8 14, 000 4,340 868 347 260 174 87
50-12-S 8, 500 2,635 527 211 158 105 53
SO-15-§ 14, 000 4, 340 868 347 260 174 87
$0-17-8 14, 000 4, 340 868 347 260 174 87
AP-06-S 45,000 26,100 5220 2088 1566 1044 522
AP-09-5 3,247 2. 140 428 171 128 86 43
AP-13-§ 3,371 1,670 334 134 100 67 33
EQ-01-§ 6,120 4,110 822 329 247 164 82
EO-06-S 6,200 3,782 756 302 227 151 76
EO-19-S 1,402 1,010 202 81 6l 40 20
E0-20-8 3, 300 1,550 310 124 93 62 31
OP-02-5 5, 000 1,200 240 9% 72 48 24
OP-03-§ 18, 700 4, 480 896 358 269 179 90
SP-13-5 8, 500 2,635 527 211 158 105 53
SP-14-5 12, 600 3, 906 781 312 234 156 78
SP-15-5 8, 500 2,635 527 211 158 105 53
SP-31-5 10, 500 3, 240 648 259 194 130 65
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P/L Element Main Mem. Instr. HOL 100 X0.4 X0,3 X0.2 ¥0,1

34. LS-09-S 40, 000 18,000 3600 1440 1080 720 360
35, LS-13-$ 4,312 1,930 386 154 116 7739
36. ST-31-8 N/A N/A N/A N/A N/A N/A

37, ST-58-S 15, 000 9,450 1890 756 567 378 189
38, CN-04-S 10,012 3,720 744 298 223 149 74
39, CN-05-S N/A N/A N/A N/A N/A N/A

40, CN-08-5 2,311 1,130 226 90 68 45 23
41, APE-01 3,338 2, 440 488 195 146 98 49
42, APE-07 3,075 2,130 426 170 128 85 43
43, ASE-01 1,470 1,070 214 86 64 43 21
44, EOE-01 2,484 1,860 372 149 112 74 37
45, SPE-01 1,516 1,070 214 86 64 43 21
46, SPE-80/85 1,954 1,380 276 110 83 55 28
47, STE-20 3,014 2,200 440 176 132 88 44
48, V¥ 1,124 1,020 204 82 61 41 20
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7.E Central Computer Functions in Distributed Concept

CRT Display Services
Mass Storage Services
PCM Services
HRM Management
Orbiter Interface

- Timing

- Uplink

- Attitude Data

Mission Control/Timelining/Scheduling

Caution and Warning

On-Board Checkout of Experiment CDMS

DEP Interface Services

143
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CRT DISPLAY SERVICES

CDMS
FUNCTION REQUIREMENT DEVELOPMENT DELTA
Central] Dist, Effort | Technique Remarks

1. Storage and Distribution of J | v 0 0

Keyboard Input Data.
2., Engineering Units Conversion J N, 0 0

of Raw Data for Display.
3. Alpha-Numeric Display For- J Vv 0 0

matting to Display Electronics,

= i Vector/Graphics Display For- Graphics are limited on CDMS
LS matting to Display Electronics., v v 0 0 Baseline., Added capability will
require more software support.

5. Access of Background Display

Formats From Mass Storage v Y 0 0
6. Resource Management (Alloca-

tion/Deallocation) of Display v v 0 0

CRT's and Pages
7. Access and Display of RAU

Data v v 0 0
8. Standard Monitor/Control

o Issue Discrete/Analog Vv v 0 0

o Monitor Discrete/Analog

M




Display

CENTRAL STANDARD SERVICES FOR DEP

- Storage and Transfer of Keyboard Input Data for DEP's
- Engineering Units Conversion of Raw Data for Display
- Alpha-numeric Display Formatting to Display Electronics

- Vector/Graphics Display Formatting to Display
Electronics

-  Access of Background Display Formats from Mass
Storage

- Resource Management (Allocation/Deallocation) of
Display CRT's and Pages

- Access of Data Existing on the RAU's for Display or DEP
- Standard Monitor/ Control, Man/Machine Interface

Functions
o Issue Discrete/Analog
o Monitor Discrete/Analog
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MASS STORAGE SERVICES

FUNCTION REQUIREMENT DEVELOPMENT DELTA
Central | Dist. Effort Technique Remarks
‘ File information blocks must be
1, Mass Storage Allocation v v v v built in CPP for DEP tasks using
mass storage.
2, Mass Storage Deallocation W v 0 0
3. Directory Maintenance v v 0 0
Data must be accepted from DEP
4, Data Storage v ~ v 0 v via DEP interface.
. . Data must be returned to DEP
5., Data Retrieval v v 0 Vv via DEP interface
6. File Positioning (Rewind,
Skip, Backspace, Find) W v 0 0
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Mass Storage

Read/Write Transfer of Data Files on the Storage Device
Storage of Background Display Formats for the DEP's
Storage of Application Programs for the DEP!'s

Storage of Central Computer Operating System Overlays
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FECM SERVICE

FUNCTION REQUIREMEN'IT“ DEVELOPMENT DELTA
Central | Dist. ll Effort |Technique Remarks
' . DEP messages must be received
1. Send Downlink Message Y v o o 0 vis the DEP interface.
2. Update PCM Data Table v v 0 0

—t

i

@

.
o had

S
BT It o S A ¢ o b s P A et e e e o oL L B
PP " - e ) o : e




PCM Services

- Polling and transfer of data into PCM telemetry buffers

(If high rate data bus is included in CDMS, this function
should be the same as would exist in centralized configu-
ration, Data format should be established by the DEP,
Relative time is established by the standard master
frame, minor frame cycle,)

o DEP's will have to conform to ECOS synchronization
for PCM telemetry (i.e., 1, 10, 100 samples per
second),

o Time tagging of individual data elements is responsi-
bility of data collection system (DEP),

- Telemetry table buffer size, starting memory location,
and sampling frequency is controlled by Orbiter/Spacelab
ICD.,
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HRM-SERVICE

H
FUNCTION REQUIREMENT DEVELOPMENT DELTA
Central | Dist. Eifort Technique Remarks
‘ DEP messages must be received
1. Send Downlimk Message v v [l 0 v via the DEP interface,
Data request from DEP,
2. Read High Rate Data Y v 0 0 Data returned to DEP.
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HRM Management

Schedule and Control HRM Allocation.

- Function Performed by Central Computer Will be the
Same in Either Distributed or Centralized Concept,

Each Experiment has Access to an HRM Input for
,/Scientific Data Under Modified Spacelab Baseline,

- ~ Use of CDMS/HRM Data Link will Still be Required

in the Distributed Concept Even Though Data Volume
Will be Reduced,
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ORBITER INTERFACE

FUNCTION REQUIREMENT DEVELOPMENT DELTA
Central { Dist, Effort [Technique Remarks
. H Pass time to DEF upon
l, Time v v 0 v request.
P
2. . State Vector (Attitude) v Vv 0 v ass state vector to DEP
upon request,
3. Pass Uplink Commands v v 0 N Identify and forward DEP
) comraands,
r TLv, Lo
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Orbiter Interface

- The Orbiter Interface Data is of the Same Type for
Either DMS Concept,

- Memory Locations in the CDMS Experiment Computer
Must be Allocated for Storage of Qrbiter Data Accessible
to Multiple Applications Running in the CDMS, Allocation
of These Same Common Areas Will be Available to the
DEP's. The only Difference is that the DEP's will
Arcess this Data DMA via the Data Bus.
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MISSION CONTROL/TIMELINING/ SCHEDULING

FUNCTION REQUIREMENT rﬂ DEVELOPMENT DELTA
Central | Dist. Effort Technique Remarks
1. Accept Operator Input v v 0 v Input must specify if MSG is for
DEP.
2, Systermn Qutput to Operator. v v 0 v MSG must indicate source: DEP
or CPP
) ‘ Experiments run on DEP's., |
3. Start/Stop E erune?nt v v B v CPP command to DEP to start or
stop.
4, Start/Stop Task v v 0 0 CPP only.
5. Change Timeline J J _ _ Only start/stop times need be
altered.
6. Schedule/terminate Task on .
Operator Request. v v 0 0 Only tasks running on CPP,
7. Schedule/terminate Task on 0 Vv v v DEP can request task execution
DEP Request.
on CPP,
8. Accept Uplink Command v v 0 v DEP cominands must be sent to
and honored by DEP's,
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Mission Control/Timelining/Scheduling

- These functions are required in either concept. The
difference lies in invoking a DEP operation instead
of inveoking an experiment application.

- These functions could result in the greatest mission-to-
mission central computer software change,

- Interface with Spacelab and Orbiter mission planning
will be guite complex.in either case, but loses the
common central coordination in a distributed DMS
concept that would be available for a centralized DMS.
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CAUTION AND WARNING

REQUIREMENT ﬂ

DEVELOPMENT DELTA

FUNCTION
Central | Dist, " Effort Technique Remarks
1. Hardware Monitor v v " 0 0
2, Software Monitor Vv v 0 4]
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Caution and Warning

- Computer backup of C&W signals for the experiments
would appear as a formatted display to the central
computer and be handled like 2ll other displays originating
at the DEP,

- Discrete/analog caution and warning from the RAU's

would be treated by the ECOS monitor exactly the same
in either DMS configuration.
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ON-BOARD CHECKOUT OF EXPERIMENT CDMS

FUNCTION REQUIREMENT DEVELOPMENT DELTA
Central | Dist. Effort |Technique Remarks
1, Verify Hardware Configuration v v 0 0 Check DEP connect points on RAU'SL
2. Detect and Isolate Faulis in
. Hardware. Y v 0 0 Only verify running state for DEP's
1 cacna -
u; R et § i,
t
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On-Board Checkout of Experiment CDMS

- Function will change only with modification of the IOB, .
Data Bus, or RAU - or with the addition of other
peripherals (e.g., graphics, randomn access mass
memory, etc. ).

- DEP's should be turned on and off when their respective
RAU's are turned on or off (switch function). They
should then initialize and enter an idle loop waiting for
a commanded mode of operation from the central
processor {checkout/calibrate, experiment operation,
data acquisition).

- DEP mode initiation should occur through a normal data
bus digital transmission or an interrupt originating at
the central computer and keyed to a keyboard input,
switch command uplink command, or prestored timeline,
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DEP Interface Services

- The DEP interface through the RAU utilizes the PCM
commeand lines (digital data) from the RATU and the
High Rate Data block transfer to the central computer
through the high rate data bus,

- Function of this data transfer remains the same under
either DMS concept.
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7. F

Consumable Stock

RTSTS consumables are attached, See costing method in
baseline option (IAl} for central facility consumnables.
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3.

RTSTS CONSUMABL ES

Electrical Power
1/10th of S/360-Model 65 for 1 shift, 5 day week
Paper Line Printer and Console

1 - B00 Line Per Minute Printer 1 shift, 5 day week
1 - Console Typewriter 1 shift, 5 day week

Tab Cards

1 Card Reader Punch 1 shift, 5 day week
Magnetic Tape

50 Tapes Per Test Set 1 shift, 5 day week
1 shift, 5 day week

Printer and Console Ribbon

Cost Per Year

1. Power $4000
2. Paper 4500
3. Tab Cards 2500
4, Tape 700
5. Ribbons 500

$12,250

Average usage based on CSC evaluatian of Computer Operations
Expendable Supplies.
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7.G  Central Site Computer Additions

See costing method sheets for baseline option IA1,
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7.H Equipment Mzaintenance
See costing method sheets for baseline option, IAl,
-
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7.1

Miscellaneous Supporting Data
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RATIONALE

OVERHEAD
15% is Assumed
1, M&S data indicates 5% to 25% in Flight Operating Systems. An
operating system of the complexity anticipated on Spacelab is
15% by M&S estimates,

2, Joint Users Document Estimate = 5%

3. GDC estimate of operating system overhead is not given but
stated that 5% appears low in August 29, 1975 report.
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AS-04-5
Flies on
All Three

<

[ oL

MISSION P/L

P/L ELEMENTS

MAZX, 325K

MISSION P/L EAPS

P/l ELEMENT EAPS

DEY
ASSIGNED TO

AST 10a

AST 10d

:.ST 10k

AST 11b

AST llc

AST 11d

AST lle

MU-2

AS-01-S
AS-04-5

AS-04-S
AS-15-8

AS5-04-5
AS-20-58

50-12-8

50-12 S

50-15-5

50-11-5

HE-11-85
S0-17-5
EO-19-S

e Foy it e

346, 300

347,600

347,600

2,500, 000

2,500, 000

2,500, 000

2,500,000

2,500, 000

178,700
167,600

167,600
180,000

167,600
180, 000

2,500,000

2,500,000

Z, 500,000

2,500, 000

20,000
2,500,000
7,600
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