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I. INTRODUCTION

The rapid development of faster, larger computers has been paralleled by an equally rapid development of computational aerodynamics. In light of this, it has been suggested that the computer and the wind tunnel will perform equal and complementary roles in the development of new aerospace vehicles.\(^{(1)}\) To make that suggestion a reality it will be necessary that the understanding of turbulence be enhanced and that some practical means of modeling it in computations be provided.

Table I is a simplified summary of the status of computational aerodynamics that illustrates its rapid development, particularly since the start of this decade. The stage of approximation of the governing equations has been divided into four progressively more complex categories, culminating with the viscous, time-dependent Navier-Stokes equations. Beginning in the 1930's and progressing through the 1960's, inviscid linearized theory in various refined stages has been used in the design of many aircraft; however, limitations in this theory required that much of the configuration design be accomplished experimentally. In the 1970's, development of inviscid nonlinear theory advanced more rapidly and is now nearing completion.

Computations for transonic and hypersonic flight have been made for realistic aerospace vehicle geometries (notable examples are refs. 2-4). The major limitation of these computations is that they cannot handle separated flows. To provide that capability, the next stage of equation approximation requires utilization of the Navier-Stokes equations or their approximation. For turbulent flows, which are ubiquitous and very important in most aerospace vehicle applications, computations employing the time-averaged Navier-Stokes equations are in the early stages of development. The limitation of these
computations is the accuracy of the turbulence model used to complete the system of governing equations; this item now pace the development.

Once this stage of approximation reaches the point of practical utility, it is expected that the development of computations using the complete Navier-Stokes equations in time-dependent form will begin. However, because the resolution scale for the smaller turbulent eddies precludes the use of any present day computers, an advanced computer is essential before practical computations can be made available. Thus, within the next decade, it would be possible to numerically simulate the flow about aircraft, including important viscous effects, if the ability to model turbulence can be improved.

The Navier-Stokes equations are the basic governing equations used to describe most fluid mechanics phenomena. They also apply to problems involving turbulent flow where turbulence appears as a random, dissipative, three-dimensional phenomenon that involves many characteristic scales. To avoid the difficulty of describing every discrete turbulent motion possible, some type of averaging must be employed. Of the many possibilities, Reynolds time-averaging \(^{(5)}\) has proved the most successful. Time averaging eliminates some information contained in the original equations, however, and also results in more unknowns than governing equations through the introduction of apparent Reynolds stresses for the actual transfer of momentum by velocity fluctuations. Deriving additional equations for those Reynolds stresses only results in the introduction of additional unknowns.

Therefore, the extra unknowns must be represented by physically plausible combinations of quantities for which transport equations are expressed in terms of constants or empirical functions considered as known or expressible in terms of the mean variables. The problem of reducing the unknowns to equal
the number of equations is referred to as the closure problem; the process of expressing the unknowns as transport equations in terms of empirical functions or constants is referred to as "turbulence modeling."

Historically, progress in turbulence modeling has been slow and deliberate, and has relied substantially on a few carefully controlled experiments performed over a range of test conditions. Such experiments could be called "building-block experiments" because they provided the gage for establishing the credibility of computational techniques and even more importantly because they provided physically meaningful concepts that were used to enhance heuristic modeling ideas. The conference on the computation of turbulent flows held at Stanford University in 1968 used these key experiments to assess progress in predicting incompressible, attached, turbulent flows. Later that same year, the conference on compressible turbulent flows held at Langley Research Center concluded that very few, if any, compressible flow experiments in the building-block category were being performed.

If progress in modeling for compressible flows is to be made, it will also come through combining a broad experimental effort with developments in computational techniques and modeling ideas. For compressible flow, however, progress is even more difficult to achieve because compressibility introduces additional complexities, not only in the modeling concepts, but also in the experiments. The complete concept of turbulence modeling has three elements: experiments, intuitive modeling concepts, and the computer code (see fig. 1). Each element is essential, and the elements are not easily separated.

The process could start with the modeling concept or with the experiments. Historically, the process began with experimental observations that later led to modeling concepts. This trend is beginning to change in that model
development and experiment are being performed in parallel and coordinated efforts. Once the modeling concepts are established, the computer code can be assembled. This particular sequence is essential for complicated equation systems because the modeling concepts can often alter the order of the equation system or method of solution. Once the code has been established, it can be compared with and verified by the experiments. If the experiments provide enough detail, they can guide changes in the modeling concepts and the process can be continued until the predictive capability of the code is established.

An important aspect of the computation code development is that it be directed specifically to the geometry of the experiment and that it use exact experimental initial conditions so that no doubt can be cast on the comparative results.

The status of modeling for compressible flows can be broadly summarized as shown in figure 2. For constant pressure flows, that is, flat plates or bodies of revolution where the boundary layers are thin and the outer inviscid flow can be described, adequate turbulence models are available and there are apparently sufficient data to verify them. Pressure gradients introduce complexities that begin to test our ability to model turbulence. For mild gradients, adjusting the constants in the models that handle constant pressure flows will usually suffice. For severe pressure gradients, however, models are not generally available and there is only a limited range of quality data to verify models now under development. Turbulence models are not yet available for the case when pressure gradients are strong enough to separate the flow, and there are only a limited number of quality experiments for verification.
In the course of this presentation, a concept of turbulence modeling for compressible flows will be reviewed. This review will provide an up-to-date status of the problem and an assessment of the progress being made to solve it. A description of turbulence modeling will be given first, and various modeling concepts will be introduced. Because turbulence modeling relies substantially on experiment, the next section will define what an adequate experiment is, and what the present capabilities of measurement techniques are. In the final section, the status of turbulence modeling for two-dimensional flows will be discussed and examples will be given for attached and separated flow problems.

II. MODELING CONCEPTS FOR COMPRESSIBLE FLOWS

Before describing the various concepts for the turbulence modeling used later in describing the status of modeling for compressible flows it is worthwhile to show briefly how they were developed from the basic governing equations.

A. Governing Equations in Mass-Averaged Variables

The Navier-Stokes equations for a compressible, heat conducting, perfect gas may be written as follows:

Continuity

\[
\frac{\partial p}{\partial t} + \frac{\partial}{\partial x_j} (pu_j) = 0
\]  

(1)

Momentum

\[
\frac{\partial}{\partial t} (pu_j) + \frac{\partial}{\partial x_j} (pu_j u_j) = - \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \tau_{ij}
\]  

(2)

Energy

\[
\frac{\partial}{\partial t} (ph) + \frac{\partial}{\partial x_j} (ph u_j) = \frac{\partial p}{\partial t} + u_j \frac{\partial p}{\partial x_j} + \tau_{ij} \frac{\partial u_j}{\partial x_j} - \frac{\partial q_j}{\partial x_j}
\]  

(3)
where the stress tensor \( \tau_{ij} \) and the heat flux vector \( q_j \) are given by

\[
\tau_{ij} = \lambda \delta_{ij} \frac{\partial u_i}{\partial x_j} + \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)
\]

\[
q_j = -k \frac{\partial T}{\partial x_j}
\]

The bulk viscosity \( \lambda \) is equal to \(-2/3 \nu\), where \( \nu \) is the dynamic viscosity; the thermal conductivity is \( k \); \( \delta_{ij} \) is the Kronecker delta, equaling 1 when \( i = j \) and equaling 0 when \( i \neq j \). A summation is implied when indices are repeated.

As is well known, when dealing with flows that are turbulent, the solution to equations (1) through (3) becomes practical only if one employs some type of averaging. Following Reynolds, for example, the equations are averaged over a time that is long compared to the time associated with the predominant frequencies of the turbulence. For compressible flows, however, mass-weighted averaging is often used, rather than the usual time averaging, because the compressible form of the equations can be reduced to a form analogous to the incompressible form (see, e.g., ref. 8).

The advantage of mass averaging can be illustrated as follows. In the usual averaging procedure, velocity is usually written

\[
u_i(x_i, t) = \bar{u}_i(x_i) + u''_i(x_i, t)
\]

where the bar denotes the time average of \( u''_i(x_i, t) \). The time average of a quantity is obtained from

\[
\bar{Q} = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \int_{t_o}^{t_o+\Delta t} Q(t) dt
\]
Introducing the concept of time averaging into the continuity and momentum equations, the following equations result:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_j} (\rho \bar{u}_j + \rho'' u''_j) = 0
\]

\[
\frac{\partial}{\partial t} (\rho \bar{u}_1 + \rho'' u''_1) + \frac{\partial}{\partial x_j} (\rho \bar{u}_1 \bar{u}_j + u_1 \rho'' u''_j) = -\frac{\partial p}{\partial x_j}
\]

\[
\quad + \frac{\partial}{\partial x_j} (\tau_{1j} - \bar{u}_j \rho'' u''_1 - \overline{\rho u''_1 u''_j} - \bar{u}''_j \rho'' u''_1)
\]

Note that for incompressible flows \(d\rho = 0\) and the equations reduce to the familiar incompressible form. However, aside from the usual problem of supplying additional relationships for the mean effects of turbulence, for example, \(\bar{\rho} u''_1 u''_j\), the compressible form of the equations contains fluctuating density-generated terms such as \(\rho'' u''_1\). This complexity can be formally avoided by introducing mass-weighted averaging.

Define the following mass-weighted velocity

\[
\bar{u}_1 = \bar{\rho} u_1 / \bar{\rho}
\]

where the bar denotes the usual time-averaged value and the tilde denotes mass-weighted averaging. The instantaneous velocity can be written

\[
u_1(x_i, t) = \bar{u}_1(x_i) + u'_1(x_i, t)
\]

where \(u'_1\) is the superimposed velocity fluctuation. The relation between \(\bar{u}_1\) and \(\bar{u}_1\) is obtained as follows:

\[
\rho u'_1(x_i) = (\bar{\rho} + \rho'') u'_1(x_i) = 0
\]

or

\[
u'_1(x_i) = -\rho'' u'_1(x_i) / \bar{\rho}
\]

Taking the average of equation (11) and rearranging

\[
\bar{u}_1(x_i) - \bar{u}_1(x_i) = -u'_1(x_i)
\]

or

\[
\bar{u}_1(x_i) - \bar{u}_1(x_i) = \rho'' u'_1(x_i) / \bar{\rho}
\]
From the definition of \( u_t(x_i,t) \) it follows that

\[
\bar{u}_t(x_i) + u_t(x_i,t) = \frac{u_t(x_i)}{\bar{\rho}} + \bar{u}_t(x_i)_t
\]

Multiplying by \( \bar{\rho} \) and averaging

\[
\bar{\rho} \bar{u}_t(x_i) + \bar{\rho} u_t(x_i,t) = \bar{\rho} \bar{u}_t(x_i) + \frac{\bar{\rho} u_t(x_i)}{\bar{\rho}}
\]

But \( \bar{\rho} u_t(x_i) = 0 \) and \( \bar{\rho} u_t(x_i) \) can be written \( (\bar{\rho} + \bar{\rho}^n) u_t^t = \bar{\rho}^n u^t \), so it follows that

\[
\bar{u}_t(x_i) - \bar{u}_t(x_i) = \frac{\rho^t u^t}{\bar{\rho}}
\]

(12)

Thus the difference between the mass-weighted and time-averaged velocities depends on a density-velocity correlation. Similar relationships exist for temperature and enthalpy. Later, relationships between various shear stress and heat flux quantities in mass-weighted and time-averaged systems will be needed. Without derivation, these are written as follows:

\[
\bar{\rho} u_t v_t = \rho u_t v_t - \frac{\bar{\rho} u_t v_t}{\bar{\rho}}
\]

(12a)

\[
\bar{\rho} v_t h_t = \rho v_t h_t - \frac{\bar{\rho} v_t h_t}{\bar{\rho}}
\]

(12b)

Substituting mass-averaged variables into equations (1) to (3) yields:

Continuity

\[
\frac{\partial \bar{\rho}}{\partial t} + \frac{\partial}{\partial x_j} (\bar{\rho} \bar{u}_j) = 0
\]

Momentum

\[
\frac{\partial}{\partial t} (\bar{\rho} \bar{u}_j) + \frac{\partial}{\partial x_j} (\bar{\rho} u_j) = \frac{\partial \bar{p}}{\partial x_j} + \frac{\partial}{\partial x_j} (\bar{\tau}_{ij} - \bar{u}_i \bar{u}_j)
\]

(14)

Energy

\[
\frac{\partial}{\partial t} \bar{\rho} \bar{h} + \frac{\partial}{\partial x_j} (\bar{\rho} \bar{h}_j) = \frac{\partial \bar{p}}{\partial t} + \bar{u}_j \frac{\partial \bar{p}}{\partial x_j} + u_j \frac{\partial \bar{p}}{\partial x_j} + \frac{\partial}{\partial x_j} (-\bar{q}_j - \bar{\rho} \bar{h}_j) + \bar{\tau}_{ij} \frac{\partial}{\partial x_j}
\]

(15)
Equations (13) to (15) now have the same form as the laminar Navier-Stokes equations except that the averaged variables appear throughout and the so-called turbulent Reynolds stresses and heat fluxes appear. The equations are simpler than those given when the usual time averaging is introduced. These equations also have the same form as the incompressible time-averaged equations except that the so-called Reynolds stresses, \(-\overline{\rho u'_i u'_j}\), include fluctuations in density. This latter fact does indeed complicate the process of modeling the turbulence.

The equations in their averaged form have additional unknowns: the turbulent Reynolds stresses and heat fluxes. The problem of reducing the number of unknowns to equal the number of equations is called the closure problem. The process of expressing the unknowns as transport equations or functions in terms of known quantities is called turbulence modeling.

The governing equations can be supplemented by additional equations for the turbulent kinetic energy and the various Reynolds stresses.\(^{(9)}\) Following the development in chapter 2 of reference 9, these may be written as:

**Turbulent Kinetic Energy**

\[
\frac{\partial}{\partial t} \left( \frac{1}{2} \overline{\rho u'_i u'_i} \right) + \frac{\partial}{\partial x_k} \overline{\rho u'_k u'_i} \left( \frac{1}{2} \overline{u'_i u'_i} \right) + \frac{\partial}{\partial x_k} \overline{u'_i u'_k} = -\overline{u'_i \rho' \overline{u'_i} \overline{u'_i}} + \overline{u'_i \frac{\partial \overline{u'_i}}{\partial x_i}} - \frac{\partial}{\partial x_k} \overline{u'_i \overline{\rho u'_j}}
\]

(16)

**Reynolds Stresses**

\[
\frac{\partial}{\partial t} \left( \overline{\rho u'_i u'_j} \right) + \frac{\partial}{\partial x_k} \overline{\rho u'_k u'_j} + \frac{\partial}{\partial x_k} \left( \overline{\rho u'_i u'_j u'_k} \right) = -\overline{u'_j \rho' \overline{u'_i} \overline{u'_j}} - \frac{\partial}{\partial x_i} \left( \overline{u'_i \rho u'_j} \right) \frac{\partial}{\partial x_j} - \frac{\partial}{\partial x_k} \overline{u'_i u'_j}
\]

(17)

Inspection of the conservation equations shows that the number of unknowns exceeds the number of equations. Thus, the next step in arriving at a closed
set of equations will be to model certain of the terms. This can be accomplished in progressively more complex steps in the same manner as for incompressible flows.

B. Modeling Concepts

1. An Algebraic Closure Model

A straightforward technique that has received much attention and verification for a broad range of boundary-layer flows is to express the turbulent shear stress and heat flux in terms of the mean flow variables. Boussinesq's eddy viscosity concept is introduced. Define the turbulent Reynolds stress tensor as

$$\overline{R}_{ij} = -\rho \frac{\partial u_i}{\partial x_j}$$

then let

$$\overline{R}_{ij} = \bar{\nu} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right)$$

(18)

where \( \bar{\nu} \) is considered a scalar quantity referred to as the eddy viscosity because equation (18) now has the same form as the laminar stress tensor, \( T_{ij} \). The problem of modeling is now reduced to one of describing the behavior of the eddy viscosity in terms of the mean flow variables. Several techniques for accomplishing this when the flow is compressible are described below. Essentially they are extensions of techniques used for incompressible flows.

A successful model was developed by Cebeci and Smith. It uses Prandtl's mixing-length hypothesis (i.e., \( \bar{\nu} = \bar{\nu}^2 \left[ (\partial \bar{u}_i/\partial x_j) + (\partial \bar{u}_j/\partial x_i) \right] \)) in the inner region with Clauser's eddy viscosity in the outer region to arrive at a two-layer model. Also, in order to appropriately model the region of the sub-layer and the inner log-law region, van Driest's damping function is
introduced. The model has been successfully applied to many compressible equilibrium turbulent boundary-layer flows.

Inner region

$$\varepsilon_{\text{inner}} = \bar{\varepsilon}(kyD)^2 \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)$$

(19)

Outer region

$$\varepsilon_{\text{outer}} = 0.0168 \bar{\varepsilon} \tilde{u} \delta^*_k \left( 1 + 5.5(y/\delta)^6 \right)$$

(20)

where

$$D = [1 - \exp(-y/A)]$$

(21)

and

$$A = \gamma^+(\tau_w/\bar{\varepsilon})^{1/2}$$

(22)

and

$$\delta^*_k = \int_0^{\text{Yedge}} (1 - u/u_\text{e})dy$$

(23)

Following Morkovin's hypothesis that compressibility does not affect the description of the length scales, the constants in equations (19) to (23) are given values derived for use in incompressible flows. In equation (22), $\gamma^+$ contains a reference density which the originators assume to be the local density across the sublayer and in most applications the wall density is used to represent this reference value. The value of $\gamma^+$ can be adjusted to account for pressure gradient and mass transfer at a wall in the same way as for incompressible flows. (See chapter 6 of ref. 9 for a discussion and suitable derivation of eq. (22) for compressible flows.) Hereafter, this model with $\gamma^+ = 26$ will be referred to as the baseline turbulence model.
For flows with compressibility it is also required that the energy equation be solved. To express the turbulent heat flux an eddy conductivity is introduced and a turbulent Prandtl number is formed

$$Pr_t = \frac{\varepsilon}{\varepsilon_h}$$

Expressions for the turbulent Prandtl number have been developed for boundary-layer applications. (See, e.g., chapter 6 of ref. 9.)

2. An Algebraic Closure Model with Relaxation

The baseline turbulence model is not always successful. For equilibrium turbulent flows with mild wall pressure gradient, modifications to $A_t$ will usually result in adequate predictions, but for flows with rather severe pressure gradients, such as those ahead of separation where the flow is not in turbulent equilibrium, modifications to the model are required. Recently, several studies have shown limited improvements for these situations can be obtained by introducing the concept of relaxation. See, for example, references 10 and 11. An additional differential equation for eddy viscosity has been written as

$$\frac{de}{dx} = \frac{\varepsilon - \varepsilon_{eq}}{L}$$

where $L$ is some relaxation length and $\varepsilon_{eq}$ is the eddy viscosity given by the usual prescription, for example, equations (10) to (23). Some authors have applied the relaxation concept to the outer eddy viscosity only, arguing that the smaller eddies in an inner region should be able to adjust immediately to changes in the mean flow. (10, 11) Another author applied the concept across the entire boundary layer. (12) In either case, the relaxation concept is introduced to account for the experimentally observed fact that turbulence
cannot adjust instantaneously to changes in the mean flow. However, this particular relaxation concept has not been successfully generalized and the relaxation length scale, L, usually expressed in terms of boundary-layer thicknesses, is not universal. Examples employing this concept will be shown later. Hereafter this model will be referred to as the relaxation model.

3. A Single Transport Equation Model

A more straightforward approach to modeling for nonequilibrium turbulent flows is to introduce the transport equations for Reynolds stresses. The approach is much more complicated than for incompressible flow, however, because terms involving compressibility must also be modeled. Little experimental evidence is available to help in this latter process. To illustrate the problem, the development of these additional modeled terms for the one-equation model derived in reference 13 is briefly described. The eddy viscosity in this application is formed from the product of an algebraic length scale, expressed in terms of a turbulent Reynolds number, and a velocity formed from a solution of the turbulent kinetic energy equation. The method is an extension of Glushko's incompressible model. (14)

A more general scalar eddy-viscosity relationship, described by Hinze, (15) wherein the average turbulence pressure is extracted from the stresses, can be written for the turbulent stresses.

$$ \overline{R}_{1j} = - \frac{2}{3} \delta_{1j} \overline{k} + \varepsilon \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) $$

(26)

where

$$ \overline{k} = \frac{1}{2\rho} \bar{u}_i' \bar{u}_j' $$

(26a)
Introducing equation (26a) into equation (16) and restructuring the terms involving velocity-pressure gradient and velocity-shear stress correlations, the following turbulent kinetic energy equation is obtained:

\[
\frac{\partial}{\partial t} \left( \overline{\tau R} \right) + \frac{1}{\partial x_j} \left( \overline{\sigma_{ij} R} \right) = -\rho u'_i u'_k \frac{\partial u_k'}{\partial x_j} - \frac{1}{\partial x_j} \left( \overline{\sigma_{ij}'} + \frac{1}{\partial x_j} \overline{(u'_i p)} \right)
\]

\[
\left. \frac{1}{\partial x_j} \sigma_{ij} + \frac{1}{\partial x_j} u'_i \tau_{ij} - \tau_{ik} \frac{1}{\partial x_j} \sigma_{jk} \right) (27)
\]

The turbulent kinetic energy equation in the mass-weighted averaged system has the same form as the incompressible equation but the problem of modeling the terms on the right-hand side of equation (27) differs from the incompressible approach because extra pressure velocity correlations and molecular-shear and velocity correlations are introduced through the mass-weighted averaging process. (See ref. 13 for a complete discussion.) To exemplify this, consider the pressure-velocity correlations. Substituting \( p = \overline{p} + p'' \) into those terms results in the following group of terms

\[
\overline{u'_i} \overline{p'} = - \frac{1}{\partial x_i} \left( \overline{u'_i p} \right) - \frac{1}{\partial x_i} \overline{u'_i p''} + \overline{u'_i} \frac{\partial \overline{p'}}{\partial x_i} + p'' \frac{\partial \overline{u'_i}}{\partial x_i}
\]

(28)

Both \( \overline{u'_i} \) and its derivative are zero for an incompressible flow and only the second term on the right-hand side remains; it is usually grouped with the second term on the right-hand side of equation (27) and modeled in terms of a gradient of \( \overline{k} \). (See chapter 5 of ref. 9.) The choice for compressible flow is either to assume that these remaining correlations are negligible or to model them in such a way that they tend to zero when the flow is incompressible. Following the procedure of reference 13, rewrite equation (28) as

\[
\overline{u'_i} \overline{p'} + \frac{1}{\partial x_i} \overline{u'_i p''} = -\overline{u'_i} \frac{\partial \overline{p}}{\partial x_i} + p'' \frac{\partial \overline{u'_i}}{\partial x_i}
\]
Equations for $\overline{u_1'}$ have been obtained for two cases: one based on the assumption of constant total temperature within an eddy and the other based on the assumption that the state variables in an eddy behave in a polytropic fashion.

In either case, generality is maintained by assuming that pressure fluctuations can be expressed in terms of density and temperature fluctuations. Assuming that the gas behaves in a polytropic manner, then

$$\frac{\rho''}{\rho} = n \frac{\rho''}{\beta} = \frac{n}{n - 1} \frac{T'}{T}$$  \hspace{1cm} (29)

where $n$ is the polytropic coefficient and terms of second order are neglected. Using this expression to relate pressure and temperature, Rubesin arrived at the following equations

$$\overline{u_1'} = \gamma - 1 \frac{\epsilon h}{\rho a^2} \frac{\partial h}{\partial x_1}$$  \hspace{1cm} (30)

and

$$p'' \frac{\partial u_1'}{\partial x_1} = \epsilon \frac{\dot{u}_1^2}{a^2} \frac{\partial B_j}{\partial x_j}$$  \hspace{1cm} (31)

where $a$ is a speed of sound and $\epsilon$ is a coefficient also containing the polytropic exponent. Thus, it is possible to arrive at expressions for the additional correlation terms introduced by compressibility, but they must also be modeled through the introduction of values for $n$ and $\epsilon$. The appropriateness of the values suggested by Rubesin, however, has not yet been demonstrated. Experimental measurements of the terms are not available, and the model is only now being tested extensively against experiment.

The complete equations describing the one-equation model are given by equations (75) through (91) of reference 13; they will not be repeated here. Examples shown later refer to this as the 1-equation model.
4. A Two Equation Model

A more generalized model can be developed by forming an eddy viscosity from a velocity and length scale that are both described by transport equations. For example, the previous one-equation model could be generalized to a two-equation model by providing one additional transport equation for the length scale as originally proposed by Rotta.\(^{(16)}\)

Another approach that is receiving close attention now and for which some results will be presented later is the two-equation model recently developed by Wilcox\(^{(17)}\) for the boundary-layer approximations to the Navier-Stokes equations. This model uses an energy equation and a dissipation-rate equation that is a modified form of Saffman's pseudo-vorticity equation. Compressibility has been introduced through mass-weighted averaging as described previously. The modeled form of the equations developed in reference 17 are

\[
\frac{\partial}{\partial x} (\rho k) + \frac{\partial}{\partial y} (\rho \bar{u} \bar{k}) = \left( \alpha + \alpha' \rho \right) \frac{\partial}{\partial y} \left( \nabla \cdot \bar{u} \right) + \frac{\partial}{\partial y} \left( \rho \bar{u} \right) \frac{\partial}{\partial x} \left( \nabla \cdot \bar{u} \right) - \epsilon - \frac{\partial}{\partial x} \left( \frac{\partial}{\partial y} \left( \rho \bar{u} \right) \right)
\]

and

\[
\frac{\partial}{\partial t} \left( \frac{\omega}{\rho} \right) + \frac{\partial}{\partial x} \left( \rho \bar{u} \left( \frac{\omega}{\rho} \right) \right) + \frac{\partial}{\partial y} \left( \rho \bar{u} \left( \frac{\omega}{\rho} \right) \right) = \left( \alpha + \alpha' \rho \right) \left( \frac{\partial}{\partial y} \left( \frac{\omega}{\rho} \right) \right) - \left( \frac{\partial}{\partial x} \left( \frac{\partial}{\partial y} \left( \rho \bar{u} \right) \right) \right)
\]

where the term containing \(\epsilon\) is an additional term that includes the dilatation of the mean flow due to compressibility and where the eddy diffusivity \((\epsilon/\rho)\) is

\[\epsilon = \frac{\rho k}{\omega}\]

In their latest interpretation, Wilcox and Tracy identify \(k\) with \(9/4 \bar{v}^2\), rather than the turbulent kinetic energy. Thus, inherent in their
model interpretation is the assumption that \((u'^{2}) + (v'^{2}) = (w'^{2}) = 4:3:2\).

The examples to be presented later will handle the additional compressible modeling terms \(f\) and \(m\) by choosing zero for both and thus reducing the equations to their form that is usually associated with incompressible flow. Thus, compressibility is accounted for only through introduction of the mean density.

Examples given later refer to this model as the Wilcox-Tracey model.

5. A Complete Reynolds Stress Model

Applications of the modeled form of the full Reynolds stress equations have also been attempted for compressible flows. See for example reference 18 where Donaldson's invariant modeling ideas are applied to a compressible flow. Donaldson's approach has been receiving focused attention recently for boundary-layer flows and some examples are presented later. Rather than employing mass-weighted variables, this approach begins with the complete time-averaged Navier-Stokes equations and closure is accomplished by modeling the third- and fourth-order correlations in terms of the mean variables and second-order correlations according to the principles of invariant modeling. For the sake of brevity, the equations and the modeled terms will not be given since they comprise a set of 12 equations and 12 unknowns. The reader is referred to references 19 and 20 for a discussion and formal representation of the equations. For the examples to be given later, all the modeling constants were taken from reference 19 and were not adjusted. Larger, this model is referred to as the ARAP model.

III. EXPERIMENTS FOR TURBULENCE MODELING

Turbulence modeling is heuristic by nature and therefore requires extensive experimental data for guidance and verification. While there is a rather
extensive database to support modeling for incompressible flows, the database for supporting compressible flow modeling is rather small. Only recently has there been a concerted attempt to rectify this imbalance.\(^{(21)}\) A significant contributor to this rather unfortunate imbalance is the difficulty of measurement when Mach number must be considered. In this section the elements of experiments to support modeling will be discussed, the status of measurement techniques will be described, and an experimental foundation for developing a model that will be useful for computing two-dimensional flow fields will be proposed.

A. Elements of Experiments Supporting Modeling

Figure 3 shows the Mach-Reynolds number domain for aerospace vehicles and it gives an indication of the range of conditions over which adequate turbulence modeling must be provided if the concept of numerical simulations of flow fields over complete aircraft is to become a reality. The upper limit on Reynolds number based on vehicle length\(^{(22)}\) is shown as well as the upper limit based on a typical wing chord. Mach number varies between subsonic and hypersonic, encompassing the range encountered by commercial passenger vehicles and NASA's space shuttle vehicle. Experiments that verify and guide the modeling process will have to be performed over this range of conditions.

Experiments that support the modeling process can be classified according to the type of closure proposed. Bradshaw\(^{(23)}\) broadly classified these closures as first and higher-order. First-order closures correspond to closures where second-order correlations like the Reynolds stresses are expressed in terms of first-order correlations like the mean velocity, namely, algebraic mixing length or eddy viscosity formulations. Higher-order closures
refer to those in which third- and higher-order correlations are expressed in terms of second- and higher-order correlations by introducing additional appropriate transport equations.

Table II gives the elements of the experiments required, depending on the type of equation closure. By their nature, verification experiments require documentation of mean and surface quantities over the practical ranges of flight Mach and Reynolds numbers. These experiments are useful for any closure technique used. First-order modeling experiments are those that require measurements of the shear stress and heat fluxes across the flow field because these quantities provide insight into concepts used to model these terms and provide closure.

Such experiments can, but need not be, attempted over the complete Mach and Reynolds number ranges because the verification experiments can test the ability of the model to perform outside the domain where, for example, the shear stresses have been measured. But they must be performed at Reynolds numbers sufficiently high to establish fully developed turbulence. Higher-order modeling experiments require that fluctuating measurements be made across the flow field. Depending on the order of the closure, more and more information on the fluctuating field must be ascertained. As was the case for first-order modeling experiments, data need not be acquired over the complete Mach and Reynolds number domain, provided that verification experiments are available. Ideally, one well-conceived experiment could suffice for all three types listed in Table II. Moreover, the same experimental apparatus and instrumentation can be used to eliminate experimental uncertainty. Cole(24) emphasized this latter aspect when commenting on the figures used as the basis for the Stanford Conference. He also emphasized the need for a reference.
measurement, complete documentation for future reference, and the elimination of three-dimensional uncertainties by, for example, testing axisymmetric configurations.

As mentioned previously, there are few experiments suited to guide and verify turbulence modeling for compressible flows. Figure 4 compares the domain of available experiments that can be used to test modeling concepts with that for vehicles. The shaded area represents the domain where partially documented experiments were performed for flows where zero- or mild-pressure gradients were impressed on the flow. Reference 25 presents a table summarizing most of these experiments and their measurements. In almost all cases, the experiments were performed at low Reynolds numbers and their documentation was incomplete; that is, some experiments measured only a single quantity and no single experiment was complete, at least not insofar as including all the elements listed in table II is concerned. It has been difficult for analysts to use these experiments to predict confidently the trends in Reynolds numbers for actual flight conditions; nevertheless, there appear to be sufficient data of the verification variety to make definite conclusions regarding the ability to model turbulence for attached flow boundary layers near equilibrium as will be shown subsequently.

The unshaded area in figure 4 represents the domain of more recent experiments where shock-induced separation was studied and where specific attempts to document the complete flow field features, including the turbulent fluctuations and their correlations, have been made or are under way. These latter experiments and companion computations, which together are being used to establish adequate turbulence models, are discussed later.
Before discussing any of these experiments, the question of what can be accomplished experimentally in compressible flows where the difficult test environment of high Reynolds numbers and high Mach numbers is present must be addressed. Over the last several years, a considerable amount of improvement in development has been undertaken that tends to make expectations optimistic in this regard.

B. Status of Measurement Techniques

1. Mean Flow Measurements

Mean flow measurements of the type required for verification experiments will not be discussed in detail. It suffices to say that in most instances means are at hand to measure mean-flow quantities such as velocity, pressure, and temperature, and wall values of heat transfer. It is worth mentioning, however, a recent development in the technique for measuring skin friction which heretofore has been difficult in cases where pressure gradients are applied.

Ludweig's concept of measuring surface shear with a heated surface element has been reintroduced recently by Rubens et al. (26) for use in compressible flows with rather severe pressure gradients. By imbedding small diameter wires (1 mil) in a low conductivity material contoured to the shape of the model surface, it has been possible to obtain reasonably accurate measurements of surface shear. These gages have the distinct advantage of being small in size, insensitive to pressure gradient, and they can be used whether the flow is laminar or turbulent. A disadvantage is that they must be calibrated over a range of appropriate conditions in situ, but so far this has not been a major problem. Examples of such measurements will be given later.
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2. Shear Stress Measurements

In addition to mean-flow measurements shear stress distributions will be required for first-order modelling experiments. For zero pressure gradient boundary-layer flows at supersonic speeds, momentum-balance techniques using mean flow-field data have been used successfully to extract the magnitude and distribution of the shear stress. Using this technique, Sandborn was able to show that the appropriately normalized shear stress was essentially independent of Mach number and Reynolds number in the supersonic speed regime to $M \approx 7$. The results are shown in figure 5 taken from reference 27. The shaded region represents the distributions from 14 different experiments covering Mach numbers between 2 and 7 and Reynolds numbers, based on momentum thickness, between 2,500 and 12,000. At higher Mach numbers the picture is not so clear, but this may be a direct result of the fact that most of the higher Mach number data were taken on nozzle walls where the boundary layer had undergone distortion by severe pressure gradients in the throat regions. Any proposed turbulence model for zero pressure gradient flows should be able to predict the normalized shear distribution in figure 5. Another important contribution of this universal shear distribution is that it can also be used as a standard against which other direct measurement techniques can be tested, as will be shown subsequently.

Unfortunately, when pressure gradients are imposed on the boundary layers, momentum-balance techniques that employ mean profile measurements are usually not satisfactory for evaluating the magnitude of the shear stresses. This is particularly true when gradients that lead to separation are imposed because the shear stresses comprise only a small part of the overall momentum balance; unfortunately, the shear stresses are the important stresses that determine
the eventual state of the flow field. Therefore, methods for measuring the shear stresses directly must be developed. Hot-wire anemometers and laser velocimeters have recently been used for this purpose and it is important to briefly review their applications and limitations.

Two major problems arise when employing hot-wire anemometers in compressible flows where high Reynolds numbers and Mach numbers are present. The first of these is the practical problem of wire durability. The second and obviously most important is the measurement interpretation.

Mikulla and Horstman\(^{(28)}\) and subsequently Mateer and Brosh\(^{(29)}\) developed "backed" wire probes that successfully eliminated the problems associated with wire durability. Sketches of the two probes taken from these references are shown in figures 6 and 7. The dual-wire wedge probe and the separate cross-wire wedge probe were used to obtain measurements of mass flow and vertical velocity fluctuations, and their correlation. The triple-wire probe was used to obtain the correlation of total temperature and vertical velocity fluctuations. The dual-wire probes were operated with constant temperature anemometer systems; the normal wire of the triple-wire probe was operated with a constant current system. Frequency response was considered adequate (50 kHz).

Backing the wires in this manner eliminated wire breakage and strain gaging problems; it permitted operation of cross-wires at high overheats without causing sag and maintained the wires at 45° angles so that vertical velocity fluctuations could readily be obtained when the probe was positioned in a plane normal to the wall. The main disadvantage of these backed wires was the possibility of heat conduction between the wires through the backing material; such conduction could affect the mass-flow sensitivity calibration. For the high Mach number applications of Mikulla and Horstman\(^{(28)}\) conduction between
the wires was sufficient to preclude a sensitivity calibration during steady-state operation because the wires were operated at temperatures significantly higher than the test total temperature (1500°F). Mikolla and Horstman were, however, able to infer the sensitivity calibration by operating the backed wire in a known boundary-layer flow previously measured with an unbacked normal wire. By relating their previously measured mass-flow fluctuations to the voltage output from the dual wire, they could infer the sensitivity coefficients. Fortunately the probe of Nateer and Brosh (29) was operated at a lower temperature and was not affected by this problem; consequently, they were able to calibrate directly.

Extracting turbulence information from hot wires operated in compressible flows can be accomplished in a straightforward manner. However, certain assumptions are inherent in the process and they require some explanation. Following Morkovin, (30) the expression for wire voltage fluctuations is written

$$
\frac{E''}{E} = S(\rho u) \frac{(ou)''}{\rho u} + S(\phi) \frac{(v')''}{\rho u} + S(\overline{T}) (T''')
$$

(34)

where $S(\cdot)$ represents the wire sensitivity to mass flux ($\rho u$), wire orientation angle ($\phi$), and total temperature ($\overline{T}$) and the double prime refers to a time varying quantity. The plus or minus sign ahead of the second term is determined by the sign convention chosen for the vertical velocity. Morkovin showed that equation (34) was restricted to wire operation such that $M_\infty \sin \phi$ was greater than 1.2, a range where the sensitivity of wires to density and velocity changes were equivalent and could be combined into a single sensitivity $S(\rho u)$.

More recently, a study (31) similar to Morkovin's but including more wire calibration data, showed that equation (34) is also valid at lower Mach
numbers provided the wire overheat, \( \tau_{w} = (T_{w} - T_{r})/T_{r} \), and wire Reynolds number, \( Re_{r} \), were above 0.5 and 50, respectively. The conclusions of the study were based on calculations of the sensitivities obtained from the correlations of wire data by Berhens\(^{32}\) and corroborated by comparisons with sensitivity data from normal wires obtained by Rose and McDaid.\(^{33}\) Examples of the results, given in figures 8 and 9, substantiate the conclusion that equation (34) is also valid at lower Mach numbers provided the restrictions mentioned above are met.

Modal analysis techniques similar to those proposed by Morkovin\(^{30}\) for a normal wire can be used to solve equation (34) for the fluctuating quantities because the sensitivities are known functions of wire temperature that are obtained by suitable calibrations. Squaring equation (34) and time averaging yields a set of equations with six unknowns, the three fluctuating time-averaged variables and their cross products. Conceptually, a solution is possible if the wire is operated at a minimum of six overheats. However, to obtain accurate values of the six unknowns extremely accurate values of the sensitivity coefficients and fluctuating voltages must be obtained. To increase the accuracy of the process a normal wire can be used to obtain \((su)''\) and \(T_{t}''\) and their correlation independently and the yawed wire results only used to obtain the remaining unknowns. Rose used this technique to sort out the fluctuating quantities and their correlations in a turbulent supersonic boundary layer in the presence of an adverse pressure gradient.\(^{34}\) In Rose's case, this process was made easier since the terms involving \(T_{t}''\) and its correlation with \(v''\) were of smaller order than the remaining terms. An alternate technique can be employed that does not depend on wire operation at a large number of overheats. For obtaining information on the fluctuating
mass flow and vertical velocity and their correlation, the wires may be operated at high enough temperatures so that they are sensitive mainly to mass flow fluctuations, \( S_{(\rho u)} \gg S_{(T_t)} \). Conversely, they may be operated at low temperatures where they are sensitive mainly to temperature fluctuations, \( S_{(T_t)} \gg S_{(\rho u)} \). (The latter application is difficult to achieve in practice with "backed wires" operated at constant temperature so they are usually operated at constant current.)

Consideration must now be given to how shear stresses might be obtained with hot wires. Provided \( S_{(\rho u)} \gg S_{(T_t)} \), adding and subtracting the signals from a dual-backed wire and time averaging will provide data on the root-mean square values, \( \langle (\rho u)^n \rangle \) and \( \langle (v)^n \rangle \), and the correlation \( R_{(\rho u)(v)} \). The measurements then can be used to give

\[
\langle (\rho u)(v)^n \rangle = R_{(\rho u)(v)} \langle (\rho u)^n \rangle \langle (v)^n \rangle
\]

Usually an independent measurement of \( \langle (\rho u)^n \rangle \) is obtained by operating a single normal backed wire in the same flow.

Expanding the left-hand side of equation (35),

\[
\langle (\rho u)(v)^n \rangle = \langle \rho u \rangle \langle v \rangle^n + \langle u \rangle \langle v \rangle^n
\]

Introducing the polytropic gas law and neglecting higher-order correlations such as \( \rho^n / \rho T \) compared to \( \rho / \rho T \) and \( T / T \), the following equation may be written

\[
\frac{\rho^n \langle v \rangle^n}{\rho} = \frac{n \rho \langle v \rangle^n}{\rho} = \frac{n}{n-1} \frac{T \langle v \rangle^n}{T}
\]

Equation (37) can be written in terms of total temperature by introducing the perfect gas energy equation.

\[
\frac{n \rho \langle v \rangle^n}{\rho} = \frac{n}{n-1} \left( \frac{T \langle v \rangle^n}{T} - \frac{u}{c_p} \langle u \rangle \langle v \rangle^n \right)
\]
Substituting equation (38) into equation (36) results in

\[ \frac{\rho u'' v''}{\rho u' v'} = \left( \frac{c_p^T}{c_p^T - \frac{[u' \nu'/(n-1)]}{T}} \right) \left[ \frac{(\rho u')'' v''}{n-1} \frac{\bar{u}}{T} \right] \]

(39)

Recalling that the shear stress of interest in the governing equations in section II was written in mass-averaged variables, the additional relationship is required:

\[ \frac{\rho u' v'}{\rho u'' v''} = \frac{\rho u' v'}{\rho u'' v''} \]

(40)

In many instances the second term on the right-hand side of equation (40) can be assumed negligible compared to the first term. Equations (39) and (40) show how shear stresses can be obtained from hot-wire measurements of \( \rho u'' v'' \) and \( T'' v'' \). The latter correlation may be obtained by operating a normal wire at low overheat such that \( S(T') \gg S(\rho u) \) with a constant current system along with a yawed probe operated at high overheat where \( S(\rho u) \gg S(T') \). The triple probe (28) mentioned previously was operated in this manner. Additional manipulation of equation (39) to eliminate the temperature-velocity correlation in favor of the introduction of a turbulent Prandtl number can also be accomplished. Following the derivation in reference 35 the following is obtained.

\[ \frac{\rho u'' v''}{\rho u' v'} = \left( 1 + \frac{1}{n-1} \frac{\gamma - 1}{\Pr_T} \right) \left[ 1 - c_p \frac{d\bar{T} / dx}{u(du/dy)} \right] \]

(41)

Expression (41) has been employed for both adiabatic and nonadiabatic wall temperature flows under the assumption of isobaric turbulence \( (n = 0) \) and for \( \Pr_T = 0.9 \). Use of this expression does not require a measurement of temperature-velocity correlations. In reference 35, a comparison of \( \rho u'' v'' \) with similar data using measured temperature velocity correlations showed excellent agreement. In all applications of hot-wire measurements to obtain
shear stress the polytropic exponent $n$ must be assumed. Fortunately, Kistler's measurements of adiabatic boundary layers to Mach number 5 showed that the isobaric relationship for turbulent eddies is adequate and so $n = 0$ is appropriate. No information on the exponent, $n$, is available above this Mach number, however.

In principle, the laser velocimeter does not depend on the assumptions relating density and velocity fluctuations to temperature and velocity fluctuations. By intersecting two coherent light beams in a small volume within a flow field a precisely known interference fringe pattern is established in a plane perpendicular to their bisection. Any particle passing across the pattern alternately emits light that can be picked up with a photo sensor. Given the known distance between fringes and the time duration of the light pulse, the velocity of the particle may be measured. Provided the particle dynamics within the flow field are understood, a flow velocity may be obtained directly with this instrument. The technique also has the advantage of being noninvasive. The problems of measurement interpretation should not be overlooked, however. Particle seeding techniques and measurement biasing toward higher velocities are but two of many problems encountered in the application of this instrument. It is not within the scope of this paper to discuss these problems so it suffices to mention that problems do exist and that they are being studied. However, recent applications where alternate means of measurement are available suggest these problems are not significantly influencing the results in many applications. See for example, reference 36 where favorable comparisons between hot-wire measurements and laser velocimeter measurements are shown.
Turbulent shear stress may be obtained in a manner analogous to that for slanted hot wires. (27) The optical axis of the velocimeter is rotated so that the fringes of one pair of crossing beams are oriented at a \(45^\circ\) angle to the flow direction. The velocimeter will measure a velocity (assume \(v = 0\))

\[
\bar{v}_1 = \frac{1}{\sqrt{2}} \left[ (u + u'') - v'' \right]
\]

(41a)

Rotating the axis to \(-45^\circ\), the velocity measured is

\[
\bar{v}_2 = \frac{1}{\sqrt{2}} (u + u'' + v'')
\]

(41b)

The mean values of \(\bar{v}_1\) and \(\bar{v}_2\) are

\[
\bar{v}_1 = \frac{\sum_{i=1}^{N} v_{1i}}{N} \quad \text{and} \quad \bar{v}_2 = \frac{\sum_{j=1}^{M} v_{2j}}{M}
\]

(42)

Where \(N\) and \(M\) are the total number of discrete velocity measurements. The variances become

\[
\sigma_1^2 = \frac{\sum_{i=1}^{N} (v_{1i} - \bar{v}_1)^2}{N - 1} \quad \text{and} \quad \sigma_2^2 = \frac{\sum_{j=1}^{M} (v_{2j} - \bar{v}_2)^2}{M - 1}
\]

(43)

Squaring and taking the difference of equations (41), multiplying by \(\bar{\rho}\) results in

\[
\bar{\rho} u'' v'' = \frac{\bar{\rho}}{2} (\sigma_2^2 - \sigma_1^2)
\]

(44)

Recall that

\[
\bar{\rho} u'' v'' = \bar{\rho} u'' v'' + \bar{\rho} u' v''
\]

and therefore shear measurements with the laser velocimeter neglects the triple correlation. The shear stress in the mass-averaged variables must be obtained from equation (40).
Figure 10 shows the results from several experiments where shear stress measurements were made across turbulent boundary layers without pressure gradients. The boundary-layer-edge Mach number in these experiments ranged from subsonic through hypersonic. The solid line indicates the expected variation of the normalized total shear stress that was shown in figure 5 and which is independent of edge Mach number. The measurements, obtained with hot-wire and hot-film anemometers and a laser velocimeter, show the variation of the turbulent component of shear stress. Except for the decreases near the wall \((y/\delta < 0.3)\), due mainly to the relatively large probe size and not the difference between the total and turbulent magnitudes of shear nor the neglect of triple correlations, the data agree reasonably well with the expected trends in shear distribution. Work is in progress to resolve the differences near the wall and some success had been achieved. For example, use of a split-film anemometer minimizes the probe scale effects and suppresses the decrease to a location much nearer the wall.\(^{38}\) From such data, mixing lengths or eddy viscosities in the outer regions of a turbulent boundary layer can be determined for use in first-order modeling concepts.

3. Fluctuating Flow-Field Measurements

Higher order modeling experiments require measurements of the individual fluctuating flow variables such as \((u'')\), \((v'')\), \((w'')\), and \((T'')\) and perhaps their spatial derivatives. As discussed in the previous section, velocity components may be measured directly by the laser velocimeter and under certain restrictions by the hot-wire anemometer. The restrictions on the latter device involve the choice of polytropic coefficient, \(n\), to obtain streamwise velocity fluctuations \((u'')\) and not on \((v'')\) or \((w'')\), which may be obtained directly from a backed wedge probe if \(S_{(\tilde{u})} >> S_{(T)}\).
Choice of the isobaric value, \( n = 0 \), involved in most instances to obtain \( (u'') \), is substantiated at \( M = 3 \),\(^{(36)}\) and can be inferred from Kistler's measurements to \( M = 5 \). Temperature fluctuations may be obtained with the hot-wire anemometer. An example of fluctuating flow data obtained in a high subsonic boundary layer is shown in figure 11. (These data were obtained with hot-wire and backed hot-wire anemometers.) The solid lines are the usual ratios of 4:3:2 for \( (u')^2 : (\omega')^2 : (v')^2 \) in incompressible flows. The measurements of the individual velocity components agree with the incompressible data. Density fluctuations at these relatively low Mach numbers are small compared to the velocity fluctuations. Other examples of measurements of individual fluctuating flow quantities at supersonic and hypersonic speeds were reviewed in reference 27. It does appear that reasonably accurate measurements of the fluctuating flow variables in compressible flows can be achieved.

C. Experiments Supporting Turbulence Modeling Development in Two-Dimensional Flows

In order to illustrate how the experimental foundation for turbulence modeling might be established, it is helpful to focus on a particular problem. Consider the example of transonic flow about an airfoil as sketched on the top of figure 12. Three characteristic regions are identified that have certain distinct features as listed in the left-hand column. Actually, such features are typical of those found in a variety of aeronautical applications, so turbulence models developed to solve this particular problem will obviously apply to more general cases. Building-block experiments first selected to evaluate and guide the model development for each of the regions are sketched in the
next column. The numbers in parentheses below these sketches refer to the references which contain the experimental data.

An attempt was made to select these experiments on the basis of the requirements listed previously. However, in order to establish as wide a data base as possible, not all the experiments clearly meet the complete requirements. As will be discussed in the next section, model development has proceeded to the point where unresolved issues regarding the details of the available experimental data have surfaced and the need for additional experiments to resolve these issues is clear. These issues and sketches of additional experiments complete the information in figure 12.

For the case of fully turbulent attached flows over airfoils where the boundary-layer approximation to the full Navier-Stokes equations applies, pressure gradient and wall curvature encompass the important flow features. Obviously, if the Mach number was increased heat transfer would also be important. The first experiments chosen will mainly test the ability of the model to predict the effects of adverse pressure gradient. One of the experiments also includes a favorable gradient.\(^{(61)}\)

In the second region, separation and reattachment may occur and the list of flow features is longer and obviously the problems are more complex. For example, the inviscid-viscid interaction affects the whole flow field and the complete Navier-Stokes equations may be required to solve the problems. The flows chosen for model development all have rather severe interaction and test the ability of the model to predict separation extent and reattachment characteristics. The trailing-edge flow region has fewer experiments that provide either verification or guidance for modeling. Those first chosen test the
ability of the model to predict separation in the presence of adverse pressure
gradients and how a model used in attached flows might be extended with wake
or trailing-edge flows.

The additional experiments sketched in the last column might be proposed
so as to obtain answers to the unresolved issues arising from a study of
modeling for the building-block experiments as discussed in the next section.

IV. STATUS OF TURBULENCE MODELING FOR COMPRESSIBLE FLOWS

An experimental foundation for guiding and verifying turbulence model
development was proposed in the previous section. The status of the various
modeling concepts will now be reviewed by comparing computations that employ
the models with the experimental data for the attached and separated flow
cases.

A. Attached Flows

1. Boundary-Layer Flows with Zero or Mild Pressure Gradients

Algebraic eddy viscosity or mixing length closure models have been suc-
cessfully applied to compute compressible, zero-pressure, and mild-pressure
gradient boundary-layer flows. See, for example, chapter 9 of reference 9
where a large number of computations employing the baseline model described in
section II is compared with experiment. For purposes of this review three
additional examples are given to illustrate the success of the model and to
point out where additional work may be necessary.

A comparison of the experimental data of Allen(53) on an axisymmetric
ogive-cylinder body and a computation employing the baseline model is shown in
figure 13. The computations were made with a boundary-layer program originally
developed for laminar flow(54) but modified several years ago by Marvin and
Sheaffer so that turbulent flows could also be computed. Comparisons of the computations with the skin friction and velocity-profile data, obtained by three techniques, indicate the kind of agreement that can be expected when employing the baseline model at low Mach numbers on bodies at adiabatic wall temperatures. Calculations with and without transverse curvature (TVC) to account for a thick boundary layer show little difference.

At higher Mach numbers, modeling changes that account for heat transfer and density fluctuations must be considered. For Mach numbers up to 10, modifications to the baseline model apparently are sufficient to account for these effects. Shang\(^{(55)}\) made this conclusion or the basis of comparisons with skin friction and heat transfer data. He accounted for the triple correlation\(\frac{\rho' u' v'}{\rho}\), neglected in the baseline model in an approximate way by multiplying equations (19) and (20) by the term \(1 + \left(\frac{\rho'}{\rho}\right)\). The magnitude of the density ratio was obtained by solving the y-momentum equation for the turbulent fluctuating pressure and introducing its magnitude into the equation of state, along with a correlation for temperature fluctuations. Also he, as well as others before him, found that the effects of heat transfer could be adequately accounted for by the introduction of a turbulent Prandtl number, equation (24), which could be expressed as a constant, \(Pr_t = 0.9\), or a variable value depending upon the location in the boundary layer. However, the solutions were not too sensitive to the choice of the Prandtl number and the value of 0.9 was recommended. Above a Mach number of 10, the adequacy of the baseline model or its modified form has not been established. Lack of sufficiently accurate data above \(M = 10\) contributes substantially to this conclusion.

Figures 14 and 15, taken from reference 55, illustrate the success of employing a modified baseline model to predict skin friction and heat transfer.
at hypersonic Mach numbers. At Mach 7.4, including the effects of the density fluctuations has a small influence and the unmodified baseline model predicts the data quite well. At Mach number 10.5, the effects of density fluctuations are larger and the modified model apparently yields a better prediction of the skin friction data. In both these examples the turbulent Prandtl number was held constant at 0.9 and the predictions of heat transfer are conservative. Introducing a variable Prandtl number would result in somewhat better agreement but apparently there is further need for study to resolve the question of adequately predicting the heat transfer. Also in these examples, the initial rise in skin friction subsequent to transition is not predicted very well, but this result can be attributed to the influence of low Reynolds number on the Clauser modeling constant, 0.0168. (See, e.g., chapter 6 of ref. 9.)

Uniformly distributed mass transfer at the wall is another problem of interest receiving greater attention now because of the possibility of its use to reduce drag on aerodynamic surfaces and thereby decrease aircraft fuel consumption. Modification to the baseline model to account for mass transfer at the wall is accomplished by altering the value of $A^+$ in equation (22). An appropriate variation of $A^+$ with mass transfer is found through analysis of experimental data. This is illustrated in figure 16 where experimentally determined values of $A^+$ are correlated with a mass transfer parameter $B/c_f$, where $B = \rho_w v_w / \rho_e u_e$ and $c_f$ is the local value of skin friction. The data are adequately represented by an exponential curve.

Predictions of the skin friction and heat transfer employing this modification to $A^+$ have been made with the Marvin-Sheaffer(54) boundary-layer program. Results are shown in figure 17 where the skin friction and heat transfer normalized by their untranspired values are plotted versus a
dimensionless mass transfer parameter. The skin friction decrease with increasing mass addition is predicted reasonably well. The effects of compressibility, or Mach number, are small both theoretically and experimentally. Recently, similar results for skin friction to \( M_a = 6.6 \) were presented.\(^{(60)}\) The heat transfer decrease is also predicted well to \( M = 0.7 \). However, not shown are results at higher Mach number where the available data indicate a far smaller decrease in heat transfer than is predicted. This latter aspect is discussed in reference 63 and still requires further theoretical and experimental study.

2. Boundary-Layer Flows with Severe Pressure Gradients

The status of turbulence modeling for compressible boundary layers encountering rather severe pressure gradients will be discussed by considering the attached flow experiments introduced in figure 12. These experiments and their test conditions are summarized in figure 18 taken from reference 20.

Attempts to predict the experimental data by using the baseline algebraic turbulence model introduced previously gave results that were not entirely satisfactory.\(^{(12)}\) However, in some instances a reasonable prediction was achieved as will be shown subsequently. The poorest prediction was obtained for the compression ramp data of Sturek and Danberg\(^{(43)}\) as illustrated in figure 19, taken from reference 12, and serves as an example to show how modifications to the model were employed to improve the situation. In this instance the baseline model predicts no rise in skin friction in contradition to the data. Modifying the baseline model coefficients \( A^+ \) or \( A^+ \) and \( k \) (see eqs. (19) and (22)) as suggested for incompressible flows with pressure gradient\(^{(9,64,65)}\) did not improve the prediction for all of the flows and in some cases produced poorer results.
The curve labeled $\lambda = 0$, where $\lambda = 1/\delta$, in Figure 19 shows such a result when $A^+$ and $k$ are modified to account for pressure gradient. However, Horstman was able to improve the predictions with the baseline model by introducing an additional empirical relaxation parameter ($\lambda$) in the modification for $A^+$ and $k$. For example, the curve labeled $\lambda = 7.5$ shows excellent agreement with the data. Results similar to this were obtained for each of the experiments in Figure 18. However, the disadvantage of such an approach was that each experiment required a different relaxation scale to effect a good prediction and the available data were not sufficient to determine a universal correlation of relaxation scale length in terms of pressure gradient that would encompass the important parameters of Mach number and Reynolds number.

In contrast to the former results, a recent study has shown that the two-equation model of Wilcox (17) and the full Reynolds stress model of Donaldson (19) introduced in Section II provide overall a better means of predicting these adverse pressure gradient flows. Furthermore, no adjustments to modeling constants were required.

To illustrate this finding, examples of the results taken from Reference 20 are shown in Figures 20, 21, and 22 for the adverse pressure gradient flow of Peake et al. (40) In Figure 20, the mean flow pressure and velocity are shown along with the skin friction and form factor, $H$. The baseline model prediction is labeled Marvin-Shaéffer and the Wilcox and Donaldson models are labeled Wilcox-Traci and ARAP, respectively. The rise in skin friction is predicted very well by the two-equation and Reynolds stress models.

Typical of the baseline model, the predicted increase lags the data because no additional production of turbulence other than that introduced
through changes in the mean flow is accounted for. The axial distribution of the shape factor is reproduced reasonably well by all the models, but the baseline model predicts a consistently higher magnitude. The velocity and shear stress profiles for two axial locations, one after a run of adverse pressure gradient and a second far downstream in the constant pressure region, are shown compared with the predictions in figures 21 and 22. The velocity profiles are predicted very well by the Wilcox and Donaldson models. The shear stress profiles are predicted (overall) better by the multiequation models.

The advantage of the models employing additional differential equations to describe the behavior of the turbulence results from the expectation that they are capable of predicting a wide variety of flows without modification of constants and that they might provide the best means for calculating through separated regions such as those discussed in the next section.

B. Separated Flows

In the example proposed in figure 12 at the end of section III, separation and reattachment in the region of a shock wave interaction with a boundary layer were characteristic of the flow features that would have to be predicted by a successful turbulence model. Work directed toward model development for this problem has been under way for several years, both experimentally and computationally, and the progress on both aspects will be reviewed now.

1. The Building-Block Experiments

The building-block experiments now being used by the group at Ames Research Center to study the behavior of turbulent boundary layers undergoing separation and reattachment after their interaction with an incident shock.
wave are described. Each experiment, in which there is a significant coupling of the viscous and inviscid flow fields, has a companion computer simulation that uses the complete time-averaged, Navier-Stokes equations and requires a large, fast computer for a solution. The experiments, in various degrees of completeness at this time, cover a wide range of Mach numbers and Reynolds numbers.

The first two experiments involve transonic flows and particular interest is directed toward shock-boundary-layer interactions on wings. Figure 23(a) shows the experimental arrangement for a verification experiment (45) being performed on a wing that spans the test section of a high Reynolds number channel recently built at Ames Research Center. The facility operates in a blow-down mode, and the free-stream Mach number can be adjusted before or during tests by a translating wedge that acts as a downstream choke. The upper and lower walls are contoured so that strong shocks would not extend to the walls and choke the flow. A thick circular-arc wing (fig. 23(b)) was chosen to allow local airfoil Mach numbers to achieve values where shock-induced separation would occur, but without having the shock extend more than about two-thirds of the distance between the wing and the outer wall. Surface pressures for various Mach numbers and Reynolds numbers have been obtained as well as surface skin friction at specific Reynolds numbers. (45, 66) Still to be obtained are mean velocity data and more skin-friction data.

The wing experiment resulted in both shock-induced and trailing-edge-induced separation, depending on the free-stream Mach number. Data were obtained to Reynolds numbers, based on chord length, of $17 \times 10^6$. At intermediate Mach numbers, some unsteadiness in the flow field occurred. The results are discussed in detail in reference 45. Reynolds-number effects for both the
trailing edge and shock-induced separation were not significant for wing-chord-based Reynolds numbers beyond $10 \times 10^6$.

Some results obtained when shock-induced separation occurred are given in figure 24. Oil-flow patterns (lower portion of the figure) illustrate the two-dimensionality of the flow and the detail in the region downstream of separation. The shadowgraph view near the interaction clearly illustrates shock-induced separation. The pressure ratios downstream of the shock are below $C_p^*$, indicating that the flow is slightly supersonic and suggesting the presence of an oblique shock (also apparent in the shadowgraph).

Figure 25 presents the airfoil pressures at several Reynolds numbers and the skin-friction measurements at a single Reynolds number. The skin-friction measurements were obtained recently with surface-mounted wire gages specifically developed for this experiment. The location of separation, determined from the oil-flow photograph, is shown on the abscissa of the skin-friction plot. This location also corresponds to the location of the knee in the pressure curve downstream of the shock. The comparison with the computations is discussed subsequently.

Figure 26 shows the physical arrangement of another transonic flow experiment being used for code verification and model concept development. These tests are also being conducted in the Ames High Reynolds Number Channel. Supersonic flow was developed at the entrance of an axisymmetric test section and a normal shock wave was positioned at a fixed location by adjusting the location of a downstream shock generator. The relative distance between the shock wave and the downstream shock generator was always about 1 m. Experimental verification data were obtained for Reynolds numbers, based on distance along the wall to the location of the shock wave, between $9 \times 10^6$ and $290 \times 10^6$. 
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Over this range of Reynolds number, Mach number varied between 1.35 and 1.45 because of the differences in wall boundary-layer growth. With this arrangement, data are also being obtained at constant shock Mach number by allowing the shock position to vary along the tube surface when the Reynolds number is varied. A complete flow documentation, including turbulence measurements, has been performed at a Reynolds number of $37 \times 10^6$ where the corresponding Mach number ahead of the shock wave was 1.44.

Examples of the data are presented in figures 27 and 28. Additional results, including velocity profiles and velocity fluctuation data, are given in reference 29. The shock position is located at $x/\delta_u = 0$. The pressure rises rapidly downstream of the shock wave, causes separation, and then increases gradually. The corresponding skin friction is reduced ahead, reverses sign in the separated region, and then increases thereafter.

The shear stress data (fig. 28) were obtained with the backed cross-wire anemometer described previously. The maximum shear stress in the boundary layer shows a significant increase after the shock wave and then decreases downstream toward the value expected for a mild adverse pressure gradient. Downstream of the shock wave beyond the effective boundary layer, some measurable shear was evident. It reverses sign because the mean velocity profiles are retarded, probably resulting from a coalescence of compression waves ahead of the shock wave. In this flow, the height of the separated zone was very small and no details were measured in the reversed-flow region.

Documentation of the mean flow over a wide range of Reynolds numbers is now under way. These data will be used to assess the ability of the turbulence model to predict Reynolds-number effects on such factors as interaction
lengths, pressure rise to separation, and the effects of Mach number on incipient separation.

One experiment being used to verify the computations in the supersonic regime is the adiabatic shock-impinging flow originally reported by Reda and Murphy.\(^{(49)}\) Figure 29 is a schematic of the test arrangement. Shock waves of varying strength were impinged on a Mach 3 boundary layer developed along a tunnel wall. For some tests, the shocks were strong enough to separate the flow on the tunnel wall. Mean-flow profiles and surface-pressure data were reported originally. Since the original work was completed, skin-friction data have been inferred from the profile data\(^{(67)}\) and shear distribution upstream and downstream of an interaction without separation were measured.\(^{(36)}\) Currently, measurements throughout a separated region, such as velocity fluctuations, shear distributions, and surface skin friction, are being documented.

The surface pressure, normalized by the upstream total pressure, and indirectly inferred wall shear stress for a separated flow case are shown in figure 30. Separation and reattachment points from oil-flow photographs are indicated. The pressure data have a plateau near the separation. Data for various shock strengths\(^{(42)}\) will be used to assess the ability of the Navier-Stokes codes to predict the onset of separation.

At hypersonic speeds, the axisymmetric shock expansion boundary-layer interaction flow described in reference 51 is being used to guide turbulence modeling concepts. The experiment is sketched in figure 31. The leading edge of the shock generator was varied between 5° and 20°. Measurements in the axial direction were made in finely spaced steps by traversing the shock generator in the axial direction during the tests. Complete flow documentation, including turbulence measurements across the flow field, is available.
for shock generator angles of 7.5°, where unseparated interactions occurred, and at 15°, where fully separated interactions occurred. Surface pressure, skin friction, and heat transfer values are available for other generator angles\(^{42}\) and will be used to verify the ability of the turbulence model to predict the effects of shock strength on separation at hypersonic speeds.

The surface pressure, skin friction, and heat transfer for separated flow are shown in figure 32. Separation and reattachment points obtained from interpreting pitot-pressure measurements on probes near the surface facing both upstream and downstream are shown. The pressure increases through the interaction region, reaches a plateau near separation, and then rises further after reattachment. The skin friction decreases, then rises downstream of reattachment; the heat transfer rises continually. The decay in pressure, skin friction, and heat transfer downstream of the interaction results from the expansion fan emanating from the corner of the generator.

Fluctuating turbulence properties, for use as guides in modeling changes, were measured across the boundary layer at four locations through the interaction.\(^{35}\) An example of the measurements is shown in figure 33, where the shear stresses at the four measurement locations are plotted. It was not possible to obtain shear measurements in the reversed-flow region of the separation bubble at the second measurement station so the expected trend has been sketched. The measurements show many of the same features as for the transonic experiment shown previously. Through the interaction, the maximum level of shear stress near the separated region increases significantly. Downstream of reattachment, \(\frac{(x - x_0)}{\delta_0} > -1\), the shear profiles do not differ in shape from those usually found in zero or slightly favorable pressure gradients.
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Turbulence memory apparently persists only for about five boundary-layer thicknesses beyond the initial rise in pressure.\textsuperscript{(35)}

The supersonic corner flow experiment\textsuperscript{(52)} sketched in figure 34 is the last of the shock interaction experiments to be discussed. Mean flow measurements at two ramp angles, 20° and 24°, have been documented and turbulence measurements are planned for the forthcoming year for the 20° ramp angle. Data have been obtained for an extremely large range of Reynolds number, based on boundary-layer thickness: $5 \times 10^5 \leq \text{Re}_\delta \leq 7 \times 10^6$. Typical results showing surface pressure and skin-friction data for the 20° ramp angle taken from reference 52 are reproduced in figure 35. Features common to all the supersonic interactions are evident; a pressure plateau and a rapid decrease in skin friction followed by a rise after separation.

2. Companion Computations Using Various Turbulence Models

Each of the experimentally determined flow fields described above have been programmed for numerical simulation on a CDC-7600 computer. Each program uses the mass-averaged form of the time-dependent Navier-Stokes equations and solves them with the MacCormack time-marching explicit scheme with splitting\textsuperscript{(68)} and employs the more time-efficient algorithms proposed by MacCormack.\textsuperscript{(69)} The complete Navier-Stokes equations were used because the viscous and inviscid flows interact significantly and it was believed that use of approximate solution techniques would only introduce uncertainty when evaluating the ability of the turbulence models to predict measured trends with Mach number and Reynolds-number variations. Each of the programs and solution techniques has been reported on separately and their details will not be addressed here. Solutions for each of the flows described above have been
made employing the baseline and relaxation models discussed previously. Three of the flows have been predicted with the one-equation model and the others will be attempted in the near future. Eventually, it is likely that all the flows will require at least a two-equation model before reliable predictions can be expected. The results of the computations are discussed next.

The data from the transonic-wing experiment are compared in figure 24 with the computations performed by Deiwert. With the baseline model, the overall features of the flow field are predicted reasonably well. For example, the trend of increasing airfoil peak Mach number with Reynolds number is predicted, as is separation due to shock interaction. Downstream of the shock, where the flow separates, the pressure recovery is overpredicted because the predicted shock wave is normal, whereas the experimental shock wave is oblique. A comparison of the predicted and measured skin friction at Re = 10^7 further illustrates the differences in that region as the location of predicted separation is downstream of that location determined from the oil-flow photographs. Use of the relaxation concept (eq. (25)) with one boundary-layer thickness for L (relaxation length) tends to shift the location of the shock wave closer to the leading edge and reduces the peak Mach number and resulting shock strength; nonetheless, the pressure recovery is still overpredicted.

Solutions using other choices for L did not improve the results. For Mach numbers at which the flow is not separated but at which viscous effects are still important, the computations using the baseline model compare very favorably with the data, except at the trailing edge where extensive separation occurred. Because solutions to this problem take between 30 and 60 min of computation time, models employing differential equations for
turbulent kinetic energy or shear have not been attempted. These will be
added in the near future, however, if other, more simple problems show
improvement with employment of these models.

Comparisons of the computations with the data from the normal shock-wave
experiment are presented in figures 27 and 28. The pressure predictions
employing all the models agree well with the data. The skin friction is
underestimated downstream, using either the baseline or relaxation models.
However, the one-equation model of Rubesin does significantly better with
regard to predicting the downstream skin friction and is considered a major
improvement. The latter results were reported recently by Viegas and
Coakley. The shear distributions obtained using the relaxation model are
compared with the data in figure 28 at three locations downstream of the shock
wave. Similar results were obtained with the baseline model. The computations
fail to predict the significant increase in shear at the first station and,
evidently, this continues to affect the prediction downstream. Better com-
parisons are expected with the one-equation model, but they were not available
at the time this paper was written.

Comparisons for the oblique shock interaction using the baseline and
relaxation turbulence models are shown in figure 30. For the oblique shock
interaction, the baseline model predicts the overall pressure rise reasonably
well and also predicts separation. However, no appreciable upstream influ-
ence in the pressure and no plateau are indicated in the calculations because
the size of the separation bubble is underpredicted. Introducing the relaxa-
tion model with \( L = 5 \) boundary-layer thicknesses corrects this deficiency
because it lowers the effective eddy viscosity near the separation, thus
increasing the size of the separated zone, which in turn introduces a plateau
in the pressure-rise curve. The location of separation is predicted with the relaxation model, but the reattachment location is too far downstream.

The comparison with the wall shear downstream of reattachment where the boundary layer thins may appear better than is the actual case because these computations were made with a relatively coarse grid, and in the downstream locations the first computation point away from the wall was in the logarithmic region of the turbulent boundary layer. Since the method used to obtain derivatives at the wall requires calculated points within the sublayer region, the predicted shear is expected to be lower than the measurements, and the results would be similar to those for the transonic normal shock comparisons.

In figure 32, the predicted results and experimental data for the hypersonic shock interaction are compared. As with the supersonic oblique shock interaction, the baseline model prediction reproduces the overall trends in the data but is deficient in the separated region. Recent calculations by T. J. Coakley(71) using the one-equation model of Rubesin improves the situation. The height of the separation was greater and the resulting upstream influence leads to a plateau in the pressure. However, Coakley had to alter the algebraic length scale in the model to affect the changes. The location where skin friction begins to decrease is predicted, but the extent of the separation in the axial direction is still overpredicted. The heat transfer is underpredicted throughout the interaction region with either model.

The supersonic corner flow has been predicted using the baseline, relaxation, and one-equation turbulence models. The latter computations were recently made by Horstman. The results are compared with the experimental data in figure 35. The baseline model predictions show no plateau in the pressure distribution as a result of the small predicted separation zone, and
the skin friction downstream of reattachment is underpredicted. The relaxation model does increase the size of the separation zone and a plateau in pressure is predicted, but the skin friction downstream of reattachment is still underpredicted. The one-equation model significantly improves the prediction of skin friction and does reasonably well in the prediction of the overall pressures. Moreover, a comparison recently made by Horstman of the velocity profiles downstream of reattachment with the computations shows a marked improvement when the one-equation model is used.

From an examination of all the comparisons, the following general observations can be made. In most cases, the pressure rise can be predicted reasonably well with a simple eddy viscosity description for the turbulence. The exception is for the transonic wing where the shock-induced separation was very large and extended from the foot of the shock beyond the trailing edge. The algebraic eddy viscosity concept is deficient in providing the proper details within the separated zone and this, in turn, apparently affects the entire flow field when the separation zones are large.

Introducing relaxation tends to improve the situation somewhat because it decreases the eddy viscosity in the region of separation, resulting in an increase in the height of the separation. However, the next decrease in eddy viscosity persists beyond the separated zone even for short relaxation lengths, and the codes underpredict the skin friction downstream. Interpretation of the modeling experiments indicated the need for an increase in effective eddy viscosity downstream of reattachment. An improved turbulence model that effectively accomplished this is the one-equation model of Rubesin. Further improvement to this model can be made by altering the algebraic length scale
as shown by Viégas and Coakley.\footnote{71} In fact, their results suggest that a two-equation model will probably provide an even better prediction. Still needed, however, is a better model for the flow in the separated region where the flow is reversed; but the lack of data from such regions makes the guidance of model changes difficult.

V. CONCLUDING REMARKS

A complete concept of turbulence modeling has been described. The elements — experiments, modeling concepts, and computations — were each reviewed to provide an up-to-date status of the problem. Experiments were classified as verification or modeling types. Verification experiments were described as those that measured mean flow quantities and they would provide a means for assessing the ability to predict correctly over the flight ranges of Mach and Reynolds number. On the other hand, modeling experiments would require measurements of the turbulent flow itself in sufficient detail to guide and verify the turbulence models actually used in the computation codes.

Recent techniques used to measure turbulent properties in compressible flow were reviewed and the results are encouraging enough to permit the conclusion that modeling experiments can be performed at various Mach numbers. A set of experiments to evaluate and guide turbulence model development for two-dimensional flows was introduced and comparisons of computations employing various turbulence models were made. The results of the comparisons showed that algebraic eddy viscosity models were sufficient to predict most attached flows with zero or mild pressure gradients up to Mach number 10.

Models that employ additional differential equations to describe turbulent kinetic energy or shear stress are required in the case of severe
pressure gradients. Flows with separation on reattachment are also predicted better with models using additional differential equations, but the number of examples is limited at the present time and further comparison will have to be made before a predictive model is available for these flows.
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### Table I: Status of Computational Aerodynamics

<table>
<thead>
<tr>
<th>Stage of approximation for equations</th>
<th>Readiness time period</th>
<th>Limitations</th>
<th>Pacing item</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inviscid linearized</td>
<td>1930's 1950's 1960's</td>
<td>Slender configurations</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Used in current aircraft design</td>
<td>Small angle of attack</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Perfect gas</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>No transonic flow</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>No hypersonic flow</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>No flow separation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Development nearing completion</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Early stage of development</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Viscous time dependent</td>
<td>Mid 1980's</td>
<td>Accuracy of solution to Navier-Stokes eqs.</td>
<td>Dévelopement of advanced computer</td>
</tr>
<tr>
<td>Type of equation closure</td>
<td>Type of experiment</td>
<td>Documented quantities</td>
<td>Test conditions</td>
</tr>
<tr>
<td>-------------------------</td>
<td>--------------------</td>
<td>-----------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>First order or higher order</td>
<td>Verification</td>
<td>$C_p, C_H, P_w, T, \bar{u}, \bar{v}, \bar{w}, (q_{\infty})$</td>
<td>To flight in Mach and Reynolds nos.</td>
</tr>
<tr>
<td>First order modeling</td>
<td>First order modeling</td>
<td>$C_p, C_H, P_w, T, \bar{u}, \bar{v}, \bar{w}, (q_{\infty})$</td>
<td>Representative flight Mach and Reynolds nos.</td>
</tr>
<tr>
<td>Higher order modeling</td>
<td>Higher order modeling</td>
<td>$C_p, C_H, P_w, T, \bar{u}, \bar{v}, \bar{w}, (q_{\infty})$</td>
<td>Representative flight Mach and Reynolds nos.</td>
</tr>
</tbody>
</table>
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Figure 1.- Process of physical modeling for computer code development.

Figure 2.- Status of turbulence modeling.

Figure 3.- Mach and Reynolds number domain for aerospace vehicles.

Figure 4.- Mach and Reynolds number domain for experiments compared with that for aerospace vehicles.

Figure 5.- Comparison of estimated supersonic shear stress with incompressible measurements and the empirical prediction of Maise and McDonald. (Taken from ref. 27.)

Figure 6.- Probes developed for high-temperature applications. (Taken from ref. 28.)

Figure 7.- Supported crossed hot-wire probe. (Taken from ref. 25.)

Figure 8.- Comparison of calculated and measured velocity-density sensitivity ratios. (Taken from ref. 31.)

Figure 9.- Comparison of calculated density and velocity sensitivities and measured mass-flux sensitivity. (Taken from ref. 31.)

Figure 10.- Shear-stress measurements in compressible flows.

Figure 11.- Normalized rms velocity and density fluctuations across a compressible turbulent boundary layer.

Figure 12.- Model development for two-dimensional flows.

Figure 13.- Comparison of baseline turbulence model computation and data of Allen.(53)
(a) Skin friction.
(b) Velocity profile, x = 2.08 ft.

Figure 14.- Effect of density fluctuation of $C_f$ and $St$ at $M_c = 7.4$.
(Taken from ref. 55.)
Figure 15.- Effect of density fluctuation on $C_f$ and $St$ at $M_e = 10.5$.
(Taken from ref. 55.)

Figure 16.- Effects of mass transfer on baseline model constant, $A^+$. 

Figure 17.- Comparison between calculations using a modified baseline model and experiments for transpired boundary layers.

Figure 18.- Experimental test flows used as standards of comparison for the turbulence models. (Taken from ref. 20.)

Figure 19.- Comparison of measured and computed skin-friction distributions obtained using a turbulence lag model. (12)

Figure 20.- Streamwise distributions of boundary-layer characteristics, experiment of Peake, Brakmann, and Romeskie. (Taken from ref. 20.)
(a) Boundary-layer edge conditions.
(b) Local skin friction coefficient, based on free-stream dynamic pressure.
(c) Local form factor.

Figure 21.- Velocity and turbulent shear stress profiles after run of adverse pressure gradient, data of Peake et al.: $x = 52$ cm. (Taken from ref. 20.)
(a) Mean velocity profile.
(b) Turbulent shear stress profile.

Figure 22.- Mean velocity and turbulent shear stress profiles far downstream in Peake et al. experiment, $x = 67.3$ cm. (Taken from ref. 20.)
(a) Mean velocity profile.
(b) Turbulent shear stress profile.
Figure 23.- Experimental arrangement for a transonic wing undergoing shock-induced separation.
(a) Overall arrangement.
(b) Wing design.

Figure 24.- Shock-induced boundary-layer separation experiment on a biconvex circular-arc airfoil; Re = 10.3×10^6, M_∞ = 0.786.

Figure 25.- Results from the shock-induced separation experiment on a biconvex circular-arc airfoil.

Figure 26.- Experimental arrangement for a normal shock-wave, turbulent boundary-layer experiment with separation.

Figure 27.- Results from normal shock-wave experiment; M_∞ = 1.44 and Re_X = 37×10^6.

Figure 28.- Shear-stress profiles from the normal shock-wave experiment, M_∞ = 1.44 and Re_X = 37×10^6.

Figure 29.- Experimental arrangement for a supersonic oblique shock-wave, boundary-layer interaction experiment; M_∞ = 3.0 and Re_δ_0 = 9.73×10^5.

Figure 30.- Results from the supersonic oblique shock-wave, boundary-layer interaction experiment; M_∞ = 3.0 and Re_δ_0 = 9.73×10^5.

Figure 31.- Experimental arrangement for an axially symmetric hypersonic oblique shock-expansion, boundary-layer interaction experiment; M_∞ = 6.9 and Re_X = 13×10^6.

Figure 32.- Results from the hypersonic oblique shock-expansion, boundary-layer interaction experiment; M_∞ = 6.9 and Re_X = 13×10^6.

Figure 33.- Shear-stress distributions for the hypersonic oblique shock-expansion, boundary-layer interaction experiment; M_∞ = 6.9 and Re_X = 13×10^6.
Figure 34. - Sketch of 8- by 8-in. supersonic wind-tunnel and test model.
(Taken from ref. 52.)

Figure 35. - Results from the supersonic ramp flow experiment; $M_w = 3$, $\alpha = 20^\circ$, and $Re_\delta = 1.65 \times 10^6$. 
Figure 1.- Process of physical modeling for computer code development.
• CONSTANT PRESSURE FLOWS
  • MODELS IN HAND WITH FEW EXCEPTIONS
  • WIDE RANGE OF QUALITY DATA FOR VERIFICATION

• PRESSURE GRADIENT FLOWS - NO SEPARATION
  • MODELS IN HAND FOR MILD GRADIENTS
  • MORE COMPLEX MODELS UNDER DEVELOPMENT FOR SEVERE GRADIENTS
  • LIMITED RANGE OF QUALITY DATA FOR VERIFICATION FOR SEVERE GRADIENTS

• PRESSURE GRADIENT FLOWS - SEPARATION
  • MODELS NOT IN HAND
  • VERY LIMITED RANGE OF QUALITY DATA FOR VERIFICATION

Figure 2.- Status of turbulence modeling.
Figure 3.—Mach and Reynolds number domain for aerospace vehicles.
Figure 4.- Mach and Reynolds number domain for experiments compared with that for aerospace vehicles.
Figure 5.—Comparison of estimated supersonic shear stress with incompressible measurements and the empirical prediction of Haise and McDonald. (Taken from ref. 27.)
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Figure 6.—Probes developed for high-temperature applications. (Taken from ref. 28.)
Figure 7.- Supported crossed hot-wire probe. (Taken from ref. 29.)
Figure 8.- Comparison of calculated and measured velocity-density sensitivity ratios. (Taken from ref. 31.)
Figure 9.- Comparison of calculated density and velocity sensitivities and measured mass-flux sensitivity. (Taken from ref. 31.)
Figure 10.- Shear-stress measurements in compressible flows.
Figure 11.- Normalized rms velocity and density fluctuations across a compressible turbulent boundary layer.
**Figure 12.** Model development for two-dimensional flows.
Figure 13. Comparison of baseline turbulence model computation and data of Allen. (55)
(b) Velocity profile, x = 2.05 ft.

Figure 13.- Concluded.
\[
\tau_t = -\left[ \rho U' V' + \rho' U' V' \right]
\]

\[
\tau_t = -\rho U' V'
\]

\[
\text{Pr}_t = 0.9
\]

<table>
<thead>
<tr>
<th>$M_e$</th>
<th>$T_w/T_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.367</td>
<td>0.172</td>
</tr>
<tr>
<td>7.4</td>
<td>0.418</td>
</tr>
<tr>
<td>7.4</td>
<td>0.265</td>
</tr>
</tbody>
</table>

**DATA**

- \text{HOLDEN} [\text{7.367, 0.172}]
- \text{HOPKINS et al.} [\text{7.4, 0.418}, \text{7.4, 0.265}]

\[C_f \times 10^3\]

\[S_t \times 10^3\]

\[Re_\theta \times 10^{-3}\]

**Figure 14.** Effect of density fluctuation on $C_f$ and $St$ at $M_e = 7.4$.

(Taken from ref. 55.)
\[ T_\text{f} = \frac{\rho_{U'V'}}{\rho_{U'V'}} \]

\[ T_\text{f} = \frac{\rho_{U'V'}}{\rho_{U'V'}} \]

\[ \text{Pr}_\text{f} = 0.9 \]

\[ C_f \times 10^3 \]

\[ S_\text{f} \times 10^3 \]

Figure 15.—Effect of density fluctuation on \( C_f \) and \( S_f \) at \( M_\infty = 10.5 \).

(Data from ref. 55.)
Figure 16. Effects of mass transfer on baseline model constant, $A^+$. 

$A^+ = 4 + 22e^{-0.591} - 0.0725(B/C_f) + 0.00357(B/C_f)^2/B/C_f$
Figure 17.- Comparison between calculations using a modified baseline model and experiments for transpired boundary layers.
<table>
<thead>
<tr>
<th>REFERENCE</th>
<th>EXPERIMENTAL CONFIGURATION</th>
<th>$M_{\infty}$</th>
<th>$Re_{\theta_{\infty}} \times 10^{-4}$</th>
<th>$T_{w}/T_{0}$</th>
<th>$P_{+}^{\max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZWARTS</td>
<td></td>
<td>4.02</td>
<td>3.5</td>
<td>1</td>
<td>0.004</td>
</tr>
<tr>
<td>PEAKE, BRAKMAN AND ROMESKIE</td>
<td></td>
<td>3.93</td>
<td>1.1</td>
<td>1</td>
<td>0.006</td>
</tr>
<tr>
<td>STUREK AND DANBERG</td>
<td></td>
<td>3.54</td>
<td>2.0–2.8</td>
<td>1</td>
<td>0.0085–0.0125</td>
</tr>
<tr>
<td>LEWIS, GRAN AND KUBOTA</td>
<td></td>
<td>3.98</td>
<td>0.5</td>
<td>1</td>
<td>0.011</td>
</tr>
<tr>
<td>KUSSOY AND HORSTMAN</td>
<td></td>
<td>6.7</td>
<td>0.8</td>
<td>0.43</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Figure 18.- Experimental test flows used as standards of comparison for the turbulence models. (Taken from ref. 20.)
Figure 19.—Comparison of measured and computed skin friction distributions obtained using a turbulence model. (1)
Figure 20.— Streamwise distributions of boundary-layer characteristics, experiment of Peake, Brakmann, and Romeskie. (Taken from ref. 20.)
Figure 20.- Concluded.

(c) Local form factor.

Figure 21.- Velocity and turbulent shear stress profiles after run of adverse pressure gradient, data of Peake et al.: x = 52 cm. (Taken from ref. 20.)
Figure 21.- Concluded.

(b) Turbulent shear stress profile.
Figure 22. - Mean velocity and turbulent shear stress profiles far downstream in Peake et al. experiment, $x = 67.3$ cm. (Taken from ref. 20.)
(b) Turbulent shear stress profile.

Figure 22.—Concluded.
(a) Overall arrangement.

Figure 23.- Experimental arrangement for a transonic wing undergoing shock-induced separation.
(b) Wing design.

Figure 23. Concluded.
TRANSONIC SHOCK-INDUCED SEPARATION

$M_\infty = 0.786$  $Re_c = 10.3 \times 10^6$

PRESSURE DISTRIBUTION

SHADOWGRAPH

$1/c = 0.18$

OIL FLOW PATTERNS

Figure 24.- Shock-induced boundary-layer separation experiment on a biconvex circular-arc airfoil; $Re = 10.3 \times 10^6$, $M_\infty = 0.786$. 
Figure 25.- Results from the shock-induced separation experiment on a biconvex circular-arc airfoil.
Figure 26.— Experimental arrangement for a normal shock-wave, turbulent boundary-layer experiment with separation.
Figure 27. - Results from normal shock-wave experiment; $M_\infty = 1.44$ and $Re_x = 37 \times 10^6$. 

- Experiment
- Baseline model
- Relaxation model
- 1-equation model
Figure 28. Shear-stress profiles from the normal shock-wave experiment, $M_{\infty} = 1.44$ and $Re_{x} = 37 \times 10^{6}$. 
Figure 29.- Experimental arrangement for a supersonic oblique shock-wave, boundary-layer interaction experiment; $M_\infty = 3.0$ and $Re_{\delta_0} = 9.73 \times 10^5$. 

$M_\infty = 2.96 \quad Re_{\delta_0} = 9.73 \times 10^5$
Figure 30. Results from the supersonic oblique shock-wave, boundary-layer interaction experiment; $M_\infty = 3.0$ and $Re_\infty = 9.73\times10^5$. 
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Figure 31.- Experimental arrangement for an axially symmetric hypersonic oblique shock-expansion, boundary-layer interaction experiment; $M_\infty = 6.9$ and $Re_x = 13 \times 10^6$. 
Figure 32.- Results from the hypersonic oblique shock-expansion, boundary-layer interaction experiment; \( M_\infty = 6.9 \) and \( \text{Re}_x = 13 \times 10^6 \).
Figure 33.- Shear-stress distributions for the hypersonic oblique shock-expansion, boundary-layer interaction experiment; $M_\infty = 6.9$ and $Re_x = 13 \times 10^6$. 