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ABSTRACT

The design, development, and first observations of a high-power meteor-
radar system located near Urbana, Illinois are described. The roughly five-
fold increase in usable echo rate compared to other facilities, along with
automated digital data processing and interferometry measurement of echo
arrival angles, permits unsurpassed observations of tidal structure and
shorter period waves. Such observations are discussed at length. Also, the
technique of using echo decay rates to infer density and scale height and
the technique of inferring wind shear from radial acceleration are examined.
Lastly, an original experiment to test a theory of the D-region winter

anomaly is presented.
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1., INTRODUCTION

1.1 Upper Atmosphere Winds

It is instructive to decompose the neutral winds of the upper atmosphere
into three components., In order of increasing temporal and spatial scales
these components are the prevailing wind, the tidal wind, and the irregular
wind [Beer, 1972].

Under an equilibrium situation among gravity, pressure, and Coriolis
forces a geostrophic wind system results. We identify this geostrophic
wind with the prevailing wind component. A decomposition of the prevailing
wind is also possible, into a zonal mean wind (an average around a latitude
circle, not to be confused with the mean zonal wind cbserved at any single
lbcation) and planetary wave contributions [Charmey and Drazin, 1961;
Schoeberl and Geller, 1976]. The zonal prevailing wind component generally
dominates over the meridional component at midlatitudes.

Superimposed on the prevailing wind are tidal wind perturbations.
These tides are predominantly solar tides forced by heating of ozone and
water vapor rather than by gravitational effects [Chapman and Lindzen, 1970].
A 24-hour period component, the solar diurnal tide, results from the super-
position of many modes comparably excited, some propagating, some evanescent,
A 12-hour mode of substantial vertical wavelength is the principally forced
solar semidiurnal tidal mode. However, this mode can be vertically evanes-
cent in regions below the meteor zone and thus higher order propagating
modes of somewhat shorter wavelengths can sometimes dominate fhe 12-hour
variation there. This is because for vertically propagating waves free from
dissipation mechanisms tidal thcory predicts wa&e amplifications és p'l/z,
where the neutral gas density p decteases approximately éxponentially with

altitude, An additional factor which may enhance higher order modes is mode



coupling. Such coupling allows forcing of one mode to excite another mode
indirectly. Tidal modes of 8-hours, 6-hours, etc. are theoretically possible
but quite weak relative to the 12 and 24 hour oscillations.

Due to gravitational stratification of the atmosphé?e, a class of waves
called internal gravity waves exists in which air particle motions approxi-
mately transverse to the direction of the wave propagation occur. In fact
the tidal winds themselves can be considered members of this class, but tides
have such long temporal and spatial scales that rotational effects are im-
portant and thus they are normally considered separately. Hines [1960] has
shown that many properties of the supposedly random irregular wind can, in
fact, be explained in terms of internal gravity waves. For example, chemical
and meteor trail '"snapshots" of the irregular wind show it to be predominant-
ly horizontal, increésing in amplitude with height, and with temporal and
vertical scales of about 100 minutes and 6 km, resprectively. True turbu-
lence also contributes to the irregular wind, at least below the turbopause
height of roughly 110 km, The separation of these two constituents, turbu-
lence and small scale wave motions, is far from straightforward [Stewart,
1969].

1.2 Experimental Techniuges

A summary of some experimental techniques used in exploring the atmo-
sphere is given in Medvaney [1970]. We will follow this summary, updating
it as appropriate with more recent developments. Figure 1.1 illustrates
the parameters measured and height ranges enCompassed by many of the experi-
mental techniques. Note that the techniques have been divided into the
general categories of direct and indirect methods. In general direct methods
- cannot be used rouﬁinely at meteor altitudes because of the high cost per

sounding. However, despite their inability to provide temporal resolution,
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they do give very accurate '"snapshots'" of the vertical structure of each
parameter measured., Also, because of their high accuracy, direct methods
are useful as references in evaluating the accuracy of indirct methods,
which generally suffer from limited height resolution.

1.2.1 Direct methods

Meteorological Rockets

Rockets capable of reaching altitudes up to 65 km-are relatively inex-
pensive today and permit measurement of the main meteorological parameters:
wind, temperature, and density. Radar chaff, inflatable spheres, and re-
flectorized parachutes have been used in conjunction with precision tracking
radars to obtain winds. The falling sphere technique also yields atmospheric
density via the drag acceleration [Bartman et al., 1956]. The Meteorological
Rocket Network [Webb et ai., 1961] utilizes an active package containing a
bead thermistor for temperature measurement which is lowered through the
region of interest by parachute.

Acoustic Grenades

In this technique a sequence of grenades is fired at intervals of a few
kilometers as the rocket ascends through the desired height region. Each
explosion is precisely resolved in time and space by photographic and photo-
electric monitors and the times and directions of arrival of the acoustic
waves at ground level are recorded by a microphone array. The wave fronts
are traced back through an assumed model atmosphere to find '"virtual" posi-
tions for each explosion. Gradual modifications of the assumed wind and
temperature structures in the model permit a closer and closer approximation
to the true structure to be achieved [Groves, 1960].

Contaminant Releases

Ejection of certain chemicals from high altitude rockets is a convenient



means of studying winds and turbulence above about 70 km. Alkali vapors,
particularly sodium, resonantly scatter sunlight and if the background sky
illumination is low enough they can be tracked by photographic triangulation
[Kochanski, 1964]. The backyround requirement restricts use of these chemi-
cals to twilight and sunrise periods, Use of materials like trimethyl-
aluminum which react photochemically with atomic oxygen produces luminous
trails at night and thus eases the background requirement [Rosenberg et al.,
1963]. In fact by use of appropriate spectral filters, lithium vapor trails
can be tracked during any part of the day. [Bedinger, 1973].

Gun~Launched Probes

Gun-launched probes have been used to inject radar chaff and chemicals
up to altitudes of 150 km [Murphy et al., 1966]. The tremendous accelera-
tions severely limit their use as active payloads but the technique is an
attractive economic alternative to rocket programs.

Noctilucent Clouds

The occasional appearance of these high altitude clouds (80 km) at high
latitudes in summer permits detailed study of both spatial and temporal wind
behavior [Witt, 1969]. These clouds, which are composed of small dust and
ice or supercooled water particles, show bodily movement and wave motion
often in different directions. While noctilucent cloud photography is
uniqhe in chéracter, it is severely hampered by its restrictive altitude
span and the rarity of appearance of the clouds.

1.2.2 Indirect methods

Ionospheric Drifts

The reflection of radio waves from the ionosphere results in a diffrac-
tion pattern being formed on the ground, Sampling with spaced antennas

allows one to determine parameters which describe the pattern behavior and



enable estimates of ionospheric drift velocity [Guha, 1968]. The technique
has mainly been applied to F-region drifts but the technique has also been
applied to the weakrD-region partial reflections [Manson et al., 1974]. In
this latter case drifts can be obtained down to about 60 km around local
noon. However, difficulties arise in interpreting the derived drifts as

synonymous with neutral winds [Kent and Wright, 1968; Guha and Geller, 1972].

Incoherent Scatter

An interesting possibility for measuring winds above about 95 km is by
the use of incoherent (Thomson) scatter. The Doppler shift due to ions can
be determined from the spectrum of received pulses [Evans, 1969], and up to
an altitude of perhaps 115 km the collision frequency is high enough that
ions should travel with the neutral air. Bernard [1974] presents results
obtained at the Saint-Santin (France) facility.

By evaluating the auto-covariance function of returned pulses, due to
ccherent motions at scales one-half the probing wavelength, mesospheric and
even stratospheric winds can be determined [Woodman and Guillen, 1974;
Rastogi and Bowhill, 1976].

Airglow

The word "airglow'" was introduced in 1950 for optical emissions other
than the polar aurora originating in the Earth's upper atmosphere. Photo-
meter measurements of such emissions permit inferences on upper atmosphere
chemistry, temperature, and winds [Armstrong and Dalgarno, 1955; Hernandez
and Roble, 1976].

Meteor Radar

The first measurements of winds by radar tracking of meteor trails
were made by Manning et al. [1950], although detection of meteors and in-

vestigations of their astronomical properties via radar was accomplished



much earlier. The basic parameters which must be determined for wind analy-
sis are the spatial coordinates of the meteor trail reflection point and the
radial velocity of the trail at that point. Two main radar configurations
have been developed to accomplish these tasks: phase-coherent pulse radars
and continuous wave radars. The former offer simple time discrimination
against airplane reflections and monostatic operation, Bistatic operation
is necessary in the CW case, but the narrower receiver bandwidths permissible
mean that much lower transmitter powers can yield comparable echo rates.
This improves reliability while reducing system cost and complexity. The
phase-coherent pulse method developed by Greenhow [1952] is employed by the
University of Illinois meteor radar. CW systems have recently been freed
from the need of a companion pulse transmitter for ranging thanks to the
phase difference ranging method developed at Garchy [Spizzichino et al.,
1965].
1.3  Unique Aspects of the Urbana Meteor-Radar System

Table 1.1 lists locations of other meteor-radar facilities which have
reported results and their normal mode of operation. Major limitations of
systems previous te ours centered around low data rates, typically only
on the order of 50 usable echoes per hour maximum, and long delays between
data collection and availability of processed results., Lack of sufficient
height resolution for measuring vertical wind structures also has been a
common shortcoming. The following paragraphs outline our solutions to each
of these three common limitations.

At Urbana we have achieved usable echo rates of several hundreds per
hour even with a conservative 20 dB signal-to-noise requirement (compared to
a maximum of about 50 per hour at other facilities). This has been accom-

plished through the use of a very high power pulsed transmitter and highly



Table 1.1

Meteor~radar facilities.

Station Latitude Longitude
Mawson CW & Pulse 68 S 67 E
Molodeshnaya 67 S 57 E
Christchurch 44 3 173 E
Adelaide - CW & Pulse 35 §* 130 E
Mogadishu 2N 47 E
Kingston Pulse 18 N 77 W
Eglin Coded Pulse 31 N 87 W
Ashkabad 37 N 59 E
Stanford Coded Pulse 37 N 122 W
Dushanbe Pulse 38 N 69 E
Havana Pulse 40 N* 90 W
Lexington Pulse 42 N 71 W
Frunze Pulse 43 N 75 E
Durham Pulse 43 N 71 W
Garchy CW 47 N 3E
Breisach 48 N 7 E
Kiev Pulse 50 N 31 E
Kharkov Pulse 50 N 35 E
Bracknell  Pulse 51 N 1w
Jodrell Bank Pulse 53 N 2 W
Sheffield Pulse 53 N 1w
Obninsk Pulse 56 N 38 E
Kazan Pulse 56 N 49 &
Tomsk Pulse 57 N 85 .
College Ccw 65 N 148 W
Heiss Island 80 N 38 E
Hayes TIsland Pulse 79 N 58 E
White Sands Pulse 33 N 106 W
Moscow Pulse 59 N 37 E

N W

Atlanta CwW 34 84

* Multi-station

This list compiled from Teptin [1972], Roper [1971],
Barnes [1972], and McAvaney [1970].



directive antennas for both receive and transmit functions. Our rates
apply to peak power levels of 1 MW, and since the transmitter is ostensibly
capable of 4 MW levels, a further doubling of echo rate may still be
achieved.

The presence of a PDP 15 computer at our field station has made it
possible foxr us to fully exploit our substantial data rate. Data collection
is fully automated and the pertinent paramecers for each echo are actually
generated in real time, This not only gives us immediate feedback on the
state of atmospheric winds but verifies proper system operation as well,

A spaced antenna interferometry arrangement allows us to resolve height
with accuracy (0.02r in azimuth and elevation, 1.5 km in height) comparable
to the best achieved at other stations, i.e., Garchy and Durham. Time has
not yet permitted calibration of the long arm vernier for further refinement
of height, but it is anticipated that once complete such an interferometer
will yield unsurpassed height resolution.

Special target generator hardware permits us to evaluate actual, as
opposed to theoretical, performance of receiving hardware and software
algorithms. The hardware can form dual targets with independently set
range, Doppler shift, and signal-to-noise ratio.

1.4 Summary of 1975-1976 Urbana Meteor-Radar Campaign

Table 1,2 summarizes the extended operation periods (24 hours or more)
of the University of Illinois’meteor radar in 1975-1976, Stacked Yagi
interferometer height determinations were first available in September, 1975.
Radial acceleration measurements were added in December, 1975 in an attempt
to monitor wind shears from a single site. Azimuthal measurements were
first included in April 1976. Power levels were approximately 1 MW peak

except for December, 1975 to Jan. 1976, when a capacitor failure in one of



Table 1.2

Summary of University of Illinois meteor-radar operation.

Ny Date Run Length Collection Height
hr Software Decay Interfer-
ometer

1 Jan, 17,18, 1975 24 METP4 X

2 Jan. 31 - Feb. 1 24 METP4

3 Feb. 28 -~ March 1 24 METP4 X

4 March 7,8 24 METP4 X

t  April 4,5 24 METP5 X

6 May 27,28 24 METP5 X

7 July 14,15 24 METPS5S X

8 July 30, 31 24 METP5 X

9  Aug. 21,22 24 METP5 X

10 Sept. 13,14 24 METP6 X X

11 Oct. 13-18 96 METP6 X X

12 Dec. 4-6 48 METP6* X X

13 Dec. 12-13 24 METP6 X X

14 Jan. 14-16, 1976 48 METP6** X X

15 Jan. 21-23 48 METP6** X X

16 April 18-19 24 METP&*** X X

17 June 30 - July 1 30 METP6*** X X

* modified to store all raw data samples
** modified to iﬁclﬁde least squares fit of velocity vs. time

*** modified to include azimuth angle determination

Radial

Acceleration

i i

Azimuth Usable

Echoes

2597
4400
3713
2896
4342
2801
3522
4062
3012
2850
11050
2520
1927
3399
3196
3550
4500

01
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our output amplifiers forced us to run the driver power directly to the
transmitter antenna. This dropped us to a power level of about 375 kW peak.
1.5 Obgjectives and Scope of this Study

The five principal objectives of this study are: (1) to describe in
detail the design and development of a high-power meteor-radar system at
Urbana, Illinois which achieves significant improvements in usable echo
rate, processing speed, and parameter accuracy, (2) to describe meteor wind
observations made at Urbana, with emphasis on the character of atmospheric
tides and internal gravity waves, (3) to interpret these observations in
terms of existing theories of upper atmosphere dynamics, (4) to use our
improved radar to test the validity of density and wind shear inferences,
and (5) jointly with a partial-reflection experiment, to test a theory of
the D-region winter anomaly. An outline deliniating the scope of this
study follows. |

Chapter 2 establishes scientific objectives and specifications for our
system. Each hardware subsystem is discussed in detail, as are the various
measurement algorithms. Lastly, our collection and post-processing software
are described,

Qur procedure for generating uniform wind values in time and height is
set forth in Chapter 3. This chapter also discusses the effects of various
selection criteria on meteor‘radar winds,

Chapter 4 summarizes meteor characteristics and Chapter.S investigates
the statistics of various parameters we measure,

Chapter 6 contains a brief presentation of classical tidal theory.

This is followed by comparisons of our Urbana tidal observations with classi-
cal theory and with observations previously made at other sites,

Internal acoustic-gravity wave theory is-discussed in Chapter 7.
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Urbana gravity wave observations are compared to this theory and studies
made earlier at Garchy and Jicamarca,

In Chapter 8 wé investigate a possible explanation of the winter anomaly
in radio wave absorption, a phenomenon of the D-region,

Chapters 9 and 10 are related to validity tests with our improved
radar of methods for inferring density and wind shear from single-site meteor
radar data,

The principal observations and conclusions of this study, along with

suggestions for future research, appear in Chapter 11,
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2, UNIVERSITY OF ILLINOIS METEOR-RADAR SYSTEM
2.1 Secientifie Criteria and Specifications

2.1.1 Scientific objectives., Meteor-radar investigations of upper
atmosphere winds can be separated into two categories: those which require
a coordinated network of observations and those which yield useful scientific
information from just a single location, Examples of the first class are
investigations of planetary-wave propagation up to the lower thermosphere,
winter chaﬁges in mesospheric and lower thermospheric circulations and their
relation, if any, to stratospheric warmings, latitudinal structure of atmo-
spheric tides and seasonal behavior of that structure, and geographical
variability of atmospheric turbulence at meteor heights., Single station
meteor-radar observations of importance include vertical structure and
seasonal behavior of "daily variations', diurnal and seasonal changes in
atmospheric turbulence, small-scale structure of atmospheric gravity waves,
and simultaneous observation of ionospheric parameters such as D-region
electron density and neutral winds at similar heights. The objective of the
Illinois meteor-radar program was to construct a system that would be com-
patible with both classes of investigations, and extend the state of the art
in temporal and spatial resolution of the data as well as the processing of
that data.

2.1.2 Echo rate and measurement accuracy requirements. To establish
system requirements for our radar, we begin by considering the character of
winds in the meteor region as measured by chemical releases. [Rosenbery,
1968] shows instantaneous meridional énd zonal wind components based on 60
observations of chemical releases from rockets. Hosenberg and Zimmerman
[1972] summarize shear-related properties of winds in the upper part of the

meteor region. To produce meteor-radar wind profiles of comparable accuracy
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to those from chemical releases, we require our system to:
1, Measure horizontal winds up to 100 m s'1 with accuracy a small
fraction thereof., For individual echoes 10 m s'1 should be
sufficient to resolve small-scale waves,

1L,

2. Resolve vertical wind shears up to 50 m s~
3. Measure height correctly to within a small fraction of the vertical
wavelength of the atmospheric waves of interest,
4. Achieve an echo rate which allows generation of wind profiles
in time periods small relative to tle periods of the atmospheric
waves of interest,
The accuracy of meteor-radar results will necessarily be somewhat less than
that of chemical releases because the former measures winds averaged over a
Fresnel length, about 1 km in vertical extent for our radar, whereas resolu-
tion of chemical releases is limited only by the optics used in triangulation,
The Brunt-Vaisala frequency represents an upper limit on internal-~
gravity wave frequency and this limiting period is about five minutes at
meteor heights [Georges, 1967]. If one is to resolve waves with such a
period, at least one usable meteor trail must occur every 2.5 minutes in
each height bin. Height segmentation of the data is essential to prevent
waves being obscured by vertical phase variations. The height bins, based
on Rosenberg and Zimmerman's limiting wavelengths, must involve steps of 2
km or less. Since meteor echoes are concentrated near 92 km with 8 km
standard deviation (Section 5.3), we find a minimum required echo rate of
about 320 hr'l. Appreciably less stringent echo rate and height accuracy
requirements apply to tidal and synoptic feature studies and prevailing
wind determinations. See, for example, Lindzen [1969] and Barmes and

Pazniokas [1968]. Of course for these longer period dynamic regimes we
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should be capable of resolving quadrature horizontal components and must
operate for continuous periods of at least 24 hours so the major tidal com-
ponents can be resolved.

2.1.3 Estimate of system echo rate. To estimate the echo rate we
might attain with our radar, we consider the appropriate transmission equa-
tion. The predominant type of meteor trail echoes seen by long wavelength
sensitive radars such as ours are the underdense variety, for which the

received to transmitted power ratic is [Sugar, 1964]:

32 2 22
Pp Gt ar, -8z, _327°Dt
B = 7.3 °XP P A A (2.1)
T 321°R A A
where
Pb, ER = the transmitted and received power, respectively

GT’ GR = the power gains of the transmitting and receiving antennas
relative to an isotropic radiator in free space
A = the radar wavelength
R = distance from the radar to the trail
r = classical radius of the electron
q = electron density of the trail in electrons per unit length
r = initial radius of the meteor trail
D = ambipolar diffusion’coefficient
t = time, measured from formation of the trail which is assumed
instantaneous,

The equivalent noise input to a low noise figure receiver is given by:

Py = kT8 | (2.2)

Boltzmann's constant, 1.38 x 1023 wuz L g7l

where k
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Ts = antenna temperature due to sky noise,

Using the following system parameters

T 5 X 106W (This is perhaps too optimistic for long-term operation;

&
i

to conserve tube life values of 1 to 2 MW are more

reasonable)
Gp = 50 (17 dB)
Gy = 31.6 (15 dB)
A= 7.3314 m (40.92 MHz)
‘TS = 4000 K [Hogg and Mumford, 1960] (Varies with sky coordinates;
10,000 K may be a more realistic average value)
B = 73 kHz

we obtain a signal-to-noise ratio of
7.82635.x 10720 (q°/E°) exp (-0.46759r %)

S/N = 10 log T

: — exp (~5.87592D%)
4,03 x 10
(2.3)
Figure 2.1(a) shows the variation of peak S/N, i.e., when r, and time
are zero, versus g fér a median range of 100 vZ km, ‘Figure 2.1(b) shows the
corresponding receiver input voltage assuming an input impedance of 50 Q.
Trails with electron line densities on the order of 1011 m-1 provide a com-
fortable S/N value of 20 dB, However a typical r, value is actually about
2 m [Sugar, 1964], resulting in a signal drop of 8,12 dB. The diffusion time
constant is [Sugar, 1964] |
¢ = 22/16n% (2.4)
Using a typical value for D of 3 mzs_1 this leads to an additional 8.7 dB
signal loss over the echo lifetime, which through (2.4) is 113 ms for these

weakest echoes., If 30 interpulse periods are required to accumulate the

needed target data, a drop of 5.7 dB in signal power occurs during data
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collection, Using our maximum range of 230 km implies yet 6,3 dB more loss,

We can guarantee at least 20 dB S/N ratio for all echoes during the data col-

lection process provided g is sufficiently above 1011 m"1 to compensate for

the losses just cited, i.e., g = 10%2 nL.
The number of meteor trails with g exceeding some reference line density
q, is described by [Sugar, 1964]:

-C

N(g>q,) = Kq, ", =10 (2.5)
where ¥ = 1.6 x 10° m™> s™1 for sporadic meteors and N(g>q,) has the units of
“
trails incident per m* s. Using q_ = 10" ™! we £ind that 99% of the

accepted trails will have line densities in the range 1011 < q < 1013; Thus

a dynamic range of 60 dB, 40 dB for signal variation and 20 dB for minimum
S/N, permits us to accumulate data from nearly all desired trails, If g
exceeds about 1013, the trail is likely overdense and-possibly must be
ignored anyway, since it is likely to have multiple reflection centers which
produce misleading Doppler shifts, or if underdense the return will quickly
decay to nonsaturation levels. The 60 dB value fits nicely with a 9-bit plus
sign A/D converter (54 dB), but stringent linearity requirements must be
achieved by the receiver to capitalize on the large dynamic rénge. The
linearity requirements can be eased substantially by design of parameter
extraction algorithms which are relatively insensitive to nonlinearities.

With the following antenna beamwidth information

Azimuth Elevation
Function centered at 0° centered at 45°
Transmitting 48° 11,5°
Receiving 30° 64°

Round Path 30° 11.5°
(Transmitter-Trail-Receiver) :
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we find our average system viewing area is 4500 kmz'at 100 km height. Thus,

in an hour we can expect to see 2592 trails exceeding a 20 dB S/N threshold,
assuming 10% of all trails have orientations suitable for return reflection
[Whipple and Hawkins, 1956]. A sky temperature of 10,000 K drops the echo
rate to 1639 hr™' and conservative operation at 1 MW drops the rate further
to 733 hr"l. The usable echo rate must of course be even somewhat lower be-
cause high altitude returns will decay too rapidly to allow reliable Doppler
determinations., Also the scanning nature of our data input to computer, many
signal lines multiplexed via a single A/D converter, will cause numerous
echoes near the threshold to be missed.

2.1.4 Estimate of system height accuracy. Under a flat earth assump-
tion, our meteor-radar geometry is as depicted in Figure 2.2, and the height
of the specular reflection point of a meteor trail is given by the relation

h =R sin a (2.6)
where R is the slant range, and o is the elevation angle. The most likely
height for meteor-trail reflection is roughly 92 km but even with our anten-
nas aimed north with their main lobes elevated 45° a representative slant
range for our echoes is 140 km, somewhat larger than the most likely range
(2.6) predicts because of the asymmetrical range distribution.

A relation between height accuracy and range and elevation angle ac-
curacies, provided the errors in range and elevation angle measurements are
reasonably small, is found by differentiating equation (2.6):

3k oh .
dh = 55 dR + Ea»du = sina dR + R cosoda (2.7)
The error in height Ak is thus related to range and elevation angle errors,
AR and Aa, respectively, through

Ah = sinoAR + R cosada (2.8)
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Assuming both types of errors are zero mean Gaussian distributed, the

standard deviation in height is [Baekof and Bowhill, 1974]

%
0y = [(sino oR)z + (R cosa ca)z] (2.9)

where O35 Ops and g, are standard deviations for height, range, and elevation
angle measurements, respectively. Our desired 9 for resolving fine wind
structure is roughly 0.5 km. This value is less than the Fresnel averaging
interval but nevertheless is large enough to be achievable. Of course even
with perfect height measurements, the Doppler shifts observed by our radar
will still be the result of winds averaged over trail segements of about

1.4 km,

To see what magnitudes the error sources 9 and oH,will actually have,
we begin by considering range. Next we mnust consider Doppler and azimuth
angle measurements because they help determine elevation angle performance.

2.1.4.1 BEstimate of system range accuracy. Range is determined by
measuring the time between transmission and reception of a pulse waveform.
The returned pulse is digitized by an A/D converter with a sampling rate of
100 kHz, thus apparently limiting range accuracy to only * 750 m (% 5 us)
taking the pulse center as reference. However, by fitting a parabola to the
peak video and adjacent two samples, range accuracy can be improved about
fivefold (Section 2.2.3.1.3). For a given meteor echo this error is not
random, but rather depends on the range offset from the peak video sample
and how well a parabola models the video detector pulse response, Presum-
ably, a table lookup procedure could nullify such errors. But, it should
be hoted that the response of the receivers we use is a function of signal
strength, This means that the correction table would have to be two dimen-

sional, accounting both for estimated range offset and signal strength.
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Furthermore, it is doubtful that over an extended period of time the re-
ceiver bandpass would remain stable enough for a non-updated table to con-
tinue doing more good than harm. And keeping in mind our 1.4 km Fresnel
length, it is doubtful that range resolutions exceeding* 150 m have much
significance anyway,

Thus far we have tacitly ignored the range error component introduced
by noise and the finite risetime of the video detected pulse., The uncer-
tainty in time is [Barmes and Paaniokas, 1968]

AT, = T/ (S/N) (2.10)

where TR is the risetime and S/N is the signal-to-noise ratio. ?R and
bandwidth BW in r s_1 are related approximately through [Van Valkenburg,
1964]
IR = m/BW ) (2.11)

Using a receiver bandwidth of 73 kHz and signal-to-noise ratio of 10 (20 dB
in voltage) gives a range error component of £:102 m. Figure 2.3(a) plots
the estimated total range error versus number of independent range calcula-
tions averaged and signal strength (noise standard deviation normalized to
unity).

2.1.4.2 Fstimate of system Doppler accuracy. Our elevation and
azimuth angle determinations will be made via an algorithm which requires
knowledge of the echo Doppler frequency W ge Section 2.2.3.2 discusses two
such algorithms, referred to as the Backof algorithm and the Bowhill algo-
rithm. Thus, errors in Doppler lead to errors in angles of arrival and

echo height. It has been shown [Edwards, 1973a] that the error in Doppler

angle Ao for the Backof velocity algorithm is bounded by

fg-iA(uéwdT) _>_}T ‘ (2.12)
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|

where A = signal strength (unit noise standard deviation)

T

radar interpulse period,

The corresponding bounds for radial velocity uncertainty are

Y2 A
TAT 2 & 2 g (2.13)

Using our radar wavelength 7.3314 m, an interpulse period of 3 ms (PRF

333 Hz), and a voltage signal-to-noise ratio of 20 dB gives 27.5 m s“1 > Av

1]

> 19.5m s’l. To resolve individual echo winds, which are predominantly
horizontal, to within 10 m s_1 we must typically resolve the radial winds,
i.e., those winds which we observe directly, to within 7.07 m s7!. This
value pertains to our mean elevation angle of 45° and corresponds to an
error of just *0.04 » in Doppler angle. To achieve this we must average
about

¥ > A%/800(nAT) (2.14)
independent velocity calculations per echo., N is at most 15 if we limit
ourselves only to echoes 20 dB or more above the noise floor. Figure 2.3(b)
displays the worst case Doppler error versus signal strength and number of
calculations averaged using a 500 Hz PRF,

2.1.4.3 Estimate of system azimuth accuracy. A horizontal resolution

of just 10-160 km is sufficient to discriminate the spatial variation of
short period gravity waves [Lindzen, 1969], obviously a very weak requirement
relative to that for height accuracy. The horizontal‘displacement of echoes
from due north is given by

x = R cosa siny , (2.15)
using the geometry of Figure 2.2, Differentiating equation (2.15) gives
the relation between accuracy in horizontal displacement as a function of

range, elevation angle, and azimuth angle accuracies. Since the first two
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parameters must be measured so precisely to achieve our height accuracy goal,
an approximate error equation is [Backof and Bowhill, 1974]

o, = R coso cosy GY (2.16)

where O and UY are the standard deviations in x and y. Using R and o as

in Section 2.1.4 and ¥ = 0 gives cY 2 cm/IOOn A horizontal displacement

accuracy of. 10 km thus results if azimuth is measured to within 0.1 » (6°).
Consider now the spaced arrangement of receiving antennas shown in

Figure 2.4(a). The phase difference between received fields at antennas A

1
and A2 for a meteor echo from e¢levation angle o and azimuth angle vy is
) 5 = (2ﬂd12/k)cosa cosy (2.17)
Likewise the phase difference between antennas A2 and A3 is
¢ 5 = (ZWdZS/A)cosa siny (2.18)

The azimuth angle in terms of these measureable phase differences is found
via

(dyz/d;,) tany (2.19)

b3/ %5 = 127

Azimuth accuracy is then related to phase difference accuracy through

d 2
_ 9y 8y 12 cos’y
dy = A1y * o Qg = g . [dbgy-(o 5o/ 0pp)d0 5] -
32 23 %12 (2.20)

The azimuth error Ay as a function of ¢12, ¢32 and their measurement errors

A¢12, A¢32 is

A . %2
T

772 1
brcgre®] § o2 (2.21)

assuming A¢12 and A¢32 are essentially equal to the worst-case error in
Doppler angle given in equation (2.12) and averaging N independent calcula-

tions of azimuth angle. Figure 2.3(c) shows a plot of equation (2.21) using
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typical parameter values.
2.1.4.4 FEstimate of system elevation accuracy. The elevation angle

a can be deduced from.equation (2.17) once the azimuth angle has been

determined.
¢y nA
12 -1
COSA = [cosy] (2.22)
2may

With the help of equation (2.21) we can express the elevation angle error

Ao, as

d ¢ 1
Aa = 2'rrd12 ;\ina cosy [1 + (32};2; siny COSY)Z([%]Z + 1)]/24/%}
(2,23)

Finally, inserting values from Figure 2.3(a) and equation (2.23) into
equation (2.9), we obtain the standard deviation in height. In Figure 2.4
the phase difference between A, and A, can act as a vernier to refine Ao by
the factor (d24/d12). This improvement is necessary to meet the height
accuracy figure with the weaker returns. Based on results obtained April
18-19, 1976 without the antenna A4 vernier, our actual system performance is
characterized by the following mean measurement precisions: (1) 0,02 r in
azimuth, (2) 0.02 r in elevation, and (3) 1.5 km in height.
2.2 System Description

2.2,1 Block diagram. A block diagram of the present operating system
hardware is shown in Figure 2.5. Changes incorporated into the meteor
radar since its original operation in August 1974 include:

1. All four 5682 output tubes in the transmitter have been brought

into operation,
2. A second coaxial feedline has been constructed for the second pair
of output tubes.
3. The 24-element narrow azimuth version of the transmitting

antenna has been completed.
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4, Spaced receiver antennas, with accompanying receivers and phase
detectors, for interferometer determination of echo height and
azimuth have been completed.

5. Major software revisions in guing from a 7-channel to a 15-channel
data frame have been made.

In terms of hardware, we can divide the meteor-radar system into 7 sub-
systems: (1) radar director, (2) transmitter, (3) transmitting antenna,

(4) receiving antennas, (5) receivers, {6) phase detectors, and (7) computer
and interface. Each of these subsystems will be discussed individually in
the sections which follow,

2.2.,2 Hardware subsystems

2.2.2.1 Radar director. This unit is composed of a simple frequency

synthesizer for coherent radar operation, timing logic to synchronize the
various subsystems in the radar, and a target generator for analysis of
system performance, These latter two items are intimately related and thus
will be considered the target gererator as a whole., It is then convenient
to discuss the radar director subsystem in terms of two parts, the frequency
synthesizer and the target generator. In Figure 2.6, a block diagram of
the rvadar director, it is evident that the frequency.synthesizer is analog
vin nature while the target generator has a distinctly digital portion, the
timing logic, as well as a hybrid portion, the actual target gaters.

2.2,2,1,1 Frequency synthesizer., The purpose of the frequency
synthesizer is to generate all the high-stability reference signals re-
quired to make the meteor-radar phase coherent., The required frequencies
are:

1. 40.92 Mz - transmitter carrier frequency

2, 35,42 MHz - local oscillator for receivers
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3. 5.5 Miz @ 0 and -90 degrees - reference for quadrature phase
detectors

4, 100 kHz - PRF generation and range gating

5. 40,92 Miz plus or minus 100 Hz - simulation of Doppler on returns.

It is important to note that the Doppler algorithms used at the Univer-
sity of Illinois extract Doppler information from the rate of change of
absolute phase between echo returns separated in time by a single interpulse
period. Thus, frequency drifts of our 35.42 MHz and 5.5 MHz signals relative
to the 40,92 MHz transmitted signal result in an apparent Doppler frequency
indistinguishable from true Doppler shift. However, long-term frequency
drifts pose little problem, only the drift between the time that energy is
transmitted and when a return echo appears leads to uncancelled Doppler
errors. An analysis of the Doppler errors in a radar with four independent
frequency sources is presented in Edwards [1974]. With oscillator stabil-
ities of one part in-108, the Doppler error is at most 2.1 m 57t (l.4m s™1
rms). The overal system goal is 7.07 m s'-1 radial Qelocity accuracy so these
results are acceptable, providing other error sources are also small., How-
ever, to achieve high echo processing rates relatively low signal-to-noise
- returns may have to be accepted. Consequently, oscillators with drifts under
one part per 109 are advisable so larger velocity errors due to noise can
be tolerated.

The upper part of Figure 2.6 shows a b10ck disgram of the frequency
synthesizer actually built for the University of Illinois meteor radar.
Note that only two oscillators rather than the maximum possible four need
be used at any one time, one at 40,92 MHz (a 40,92 MHz voltage-controlled
oscillator is made available for Doppler simulation) and another at 35.42

MHz. The 5.5 MHz signal references for the quadrature phase detectors are
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developed by a mixing and low pass filter operation. Because the upper
sideband to lower sideband ratio is 13,88, undesired signal rejection in
excess of 60 dB is quite straightforward. The only source of error comes
from relative drift of the 40.92 MHz and 35.42 MHz signals between the time
energy is transmitted and a return is received. The radar PRF and other
necessary timing signals can be formed from the clock signal CPRF. This clock
is the result of dividing the 40,92 MHz transmit frequency digitally by a
factor of 410. The resulting frequency is slightly under 100 kHz
(99,804.87805 Hz) but this is essential because the A/D converter which will
be used to interface the receivers to a PDP-15 processing computer has a
sampling rate upper limit of 100 kHz. Because CPRF is just under this limit
it can control the A/D in a command mode at almost the free-run speed limit,
By using high-speed synchronous TTL integrated circuits to form CPRF, it is
possible to achieve time references with under 5 ns jitter.

Appendix I shows functional schematics of the various frequency syn-
thesizer units (designated FS-FS1 through FS-FS7). The oscillator designs
are based on techniques presented by Healey [1966], Healey and Driscoll
[1967], and Anderson and Merrill [1960], while the RF amplifiers were de-
signed utilizing a procedure given by Meyer et al. [1968].

2.2,2.1.2 Target generator. The target generator portion of the radar
director permits evaluation of radar system performance by simulating targets
with known range, Doppler, and signal-to-noise ratios (S§/N). By plotting
S/N versus output error in range and Doppler frequency, or equivalently
radial velocity, error bounds baééd on actual system performance can be
established. Furthermore, by varying the pulse repetition frequency (PRF)
and pulse width, system performance can be optimized for a given receiver

response and set of software algorithms.
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In normal system operation, of course, target generation is unnecessary.
However, the logic required for the target generation forms all the timing
and command signals needed to properly synchronized the various subsystems of
the radar: PRF for the transmitter, blanking for the receivers, sampling
and channel sequencing for the A/D converter. Hence, the target generator
is an integral part of the meteor radar even when it is not needed for
simulation purposes.

A detailed list of the target generator capabilities is as follows:

1. Basic time-base selection =~

a, 8 MHz from the A/D converter, followed by an internal divide-
by-eight for a 1 us time base.

b. 1 MHz (or 100 kHz) from the Sulzer frequency standard for a
1 us (or 10 us) time base.

c. CPRF, internally generated and equal to the 40.92 MHz carrier
frequency divided by 410 (99,805 Hz) for a 10.0195 us time base,

2. Thumbwheel selection of the PRF pulse rate, 2 to 9999 times the

basic time base.

3. Thumbwheel selection of the range pulse delay frcm the PRF pulse,

1 to 9999 times the basic time base but the range work must always
be less than or equal to the PRF word.
4, Toggle switch selection of the PRF and range pulse widths, 1 to
255 times- the basic time base.

5. Formation of 100 negative edge pulses at 610 us to 1600 us delay
from the PRF leading edge when a 10 ps time base is used. This
is for externally commanding the A/D converter to encode,

6. TTL level control of an analog RF gate for creation of a pulsed

RF target.
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7. Addition of high level noise to the RF pulse of 6 to establish a
given input signal-to-noise ratio, Alternately low level sky
noise from an antenna can be added via a hybrid just prior to
the receiver input,

When the system is in normal operation, the receiver blank command is
given by the rising edge of the range pulse, where the range word is set to
a value of one less than the PRF word so that blanking begins 10,0195 us
(or 10 pus if an external time base is used) prior to transmitter turnon.

The A/D multiplexer is sequenced to a new channel each PRF by a buffered and
inverted PRF signal labeled SEQ. Since a 4-digit code denoting the active
channel is always sent by the A/D to the PDP-15 memory, no direct synchro-
nizing link between the computer and the target generator is necessary.

The target generator consists primarily of combinatorial and sequential
digital logic elements of straightforward design (for example, see Kohavi
[1970]). Standard 7400 series TTL integrated circuits have been used to
minimize cost and the number of different types of circuits required.
Appendix I contains schematic diagrams of the functional schematics which
comprise the target generator (TG-FS1 through TG-FS7). Only the hybrid
portions which form RF targets will be elaborated on below.

To facilitate finer range positioning than the normal systeﬁ clock
CPRF allows, and to test system software under multiple target conditionms,

a second target gater was designed. The unit is triggered by the main target
generator RANGE pulse and can provide a gated 40,92 MHz RF pulse at 0 to 90
us delay relative to the main tafget and with a variable duration, nominally
set to 10 uys. Figure 2.7(a) shows the circuit schematic (note the similar-
ity to TG-FS7 in Appendix I). When the logic signal RANGE pulses high,

monostable multivibrator MMl produces a logic low on pin 1. This pin stays
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low for a period of time determined mainly by the external capacitor and
rheostat values (about 0 to 90 us control range) after which it retumrns to
the quiescent high state, Such a dynamic one transition in turn triggers
MM2 and pin 6 pulses high for nominally 10 ps controlled by the 5 kQ rheostat.
This action biases the two cascaded current-controlled attenuators fully ON
thus producing a 10 us RF pulse. A logic low at pin 6 of MM2 will normally
be slightly positive so the 1N914 diode is added to ensure near zero current
flow in such cases (attenuators fully OFF). This makes greater than 70 dB
ON-OFF isolation possible.

Because the main target generator has but a single buffered RANGE out-
put, gates Gl, G2 and G3 were provided to send back the command to the
initial target generator, lead EG. The final double target is formed by
summing a padded version of the main target generator RF pulse E/N with a
padded RF pulse from the second target gater. This summation is most simply
accomplished by use of a PD-20-55 Merrimac hybrid. Figure 2.7(b) shows a
typical dual target and receiver response. Target amplitudes are 6.3 quk
and yield receiver peaks of about 35 mVpk (receiver #5 was used with 20 dB
internal padding). Target spread is set to 30 us for this particular photo
and obviously no target interference resulted. In fact it was learned that
with present receiver bandwidths, multiple target processing would suffer
from the coarse A/D sampling before target overlap problems appeared.

Figure 2.7(a) also shows circuitry for a purpose unrelated to target
generation, Monostable multivibrator MM3 is also triggered by the rising
edge of the RANGE pulse and produces a fixed 1.2 ms pulse, This pulse can
be connected to the HP A/D encode/free-run bit so the meteor-radar system
is operable in a free-run mode rather than external command mode., To do

this the target generator RANGE word should be 61, corresponding to a first
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sample at a range delay of about 610 us. The time to take 100 free-run
samples is 1 ms but MM3 has a 1.2 ms period to provide an ample safety factor.
Also the receiver blankers should be driven by the PRF pulse rather than the
RANGE pulse,

2.2.2.2 [Transmitter. The transmitter was built in 1958 by Continental
Electronics Manufacturing Company of Dallas, Texas and operated originally
by the Smithsonian Astrophysical Observatory at the ESSA Longbranch Station
near Havana, Illinois [Green et al., 1960]. 1In 1971 the transmitter was
given to the University of Illinois and the task of moving tons of transmitter
components from Havana, Illinois to the Aeronomy Field Station some 90 miles
distant began. This move was directed by Mr. J. D. Gesch and to him also
should go full credit for reconditioning a transmitter which was in poor
condition,

The unusually large power capability of the transmitter makes it a
pasticularly useful addition for obtaining data in the Aeronomy Laboratory's
research programs involving meteor radar ana incoherent scatter. The trans-
mitter has a 4 MW peak output power rating, with a nominal average output
power of 20 kW (40 kW maximum). Operation is at 40,92 MHz with pulse width
and repetition rate ranges from 3 us pulses at 1330 pps to 100 us pulses at
40 pns, Output and driver tubes are water cooled and also pressurized to
inhibit sparking. The water coolant lines, compressed air lines and cable
troughs have been installed at an 11-ft elevation to allow room for a hoist.
Outside the main field station building are an air-intake duct for the heat
exchanger, transmission line junctions for the antenna feedlines, and a
transformer bank for three-phase 200 kVA electric service.

The floor plan of the transmitter is given in Figure 2.8, The main

transmitter components are as follows:
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1. Final Amplifier Stage

2. Hybrid Ring Combiners

3. Driver Amplifier Stage

4, Intermediate Power Amplifier

5. CEC 814B 3kW Amplifier

6. Low Level Stages

7. High Voltage Rectifier

8, Pulse Modulator

9. Distribution/Control Panel

10, Control Console

11, Cooling System

12, Pressurized Air System

The final amplifier stage consists of four water-cooled triode tubes
(Machlett ML-5682) arranged for grounded grid operation., The tubes are
mounted in cylindrical housings, 8 ft tall and 2 ft in diameter, which con-
tain a coaxial input resonator plus a plate output resonator and load con-
trol, A w-network output circuit is realized by use of an adjustable-length
circular drum center conductor in the output coaxial cavity. The position
of the drum face near the tube anode is adjusted to resonate the output
capacitance of the tube. The side of the drum provides a loading -capacitance
to the coaxial housing inner wall., Loading is varied by telescoping the
length of the drum. The three motor-driven tuning adjustments for each out-
put tube are made through teflon shafts and load screws. 6-1/8 in diameter
rigid coaxial line transfers RF output from the tube anodes while cooling
water is carried to and from the tube anode by pipes within the center con-
ductor of the coax. The center conductor also supplies the pulsed plate

voltage, up to 50 kV, developed by the pulse modulator.
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The tubes are operated in pairs, with the first pair driven 180° out of
phase with the second so a balanced 100 ohm output impedance can readily be
achieved. The two tubes of each pair have their RF outputs fed to a hybrid
ring combiner which adds the powers yet avoids interaction between the tubes
[Broum et al., 1949]. The combiner consists of a rectangular ring of 6-1/8
in rigid coaxial line, 1-1/2 wavelengths in circumference.

The driver amplifier uses a single ML-5682 tube, housed like the output
tubes. A pulsed-power peak of about 0,6 MW can be developed by the driver.
The hybrid ring combiners operated in reverse split this power equally to
drive the two pairs of output tubes. An extra half wavelength of coax te
the pair #3 and #4 creates the desired 180° phase difference between final
amplifier tube pairs.

The intermediate power amplifier uses a 5-kW plate dissipation tube,
type 4CX5000. It operates at reduced plate voltage, relative to that of
the driver and output tubes, obtained from the pulse modulator transformer
through a resistance-capacitance divider, This tube and circuitry are in a
pressurized chamber with water cooled walls,

To improve the reliability of the transmitter, the pair of 4-400 tubes
used originally to drive the 4CX5000 has been replaced by a Continental
Electronics 814B VHF transmitter. This umit operates in a linear mode and
produces drive pulses with a peak power of 3 kW using a pair of 4CX1000 A's
connected in parallel.

The low level stages take an RF carrier supplied by the radar director
and amplify it via a 6U8, 6CL6, 6i46 tube lineup. The latter two tubes are
held cutoff by a 6DJ8 DC pulse amplifier except when transmitting. A 6U8
crystal oscillator is also available for operating the transmitter inde-

pendent of the radar director.
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The plate transformer is an 87KkVA three-phase umit with a ratio tap
switch for coarsely varying the output voltage, and thus controlling the
transmitter output power. The maximum voltage setting results in a 24 kV
output from the rectifier-filter. An eight henry 3 amp filter reactor
along with up to twenty 1.5 uf filter capacitators helps to minimize droop-
ing during transmission (up to 100 ps). Less capacitance is used for shorter
pulse operation,

The high voltage rectifier cabinet originally contained twelve mercury
vapor tubes in a three-phase, full-wave circuit. Each leg used two tubes in
series to meet the peak inverse voltage requirement and supply an average
power of up to 3 amp at 24 kV., The narrow operating temperature range of
the tubes hampered operation, so for improved reliability the tubes were
replaced by silicon rectifier stacks early in 1974,

The pulse modulator is discussed in detail by Martin-Vegue [1961]. It
contains amplifiers for low-level shaped pulses and uses transformer
coupling into and out of the final switching stage. That stage uses three
parallel ML-5682 tubes to switch up to 24 kV to the primary of the pulse
modulation transformer. A step up ratio from unity to two in six discrete
steps can be selected for the secondary. Alternate transformers are required
depending on whether or not the pulse duration exceeds 10 us.

The 230 V ac distribution panel contains control switches, relays, and
circuit breakers for a sequenced transmitter start-up. By monitoring power
levels and temperatures, interlocked shut-down is provided automatically in
case of malfunctions in the air or water cooling systems,

A tuning and monitor console serves as the operator's position., Here
are located a considerable number of meters which monitor the state of

the transmitter and oscilloscopes for observing command signals and
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transmitted pulse shape.

The heat exchanger-water cooling system circulates 100 gallons of dis-
tilled water to remove heat from large tube anodes. Cooling is provided by
two water-to-air radiators. Air flow is the result of two 2 hp motor-driven
blower fans,

An air compresor furnishes 60 to 80 psi air to an accumulator where a
pressure reducing valve and air dryer feed 15 psi air to the tube housings
and coaxial lines. This reduces sparkover and helps blowers inside the tube
housings to operate effectively,

To increase the versatility of our radar system and to reduce downtime
due to transmitter failures, two modified forms of transmitter operation
have been developed. The first form bypasses the four output amplifier
cavities and associated hybrid combiners., Instead, power from the driver
output phase shifting network is sent via RG-17 coaxial cables directly to
the transmitting antenna. Although the driver tube can handle peak powers
in excess of 1 MW, we nnrmally operate at no more than 500 kW to prevent
arcing in the RG-17 connectors, To establish this mode of operation one
need only connect the receiving end of the RG-17 cables in place of the
7-inch coax normally used at the antenna terminals, take out two sections
of 3-inch pipe associated with the driver, and in their place attach the
sending end RG-17 via connectors, The former operation takes just minutes
outdoors and the latter requires only a few hours of indoor work. Thus
little time is required to set up this mode of operation and it can be done
in all weather conditions.

To permit unattended operation over much longer periods, a low power
transmitter mode is available, For this we use only the low level amplifier

stages and the 3 kW 814B transmitter. Operation of the high veltage
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rectifier, pulse modulator, water cooling, and air pressure units is thus
avoided. A single RG-8 cable delivers the 3 kW peak pulses to a balun which
transforms the 50 Q unbalanced line to the 100 @ balanced line required by
the transmitting antenna.

2.2.2.3 Transmitting antenna. Design and construction of a practical
transmitting antenna subsystem for our radar has been accomplished under
the ‘direction of Mr. G. W. Henry [Edwards, 1973b] and with the help of pre-
liminary investigations By Mr, W. Lee [Lee and Geller, 1973]. The following
discussion is based on unpublished notes of Mr. Henry. The desired trans-
mitting antenna characteristics are:

1. It must be able to handle peak power levels of 4 MW.

2, It should have sufficient gain to enable the reception and

processing of an adequate number of meteor trails,

3. It should radiate most of its power in a beam that is reasonably
narrow in elevation angle and is centered at 45° elevation,

4, 1Its radiated beam. should intersect the meteor wind zone (approxi-
mately 80 - 120 km) with angular width sufficient to resolve two
horizontal wind components (around 45° in azimuth extent).

Of prime importance in the antenna design is the pattern produced by
the array. The requirements of the experiment are to illuminate a' fan-
shaped sector of the sky whose -3 dB locus is bounded by the altitudes 80
and 120 km and by the direction NNE (022,.5°) and NNW (337.5°). The plane
of this locus is defined as being a surface 100 km to the north of the
transmitter that is perpendicular to the surface of the earth, These re-
quirements translate into antenna parameters of approximately 11.6 degrees
elevation -3 dB beamwidth and 45 degrees azimuthal beamwidth, measured

across the center of the beam, which is located at 45 degrees elevation and
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directed to the north. Because of practical construction considerations,
the linear-dipole type of antenna array was chosen for the transmitting
antenna, Pattern calculations of uniform linear arrays were conducted using
the PDP-15/40 computer at the Field Station and the equations developed below.
I. Dipole Pattern

The electric field intensity of a single dipole of length dl can be

expressed as (Figure 2.9(a), Kraus [1950]):

cos(ﬂ[dl/l] cosB) - cos(ﬂ[dl/x])

ED = Sing (2.24)

where the angle B is related to the elevation angle a and azimuth angle vy

via

cosf = cosy cosa

2 %

(l-coszy cos”a)

sinf
Thus,

' cos(w[dl/k] cosy cosa) - cos(w[d;/A])

(2.25)
1

(1-coszy coszm)/2
It is desirable to normalize the dipole pattern to a maximum gain of umnity.

If we restrict ourselves to dipoles of length dl < X, then

Ep

EDmax

A cos(n[dl/k] COSY COSQ) = cos(ﬂ[dl/k])
AD = 1

(2.26)

l-cos(w[dl/k]) (l—coszy cosza)

II. Line of Point Sources

The line of point sources (Figure 2.9(b)) consists of N elements
placed symmetrically about the origin along the y-axis. A progressive phase
of & radians is assumed between successive elements,; beginning with‘the

first. The pattern of a far point from a linear array of N point sources,
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each spaced at a distance dz, is given by Krqus [1950]:

fl

ELA Eo sin(NY/2)/sin(Y/2) (2.27)

1

where Eo field from a single point source

Y = total phase difference of the field from adjacent line
sources, i.e.,
P o= Zﬂ(dz/x) cosE + § = Zﬂ(dZ/X) coso, siny + &
The effect of multiple sources in a line can thus be described by the

normalized array factor

ELA/EO
Epal®p)

- ‘ELA/EO‘ _

1 sin(Nﬂ(dz/l)cosa siny+N§/2)
] ]

*sin(ﬂ(dé/x)cosa siny+§/2)
(2.28)

AL =

max

I1I. Effect of Ground-Plane

A single-element antenna at height % above the ground can be considered
an array in the z-direction. The reflectién of the signal from the ground
can be modeled by an image source (8§ = w) at a distance 4 below the ground.
The pattern modification due to the image is a function of o only due to

symmetry (Figure 2.9(c)):

AT & |sin(2r(a/2) sing) | (2.25)

No normalization is required provided h < A/4.
IV. Rows of Linear Elements (Figure 2.9(d))

Similar to equation (2,27) we have

_ sin (Mn/2)
Epy = B, Sntaror (2.30)

where

n = 2ﬂ(d$/A) cosg + 8 = 2ﬂ(d3/k) coso COSY + §
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The effect of multiple rows of elements can then be described b. the normal-
ized array factor

A1l sin(Mh(ds/A) cosa cosy + M§/2)

AR = M sin('fr(ds/)\) coso cosy + 6/2) (2.31)

V. Total Patterns
Using results from the first four sections, we can express the total

pattern amplitudes for two antenna configurations of particular interest:

A, Single-row uniform linear array

cos(w(dl/x) cosy cosa) - cds(ﬂ(dl/k))T
2

741 & ADeATeAL =

{1~ cos(w[dl/k])} (1 - cosy cosza)%&

(2.32)
sin(Nﬂ(dz/k) cosa siny + N§/2)
) lSln(ZWCh/A) 51na)[ T sin(ﬂ(dz/l)cosa siny + 672)
B. Double-row uniform linear array
A sinCZWCdS/A) cosa cosy .+ 6)
TA2 = TA1 - AR e = T4l - 3 sin(w(d,/A) cosa cosy + 6/2) (2.3%)

VI. Tapered Aperture Linear Array

A simple taper of the amplitude distributions of element currents in
the dipole arrays discussed in V. can yield significant improvements in
sidelobe suppression, while maintaining other pattern specifications. If
as in II. we.assume that all elements of the arfay (or each row of the array)
are equally spaced, with a uniform progressive phase shift in the feed along
the array, then the array factor is given by the series [Weeks, 1968]:

N-1

ax = § 4 T (2.34)
n=0



48

where ¢ = 2ﬂ(d2/l) coso, siny + §
An = amplitude of current in element n
N = number of elements in array (or each row of the array)
EFN = normalization factor = Ni;An
n=

Using equation (2.34) in place of AL in the expression for TAl allows modified
equations (2.32) and (2.33) to express the total patterns for single- and
double-row arrays with current tapering,

Examination of equation (2.27) reveals that the function ELA goes to

a maximum value of 1.0 when v = 0. Therefore, at the maximum
_ -1
Enax = €05 (-6/2W(d2/A)) (2.35)

For a given value of the direction of maximum radiation, Emax’ (2.35)
specifies a relation between the recuired phase shift and the spacing, but
not unique values.

The requirements of the meteor-radar experiment are that the trans-
mitting antenna produce a beam centered at an elevation angle of 45 degrees
to the horizon, i.e., Emax is either 45 degrees or 135 degrees. The pro-
gressive phase shift term, §, is considered to be positive for a phase ad-
vance (lead) and negative for a phase retard (lag). Practical considerations
of available land at the Aeronomy Field Station for the antenna indicated
that the antenna would have to be placed south of the transmitter building.
Since it was required to direct the beam to the north and the shortest
feedline length between transmitter and antenna was desired, it followed
that (1) the elements would be placed in a north-south line with element 1
to the north, (2) the transmitter would be connected to element 1 first,
(3) the angle gmax’ would have to be 135.0 degrees, Since the cosine func-

tion is negative in the second quadrant, the ratio 6/2n(d2/k) will be
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positive and, therefore, & is positive (leading).

Examination of equation (2.27) also shows that ELA is periodic with
period 27, These additional major maximums are called "grating' lobes and
are not desirable for this antenna design. Therefore, it is apparent that
the maximum value of ¥ should not exceed 27. If 6 is positive, the sum
8§ + ZWG;ZD(E = 0,0) should not exceed 2m. Moreover, since a desirable
pattern characteristic is that there be no sidelobe at £ = 0.0 or 180 degrees, .
we set § and (;ZD so that their sum is equal to a value that produces a null

in the function ELA' The nulls of ELA occur when the numerator sin %ﬂ goes

to zero, or when
n
Y=g 2m, n= 1, 2, ceuy, N -1 (2.36)

where z = number of null, counting from the major lobe.

Also, in the interest of minimizing the number of elements required, it
~is desirable to choose parameters of the array so that the minimum possible
beamwidth for a given number of elements is achieved, This is achieved by
making the sum § + Zv(iza as large as possible, within the above-mentioned
constraints. The constraints of a null in the £ = 0 direction and maximum
"visible range" are met if » in equation (2.36) is set to N - 1, the last
null in ELA before ¥ = 2w. Under these conditions, we have two equations

d
relating § and (129 and solving for the optimum conditions:

_ -1 -1
(dy/ M g = 3 (Amc0sE ) (2.57)
N-1 COSEmax
8 = =27( 3y ( ) (2.38)
opt N l-cosgmax

Thus for any uniform linear array with a specified number of elements, N,

and a desired direction of maximum radiation, Emax’ a unique value of the
d L
element spacing, (jga and progressive phase shift, &, can be found that
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will produce the narrowest beanwidth while still giving a null along the
line of the antennas. When the effect of the ground plane is considered,

equation (2,29), we obtain a third equation for maximizing radiation in the

E direction:
max

>

= 1/4 sinF,max (2.39)

When the elevation requirement of 45 degrees elevation is considered,
calculations indicate -3 dB elevation beamwidths of 12.1 degrees for an 11-
element optimum array and 11.1 degrees for a 1l2-element optimum array,

Since neither array exactly meets the 11.6 cdegree beamwidth requirements

and because it is also desirable to improve the -13.7 dB 1st sidelobe
rejection, the effect of tapering the current distribution to the elements
was also given consideration in the computer calculations, Various linear
and functional aperture tapers were computed, but the most promising from
both a performance and ease of construction viewpoint was a three-step taper.
In this distribution, one-half of the available transmitter power is delivered
to the center one-third of the elements, The remaining half of the trans-
mitter power is split evenly between the two outside thirds of the elements.
Thus, for a 12-element array and 4 MW of transmitter power, 2 MW would be
coupled to the center four elements and the groups of four elements on each
end would receive 1 MW, This distribution will produce a -3 dB beamwidth

of 11,7 degrees and a first sidelobe rejection of -20.2 dB, a 7 dB improve-
ment over the uniform linear array. The inter-element spacing and phase
shift of the tapered array remain at the optimum values chosen previously.

Since the direction of maximum radiation from the linear array is
neither vertical (broadside) nor horizontal (end-fire), the expression of

azimuthal beamwidth is a function of both the elevation angle and the ground
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azimuth angle, greatly complicating pattern calculations. In fact, the
general form of the projected pattern is not fan-shaped as desired, but
cusped with the -3 dB locus at maximum elevation in the north direction and
dipping considerably (to as low as 40-km height) in the NE and NW directions.
This effect is particularly pronounced if only a single line of approximately
full-wavelength dipoles are used. Use of two rows of dipoles gives much
better control over the azimuth pattern and allows a much closer fit to the
original specifications, However, use ¢f the double-row array does restrict
most of the radiated energy to the center of the desired seétor and there is
a 10-dB amplitude variation over the full sector., The sector is somewhat more
evenly illuminated with the single-row array, but a great deal of sky out-
side the desired region is also heavily illuminated. Since the two-row
array is simply twice the elements and feed system of the single-row array,
the larger, two-row system was constructed and the feed system arranged so
that either can be selected by changing transmission lines, Likewise, the
choice between uniform feed or tapered feed can be made by changing feed-
lines. Computed patterns for the single-row array and the double-row array
are shown in Figures 2.10(a) and (b), respectively.

Azimuthal pattern requirements dictated use of element lengths of the
order of one wavelength. Moreover, since a large number of 0,45 wavelength
long pieces of aluminum tubing were on hand, an economical choice of a
center-fed 0.9 wavelength dipole was made. Computations and field measure-
ments showed the feed-point impedance of this dipole (0.35 wavelength height
above ground) to be of the order of 800 to 1000 ohms. This is a rather high
impedance for an antenna feed system, particularly when problems of corona
are considered at our very high transmitter power level. Designing for the

worst-case where the tapered feed would be used and only one of the two rows
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would be connected, the center four elements would each receive 1/4 x 1/2 x
4 MW, or 500 kW each. This corresponds to a terminal voltage of 32 kV for a
1000 ohm dipole. If dry-air corona is assumed to occur at fields of approxi-
mately 70 kV/inch, corona will form on any piece of the antenna structure at
this potential with a radius less than 0,075 inches. To allow for humid
conditions, a safety factor of 2 is considered adequate and therefore, all
hardware at the antenna feed point was rounded so that no radius was less
than 0.15 inches, Since the elements are essentially one wavelength long,
the voltage at the outermost tips is of similar magnitude to that at the
middle and the ends must also be rounded., The tubing from which the elements
were constructed is 2 inches in diameter, but has sharp ends which were capped
by round covers to minimize sharp edges. Feed hardware was restricted to
large, well-rounded materials as much as possible and high-voltage coatings
applied to assure additional protection,

Open-wire transmission line construction is generally restricted to
characteristic impedances between 600 and 300 ohms because of minimum wire
size imposed by maximum power handling considerations and maximum spacing
imposed by radiation considerations. Therefore, the feed-point impedance
of the antenna is first transformed in a quarter wavelength section down to
approximately 360 ohms., This impedance transformer is designed so that the
impedance and therefore the transformation ratio can be changed in the field
by changing the wire spacing. This allows for compensation of interactive
mutual-coupling effects between elements,

A consequence of the choice of neither a brvadside nor endfire design
for the linear array is that the length of the air-insulated transmission
line required to give the desired phase shift is not the same as the physical

spacing required. In our case, the length of the phasing line is greater
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than that of the spacing between elements. Therefore, we 'used up'" the
excess phasing line length by allowing the center of the span to be raised
above the ends, creating a "peaked" appearance., Another design consideration
for the phasing lines is that the phase shift along the line is only a true
linear function of distance if the line is matched (no standing wave), the
phase function becoming highly nonlinear and stepped in 180 degree increments
for high standing wave ratio conditions. Therefore, all phasing lines are
matched exactly and impedance transformations in the system are only carried
out with quarter-wavelength (90 degrees phase shift) lines.

To allow for tapering the aperture as discussed previously, the feed
system of the array is broken into three sections of four elements per
section, Each section is further divided into two subsections of two elements
each. The last chain of subdivision is necessary to assure that the feed-
line impedance requirements do not fall below 300 ohms for the phase delay
iines, Each time in the feed system that the impedance drops to the lower
end of the allowable impedance range, the impedance is transformed back up
to 600 ohms before further interconnection.

The compiete feed system as designed for a two-row 12 element linear
array is shown in Figure 2.11. Feedlines numbered 1 transform the dipole
impedance down to approxi-itely 360 ohms, lines 2, 3 and 8 are quarter-
wavelength impedance transformers, and lines 4, 5, 6 and 7 are phasing
lines. Line 9 is actually two parallel coaxial quarter-wavelength sections
to match the antenna to the 100 ohm balanced coaxial line from the trans-
mitter, If only a single row of elements is desired, Scction 9 is changed
as noted and elbows substituted for Tee fittings at the point of connection
to the coaxial cables, The choice of the stepped taper is controlled by

the impedance chosen for matching section 8. Since changing line 8 will
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also change the composite feed-point impedance of the array, it is also
necessary to change line 9 impedance at the same time.

2.2.2.4 Receiving antennas., Commercial 13-element Yagi antennas,
Telerex Model CY13-40-42, are used in an interferometer arrangement to allow
measurement of echo elevation angle as discussed in Section 2.2,.3.3. These
antennas were originally used by the Smithsonian Astrophysical Observatory
near Havana, Illinois. Forward gain of 15 dB, front-to-back ratio of 30 dB,
and -3 dB beamwidths of 30° in azimuth and 64° in elevation are typical.

To provids a means for rejecting echoes from azimuths far off due
north, a single dipole antenna is also used, The pattern for this antenna
is directed to the east and west at the suggestion of S. A. Bowhill. Thus,
wide azimuth echoes will have approximately equal video levels for the dipole
and a Yagi directed northward, while echoes with azimuths near due north will
be much stronger in the Yagi.

2,2,2.5 Receivers. The receivers used in the meteor radar project
are transistorized single conversion superheterodyne units manufactured by
Aerospace Research, Inc., model number PR-40A, These receivers were also
originally used by the Smithsonian Astrophysical Observatory near Havana,

Illinois, Specifications listed in the operation manual are:

Input center frequency 40.92 MHz
Input signal form pulsed or AM
IF bandwidth 230 kHz at -3 dB pts

(By tuning for minimum bandwidth 100 kHz is achievable)
67 kHz at -3 dB pts

(When modified IF filter is used)
Image and spurious rejection greater than 70 dB

Noise figure , less than 4 dB
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Input impedance 50 ohms
Gain control Manual, 38 dB in 1, 2, 5, 10,

and 20 dB steps

Detector response linear or logarithmic
Video output impedance less than 100 ohms
Power 115 + 15 V ac, 50-62 Hz, 3 W

" The receiver front end consists of a broadband filter and low noise RF
amplifier as shown in the block diagram of Figure 2,12. The filter is
braodband to keep insertion loss at a minimum, The amplified signal passes
through a doubly-tuned filter on the RF amplifier collector load for
spurious and image frequency rejection before being applied to the base of
the mixer transistor. Here mixing with a 35,42 MHz local oscillator signal
obtained from the radar director results in an upconverted version of the
input signal at 76.34 MHz and a downconverted version at 5.5 MHz, The
narrowband 5.5 MHz filter following the mixer selects the lower sideband
and acts aé the primary determinant of the receiver passband. A pseudo-
Gaussian frequency response is desired here so that the symmetry of input
pulse shapes is preserved. Then the techniques discussed in Section 2.2.3.1
will work well as range estimators,

After passband shaping, the signal is applied to a series of front
panel selectable attenuators and then amplified by three broadly tuned IF
stages. Receivexr response can be selected as either linear or logarithmic
relative to the input signal amplitude. In the latter case, diode-resistor
networks are utilized within each of the IF stages. Detection is accom-
plished by a half-wave rectifier-lowpass filter arrangemént. This detected
signal is buffered by an emitter follower output stage. A variable rheostat,

accessible at the receiver front panel, has been added to the bias network
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of this output stage to provide a convenient means of zeroing the video DC
offset, An IF output is also provided for use by the outboard phase detectors
described in Section 2.2.2.6.

Passband characteristics of the PR-40A receiver are shown in Figure
2.13(a). As noted in the receiver specifications, one of the receivers was
modified for a narrower bandwidth., Details of the IF filter used are con-
tained in Harrington and Geller [1975]. The narrower bandwidth offers an
improvement in signal-to-noise ratio and a better pulse response fit to the
parabola used in ranging. However, wideband receiver performance is quite
adequate for ranging (Section 2.2.3.1.3) and the lower ¢ results naturally
in a filter that is easier to tune and less subject to drift after tuning.
The large difference in response time between the wideband and narrowband
IF filters means that all of the receivers would have to be modified if we
go the narrowband route. Such modifications are not easy because of the
compact PR-40A construction and after weighing potential advantages versus
drawbacks it was decided to stay with the wideband units. Use of narrowband
filtering on all phase detector outputs, where, due to the coherent nature
of detection, baseband filtering with active integrated circuits is possible,
does seem to be a possible means of improving radar performance.

A typical voltage transfer plot for the PR-40A receiver in the linear
mode is shown in Figure 2,13(b). The software RXVID used to obtain data
for these curves has an automatic mode wherein a computer controlled attenu-
ator sets the radar director target level in steps as small as 1 dB.

To protect the receiver front end from damage during the transmit pulse,
a controllable RF attenuator with minimal insertion loss is necessary. The
schematic of a compact solid-state blanking unit for up to six receivers is

shown in Figure 2.14. Blanking for each receiver is achieved by positively
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biasing a diode quad shunt-series-shunt switch arrangement., The blanking
duration is controlled by the rheostat setting of monostable multivibrator
MM1, After MMl times out, the bipolar drivers DR1l, DR2, and DR3 negatively
bias all diode quads and thus incoming signals from the antennas are passed
to the receivers, Shunt diode capacitance of the two series diodes in each
quad limits the blanker Y“ON" isolation but 45 dB is easily achievable and is
adequate, The amount of forward current through the same diodes is the main
determinant of blanker "OFF" signal loss. With 20 mA an insertion loss of

1 dB is representative,

This blanker arrangement differs substantially from the one originally
used and described by Harrington and Geller [1975]. The wideband trans-
formers required by the original design were simply too expensive and it was
highly desirable to replace the complicated discrete biasing circuits with
simpler integrated circuit drivers. Use of two power supplies rather than
three as required in the older blanker form is a further improvement.

The long arm interferometry arrangement described in Section 2.2.3.3
entails the use of five receivers, four driven by Yagis, one driven by a
dipole. In anticipation of such operation, a five-way power splitter for
the 35.42 MHz receiver local oséillator has been designed, As Figure 2,15
shows, each of five identical 250 @ to 50 Q impedance transformers are
paralleled so that 50 @ is also seen by the local oscillator source, FM,

Any unused receiver outputs are simply terminated by 50 Q@ dummy loads.
2.2.2.6 Phase detectors. The algorithms for Doppler frequency, and
azimuth and elevation angles (Sections 2.2.3.2 and 2.2.3.3) require phase
comparisons between each receiver IF signal and quadrature 5.5 MHz signals
synchronous with the transmitted frequency. It is imperative for algorithm

accuracy that the phase comparator pairs be exactly in quadrature and of
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equal gain and these criteria must be met over the entire input signal
dynamic range,

An ideal choice of device for this application is the MC1496 monolithic
balanced modulator-demodulator, Operation of the balanced modulator-
demodulator is described in Section 7.5 of a book by Grebene [1972]. Figure
2,16 shows the MC1496 used as a demodulator in the high-level AC mode, about
200 mVrms 5.5 MHz carrier input, and biased as suggested in Motorola data
sheet notes., The 50 k@ potentiometer provides for nulling the carrier feed-
through to the output. Because the MC1496 provides a balanced output about
a non-zero DC reference level, one half of a yA747 operational amplifier is
included to null out the DC component and produce a single-ended signal. A
second half of the pA747 provides adjustable gain and filtering capability.
The schematic shows a 100 kHz low pass filter set by the 100 pf and 10 k@
in the feedback arm.

Quadrature phase comparisons are made by using a signal named FZ
(5.5 Miz at 0 degrees) as the carrier in one balanced demodulator and a
signal named FN (5.5 MHz at -90 degrees) in the second balanced demodulator.
To improve the output signal-to-noise ratio, an IF strip is inserted between
the receiver IF output and balanced demodulator inputs. The strip has three
tuned stages and gain in excess of 40 dB, far too much, so a 30 dB pad is
also used.

Periodic calibration of amplitude and quadrature operation is most
easily done by injecting a Doppler shifted 40.92 MHz carrier into the re-
ceiver antenna terminal and displaying the phase comparator pair outputs on
a dual trace oscilloscope. By examining the zero crossing times of Figure
2.17(a) quadrature operation can be verified. |

Because the phase comparator bandwidth is somewhat less than the PR-40A
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receiver video bandwidth, the pulse response of the former is delayed slight-
ly from the latter, Figure 2.17(b) shows this delay by comparing a cosine
balanced demodulator output (top) with the receiver #5 envelope detector
output (bottom). Software overcomes possible difficulty due to such delays
by examining the phase samples at the time video peaks and also one clock
period later (Section 2,2.4.1). Algorithm calculations are then centered
about whichever sample yields the maxirum absolute amplitude.

Since up to four sine and four cnsine phase detectors may ultimately
be used, four-way power splitters for both the zero (FZ) and 90 (FN) degree
carrier signals have been constructed, As Figure 2,18 shows, these splitters
consist of four identical 200 © to 50 Q impedance converters driven in
parallel. That allows the FZ and FN signals to terminate into 50 @ loads.

2.2,2,7 Computer and interface. The meteor-radar system is supported
by a Digital Equipment Corporation Model PDP-15 digital computer with 32k
words of 800 nsec core memory. An extended arithmetic element provides hard-
ware multiply and divide., The machine has a real-time clock, and a data
channel for high speed input/output.

Several basic peripherals are part of the system. Four DECtapes pro-
vide medium-speed bulk storage, and four disks are used for high-speed,
online storage, A 50-character-per-second paper tape punch and a 300~
character-per-second paper tape reader are used for low-speed storage.
Input-output is via teletype, a GE Terminet 1200 which prints 120 characters
per second, and an Infoton cathode-ray terminal, which operates at a baud
rate of 9600,

A Background/Foreground software monitor manages the system. The
monitor supports assembly programming and FORTRAN IV cohpilation. All

system peripherals are supported by the monitor, and all system programs
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are disk resident for fast access,

Analog-to-digital conversion is provided by a Hewlett-Packard Model
5610 10-bit A/D converter. The device can perform up to 10S conversions
per second, and is connected to the system by a direct-memory-access inter-
face. The A/D converter has an accuracy of * 1/2 least significant bit,
and uses two's-complement output coding. A multiplexer is also provided at
the A/D input so that any one of 16 data lines can be sampled at a time.

To facilitate connection of the numerous coaxial cables to the multi-
plexer data channels, and to provide random access availability of those
data channels, the circuitry shown in Figure 2.19 was built. BNC connectors
0 through 15 go directly to the multiplexer. By appropriately jumpering
cables from the receiver video detectors and phase detectors, the desired
data sequence as in Table 2.1 can be achieved. Counter Cl is clocked each
PRF by the SEQ pulse to update the éctive data channel by one. If the toggle
selected channel was active, Cl reverts to the all zero state, In this way
frame sequences with any length from 1 to 16 can be selected without resort-
ing to opening the A/D cover.

To provide the meteor-radar operator with a visual indication of the
state of each data line, an array of ten Tektronix Type 360 Indicator CRTs
has been assembled, The indicators are triggered each PRF by a buffered
pulse which drives a Tektronix Type 162 Waveform Generator. The sawtooth
output controls horizontal sweep of all indicators and thus affords an
"A-scope' type presentation.

2.2.3  Measurement algorithms.

2.2.3.1 Range determination by curve fitting.
2.2.3.1.1 Cverview of the ranging problem. In pulsed radars range

is usually deduced from the time difference between the instant of pulse
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Table 2.1

Frame arrangement for stacked Yagi interferometer.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

'
Ay Sg Sp g Gy S Sy &g &y S Sp Cg o Ay Mprp

Where each channel (0-14) is sampled 100 times at 10 us spacing; each radar PRF the next
frame channel is activated; nine frames collected per usable meteor echo.

A = envelope detector

S,C = phase detector (sine, cosine)
Yv = Yagi video

E = elevation antenna Al

D = Doppler antenna A2

DIP = dipole video
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transmission and the instant of echo reception, We can define the instant

of pulse transmission as the instant during transmission when the maximum
voltage appears across the transmitting antenna terminals, and the instant

of echo reception as that instant during reception when maximum voltage is
produced at the envelope detector video output. Of course, delays intro-
duced by receiver filtering and interconnecting cables must first be sub-
tracted from the time difference. Although we utilize separate transmitting
and receiving antennas, their separation is so small that the monostatic

radar case is applicable. As a further simplification, we will consider the
nominal time base to be 10 us, although when driving the radar director via
the internal 40.92 MHz reference oscillator a time base of 10,0195 us actually
results., Carrier leakage into the sensitive receivers proved to be a nui-
sance on occasion using this arrangement so since September 1974 the radar
director has been driven by a 100 kHz signal derived from a double ovenized
frequency standard. Phase coherency is still excellent and carrier leakage

is avoided since no 40,92 MHz energy can couple into the digital logic por-
tions of the radar director. While the following discussion assumes a nominal
time base of 10 us, the range software (Appendix II) can handle any user
specified value.

The time difference for ranging is composed of five parts. First,
there is a fixed delay of 610 us., This allows the system to time-discrimi-
nate against airplane echoes and ground clutter, The value is based on an
overall antenna -3 dB beamwidth of 30° in elevation, centered at 45°, and
extension of the meteor zone from 80 to 120 km (Figure 2.20). Since the
A/D converter is not issued convert commands until 610 pus after the trans-
mit command, thereris no need to blank the receivers for the full 610 us.

In fact, it is helpful in verifying system performance to make the blank
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time small enough that airplane echoes are visible on an A-scope display.

Second, there is the time between collection of the first element in
the video line and the instant of sampling of the largest element in the
line. The elements are samples taken at equal 10 us intervals so if the
Nth element is the largest, this second time interval equals 10(N-1) us.

Third, we note that our particular A/D converter has a 2 us delay be-
tween issuance of a sample command and actual execution of the requested
sampling.

The instant the largest sample is taken does not necessarily correspond
exactly with the instant the largesi voltage appears on the video line,

Thus a fourth part of the time difference, t, shown in Figure 2.21, should
be considered.

Lastly, we must account for the delay between issuance of the trans-
mitter command and peaking of the actual transmitted pulse. This delay,
which we will label as LI, is necessary because the fixed 610 pus delay is
referenced to the transmit command, not the transmitted signal.

Range can thus be calculated from the e.pression

R = (610 + 10(W-1) + t - LI + 2)0.15 (2.40)
where R is the range in km and T and LI are in us. If we do not correct
for the sampling offset t, range may be in error by * 750 m (* 5 us).

Since our goal is * 0.5 km accuracy in height and since elevation angle is
much harder to measure than range, some method for measuring t is essential.
Any such method constitutes a range algorithm and we will presently discuss
twn such algorithms, both of which utilize curve-fitting techniques and
were studied extensively by C. A. Backof [Backof and Bowhill, 1974]. First,
however, two aspects of the sampling of the video output must be considered.

These aspects are the finite aperture time and sampling rate of the A/D
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converter,

The finite aperture time of the A/D converter causes an integration of
the input signal. But the video output voltage is slowly varying relative
to the 0.05 us aperture time of our A/D converter since the typical receiver
bandwidth is under 150 kHz. Thus thie cutput of the A/D converter is a good
approximation to the input voltage at the instant of sampling, and the finite
aperture time has little effect on sample accuracy.

Each radar system has a characteristic pulse shape, defined as the time
record of the voltage at the receiver video output during reception of an
echo from a point target, i.e., a target which returns a replica of the
transmitted waveform, attenuated and delayed according to target range, to
the radar. This characteristic pulse shape is determined only by the trans-
mitted pulse shape and the receiving response function., In our case the
receiving antenna and feedline bandwidths are large relative to the receiver
bandwidth, Thus we can consider the receiving and receiver response func-
tions synonymous. The characteristic pulse shape can be found by convolving
the receiver impulse function with the transmitted pulse shape. The sampling
rate of the A/D converter is 105 sec—l, so if the characteristic pulse is
10-20 us at least one sample will always occur during pulse reception; for
a width of 20-30 ps, at least two will occur; for a pulse width greater than
30 psec, three or more samples will occur during pulse reception.

Techniques for finding Tt can be developed if three criteria are met
[Backof and Bowhill, 1974]: (1) The characteristic pulse shape is known,

(2) The characteristic pulse width is such that more than one sample is
taken in its duration. (3) The received echo is from a hard reflector.
Under these conditions, the time record of the video output can be recon-

structed from the samples taken during pulse reception. This reconstruction
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amounts to fitting the known characteristic pulse shape to the samples. Once
the time record of the video output has been reconstructed, the quantity =

is readily determined. Since samples need only be above the noise level to
be used in the pulse fitting, the width of the characteristic pulse shape

can be defined as the time between 20 dB points. The pulse fitting method
used for pulse widths in the range from 20-30 ps takes the ratio of the
maximum element to the higher of its two neighbors. The method used for
puise widths greater than 30 us fits a parabola to the maximum element and
its two immediate neighbors.

2.2.3.1.2 Ratio method. If the characteristic pulse is 20-30 us wide,
only two useful samples are guaranteed during pulse reception, If the shape
of the pulse is known, the ratio of the two samples can be used to imply r.
For any given pulse shape, a table can be formed which relates T to the
ratio of the two samples. For a symmetric pulse, the points of pulse maxi-
mum must occur somewhere in the closed interval between the maximum sample;
and the midpoint i:etween the two samples; that is, 0 §_|t[ <5 us, Table
2.2(a) was developed by assuming that a Gaussian pulse is transmitted, and
that the receiver has a Gaussian passband. For various receiver bandwidths,
the ratio for several values of |t| is given.

The accuracy limitations of this technique are twofold., First, the
largest practical size for the table is about 6 elements as shown, implying
an accuracy of 1 us in 1. Second, pulse distortion and noise can introduce
large errors. For example, compare Table 2.2(a) results with those in
Table 2.2(b), where a rectangular transmitted pulse shape has been assumed.
For these reasons, the ratio technique is probably limited to an accuracy of
about £ 2 us (* 300 m).

2.2.3.1,3 Parabola method. The parabola method assumes that the shape



78

Table 2.2

Ratio of the highest sample to the higher of its two neighbors for offset
]rl from 0-5 us, ({a) Receiver bandwidth from 20-150 kHz; transmitted
pulse width is 5 ps; transmitted pulse and receiver bandpass are Gaussian
[Backof and Bowhill, 1974]. (b) Receiver bandwidth from 20-200 kHz;
transmitted pulse width is 10 us and rectangular in shape; receiver band-
pass is Gaussian [Edwards, 1973a].

(a)
Offset (microseconds)
‘0 1 2 3 4 5
20 1.43 1.33 1.24 1.16 1.08 1.00
50 4.60 3.39 2.50 1.84 1.36 1.00
Bandwidth
75 10.23 6.42 4.04 2.53 1.59 1.00
(kHz)
100 17.22 9.75 5.52 3.12 1.77 1.00
150 29.65 15.05 7.64 3.88 1.97 1.00
(bj
Offset (microseconds)
0 1 2 3 4 5
20 1.30 1.24 1.17 1,11 1.06 1.00
50 3.71 2.83 2.18 1.68 1.29 1.00
Bandwidth
75 10.00 6.12 3.81 2.41 1.55 1.00
(kHz)
100 29.00 13.20 6.45 3.34 1.81 1.00

200 5000.00 665,00 74.20 13.40 3.35 1.00
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of the characteristic pulse hetween 20 dB points can be modeled successfully
by a pavabola. The procedure for finding v is td.first find the coefficients
of the function f(x) = amz + bs + ¢, which passes through the maximum element,
"and each of its immediate neighbors. The first derivative f'(x) is found;

T is equal to the value of x for which f'(x) = 0. Elements Al’ A, and A3

2!
are the three points to which the parabola is fitted (Figure 2.21), Relative
to the center element, A1 and AS are taken at x = -10 and x = 10, respective-

ly. Then three equations can be written,

a(—lO)2 + b(-10) + ¢ = A1
a(0)? + b(0) + ¢ = A, (2.41)
a(lO)2 + b(10) + ¢ = A3

These equations are then simplified and solved giving

) 1/2 1/2 A1~A2 a

100 = (2.42)
-5 5 A3~A2 Lb
The first derivative of f(x) is calculated and set to zero giving
_ =b
T = ~2-é- (2,43)

Quantities a and b are substituted from equation (2.42) so the offset 1, in

us, can be found according to

A -A
=S [m;\j (2.44

Note that the parabola method does not require prior knowledge of the
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characteristic pulse shape. Even if the pulse shape is distorted by reflector
irregularities, the method can give a reasonable approximation to 1. The
only limitation is the modeling of the pulse shape between 20-dB points by a
parabola. For a Gaussian-shape characteristic pulse, 30 ps wide, the maximum
error in T due to parabola modeling is 1 us. For no-noise conditions, then,
the parabola-fitting technique gives a worst case range accuracy of * 150 m;
this accuracy degrades gracefully with pulse distortion and atmospheric noise.

2.2,3,1.4 Range algorithm accuracy. Both the parabola and ratio methods
could yield sufficiently accurate range values to meet our goal of * 0.5 km
height accuracy. However, because the parabola method is much less sensitive
to variations in the transmitted waveform and receiver response function, it
is the preferable technique to use and only it has been incorporated in the
range software (Appendix II), The paragraph below explains how the target
generator portion of the radar director can be used to evaluate system range
accuracy as a function of transmitter pulse wicth, receiver bandwidth, and
signal-to-noise ratio.

Range algorithm accuracy runs can be made using lead ESW to trigger the
1.2 ms free-run monostable multivibrator in the second target generator.
Then with a 1 us time base, A/D sampling begins synchronously 61 us following
the PRF rising edge. Hence, target jitter is absolutely minimal. A start-
ing range word »f 500 centers the target in the sample window. Figure 2,22
shows typical low S/N results for a wideband veceiver (150 kHz) as pulse
width varies 10 to 20 us. The range errors are somewhat pessimistic since
the artificial targets have very rapid rise and fall times. The system
transmitter bandwidth is only 200 kHz and this will result in a wides time
response with no flat-topping unless the pulse width exceeds about 30 us,

Thus, range errors on the order of 1 us (150 m) are achievable even with
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‘weak returns- and a wide bandwidth receiver,

2.2,3.2 Doppler measurement. As meteor trails move with the surround-
ing atmosphere, a Doppler frequency shift is imposed oﬁ reflected radio waves.
For a radar pulse with carrier frequency fb, reflected from a meteor trail
moving radially at a velocity v with respect to the pulse source, the re-

ceived signal frequency fk will be

-~ _ 1+ 7v/e . 20

fR—l-'l)/O fT'(1+ O) fT (2-45)
The approximation is valid because wind velocities in the atmosphere are
always far less than the speed of light e, The radial wind velocity is re-

lated to the Doppler frequency shift through

c A .
v = 7%, (fﬁ - I =55y (2.46)
In a coherent radar system, quadrature phase detectors (Section 2.2.2.6)

can heterodyne retuinicd radar pulses with the transmitted frequency to pro-

duce pulses of the form

A cos(¢+wdf)

Ashﬂ@mf}

(2.47)

where

"
il

amplitude

phase difference between returning signal and transmitter

©-
i}

carrier
wy = radian Doppler frequency.
If we consider the following measurement sequence of quadrature phase de-

tector outputs,
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S
1

= A sin(¢+mdt1)

1
M, = A cos(¢+w 4£,)
2 4’2 (2.48)
Ms = A 51n(¢+wdt3)
tS - tz = tz - tl =T
then it can be shown [Backof and Bowhill, 1974] that
w, = = sin”t [(M,-1.) /20, ] (2.49)
a" T 371 2 , :
where I' = radar interpulse period.
To avoid excessive error when M2 is small we take a fourth measurement
Mﬁ = A cos(¢+wdt4)
and solve for Doppler frequency via
wy = sin™" [(y-M,)/2M,] (2.50)
d T 3 *

The theoretical performance of the sampledjdata velocity algorithm described
by equations (2.49) and (2.50) is shown in Figure 2,23(a). The results are
somewhat optimistic though, due to the assumption of constant echo amplitude
during sampling. A second velocity”algorithm, developed by S. A. Bowhill
[Ryan and Bowhill, 1976], allows for expontntial amplitude decay as theo- .

retically predicted for underdense meteor echoes.

For
M1 = A sin(¢)
Mé = A exp(-kT) cos(¢+wdE)
M3 = A exp(-ZkT) sin(¢+2wdT)
Mh = A exp(—BkT) cos(¢+3wdT)
we have
1 i —1
o, = L (2.51)
47 T* { [(M +MM3)(M +MM):) }
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Figure 2.24(a) and (b) show performance results for the feceiving subsystem
and Bowhill algorithm obtained using a radar director simulated target.
Note that for velocities under 100 m s-l, as we expect to normally find in
the meteor region, the standard error is relatively independent of velocity
and inversely related to signal-to-noise ratio. Since we will require at
least three velocity measurements with signal-to-noise ratio in excess of
20 dB to accept an echo, our maximum measurement uncertainty is on the order
of 10 m s~1.
A common method used by other meteor-radar stations for obtaining
velocities involves counting zero crossings of the phase channels. How-
ever, since meteor echoes typically last only a few tenths of a second,
this method strongly discriminates against low velocity returns [Barmes and
Pazniokas, 1972] (also see Appendix IV, Section 3.4). That the Bowhill
algorithm has no such limitations is shown by the continuity through 0 m s-l
of the velocity histogram in Figure 2,25.
2.2.3.3. Spaced ante:na phase comparisons for angles of arrival. The
azimuth and elevation angles of a meteor echo can be determined by measuring
the phase differences between pairs of spaced receiving antennas [Lee and
Geller, 1973]. For example, Figure 2.4(a) shows a four antenna interfero-
meter arrangement with a long baseline to act as a vernier for improving

the elevation angle accuracy. If we let the symbols ¢ij and dij represent

the phase difference and ground separation between antennas Ai and Aj’ then

we have
2nd
_ 12 ’
¢12 = =5 COS0. COSY
-dezs ;
¢23 = —5— cosa siny (2.52)
¢ = 2"d24 cosa coSs
24 Y ¥
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Figure 2.24 Bowhill velocity algorithm standard deviation versus (a) velocity
and signal-to-noise ratio, (b) number of velocities averaged,
signal-to-noise ratio, and velocity magnitude.
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where o and y are the elevation and azimuth angles of arrival and A is the

radar wavelength., Thus

tan™ [-4,5/61,) (d)5/dy5)] (2.53)

=2
i

o = cos™t [¢12'X/2nd12cosy] (2.54)

L}
where ¢12 represents the 15 value refined by the long arm ¢4 phase

difference.

The phase differences given by (2.52) cannot be observed directly be-
cause all receiving channels are multiplexed to a single A/D converter.
However, as shown by Backof and Bowhill [1974], if we sequentially sample
the sine and cosine channels of receivers connected to antennas < and J then

¢ij can be determined as follows. Let the four samples be expressed as

M1 = Ai sin (¢i+wdt1)

AQ = Ai cos (¢i+wdt2)

MS = Aj sin L¢j+mdt3)

M4 = Aj cos (¢j+wdt4)
where

Ak = relative signal strength from antenna k

¢k = absolute phase at antenna k

wy = Doppler radian frequency of return.
Defining

ugty = Oy

Ugba = g

wdt3 = ec

and using a fixed interpulse period T lets us write
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- = - = A
eD - 60 = 60 - GB = BB GA = de = g
Then
. s _ 2, 2\%
sin ¢ij = Sln(¢i"¢j) = y/ (x"+y") (2.55)
_ _ 2 2.5
cos ¢ij = cos(¢i-¢j) = xf (x"+y") (2.56)
where
A R ) . .
x = (M1M3+M2M4)V052a MlMﬁ sina + M’?_M3 sin3a
Y 4 (M1M3+M2M4)sin2a + M’lM4 cosa - MZMS cos3a

Equations (2.55) and (2.56) constitute a phase difference algorithm which
allows us to solve (2.53) and (2.54) for elevation and azimuth angles pro-
vided our sampling sequence is exactly as specified. As pointed out in
Section 2.2.4.1 though, it is advantageous to interlace Doppler and angle
of arrival samples., In doing so, a sampling order of Ml’ MS’ M2, Mh re-

sults. Under these circumstances we have

GB - BC = q
eA - eD = =30
8, - 6, =06, « 8, = ~q

and & and y must be modified to

A . .

x = (MIM3+MQM4)cosa + M1M451nu + M2M351n3a
A . ;

y = (MiM3+MéM4)51na + MlMACOSa - M2M3c053a

Since typical angle measurement accuracy is on the order of Doppler angle
meagurement accuracy, one would expect the elevation and azimuth angle accu-
racy to track that of Doppler accurac % That such is indeed the case is il-
lustrated by simulation results taken from Backof and Bowhill [1974] and re-
produced in Figure 2.23.

An interesting application 6f the phaéé difference algorithm involves

calibration of the two transmitter output cavity pairs for push-puli
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operation., As explained in Section 2,2.2.2, when the cavity pairs are oper-
ated 180° out of phase, an effective balanced output impedance of 100 & is
presented to the twin coaxial feedlines and maximum power can be transferred
to the transmitting antenna, Figure 2.26 shows the calibration test setup.
Line A is used as a reference from the driver cavity, while line B samples
first one cavity pair then the other, The inter-pair phase difference is

then given by
) = 4, = 4.73 (sin<12> - sin@1>) (2.57)

where <di>’= average elevation angle found by METP6 software (Section
2.2.4) with output cavity pair < connected to line B

Use of the driver reference is important because while the directional
couplers all have accurate 50 Q output impedances, the receiver input imped-
ances are generally not 50 @ and not matched from unit to unit. Hence using
line A to cavity pair 1 and lineB to pair 2 could give misleading answers,
even if the connections were reversed and the average phase difference used.
So that the transmitted pulse appears at a target range sampled by the
METP6 software, the RANGE pulse (with a RANGE word of 61 to 160 corresponding
to a target at delay 610 ps to 1600 us) should be sent from the radar direc-
tor to trigger the transmitter rather than the normally used PRF pulse. To
simplify angle calculations, the fixed frequency 40.92 MHz crystal oscilla-
tor should always be used as the transmitter RF source so the apparent ti.r-
get is zero Doppler.

2.2.3.4 Echo height determination. For all but neaxly overhead echoes,
the flat eaith assumption can lead to errors far in excess of that given by
(2.6). To avoid such errors we consider the geometry of a spherical earth.
By the law of: cosines

, 2 ik ,
h = a[(1+x"+2xsina) “-1] (2.58)
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I

where a radius of the earth

ne-

x = R/a.
Since x << 1 in the meteor radar case, we can expand the radical of (2.58)
via the binomial series to obtain

h = R (sino + %-- g-sinzu) + Order(xz) (2.59)

An alternative to interferometer height measurement is to measure the
rate of signal decay of meteor echoes, As discussed in Section 2,2.4.1, it
is possible to relate such decay rates to the ambipolar diffusion coefficient
for underdense echoes and this in turn can be related via standard atmosphere
data to echo height, Such inferred heights are statistical in nature and
thus to yield credible results for the upper atmosphere winds, data from
large numbers of echoes must be averaged, far larger than when interferometer
height data are available,

2.2,4 Bystem software

2.2.4.1 METP6 collection and processing software., This section de-
scribes operation of the METP6 main program and associated subroutines which
collect and process meteor echoes with an interferometer meteor radar system,
A four antenna interferometer as in Figure 2.,4(a) can be handled, although
until April, 1976 a special two antenna stacked Yagi configuration was util-
ized. Figure 2.4(b) shows the stacked Yagi receiving antenna layout, where
antennas Al and A2 permit evaluation of elevation angle independent of echo
azimuth angle. The former parameter is of critical importance because,
along with range data, it determines the meteor echo height. In vector
notation, for a meteor echo from the direction

~ PN el

coso siny? + cosa cosyj + sinok - (2.60)

n

r

where o = elevation angle

azimuth angle,

1

v
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the relevant phase difference between antennas is

2 o . 5
¢21 = ¢2—¢1 = —%é(k'r) =-3%é sing (2.61)
so o = sin—1(¢21k/2ﬂd0 (2.62)

The frame arrangement, a concept of data collection originated by C., A. Backof
[Backof and Bowhill, 1974], is shown in Table 2.1, The frame arrangement
remains the same for three and four antenna interferometers, except that
additional phase detectors are involved. In the four antenna case, sine and
cosine detectors from antenna A3(A4) (Figure 2.4(a)) are sampled at pulses 5
and 7 (9 and 11)., In the three antenna case used in April 1976, the vernier
antenna A4 is not included. Since elevation angle accuracy is more important
than azimuth angle accuracy, we sample the elevation antenna Al at pulses
1,3,5, and 7 and the azimuth antenna A3 at pulses 9 and 11, rather than
vice-versa, Because the algorithm which extracts antenna phase differences
requires knowledge of the Doppler frequency, and because this frequency may
vary over the trail lifetime due to Fresnel effects, wind shears rotating
the trail, etc., it is important to make Doppler and phase difference calcu-
lations as simultaneous as possible. Interlacing these calculations as in
Table 2.2 also results in a shortened framv length which is important because
the typical usable echo lifetime is so short. No azimuth information is
directly available with the stacked Yagi configuration, but by comparing the
Yagi video value with that for a dipole aimed east-west one can reject
echoes from far off due north,

The METP6 software must perform five main tasksﬁ

Task Table 2.3 subroutines
(1) synchronize | -8, 9, 18, 19

(2) recognize 21



10, 11,

12, 13,
14, 15.
16.

17.

18.

19,

20.

21,

24,

25,

26.

27.

28.
29,

30.

31.

ACCl
ACC2

ACCS

AFILE
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Table 2.3
Meteor-radar software.

determines if meteor echo is acceptable based on RANGE results
determines if meteor echo is acceptable based on VEL results

generates elevation angle when stacked Yagi configuration
is used

automatically increments filename by one with each call

ANGLE, XTERM, YTERM - determines antenna phase angle differences

CHAN

CHST

>

checks for desired channel active

checks for A/D interface failure and restarts collection
if necessary

CLOSE, ENTER, FSTAT, SEEK - system programs for using data files

CTIME2, TICK

DECAYH

HEIGHT

D2

INPAD

INTER

LOOK

MSK, MSN

PPO

RANGE

REC1

REC2

RECF
STORE

TABLE

VEL

1

1

t

- software clock
calculates echo height based on Yagi video decay

calculates echo height from mezn range and elevation angle,
allows for curvature of the earth

checks for data sychronization between the computer and
A/D converter

A/D service routine, places specified number of sampleé
into a core buffer

reads PDP-15 console data switches, allows bypass of hard
printout of echo results

finds largest non-negative Yagi video sample and sets a
flag if the threshold is exceeded

remove channel ID's from A/D inputs and convert negative
numbers to PDP-15 number format

switch controlled halt of echo collection

applies range algorithm to both Yagi video channels in
each frame

records meteor echo data for a single channel (first frame )

records meteor echo data for all channels except the first
(completes first frame) i

records meteor echo data for one complete frame

every 50 echoes stcres the processed results on data slot 2
fills up height and diffusion vectors based on 1962 standard
atmosphere data, also fills elevation and elevation correction

vectors used to linearize the stacked Yagi phase response

applies the Bowhill velocity algorithm three times per frame
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(3) collect 4, 10, 11, 12, 13, 19, 22, 23, 24, 26,
27, 28
(4) process 1, 2, 3, 5, 6, 7, 14, 15, 16, 17, 25,
‘ 30, 31
(5) store 4, 10, 11, 12, 13, 20, 29

The numbers to the right refer to the various subroutines involved in per-
forming each task. These subroutines are briefly identified in Table 2.3
and coding appears in Appendix II.

METP6 begins by calling subroutine TABLE. This subroutine fills height
and diffusion vectors from file data based on 1962 standard atmosphere
values [Barnes and Paszniokas, 1972]. The vectors are used later by the sub-
routine DECAYH to infer meteor echo height based on the rate of video signal
decay (which can be related to diffusion), TABLE also fills elevation and
elevation correction vectors from file data based on stacked Yagi phase
calibration tests. These vectors are then used in the ACC3S subroutine to
compensate for nonlinearities in the stacked Yagi phase response.

METP6 next requests the user to input the following information:

(1) date - up to ten alphanumeric characters; for example, 6/10/75, for

June 10, 1975
(2) time - four integers; for example, 1354 for 1:54 PM
(3) time base - value in us of main clock controlling the radar director

timing, nominally 10
(4) pulse repetition frequency (PRF) - four digit integer value in Hz,

nominally 400
(5) threshold - Yagi video level for target acceptance, set to roughly

20 dB above the noise floor, nominally‘40
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(6) offset - delay in us of transmitter turnon after radar director
command, used to correct range calculation, nominally 55
(7) (raw data file name - 1) - last file name successfully closed for
permanent data storage (data slot 1); for example, if files
testa0l-39dat exist and the program fails while testa40Odat is
being filled one would reload METP6 and type testa39dat for
(7), AFILE will automatically update the name to testadOdat
before opening a file |
(8) (processed data file name - 1) - last file ﬁame successfully closed
for permanent data storage (data slot 2)
(9) number of meteors per raw data file - up to 10 at times of high echo
rate, just 1 during afternoon echo rate minimz; this value
must not be changed until a'full group of 50 echoes has been
collected and stored on data slot 2.
(10) number of echoes with raw data presently on disk (data slot 1) -
value from O to 49, necessary when restarting the program so
STORE is accessed every 50 echoes
Because of faultyvasynchronous design in the interface between the A/D
and PDP-15/40 memory, it is possible for the A/D handler to "forget" that the
CPU requested samples from it., Because such a request has the highest prior-
ity level possible, the CPU is prevented from doing anything else until the
samples are delivered. This "forgetfulness' on the part of the A/D handler
can completely lock up the computer, To avoid this the subroutine CHST is
called before any A/D collection is attempted. CHST ménitors for A/D inter-
face failure by noting if a 1.5 second timer ever times out between calls
for A/D samples. Such calls normally occur at roughly 40 ms intervals so

the timer should never time out. Variable IST is set to one if time out
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does occur and the program returns to the synchronization task.

A call to AFILE increments the raw data filename by one and this name,
along with the present time updated each echo by CTIME2 and TICK, is printed
on the foreground terminal. This allows the operator to monitor the echo
rate easily.

The system program ENTER opens the raw data file FNAM on data slot 1
and then a dummy prefix is written at the start of the file.

On occasion very strong echoes can be seen that endure for temns of
seconds, but due to wind shear effects echoes are untrustworthy for wind
determination after roughly 0.5 seconds. Thus it is desirable to permit the
operator to temporarily inhibit echo collection. Via PPO this can be done
by setting the leftmost computer console éwitch to zero, Returning the
switch to the one position removes the halt and lets collection proceed as
normal,

Synchronization of the computer data requests and A/D active channel
must be accomplished since there is no direct link between the computer and
radar director, which controls the A/D sampling and active channel. This is
done by requesting 100 samples via INPAD and scanning via ID2 the four bit
channel code (ID) of the samples. The words loaded into core by INPAD con-
sist of a least significant 10 bit two's complement value for the sampled

voltage. In addition bit weights 212 to

215 contain a straight binary code
for the sixteen possible multiplexer channels to the A/D converter. If all
100 samples have the same channel ID then we are synchronized and can con-
tinue; otherwise the flag IER‘is set to one and we try again.

Once synchronized, we must Qait until channel 0 is active so a full

frame can be collected. INPAD is called and the channel ID is scanned by

CHAN. When a return flag value of zero for JBK occurs, we know data from
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channel 0 was collected and we proceed to collect the remaining fourteen
channels in the frame, Otherwise we loop back and repeat the process.

Because of the high PRFs used, we normally have little time to scan the
Yagi channel 0 values and compare them with our threshold to check for the
presence of a meteor echo, To ease this problem we capitalize on the auto-
matic priority interrupt (API) system of the computer. This allows us to
call INPAD to collect the remaining fourteen channels in the frame and si-
multaneously call LOOK which scans the channel 0 samples for a target.
Duiing the dead time between data collection (100 samples delayed 610 to
1600 us from the transmit command) LOOK is active, selecting the sample
location (MRNG) of the largest nonnegative channel 0 sample., If this sample
does not exceed the threshold, flag NK remains zero and we return to the
synchronization point. If the sample does exceed the threshold, we assume
a target is present. However, because the range algorithm requires sample
values centered about the target video peak, we nwust reject the cases of
MRNG equal to 1 or 100,

As a safeguard against interpreting noise impulses as meteor echoes,
we require that the second Yagi video sample (channel 13, 1océtidn MRNG)
also exceeds the threshold [Backof and Bowhill, 1974]. To make this check
we must first mask the channel IDs from the LM array samples and then change
the 10-bit two's complement numbers to the 18-bit format used in the computer.
In the first frame this is done via subroutines REC1 and REC2, which record
the echo values at locations MRNG-1, MRNG, and MRNG+1 for each of the 15
channels in frame 1, and MSN, MSK, which put these values into PDP-15/40
format. Because earlier software saved values from locations MRNG-3 to
MRNG¥3, MSK uses a vector of length seven. Now only the middle thiée loca-

tions, which are truly necessary, are ever assigned values and manipulated.
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This allows overall storage requirements to be reduced which is important
since METP6 and associated subroutines must fit in a 32k core memory after
compilation using individual blocks no larger than 4k in size.

A further savings in storage is made by collecting the remaining eight
frames one at a time. This way the 1500 samples per frame can alternately
be loaded into one of two 1500 location arrays, IF1l and IF2, While INPAD is
filling IFL (IF2), RECF and MSN, MSK can be reading out IFz (IF1), and
placing the echo samples in array IFR. Thus with just 3000 storage locations
we can handle the 13,500 samples collected for each echo (9 frames of 15
channels at 100 samples each), The end result of the collection phase is the
IFR (135,3) array which is filled with the echo sample values in a number
format compatible with the computer. This array provides the numbers which
are manipulated by the range, velocity, and angle of arrival algorithms in
the processing section of METP6.

The processing phase begins with a call to CTIME2 to update the time
vector ITIM. Then the RANGE subroutine fits a parabola to each set of three
Yagi video samples. The offset TAU in ps from the center sample is found by
setting the time derivative of the parabola equal to zero (Section 2.2.3.1).
The range in km is then given by the sum of TAU and the delay of MRNG clock
pulses multiplied by 1.5 km/10 uég First, however, adjustments are made for
the transmitter tufnon delay (LI us) and A/D sampling delay (2 ps or 0.3 km).
The center samples of all eighteen Yagi video data sets are scanned to find
the frame in which the Yagi video signal peaks, IPKYV denotes the signal
vaiue, iPKF the frame number, and IPKC the channel number. This is important
since Fresnel effects make Doppler velocity calculations unreliable during
echo buildup. If IPKYV is less than the threshold a collection or synchro-

nization error has occurred and we must return to the synchronizatiun phase.
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METP6 itself calculates DMAXY, the peak Yagi signal strength in dB, and DYD,
the Yagi/dipole video ratio. The former is useful in estimating echo rate
versus threshold and transmitter power level while the latter serves to iden-
tify echo returns from far off due north,

Subroutine ACC1l finds the largest (RH) and smallest (RL) range values
for which the Yagi video level still exceeds the detector threshold., If
the diffErepce between these values exceeds 3 km or if the range standard
deviation exceeds 1 km, it is likely that the echo is fragmented or rotating
via wind shears. Such echoes cannot yield trustworthy winds so IGO is set
to zero. IGO is set to zero also if the number of acceptable range results
(Yagi video above the detection threshold) is less than three. If that is
true then at most one full frame exists with acceptable signal strength and
this implies the echo is either too short-lived or weak to give reliable re-
sults. Upon return to the main program IGO is examiiled to see if processing
may continue. ACCl also finds the mean range and sample standard deviation
for acceptable range results. These values are used later in evaluating
echo height and height accuracy.

The VEL subroutine calculates the radial wind via the Bowhill algorithm
(Section 2.2.3.2) three times per frame for frames following that in which
the Yagi video value peaks. Note that the effective PRF for the algorithm
is one-half the actual PRF due to the interlacing of Doppler and angle of
arrival channels. Because the phase channels have somewhat narrower band-
widths than the video channels, it is possible for ‘the phase channel signal
strength to peak one sample time after the Vidéo signal peak occurs. This
means the maximum signal-to-noise for the phase channels occurs in column 3
rather than column 2 of the IFR array. Since algorithm accuracy varies in-

versely with signal strength, it is important to identify the correct column
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value, ICOL. In applying the Bowhill algorithm we reject phase channel sets
wherein the peak signal strength is not between 40 and 511. The first value
establishes a minimum signal-to-noise level of about 20 dB while the second
value represents the A/D saturation level. When a cosine, sine, cosine, sine
sequence is used, the algorithm results must be changed in sign. Inconsist-

encies in applying the algorithm are covered by assigning - default value of

999 m 5-1.

ACC2 is accessed next to determine whether or not the meteor echo is
acceptable on the basis of wind velocity results. We require at least four
non-default velocity calculations following the frame in which the Yagi
video level peaked. With each acceptable calculation we assign an estimate
of instrumental accuracy based on artificial target responses by the receiv-
ing subsYstem and algorithms (Figure 2.24(a)). The weighted mean velocity
and standard deviation of thatbmean are then formed as are the unweighted
mean and sample standard deviation. For echo acceptance we require the
weighted and unweighted winds to agree within 15 m s_l and the sample stand-
ard deviation tb be under 30 m s_l. These checks help to eliminate ill-
behaved returns due to trail fragmentation, non-specular reflection, wind
shears, and long-enduring echoes. The weighted mean velocity is taken as
the best estimate of the true radial wind;

If ACCZ is successfully passed, routine DECAYH is called to infer an
echo height bésed on the rate of decay of the Yagi video signal., Ideally

this decay rate is related to the ambipolar diffusion coefficient as

: o 2 -1
D = -3404 ln(AV;deoAipplltude)cm s N (2.63)

using A = 7.3314 m. Since from laboratory experiments D is related to tem-

perature and density through
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D = 5,249 x 10_7 %rcmzs'—1

taking T(8) and p(z) from standard atmosphere data allows one to relate D,
and hence indirectly decay rate, to atmospheric height z. DECAYH makes a
least squares fit of all Yagi video samples at or following the peak yet

still above the detection threshold to the equation

In V(t) = ag * alt (2.64)
Inserting the value ay into (2.63) yields D and linear interpolation with
data from TABLE then yields decay height (999 is used in cases where inter-
polationkfails).

The subroutine ANGLE applies the angle of arrival algorithm (Section
2.2.3.3) three times per frame to calculate the desired antenna phase dif-
ferences., Because the feedlines to the Yagi antennas are not necessarily
matched in electrical length, provision is made for adjusting all phase cal-
culations by user inserted constants CEADJ, FEADJ, and AZADJ. All phase
calculations are put in a unipolar format. To incorporate the most accurate
Doppler measurement possible, the pairwise average of the Doppler results is
used if possible, i,e. if two Doppler results overlap the angle of arrival
samples,

With stacked Yagi operation, subroutine ACC3S solves equation (2.62)
for the echo elevation angle, The phase offsets in ANGLE and the unipolar
format make it possible to have Yagi phase differences in excess of 2m.

Such cases are "unwrépped" at the start of ACC35. Also tests are made to

see if the phase difference exceeds REF, the maxihum difference possible for
the given antenna spacing. If such is the case the echo is assumed nearly
overhead and a value of REF exactly is assigned for the phase difference. At

least four usable (999. is the default value) phase differences are required
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to proceed with the elevation angle solution. Because the PDP-15/40 version
of Fortran has only the arctangent function, it is'#sed indirectly to solve
(2.62). To remove premature or highly deviative results, the mean and stand-
ard deviation of elevation angle are refined in a two step process. Results
differing by more than * ¢ f-om the first pass mean are not included in the
second pass analysis., Lastly, the second pass mean elevation angle is ad-
justed for antenna phase nonlinearities by use of calibration data inputted
earlier via TABLE.

When a three-antenna interferometer is used, as in April 1976, subroutine
ACC3S1 is called in place of ACC3S. The former allows solution of equations
(2.53) and (2.54) for the echo élevation and azimuth angles. If ACC3S
(ACC3S81) is successfully passed, HEIGHT is called to determine the echo
height and accuracy in km. Curvature of the earth is accounted for with a
first order binomial series expansion of the exact solution (Section 2.2.3.4).

Processed results are now temporarily stored on data slot 1 and dis-
played on the operator's terminal if console switch 01 is activated. The
echo count LMN is incremented as is the echoes per file count KL. If the
file is filled, system program CLOSE closes it and AFILE updates the file
name by one. If 50 echoes have finally been collected subroutine STORE is
accessed. All the results on data slot 1 are read, then permanently written
in a single file on data slot 2. This allows essentially infinite storage
capability if DEC tapes are used and storage of 2800 echoes if a disk is
used. The limitation is not the amount of data per se but the maximum of
56 filenames in the storage medium directory. Mean time, radial wind, range,
azimuth, elevation, and height are fed back to the operator's terminal to

allow real-time monitoring of radar system performance.
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2,2,4,2 Standard post-processing analysis package for meteor radar.

1. VFILE6: Takes the real-time data files created by the METP6
collection program and compresses all data into a single file.

2, VFILE7: Prints echo data for an entire radar run in chronologi-
cal order using a VFILE6 output file,

3. DIST1l: Forms histograms of range, Yagi video strength in dB,
and Yagi/dipole ratio in dB for an entire radar run using a
VFILE6 output £file,

4, DIST2: Gives statistics and histogram for any single measured
parameter utilizing user specified time period and time steps.

5. CORR1(DAR8): Determines linear correlation coefficient between
any pair of measured parameters based on DIST2 results.

6. WIND1(GROVES, DAR30): Interpolates N-S winds from VFILE6 out-
put files using the combined Groves-Garchy concepts described
in Section 3.1,

7. WIND1G: Produces a graph of wind as a function of both time
and height based on WIND1 results,

8. CURFIT, CURFTS (DAR13, DAR99, FCTN, PHASE): The former fits
WIND1 results to prevailing +Sl(v) + Sz(v) + SS(U) and prevailing
+Sl(v) + Sz(v) wind structures at a user specified height. The
latter models the wind by a prevailing component with five
harmonic components and sequences automatically through all
heights.

9, . WSPEC, WSPECA (DBPF, NLOGN, GRAF1l, DAR26): Calculates radial
N-S wind spectra for frequencies of 3 to 24 cycles‘day_l via
a fast Fourier transform. Prevailing, diurnal, and semidiurnal

tidal components are subtracted from the time series before
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11.

12,
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application of the FFT algorithm and a digital bandpass:pre-filter
is also included to reduce spectral leakage, WSPECA is an auto-
matic version of WSPEC which sequences through all heights and
then produces averaged wind energy values at each frequency for
user specified height intervals, Such #moothing aids in distin-
guishing real waves from noise effects.

CF1, CFA (NLOGN, DBPF, DAR13, DAR26, DAR99, FCTN, PHASE):
Calculates amplitude and relative phase for each of the WSPEC
spectral lines. Phase must be corrected for DBPF phase response
if phases of two different frequencies are to be compared.
Ideally, internal graVity waves would exhibit relatively linear
phase slope versus height. CFA is a version of CFl which auto-
matically steps through all heights,

NLIN (DAR22, FUNCTN, DAR17, FDERIV, DAR30): Performs a non-
linear least squares curvefit of wave amplitude versus height
from CF1 to the theoretical form for a partically reflected
internal gravity wave, see Section 7.2.

MEMT2, MEMT3 (MEMPR, DAR26): Evaluates the wind spectrﬁm and

correlation function via the maximum entropy method.
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3. POST COLLECTION ANALYSIS OF ECHO DATA
3.1 Obtaining Wind Values Uniformly Spaced in Time and Height

Two basic methods for reconstituting wind variations in time and space
from meteor echo data are presently in use by other meteor radar facilities.
The least-squares theory of Groves [1959] is a generalization of the analysis
of Manning et al. [1950] and alléws'the parameters of any assumed wind
structure to be determined. Thus, vertical air motion as well as time and
heighf variations in the wind structure can be examined, whereas Manning et
al, assumed a constant horizontal wind,

An interpolation method is used at Garchy [Spizzichino, 1970b] to obtain
wind profiles. Here the two-dimensional autocorrelation function in height
and time, »(t,h), is first evaluated from the experimental wind measurements.
The interpolation region about some desired time and height, (to, ho), is
chosen by solving

1 - »(T,8) < e!
for T and £. €' is a small constant usually taken as 0,2, If at least three
data points lie within the interpolation region, a regression plane can be
fitted to those points, The fitting is done with data weighted inversely
with repect to the ndistance" from (to, ho), i.e., the weight is unity at
(to, ho) and falls to zero at the edge of the interpolation regidn%?,opce

the regréssion plane coefficients are known, substituting ¢ = to and-h = ho

into the plane equation gives the interpolated wind value.

Given azimuth information for the echoes, the Groves theory allows one
to simultaneously solve for E-W and N-S wind components. This is not pos-
sible with the Garchy method, unless data are collected via two orthogonal
antenna systems or the autocorrelation function is expanded to four variables,

r(t,h,x,y), where x and y are horizontal coordinates. On the other hand,
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while the Groves theory handles tidal variations well, it is not practical‘
for extracting suspected internal gravity waves because their periods are
unknown (a priori). The Garchy scheme, however, can yield winds uniformly
spaced in time and height so that fast Fourier transform (FFT) analysis can
be applied. Spectral peaks may then be harmonically analyzed to see if they
exhibit wave-like behavior,

The University of Illinois wind analysis software uses concepts from
both the Groves and Garchy methods in an attempt to capitalize on the ad-
vantages of each, Because the normal methods for calculation of the auto-
correlation function »(%,h) assume we already know the wind values uniformly
spaced in height and time, we iﬁstead assume & priori a conservatively sized
interpolation region, typically £ 0.5 hr and * 2.5 km, By being conserva-
tive we will somewhat filter the high frequency end of the wind spectrum
and thus camouflage internal gravity waves that may be present there. How-
ever, by weighting the data inversely with "distance" from the desired point
(to,ho) the filtering effect will be important only at times of low echo
rate, The height interpolation size represents the expected standard devia-
tion of echo heights deduced from decay rates, With interferometer deduced
heights a smaller height interpolation size can safely be specified if de-
sired,

When no azimuth information is aVailable, except for a Yagi/dipole
video ratio check which rejects echoes from greater than 30° off due north,
we solve for the N-S wind regression plane only., This is done via the
method of Groves and the fitting function

u(t',h') = At' + Bh' + CA (3.1)

where
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ne>

! (ti - to)/O.S N = number of echoes residing in the
h! A (hi - ho)/2.5 interpolation region (T,e)
7=1,00., N C = u(to,ho)

Because the coefficients 4 and B are sometimes statistically insignificant,
the wind measurements are also fitted to a constant:

u(tt,h') = u(to,ho) =D (3.2)
A full interferometry arrangement, yielding elevation and azimuth data, be-
came operational in April, 1976. Because of our high echo rate, it has since
been possible to solve simultaneously for both N-S and E-W wind components
using echoes from the same small region in space. This is in contrast to
what has been necessary in the past, i.e. either orthogonal separate regions
of the sky were alternately probed or all-sky nondirective antennas were used
{(or two separate radar facilities illuminating a common portion of the sky
were needed).

The vertical structure of prevailing winds and diurnal and semidiurnal
tides is found by least-squares curve fits to all successfully interpolated
wind values at heights ho = hL’ hL ? Miyeee, hH' Generally we have used
hL 82,5 km, hH = 94,5 km, Ak = 1 km for decay height data and hL = 82 km,

"y

components are then subtracted from the interpolated values as precondition-

102 km, Ak = 1 km for interferometer height data. The background wind

ing for spectral analysis of short period waves. Spizzichino [1970b] shows
how important this subtraction is for minimizing power spectra errors., Also,
at (to,ho) vaiues for which interpolation was not permissible (N < 3), we
estimate the wind by a linear fit with the adjacent acceptable wind values
at height ho. Again this tends to diminish the strength of any high fre-
quency waves that are present, In our software, we have actually required

N > 4 for interpolation to be considered permissible, since when N = 3
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statistical uncertainties are masked.

We can apply the FFT to wind values (nomially 128 points per day) at
each of the heights. The results are averaged in height groups to help dis-
tinguish true waves from random noise spectral peaks. A least-squares curve
fit to the time series obtained via the inverse FFT of each spectral line
(one at a time) shows how the phase and amplitude versus height of a sus-
pected gravity wave behave.

To analyze the performance of our processing software (Section 2.2.4.2),
the program ARTW was written. This program generates artificial meteor
wind measurements at a user specified rate. A mean and two harmonics of
user specified amplitude and phése comprise the assumed wind field. A mean
plus diurnal echo rate establishes the measurement spacings. In this way
the large echo rate variation versus time of day is modeled. This is par-
ticularly important for radar systems like that at the University of Illinois
since highly directive antennas amplify the diurnal rafe variation. Nominal
hourly rate ratios of mean:24 hr cosine:24 hr sine = 41,68:0:31.76 are used
based on Janﬁary 1975 rate observations scaled to 1000 echoes/day.

Using a prevailing wind plus diurnal and semidiurnal tidal components
for the assumed wind field, one finds (Table 3.1) that amplitudes and phases
are recovered accurately with CURFIT even for echo rates as low as 125/day.
Even though such a low rate will give'a late afternoon-early evening time
span where interpolation is not permissible, remember that CURFIT uses only
successfully interpolated winds. Since ARTW generates 'moiseless' wind
measurements, one would thus expect accurate answers even with large time
gaps.

A more préctical evaluation of WIND1 and CURFIT performances can be

made by taking data from an actual radar run and comparing the prevailing



110

Table 3.1

CURFIT performance in extracting prevailing wind and tidal parameters
versus echo rate, based on fit to mean + 24 + 12 + 8 hr components.,

Actué.l Wind Parameters A )
m s-1 hrs
Prevailing 5.0 -
NO) 5.0 0
52(0) 10.0 0
Rate Prevailing 5, v 5,() x2
| a0 4 ¢
echoes/day m st m s~ hrs A m s~ hrs
4000 5.01 4,99 .05 9.91 0.01 4.48
1000 5.01 4,99 .05 9.91 0.02 1.15
500 5.01 5.00 .05 9.91 0.02 0.65

250 5.02 . 4.99 .06 9.91 0.02 0.44

125 4.98 5.04 .04 9.89 0.02 0.10
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wind and tide parameters deduced with various echo rates. The variable rate
is effectively achieved by considering only every other echo collected, every
third echo collected, etc, Such a procedure was applied to data from
September 13, 14, 1975. Graphs of prevailing wind, diurnal and semidiurnal
tide amplitude and phase for three heights are presented in Figures 3,1 and
3.2, The results of the first figure pertain to curve.fits using 3 har-
monics, while the second figure is based on 5 harmonic fits. In these latter
cases, reference values from maximum data rate and 3 harmonic fits are also
shown. It is apparent that in such cases the 3 and 5 harmonic fit results
do not differ appreciably. At lower data rates, however, use of a higher
order fit improves the agreemenf in amplitude with that of the full rate
value, which is taken as our best estimate of the true value. This is not
apparent for phase because agreement was already excellent to hegin with,

In fact, as Table 3.2 demonstrates, if the echo rates are sufficiently high,
roughly 400/day/height bin, even 2 harmonic fits can défine the background
wind reasonably well. But because the terdiurnal tide is oftem significant
and because inclusion of additional components allows frequencies higher
than 2 cycles/day to be isolated from the main tides, we in general use 5
harmonic fits to estimate the background wind, i.e., prevailing, diurnal
tide, and semidiurnal tide components. Use of 3 harmonic fits will not
necessarily yield satisfactory estimates of the actual terdiurnal compo~
nent, For éxample, for the OctoBer 1975 radar runs an average standard
deviation of only l.1m '5,-l (8.;% variation relative to mean amplitude) and
7.9; (0.18 hrs) in phase‘occurred when comparing five harmonic curve fits
with FFT analysis. But an average standard deviation of 4.1 m s—1 (54.1%
variation) in amplitude was noted when comparing three harmonic curve fits

with FFT analysis on September 13, 14, 1975 data,
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Comparison of 2, 3, and 5 harmonic curve fit results,

Table 3.2

September 13-14, 1975.

114

Prevailing |81 (0] s, @)
All values southward radial ms *

Ht 2 3 5 2 3 5 2 3 5
km ' '
85  6.84 7.33  8.13  27.67 26.66 26.30 9.61  9.88  11.37
86  4.88  4.90  5.33  30.39 30.29 29.66 8.89  9.25  11.34
87  4.30 4.84  4.62  29.84 29,84 28.94 9,35  10.32 10.96
88  1.73 3.01  2.54  30.92 30.12 29.43 11.38 12.24 12.25
89  0.32 1.93 2.89  30.56 30.15 27,53 11.56 13.07 15.19
90  0.75 2.37  3.60  28.43 27.14 24.6) 13.15 14.61 17.44
91  1.13  3.40  4.23  25.59 24.15 21.25 11.88 14.61 17.09
92  3.72  5.15  5.51 22,35 21,21 18.70 12.92 16.05 18.19
93 6.39  6.26  6.37 17.62 16.72 16.28 17.68 19.14 20.11
94  8.68 6.14  7.47  15.77 13.74 15.90 21.91 19.79  20.79
95  6.54  4.56  6.47 16,58 15.07 16.79 19.75 16.95 17.94
96  6.80 4.29  6.52  17.67 17.70 18,89 20.66 14,79  16.85
97  7.60 6.99  7.21  19.20 20.01 20.05 19.11 16.16 16.24
98  6.74 5.28  7.27  20.41 20.75 20.29 15.19 12.17 16.08
9 6,10 3.40 5.67  18.47 19.41 19.03 16.68 12.53 16.45
100 6.56  6.40  6.16 14.91 16.26 15.30 24,66 23.55  24.01
Summary:
N=16 2-5 3-5 2-5 3-5 2-5 3-5
'mean' ~.68  -.86 - 1.07  0.64 21,12 -1.70
o 1.29  0.90 1,77 1. 2.75 121
range 4.31 ~ 2.74 5.56 5. 9,08 3.91
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The ability to correctly extract gravity wave parameters from wind data
was tested with ARTW by specifying a mean, a semidiurnal tide, and a gravity
wave, 20 dB down in energy from the semidiurnal tide and with a frequency of
3 to 11 cycles/day. The spectral analyses of WSPEC show that the gravity
wave energy is generally 15 dB above adjacent sideband noise. CF1l results
show that as wave frequency increases the recovered amplitude decreases,
This is due to the sampling interpulse period (day/128) and interpolation
time span(f .5 hr) which make the analysis act like a low pags filter (see
Table 3.3, also Figure 19 of Spizaichino [1970b]). Based on the one-pole
curve fit of Table 3.3 we can compensate for the filtering effect of WIND1
interpolation by multiplying all CFl amplitudes by (a + bf) and by multiply-
ing all WSPEC energy spectra by (a + bjﬁz. Although the ARTW inserted wave
phase was 0°, significantly positive values were found with CFl., This is
because of the phase variation of the prefilter DBPF. This resonator was
included to improve the resolution of closely spaced waves and is not
‘essential. Phase recovery is approximately linear versus amplitude and
phase and thus CF1l phase values can be adjusted if desired so the relative
phase relation between any two waves is correct.,

3.2 Effects of Echo Selection Criteria on Meteor-Radar Wind Results

The high echo rate of the University of Illinois meteor-radar station
makes it an ideal instrument for comparing various wind analysis methods
and estimating their precision versus the number of echoes averaged.

Table 3.4 shows a comparison of three analysis methods using two dif-
ferent velocity algorithms and progressively more stringent acceptance
criteria. Method 1 is simplest to apply and since it utilizes the largest
number of algorithm results one might expect the standard deviation of the

mean to be smallest, see Table 3,5. However, some of these results are
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Table 3.3

Low pass nature of the amplitude bias of interpolated winds.

128 pts/day, +.5 hr interpolation time span,inserted wind

amplitude = 1.0 m s~1

Frequency, f Detected Wind Amplitude, v

«':)'cles-day-1 n s
3 0.94

4 0.82

5 0.81

6 0.78

7 0.77

8 0.74

9 0.71

10 : 0.66
11 , 0.64

One-pole curve fit:

e 1 _ = -
v = ipF e @= 0:9%7, b = 0.0555
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Comparison of three analysis methods on meteor-radar data,

Perseid Shower Run, Aug. 12--13 1974, at Urbana, Ill.

Algorithm
Method
Data Group

2
3

BK

-12.2
24.5
32.2
20.2

24.1

Table 3.4

BK

-16.7
28.5
33.8
27.8

26.0

BH

~13.2
26.5
32.5
20.6

24.9

-17.1
29.6
34.1
28.2

26.4

All values refer to mean southward radial wind in ms"1

BK = Backcf Velocity Algorithm

BH = Bowhill Velocity Algorithm

56 echoes/group, 13 algorithm results/écho

Method 1:

Method 2:

Method 3:

floor averaged

See acceptance criteria, Table 3.7.

~14.7

37.8

42.0

32,4

32.

1

All algorithm results with signal 6 dB or more above noise

As in 1, but results associated with repeat echoes, wide

for which A/D synchronization errors occurred are dropped

117

azimuth echoes, echoes with sizeable range deviations, and echoes
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Standard deviation and standard deviation of mean for methods in Table 3.4.

Algorithm

Method

Data Group

2

3

56 echoes/group, radial m s~

BK

1

23.9(3.2)
29.2(3.9)
25.1(3.4)
27.2(3.6)

22.3(3.0)

BX

23.0(3.1)
24.4(3.2)
22.6(3.0)

21.0(2.8)

19.3(2.6)

1

units

23.4(3.1)
27.7(3.7)
25.3(3.4)
27.3(3.6)

21.7(2.9)

BH

23.5(3.1)
23.3(3.1)
23.0(3.1)
20.9(2.8)

19.4(2.6)

30.5(4.1)
23.8(3.2)
17.0(2.3)
20.1(2.7)

18.9(2.5)
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known to be erroneous due to wide azimuth echoes (returns from far off due
north), echoes with sizable range deviations (returns with multiple reflec-
tion centers or trail rotation in wind shears), and A/D converter synchro-
nization problems. Thus method 2, though using fewer algorithm results,
should be superior to method 1, both in nearness to the true wind (accuracy)
and standard deviation of the mean (precision). But neither method 1 or 2
fequires sufficient signal strength to make the measurement noise of each
accepted algorithm result much less than the geophysical noise. This geo-
physical noise is the result of turbulence and short period-short wavelength

winds which occur throughout the voliume of space monitored by the meteor

1

]

radar. With method 3 (>20 d® §/N) the measurement noise is at most 10 m s
whereas with methods 1 and 2 it may reach 50 m s-l, double the representa-
tive geophysical noise of 25 m 5"l (Table 3.5). In the former case we are
justified in averaging results without weighting while in the latter cases
results should be weighted inversely with signal strength, This weighting
was not done and may help explain the differences between the results in
Table 3.4.

To analyze the significance of differences between the mean winds in
Table 3.4, we have used method 3 values as a veference and tabulated key
paired differences in Table 3.6. From this table we note the following:

1. The differences in cases involving the Bowhill algorithm are nearly

always (9 out of 10 cases) somewhat less than those involving
the Backof algorithm,

This is a reflection of the fact that typically the Bowhill algorithm
yields a smaller sample standard deviation for usable echo algorithm values
‘than the Backof algorithm. Thus, according to the wind determination

criteria of Table 3.7, the Bowhill algorithm is dominant in setting all
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Table 3.6

Paired differences Icr three analysis methods of meteor-radar data.
Perseid Shower Run, Aug. 12 - 13,1974

mst units

Data Group 1,BK~-3 2,BK-3 1,BH-3 2 ,BH-3

2 2.5 -2.0 1.5 -2.4
3 -13.3 -9.3 -11.3 -8.2
4 -9.8 -8.2 ~9.5 -7.9
5 ~12.2 -4.6 -11.8 ~4.2
6 -8.0 -6.1 -7.2 -5.7

Check for significant difference in means via Student's ¢ test

mean
1. 1,BK-1,BH -0.5 not significant at 10%
2. 2,BK-2,BH -0.45 not significant at 10%
3. 1,BH-3 -7.66 significant at 5%
4. 2,BH-3 -5.68 significant at 1%

5. 1,BH-2,BH -1.98 not significant at 10%



Algorithm Results

Zero Crossing Results

General Criteria

Determining Mean Winds
From Accepted Perseid Data

Method 3:

Table 3.7
Meteor echo acceptance criteria for the Perseid run data.

Magnitude of the maximum phase channel sample value for the
frame in question must be greater than or equal to 40 but
may not exceed the A/D saturation value of 511.

Only values following the frame in which the Yagi video peaks
are accepted to remove Fresnel effects.

Velocity sense must be consistent, sign changes are permis-
sible only if the mean echo velocity is near zero.

. Each echo must have at least 3 acceptable algorithm results.

As in 1. a. but since this velocity determination method is
less sensitive to noise a minimum amplitude of at least 20
is acceptable.

As in 1. b. and c.

Wide azimuth returns are defined as those for which the Yagi video value
is not at least 6 dB above the dipole video value. Such echoes cannot be
used in N-S wind calculations.

Repeat echoes are identified by range similarities for small time in-
crements. Only one wind result per unique echo is permissible to avoid
biasing the data.

Whichever algorithm result (two different ones are used with each echo)
ylelds the smallest sample standard deviation is used.

Where hoth algorithm and zero-crossing results are usable the average
valuc is accepted as the wind. Zero-crossing results must exist for at
least three half-periods to be considered usable.

All winds are multiplied by the square root of 2 to obtain horizontal
values. This assumes an average elevation angle of 45 degrees.

12T



122

method 3 values. Student's t-test shows that results from both algorithms do
not differ significantly for either method 1 or 2 but the Bowhill results

of both methods are significantly different from the method 3 results., The
latter situation is likewise true for the Backof algorithm,

2, The method 2-3 differences are nearly alwavs (9 out of 10 cases)

less in magnitude than the method 1-3 differences.

This is to be expected since method 2 does not utilize certain obvious-
ly erroneous algorithm results. The t-test does not show methods 1 and 2
to differ significantly but this must be due to the limited number of data
groups. The fact that both methods 1 and 2 differ significantly from method
3 shows that something other than the additional rejection criteria of
method 2 is of importance in deducing accurate winds,

3. Behavior of method 1-3 and 2-3 differences suggests that methods

1 and 2 underestimate the magnitude of the wind.

One possible explanation for underestimation of wind amplitude involves
Fresnel effects during trail formation, The first few frames of specular
echoes have time rate of change of phase set by Fresnel effects as well as
neutral winds. One might expect noise effects on élgorithm results to
average to zero about the correct mean wind, but in frames dominated by
Fresnel effects might not the algorithm results average to zero independent
of the wind? If so this could explain why methods 1 and 2, which do not
reject Fresnel frames, yield consistentlf smaller amplitudes than method 3,
which does reject Fresnel frames. To test such a hypothesis, all Bowhiil
algorithm values occurring prior to the peak in Yagi video amplitude were
averaged for each data group, see Table 3.8. Extreme values (>30) were
dropped as unreliable, but since they only comprised 3% of the total, their

rejection did not alter results appreciably. It should be noted that such
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Table 3.8

Winds deduced from Fresnel frames only of meteor-radar data.
Perseid Shower Run, Aug. 12 - 13 1974, at Urbana, I11,

Bowhill Algorithm, Extreme Values (>3c¢) Deleted

Data Group Radial Southward Velocity Std. dev. mean
2 -8.2m st 4.6 m st
3 28.8 5.1
4 36,3 6.8
5 35.5 7.0
6 28.4 - 8.0

~Check for significant difference in means via Student's ¢ test

mean

1. Fresnel-1, BH 5.9 significant at 10%
2. Fresnel-2, BH 3,92 significant at 10%

3. Fresnel-3 : -1.76 - not significant at 10%
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extreme velocities would never be interpreted as wind Doppler results in
zero-crossing schemes, The University of Illinois algorithm scheme though
has the potential of outputting Doppler frequencies up to one-half the radar
PRF, The t-test results show that our hypothesis is false since Fresnel
results do not differ significantly from method 3 values. The weak differ-
ences between Fresnel results and methods 1 and 2 actually suggest that

for our particular limited set of data groups the Fresnel method is superior
to methods 1 and 2 rather than the cause of the underestimation of wind
amplitude.

A more likely explanation for the amplitude underestimation is as
follows, When the true mean wind deviates from zero, weak echo algorithm
results, which of course are the most numerous type, are distributed between
“Voax and Voax? where Viax is set by the radar sampling fate. If the
probability density of these weak algorithm results has a sufficiently large
standard deviation, then the average will be biased toward the smaller side
in magnitude of the true mean because of clipping at AV axe For example, if
the true mean is positive, then more algorithm results are likely to exceed
Voax than to be less than “Viax® Since all these extremes are clipped
(they represent error situations when attempting to apply the velocity algo-
rithm, sin o > 1,0, etc.),‘the estimate of true mean is biased to the low
side. This is demonstrated mathematically in Appendix III.

It is important to note at this time that while clipping imposed by the

radar sampling rate can lead to serious underestimatior of wind amplitude,

a user imposed clipping can actually serve as a robust estimator, provided

the standard deviation of algorithm results is not so large that the former
type of clipping is significant. A small increase in minimum signal-to-noise

ratio can assure this. Then provided the histogram of accepted results is
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approximately symmetrical, one can minimize the influence of noisy results
by ignoring the smallest and largest X%. And thanks to the near symmetry,
such g'procedure will yield an unbiased estimate of mean wind, The estimator,
called a clipped or trimmed mean, is discussed by David [1970].

Analysis of meteor-radar data using thresholds from 10 to 40 troughly
12 to 24 dB S/N) and X values from 5 to 25 indicated that the standard
deviation of the estimated mean decreased slightly as X increased and the
threshold dropped (Table 3.9). The conclusion that X = 25 and threshold = 10
are optimal is not, however, always justified. No provlems have been en-
countered related to using X = 25, in fact other empirical studies suggest
that for a large class of densities trimming with X = 25 is quite satis-
factory for estimating location. But underestimation of wind amplitude can
again appear with thresholds as low as 10. For example, using Jan. 17-18,
1975 data in groups of 70 echoes each, 44 mean wind values via analysis
methods 4, 5, and 6 were obtained (Table 3.10). It was found that methods
4 and 5, clipped means with thresholds of 10 and 40, respectively, differed
significantly at 0.1%, where the manner of disagreement was that 4 under-
estimated the amplitude relative to 5. Methods 5 and 6, acceptance criteria
as in Table 3.7, were not significantly different even at 10%. The cause
of underestimation when using é low threshold lies most likely in asymmetry
of the density of accepted algorithm values., This asymmetry is likely to
occur when large wind shears in height or time are present. This was the
case Jan, 17, 18 when the semidiurnai tide actually exhibited characteristics
of a standing wave.

Despite potential pitfalls in clipped data analysis, its ability to
extract reasonably accurate pfevailing winds and tides is demonstrated in

Table 3.10, Here the only substantial disagreement involves the amplitude



Table 3.9

Summary of '"Clipped' data analysis for various thresholds and rejection percentages.

Data % Rejected 5
Group - Threshold N1 N2 N3

1 10 282 -1.6 1.6 225
20 236 0.8 1.6 182
40 143 4.4 1.8 115

2 10 271 3.2 1.95 218
20 193 11.8 1.9 154
40 113 11.1 2.1 92

3 10 308 -5.7 1.7
20", 253 -3.1 1.7
40 185 -4.55 1.9

40 echoes/group 13 algorithm results/echo

z
i

number of results after clipping

mean wind in southward radial ms~1

Z
It

2
1

degree of underestimation depends on

15

-3.2

3.2
5.3
10.3

12.8

% rejected)

163
134

81
157
108

67
181
150

106

25

-2.5

5.0
3.7
8.8
8.3
-9.5
-8.5

-10.5

.95
.90

.90

standard deviation of clipped data set (smaller than true standard deviation,

9zt
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Table 3.10

Comparison of four analysis methods used to evaluate prevailing wind,
diurnal and semidiurnal tides from meteor-radar data, January 17-18, 1975.

Method ag 24 b1 a, b2
4 2.2 -9.2 -8.9 7.0 2.3
5 -4.9 -9.6 -11.9 8.9 1.9
6 -6.0 -8.2 -11.3 8.5 0.9
7 -7.2 -9.9 -10.8 14.5 3.8
7 -7.1 -10.1 -11.0 14.6 4.2
|5, @] ¢, @) |5,@) | 4, @) N Fit
4 12.8 -8.9 7.4 2.4 62 2
5 15.3 -9.4 9.1 2.6 62 2
6 - 14.0 -9.6 8.6 2.8 17 2"
7 14.6 -9.2 15.0 2.5 128 2
7 14.9 -9.2 15.2 2.5 128 3

Results from least squares fit of southward radial wind values inms™t,

N in number, to ag + a; cos kt + bl sin kt + a, cos 2kt + b, sin 2kt,

1 2 2
where k = n/12. The alternate form is ay + ]Slﬁ))! sin k[t + ¢1Q))]
+ lsz(u){ sin 2k [t + ¢2(v)]. When fit = 3 an 8 hr harmonic is also

included. Bowhill algorithm used by all methods.

Method 4: Clipped Mean, Threshold = 10, Reject *25%.

Method 5: Clipped Mean, Threshold

o

40, Reject *25%.

Method 6: like Method 3 of Table 3.6 but no zero-crossing values utilized.

Method 7: WIND1 analysis ({Section 3.1) at 90.5 km.
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of the semidiurnal tide. Because methods 4, 5, and 6 average all heights
together and because of the standing-wave phenomena in Sz(v) (Table 6.2), it
is not surprising to find disagreement with WIND1l results. An examination
of the relation between height averaging and height quantizing wind analysis
methods is given in Section 3,3,

To gauge the seriousness of low velocity discrimination, when zero-
crossing methods are ﬁsed, a simple model is analyzed in Appendix IV, Here
for simplicity we have assumed no velocities of magnitude VD or less ever
result. This will yield somewhat pessimistic estimates of bias if arbitrary
0 m s = assignments are made as at ARCRL [Barmes and Pazniokas, 1972]. It
is interesting to note that the zero-crossing scheme causes an overestimation
of wind amplitude. Thus results from meteor radar stations using zero-
crossing schemes for individual echo results then averaging them via a
clipped data method should agree well with University of Illinois results
using the Bowhill algorithm and the highly selective method 6, This is so
because the overestimation of zero-crossing will help compensate for the
underestimation of clipped data methods,

The earliest meteor-radar observations made at the University of
Illinois inferred echo height from the rate of decay of the Yagi video signal
(Section 2.2.4,1). To determine whether or not such a statistical means of
generating height data would still allow accurate resolution of vertical
wind structures, comparisons between tides based on decay height and inter-
ferometer height were made, METP6 software determines both heights for each
collected echo, so the problem of nonsimultaneous data sets is avoided.
Figure 3.3 shows a representative comparison. It is apparent that the pre-
vailing wind, diurnaiytide, and semidiurnal tide agree well in magnitude and

phase for both heightrdeterminations, except in the case of ‘Sl(v)l.
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Even here the structures are similar but the decay height analysis tends to

underestimate the amplitude., This error may be related to the fact that the

vertical wavelength of Sl{v) is quite short for the particular data set

graphed.,

3.3 Averaging Effect of a Meteor-Radar System Without Height Resolution
The observed motions of an atmospheric wave propagating vertically in

an isothermal region énd experiencing no energy loss can be described in

complex form as

u(z,t) = uoexp[?ﬂj(%-- §>+az] (3.3)
where

u, = wave amplitude at reference height z = 0

T = wave period

A = vertical wavelength, real for propagating waves, imaginary

in evanescent cases
o = 1/2H, where H is the local scale height,
As a result «f averaging u(z,t) in height over the meteor region, the

apparent wave observed is given by

v(¥)

f u(z,t)p(z)dzs (3.4)

where

i

p(2) the probability of observing a meteor echo in the height
range (&, 8 + Az),

p(2) generally follows a Gaussian law, but rapid diffusion of
meteor trails at higher altitudes makes the associated Doppler wind measure-
ments unfeliable. Such unreliable measurements can easily be rejected via

echo collection software which sets a minimum time of existence for acceptable

echoes. This in effect leads to a height ceiling on accepted echoes,
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particularly if height is inferred from echo decay rate, and thus p(s) may
be more accurately described by a Gaussian law clipped at some maximum height

g 1

m
p(z) = - X exp[-(z—zo]z/Zdz], 2 <& (3.5)
v 2ﬂ02
where
Zn
K = constant required to adjust J p(Rldz = 1
o = standard deviation of echo height
8, = most probable echo height.

Note that due to the asymmetry of p(z), the mean echo height is not 2, but

rather is

z
2, = J m _Ka_ exp[-(z—za)z/ZUZ]dz

210
’ (3.6)

=K {}2{1+erf(x)] - = eXP(~x2i}

2 V2m

where
8 (zm-zo)//ig
2 2

erf(m) é ——2- f e-t dt

L o

Substituting (3.5) into (3.4) shows that we observe the wave as

Ku exp(2njt/T) 2 . z-2 \2
V() = —2 J’” exp[ (¢ 210 2] exp[-( 0>}dz (3.7

V2w02 - 720

Upon evaluation of the integral we find

v(t) = Ku_exp |2+ (0 - s |Fe (————‘2““2“5)
S Ty OXP T T A8 T TR | SRy

(3.8)
+ (1/2) (1+erflz-(a=-215/1) (6/V2) 1)

where
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F & exp[(0%/2) (a2-4n2 N2y ].

Substituting (3.6) into (3.3) gives us the actual wave expression for

height B,
. 2
u(ayt) = uy exp| 2L 4 (o - iy {—-g—cherfcx))
(3.9)
- _.L exp(_mz) ]
V2r
Using the expressions (3.8) and (3.9) gives
2 . .
v(t) -2m0“0d, | 1+verf(a- (a-2m7/2)o/V2)
u(za,t) = Fexpl———") [ 1 + erf(x)
(3.10)
. exp ]:(a-Zﬂj) 20 exp(—xz)]
A T 1+ erf(x)
Hence, the amplitude and phase errors are
2
2 oo exp(-x ):l
Xp [ﬁ/% 1+ erf(x) o
de = F T o (@) Mag |l + erf(x-(o - -—)\iz—)c//f);‘
(3.11)
and
P _-2wcza 21/50 exp( -ac) 4[+ 2ng //2—]
¢ = A A 1 + erf(x) erf(z-(o - =)o )
(3.12)

Letting B, > shows that these results agree with those of Glass et al.
[1975], who treated the situation of no ceiling height., From the NBS Hand-
book of Mathematical Functions, [Abramowitz and Stegun, 1964]:

2
-a

. e
erf(a+jb) = erf(a) + 5-

[(1-cos2ab) + jsin2ab]

2 S 2 .
-a © e-n /4 .
+ ] -5—— [f,(a,b)+dg, (a,b)1+E(a,B)  (3.13)
n=ln" + 4a
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where
f%(a,b) = 2a - 2a coshmnb cos2ab + n sinhnb sinlab
gn(a,b) = 2a coshmb sin2ab + nsintmb sin2ab
|B(a,b)| = 1071 |erf(arb) | |
In our case of interest, a = x - 293 b = 239-. With & = ¥2, 0 = 5, and
2 Y2
a = 1/14, computer solutions show:
Tidal Mode A Ade Pe Ae* Pe*
0, 26km  .576 -.445r  .514  -,498r
0,° 200 1.046 -.048  1.053 -.065
924 50  0.900 -.201 .875  -.259
0,° 31 0.693 -.353 638 -.418

(* No height ceiling)
Of course if the wave in question is evanescent rather than propagating A
is imaginary and we do not have a complex error function to evaluate.

A second effect which we have thus far ignored further aggravates the
differences between height averaged wave results and true values, namely,
diurnal variation of mean echo height., Such variation has been observed by
numerous meteor-radar experimenters, see for example, Weiss [1559]. As
McKinley [1961] notes, this diurnal variation is most likely due to a com-
bination of zenith angle and velocity effects caused by the daily motion of
the earth's apex. Typical variation amplitudes are 3 or 4 km (Figure 5.4),
too large to be the result of tidal density perturbations., The latter is
also ruled out as the cause because the variation is always diurnal, even
when semidiurnal tides dominate, and the phasé is relatively constant and

thus iﬁdependent of the diurnal tidal wind phase.
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Since we have already shown that the height ceiling effect is generally
not substantial, we can examine the effect of diurnal variation of mean echo

height by considering

p(2) = —2— exp[-(a-2,(t))*/20°] (3.14)
fonc?
with
zo(t) =z, * 2 cos@—;w- + ¢1>
Tl = 24 hr.

Equation (3.4) becomes

2

(a2, (1))
o exp | ———5——
..tz 20

J u, exp[2mg (E" - -)T) + 0z]

- »’21r02

(%)

(3.15)

. 2 .
+ 2 -2
u, expl2njz + (a - SDa (£)] exp[ L7

and

Thus both the phase error

2 2Tz
-270" o 1 (2wt
Pe = 3 - X COS(——-*TI + ¢1> (3.17)
and the amplitude error
= 21t
Ae = exp [le cos(——T-l— + ¢J{F (3.18)

depend on the time of observation. Averaging equations (3.17) and (3.18)

over an integral number of days shows

<Pe> = -27r02a/>\ (3.19)
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and

<le> = FIo(azl) (3.20)

where Io(azl) is the modified Bessel function of order zero. Thus if the
wave actually behaves as in equation (3.3), diurnal variation of the mean
height will cause an overestimation of wave amplitude by the factor Io(uzl)
(The error factor F is the result of averaging echoes over all heights),
This overestimation is independent of wavelength and for o = 1/14 km-1 and
By = 4 km, equals about 1,06, But since errors on the order of 50% can be
caused by the F factor (@11 tidal mode), it dominates over errors due to

mean height variations.
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4, METEOR CHARACTERISTICS
4.1 Introduction

The earth is under continuous bombardment by myriads of meteoric parti-
cles. These meteors enter the earth's atmosphere and quickly vaporize,
forming long columns of ionized particles, The columns diffuse rapidly but
during their brief existence can reflect radio signals, hence the phenomena
called meteor scatter; Via such scatter it is possible to study the physics
of meteors and the upper atmosphere as well,

The physical processes involved in the interaction of meteors with the
upper atmosphere have undergone extensive study since 1946. Much of the
work is summarized in a book by McKinley [1961]. The purpose of this section
is to present those characteristics of meteors pertinent to understanding
radar returns from meteor trails. A detailed radar equation will be derived
to permit signal-to-noise calculations.

4,2 Meteoric Particles

The meteors of interest are those particles which completely burn up
due to frictional heating after entering the earth's atmosphere, Smaller
particles, the so-called micrometeorites, settle so slowly through the
atmosphere that no significant ionization results. The larger meteors, which
manifest themselves as fireballs, or meteorites if they reach the earth's
surface, are of little concern because they so rarely occur,

Meteors can be divided into two classes, shower meteors and sporadic
meteors. The'shower meteors are a collection of particles all moving at
the same velocity in rather well-defined orbits or streams around the sun.
Their orbits intersect the earth's orbit at a specific time each year and at
these times meteor showers occur, Sporadic meteors, which are always

present, do not move in well-defined streams but rather seem to move in
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random orbits, Thus, while shower meteors appear to emanate from a specific
point in the sky, the radiant.point of the shower, sporadic meteors have

radiants which appear random.

Table 4.1 summarizes some basic properties of sporadic meteors; the
particles with masses in the range 10"7 to 103 grams are the major sources
of meteor scatter, Note how the number of meteors of a given mass or greater
swept up by the earth each day is inversely proportional to that particular
mass., Also note that mass and electron line density are directly propor-
tional,

A recent paper by Vermiani [1973] presents the most detailed analysis
to date of the physical parameters of faint radio meteors. The results are
based on an analysis of nearly 6000 meteors detected in 1962 from at least
three stations located around Havana, Illinois, under the Harvard Radio
Meteor Project. Each station yielded instantaneous values for meteor veloc-
ity v and trail electron line density g, thus allowing determination of mean
deceleration and a sketch of the ionization curve versus altitude. The lat-
ter allows computation of the original meteor mass m . With the aid of
assumptions, density and ablation coefficient values can also be inferred.

The mean original mass m_ is found to be on the order of 10'4

12.5 -1
m

while the
mean maximum electron line density Apax is near 10 . These values
compare favorably with the results given in Table 4.1. The mea: apparent
velocity v of about 34 km s_1 is rather low and confirms the existence of a
systematic shift in the velocity distribution, depending upon the mass of
the particles (lower velocities with lower mass). The dependence of Tnax

on the basic meteor parameters (velocity, mass, and zenith angle ZR) agrees

well with the single-body theory [Vermiani, 1961]. However, metsors are on



Table 4.1

Order of magnitude estimates of the propertles of sporadic meteors [Sugar, 1964].

Particles pass through

the atmosphere and fall

to the ground

Micro-meteorites (Par-
ticles float down um-
changed by atmospheric
collisions)

Particles removed from
the solar system by
radiation pressure

Magnitude

nunouvtououwm

nnouvTo

Number of this Electron line
mass or greater density (electrons
swept up by the per meter of trail
Radius earth each day length)
8 cm 10 -
4 cm 10§ -
2 cm 104 “18
0.8 cm 105 1017
0.4 cm 106 1016
0.2 cm 107 1015
0.08 cm 108 1014
0.04 cm 109 1013
0.02 cm 1010 1012
80 microns 10 10
. 11 11
40 microns 1012 1010
20 microns 10 : 10
8 microns
4 microns Total for this
2 microns group estlmateg Practically none
0.8 microns as high as 102

0.4 microns

0.2 microns

8¢T
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the average one magnitude brighter than single-body theory predicts and one-
half the predicted duration and length. These results are ascribed to the
common occurrence of fragmentation., The median value of computed densities
is 0.8 g cm-3, pointing out that radio meteors are as fragile in structure
as both ordinary photographic meteors and extremely large ones., Mean values
of basic parameters for shower meteors do not differ significantly from the
corresponding ones of sporadic meteors. This lack of differentiation is
considered proof of the cometary origin of most meteors. Shower meteors
are known to be of cometary origin because common orbits have in many cases
been found.

Although sporadic meteor radiant points are random they are not uni-
formly distributed in the sky. Instead they are concentrated toward the
ecliptic plane, the plane of the earth's orbit, and move in the same direc-
tion around the sun as the earth does [Hawkins, 1956]. Furthermore, the
orbits are not uniformly distributed around the earth's orbit but are con-
centrated so as to produce a maximum influx in July and a minimum in
February. Figure 4.1(a) shows the yearly variation in the space density of
meteors along the earth's orbit.

The influx of sporadic meteors on the earth is modified further by two
additional factors. The first of these, shown in Figure 4.1(b), causes a
regular diurnal variation in the meteor rate. On the morning side of the
earth, meteors are overtaken by the forward motion of the earth as it re-
volves around the sun. On the evening side the only meteors reaching the
earth are those which can overtake it. The result is a maximum influx rate
around 6 AM with a minimum rate near 6 PM local time. Figure 4.2 shows a
typical graph of diurnal variation in echo rates for the University of

I1linois meteor radar while Table 4.2 summarizes least square mean plusi
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Table 4.2

Meteor echo collection rate at Urbana, Illinois,

1 MW peak power, 20 dB min S/N

Date Local time a, ay b; Va12+b12 Collection
Software
Jan.17,18, 1975 CST 228 -25 175 177 METP4
Jan. 31, Feb. 1 CST 231 16 171 172 METP4
Feb.28, March 1  CDT 295 -67 203 214 METP4
March 7,8 CDT 297 -68 188 200 METP4
April 4,5 CDT 284 -61 185 195 METP5
May 27,28 CDT 227 -38 161 165 METP5
July 14,15 CDT 224 44 1647 170 METP5S
July 30,31 CDT 249 161 218 271 METP5
Aug. 21,22 CDT 180 29 126 129 METP5
Sept. 13,14 CDT (200)133 6 65 (98)65 METP6
Oct. 13,14 CDT  (238)158 -29 90 (141)94 METP6
Oct. “14,15 CDT  (226)150 -25 87 (137)91 METP6

Units are echoes per hour

( ) = estimate of equivalent METP5 rate

Fit form to rate is R(t) = a  + alcos(w/IZt) + blsin(n/IZt)
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diurnal fits to echo rate for various runs made during 1975. The effect of
the Delta Aquarid shower in late July is readily seen both in terms of high-
er echo rate and a substantial shift in diurnal phase (all others are spora-
dic runs). The back-to-back October runs demonstrate lack of significant
day-to-day variability in the echo rate. However, a plot, as in Figure 4.3,
of hourly echo rate versus threshold shows that real short term rate varia-
tions do occur, and they do so across our full range of acceptable echo
strengths, Our observed max/min rate ratio is typically on the order of ten
due to the narrow transmitting and receiving antenna beamwidths used. All-
sky systems somewhat smooth the diurnal variation; thus, for exampie, a typ-
ical max/min variation of just six is observed at Adelaide [McAvaney, 1970].

The second factor affecting the rate of incidence of sporadic meteors
is the tilt of the earth's axis relative to the ecliptic plane, This causes
a seasonal variation dependent on observation latitude and may change hourly
rates by a factor of 1.4,

The velocities of meteors approaching the earth are in the range of
11,3 to 72 km s-l. The lower limit is set by the escape velocity of a
particle leaving the earth's gravitational field and is therefore the mini-

mum velocity that a particle falling toward the earth can have. The upper

4

and the escape velocity for a particle leaving the solar system (42 km s_l).

limit is the sum of the velocity of the earth orbiting the sun (30 km s~

The fact that observed meteor velocities hardly ever exceed the upper bound
is proof that most, if not all, meteors are indeed members of the solar
system.
4.3 Meteor Trails

As a meteor enters the earth's atmosphere its heating and ablation be-~

gins. Depending on particle mass and velocity these processes start at
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heights of 100 to 120 km where the air density is large enough to generate
appreciable friction, As the meteor penetrates further, the exponentially
increasing air density leads to an increase in ablation and ionization until
the latter reaches a maximum, on the average near 90 km, At lower altitudes
ionization rapidly falls off as the meteor diminishes in size and finally
disappears altogether. The relatively small thickness of the meteor region,
80 to 120 km, is the result of the rapid change in air density, At 120 km
the mean free path is 5.4 m while at 80 km it is only 3.8 mm based on the
1959 ARDC Model Atmosphere, A theoretical distribution of ionization with

height [Eshleman, 1957] supported experimentally is

9 hmax- 1 hmax- C
Q/qmax = z‘ exp T 1 - -3- €exXp g (4.1)

where ¢ is the ionization electron line density at height z (maximum value

of q_ ., occurs at height hmax)’ and A is the atmospheric scale height.
Eshleman also derived an expression for meteor trail lengths between points
of half maximum ionization:

L, = 2H secZp _ (4.2)

where ZR is the zenith angle of the meteor radiant.

The height distribution of meteor trails varies with velocity, mass,
and radiant of the meteor. The higher velocity particles produce trails at
higher heights, Higher mass particles (same as higher g values) yield lower
maximum ionization heights. Trails with large zenith angles reach their
ionization maximum at greater heights. A typical frequency-height distribu-
tion for the University of Illinois meteor-radar system is shown in Figure
4.4,

The ionization produced by meteors is initially distributed in the form

of a long, thin paraboloid of revolution. The initial trail radius r,
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derived theoretically by Mamning [1958] is 14 ionic mean free paths, reached
typically in less than 1 ms. . However, later photographic and radio measure-
ments [Hawkins and Whipple, 1958 and Greenhow and Hall, 1960b] have suggested
that r  is significantly larger, probably due to fragmentation. The trail
radii measured are in the range 0 to 1.2 m (0,65 m mean) for the photographic
work (high mass and electron line density trails) and 0.55 m to 4.35 m for
the radio work (smaller mass and electron line density trails). The 0,55 m
value was at 81 km where the mean free path is only about 5 mm.

After the trail is formed it expands by diffusion in a relatively slow
manner producing a radial distribution that is approximately Gaussian.
Several models for the radial distribution of electrons have been investi-
gated by Herlofson [1951] and others but the Gaussian model seems physically
the most realistic for decay of the trail, Here the trail is formed at time
t = 0 with initial radius r, = 0 and electron line density g. At time t the

electron volume density at radius r from the original line is described by

2
N(r,t) = -4_7}%? exp <%—5> (4.3)

where D is the ambipolar diffusion coefficient for the ion-electron plasma,
The diffusion process is mainly controlled by the ions; however, since the
plasma has to stay neutral (because otherwise, strong electric fields would
be set up through charge separation), electrons and ions diffuse together.
The diffusion coefficient D is very height-dependent and given by Huxley

[1952] as

7 2 -1

D=5,249 x 107" T/p cm“s (4.4)

which is graphed in Figure 4.5. The numbers there in parentheses refer to
scale height (slope of line) in km., Some sodium trail results are also

plotted as is the regression line found by Greenhow and Neufeld [1955] for
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statistically relating D to echo heignt, This latter matter is discussed in
more detail in Chapter 9. Since temperature is presumed to be approximately
isothermal at meteor heights, (4.4) is dominated by the inverse relationship
between D and p.

4.4 Reflection Properties of Individual Trails

The distribution of energy reflected by a meteor trail is a function of
many variables, The ionization density distribution across and along the
trail, the orientation of the trail, the radio wavelength, the polarization
of the incident wave relative to the trail, motion of the trail either as
part of the process of rformation or due to ionospheric winds, and the
straightness of the trail are all significant [Sugar, 1964]. In discussing
the reflection properties it is convenient to divide the trails into two
classes, underdense trails and overdense trails. Underdense trails are those
wherein the electron density is low enough so that the incident wave passes
through the trail and the trail can be considered as an array of independent
scatterers. Overdense trails are those wherein the electron density is higﬂ
enough to prevent complete penetration of the incident wave and to cause
reflection of waves in the same sense that the ordinary ionospheric reflec-
tions occur, Due to its high sensitivity, predominantly underdense trails
will be processed by the University of Illinois meteor-radar system so the
following discussion is limited to such trails,

Assume that the trail is an infinitely long right-circular cylinder of
electrons whose diameter is very small compared to the wavelength and that
the trail electron density is low enough that the incident wave passes
through the trail without major modification. Cunsider the case of radar-
like reflections with the transmitter and receiver at the same location.

The signal received can be computed by summing the energy backscattered by
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each electron in the trail while taking proper account of the phase relations
of these contributions., The transmission equation can be written in terms

of the scattering cross section 9, in the following way:

P
R
LA L S (4.5)
By 167r2R04 e

where

PT and PR are the transmitted and received power, respectively

GT and GR are the power gains of the transmitting and receiving
antennas relative to an isctropic radiator in free space, respectively

A is the wavelength

Ro is the distance from transmitter to the trail (i.e., to the
specular reflection point)

o, is the scattering cross section of the trail (the scattering cross
section is'defined as the ratio of the power scattered per unit solid
angle to the power incident per unit area).

In the simplest case, for a single electron, PT/PR can be obtained
from field calculations. Applying equation (4.5) to this case and solving
for the electron cross section yields [McKinley, 1961]

o 2 |

o, = Lo (4.6)

€ 16112m2
where M, is the permeability of free space and e¢ is the charge of the elec-
tron of mass m. A similar expression is obtained for the cross section O
of an ion. However, since the ion mass is so much larger than the electron
mass, G, >> 0. Thus only the electrons in the ion-electron plasma that
forms the trail will contribute noticeably to the radar echo, and the trail
can be considered as an electron ensemble. If we assume that our ensemble

is a very thin cylindrical column (zero initial trail radius, instantaneously
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formed) that expands through Gaussian diffusion, the scattering cross sec-

tion may be written as [Fshleman, 1955]

2 32ﬂ2D
o, = (/ROA/Z req> exp |- 2 t (4.7)
where
2 -15 . .
r, = ue /4mm = 2,8178 x 10 m, the classical radius of the

electron, and ¢ is time measured from the formation of the trail in seconds.
The first of the two factors in equation (4.7) represents the scattering
cross section of the initial line distribution of electrons, and the second
factor represents the attenuation with time as the trail expands and de-
structive interference begins.

If the initial radius of the trail is not zero, the extra attenuation
associated with a finite radius may be estimated by assuming that the
initial distribution of electrons is Gaussian. The effect of the finite
initial radius on received power is then equivalent to a shift in the time
scale. Using the relation r = 4Dt and equation (4.7), it can be seen that

2 2

the initial attenuation factor can be written as exp(-87 r, /AZ) where r,

is the initial radius of the trail. Thus we have

2.2 2 2 '
P Glp a1, -8, ~3521°Dt 48
5 = 57— e¥P ) exp \—5— (4.8)
7 321°R A A

In the above relation, since it was assumed that trails were of infinite
length, every trail had a first Fresnel zone and therefore gave a reflection.
In practice, however, this zone may not lie on the trail but rather on an
extension of it. In such a case the sizinal returned from the trail would
be a relatively weak one, Thus a radar can '"see" only a fraction of all the
trails incident on the ionsophere within its range because most trails do

not have the proper orientation for the line of sight to be-perpendicular



152

to the trail (specular reflection). The requirement for proper orientation
can be restated as requiring that the trail be tangent to a sphere centered
at the radar.

The equations developed thus far apply only to instantaneously formed
meteor trails. To account for realistic trail formation we proceed as
follows. Assuming a receiver input resistance T, the peak signal amplitude
dAR from a line element ds of a very thin meteor trail (zero initial trail
radius) in which all electrons scatter independently (underdense case) is

dAR = VZPRri qds sin(2nft - i%ﬁ - B) (4.9)

where
PR = power scattered to receiver by a single electron at range R via
equations (4.5) and (4.6)
sin(2nft) = assumed transmitted signal form
AtR/A = two-way phase delay due to trail range R
B = phase retardation on reflection
Using the geometry shown in Figure 4,6(a) and summing the reflected contri-

butions of all line elements leads to the resultant peak signal amplitude

S
A = Jsl V2P r. q sin(2nft - ﬁg@ - B) ds (4.10)
2

where 8y represents the position along the meteor path where the trail begins
and §, represents the present position cof the meteor. Since the contribu-
tions from the lower limit is negligible, we can approximate equation (4.10)

by integration from -« to s For q relatively constant near point P and

10
using

. 2
R2R +s"/2R 4,11)

one obtains
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81 4ﬂR0 2“62
AR = VZPRI’i q {-m sin(2nft - =5 - —Xﬁ;— - B) ds (4.12)
Defining
. 4WRO
® = 2nft - 3 - B
xz & 432/AR
0
A
k 2 V2P r AR q/2
gives
AR = k(sin® C - cos? S) (4.13)
where

cos(ﬂxz/Z) dx

Q

>
‘-_ﬁ
& ]

2]
>
Sy
1 w
P

sin(nxz/Z) dzx

are the Fresnel integrals., The received power relation is found by averag-

ing over one RF cycle:

32 2
P GTQRA qr,

2 .2
R C7+5
5= 7% ( > > (4.14)
T 327 RO :

If initial trail radius and diffusion effects are included we obtain

32 2 2

Pp_ Grlphar,  (P4g? ~8mA, -32n°Dt

B, " 23 2 ) P\ Xp\——5— (4.15)
T sn’R A A

Since C and S both approach unity as g > =, equation (4.15) reduces to
(4.8) for a fully developed trail, Figure 4.6(b) plots the relative re-

turned power versus meteor position when diffusion is negligible,
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5. GENERAL COLLECTION STATISTICS

5.1 Echo Strength Distribution

Accurate knowledge of the parameters XK and ¢ in equation (2.5) is
essential for prediction of system echo rates when power levels are varied,
thresholds adjusted, antenna gains changed, etc, The value of the exponent ¢
has been previously estimated by many workers. For example, based on
analysis of photographic meteors, Hawkins and Upton [1958] find e = -1.34
for meteors brighter than magnitude +4 (electron line densities in excess of
1.4 x 1014m_1). The most direct means of estimating ¢ for radio meteors is
to compare the echo rates observed with two different levels of transmitter
power or minimum detectable signal level. High power-low power observations
published by McKinley were analyzed by Xaiser [1953] to obtain e¢ = -1.0 % .02
for a radio magnitude range of +9.5 to +10.5. A more recent estimate,
Katser [1961], using Sheffield data suggests a small diurnal variation in ¢
with a mean value of -1.17 for sporadic meteors of magnitude +8 to +11.

Utilizing observations with different minimum detectable signal levels,

Wetss [1961] found ¢ = -1.0 for 1013 ¢ Uax < 1014111"l and e = -1.5 for
Uax > 1015m_1. The meteor-radar results from the high-power transmitter at
Havana, Illinois gave ¢ = -1.01 * .05 over the magnitude range +10 to + 13.

It seems clear that a change on the order of 0.5 occurs in goiné from
the very strong visual meteors to the weak radio echoes. Since our radar
system operates in the magnitude vicinity of +11, the correct value of ¢
should be quite near -1.0. However, such a value represents the ''true' echo
strength distribution. Bias or discrimination on the part of collection
software can cause an 'apparent" exponent difference, and it is this

"apparent' exponent which must be used for estimating echo rates for different

transmitter powers and detection thresholds. To evaluate the "apparent!
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exponent ¢, echoes collected with METP4, METP5, and METP6 software were
grouped in 6 dB steps of peak Yagi video strength. Table 5.1 shows the
groupings and the values of ¢ and log X obtained by least squares fitting.
A unique aspect of this analysis is that the substantial echo rate afforded
by our high transmitter power allows us to utilize a single floor threshold
for echo acceptance, and then effectively vary the minimum 'detectable"
signal level by considering only echoes with strengths above other user
specified levels. Hence we achieve simultaneous looks at echo rate versus
various thresholds and avoid problems which non-stationarity of the echo
rate might cause. Six dB steps are used for convenience because

if ¢ = -1.0, then the cumulative number of echoes should double as the
threshold (voltage) is lowered 6 dB (factor of 2). Our results indicate

that as the collection software becomes more selective about accepting an

echo, the '"apparent" exponent ¢ approaches the ''true' exponent ¢. The reason
we find ¢ significantly different from -1,0 with METP4 and METP5 is because
of the lowest strength bin. Our floor threshold in all cases is 32 dB, and
the noise rejection technique of requiring echo strength to exceed that
threshold for two widely spaced transmit pulses obviously discriminates
against echces in the 32-41 dB range because of diffusion decay. METP6 has
the same noise rejection statements but many additional acceptance criteria
which discriminate against the stronger returns as well (most such returns
saturate the A/D converter at 54 dB during some part of their existence).
The net result of the high end discrimination is to compensate for the low
end discrimination and thus we find ¢ near -1.0.
5.2 Geophysical Noise

Radial wind measurements from individual meteor echoes exhibit

substantial differences, even when only echoes from approximately the same
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University of Illinois meteor radar flux law parameters.

Peak Yagi video in dB

METP4 Software

Cumulatiye echoes

53-up
47-53
41-47

35-41

METP5 Software

53-up
47-53
41-47

35-41

METP6 Software

53-up
47-53
41-47

35-41

3,098
6,309
11,194

17,798

2,068
4,661
8,674

13,594

1,318
3,640
7,204

10,659

e = -0.84 £ ,009

log K = 5.75

e = -0.91 + ,014

log X = 5.77

¢ = -1,01" %+ .,022

log K = 5.86
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time and height are compared. Table 5.2 illustrates the relative independence
of velocity standard deviation from time and height. Also, the velocity
histogram (as in Figure 2.25) is not appreciably changed in shape when the
background wind, consisting of prevailing and harmonic components of 24, 12,
and 8 hour period, is subtracted. Rather than narrowing the histogram width,
background wind subtraction merely translates the histogram to approximately
Gaussian zero mean form. This normality of wind velocity probability density
agrees with the findings of Pokrovskiy et al. [1969]. The most meaningful
measure of the significance of mean winds over short time intervals is thus
the standard deviation of that mean which, for normal populations, is given

by [Baggaley and Wilkinson, 1974]:

“mean © SN (5.1)
where
2 N . 2
g (N:TJS
2 .
5" = sample variance

N number of samples

The velocity deviations responsible for the large observe- 52 values are

the résult of positional differences between the grouped echoes, short
period-short wavelength internal gravity wave activity, turbulence, and wind
shears. The fiist item is a controllable effect, but the latter three are
geophysical in nature and their contributions to Sz will be termed
""geophysical noise'". The contribution of instrumental wind measurement
variance, mainly the result of sky noise contamination of the radar pulses

reflected by meteor trails, is small compared to the observed variance SZ.



Height
span

80-85 km
81-86
82-87
83-88
84-89
85-90
86-91
87-92
88-93
89-94
90-95
91-96
92-97

Table 5.2

Vertical wind structure at Urbana, January 18, 1975,

09:21 hours CST

10:05 hours CST

Number
of echoes

16
24
28
39
44
54
70

wind

-10.16
-6.69
~5.55
-1.20

1.37
~-0.54
-5.50
-8.84

-14.49

~-16.65

-18.86

-20.37

-19.22

Southward
radial

ms

Standard
deviation

24.52 ms™1

21.46
21.25
27.16
23.53
21.95
21.92
22.38
19.90
19.00
19.23
20.33
21.12

Standard

deviation

of mean °

6.13 ms
4,38
4.02
4.35
3.55
2.99
2.62
2.55
2.16
2.09
2.21
2.72
3.18

1

Number
of echoes

Southward

radial
wind

0.21 ms_
-3.75
-2.48
-3.88
-0.81
-2.52
-4.85
-7.91
-9.46

-12.42
-14.68
-15.48
-21.69

1

Standard

deviation

15.72 ms~
18.17
19.02
18.97
21.99
23.18
22.86
23.31
23.12
22.80
21.38
22.43
22.31

1

Standard
deviation
of mean

3.51 ms~
3.71
3.26
2.93
3.14
3.1
2.73
2.54
2.46
2.5%
2.57
3.11
3.83

1

6ST
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Based on groups of 50 echoes each we observe a mean horizontal wind
standard deviation or geophysical noise level of about 30.7 % 0.2 s‘1
(Figure 5.1). This compares well with similar determinations by Baggaley
and Wilkinson [1974], Barnes and Pazniokas [1972], Hook [1970], and Roper
[1966] but is somewhat higher than the mean 25 m s found by Greenhow and
Neufeld [1959]. The importance of the high data rate achieved with the
University of Illinois meteor radar is driven home by an example taken from
Baggaley and Wilkinson [1974]: if the mean population standard deviation
of 31 m s'1 is taken and the mean magnitude of the wind velocity observed
is 30 m s_l, then to obtain the mean wind to within 6 percent at the 95
percent confidence limits would require 280 meteors.

To see if any temporal variations in geophysical noise occur, the data
of Figure 5.1 have been segmented into hourly bins and plotted in Figure 5.2.
When the accuracy of individual standard deviations is considered, typically
t1lm s'l, no significant variations are apparent. Utilizing the maximum
and minimum variances gives an F ratio of 1,36 which is not significant at
the 5% level and thus we accept homogeneity of the variances. The large
increase around 13 hours is the result of very large wind shears present at
that time only on August 21, 22, and is not really normal. The o column for
VM data in Table 5.3 is similar to Figure 5.2, except here results from all
echoes in each 24 hour run have been analyzed on an hourly basis; the F
ratio here is 1.45, also insignificant.

5.3 Diurnal Parameter Variations

The high echo rate of our meteor radar allows us to study not only the
seasonal variation of collection parameters, but the daily changes of such
parameters. We can do so without worry of non-stationarity of the data

because we do not need to utilize superimposed epoch analysis. Table 5.3
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Table 5.3

Average meteor-radar collection statistics versus time of day,
based on eight decay height runs, January-August, 1975.

Time

Sygan . DMAXY

]E:‘Z)local :zhggs EgT ° “mean :7/\:_1 ¢ Omean dB ¢ amean Ynigl [ T nean g o omean Rhg a % mean
] 1 137 89.19 3.87  0.35 12.43 22.63 2.03 45.47 5.83 0.55  2.60 1.59 0.14 137.01 25.50 2.35 0.32 0.18 0.01
1 2 168 89.58 3.99 0.32 6.08 22.49 1.78 45.15 5.74 0.46 2.75 1.57 0.13 137.52 25.87 2.09 0.31 0.17 0.01
2 3 177 89.79 4.10 0.32 -0.33 21.46 1.64 45.59 5.87 0.46  2.68 1.60 0.13 138.93  26.47 2.07 0.32 0.18 0.01
3 14 190 00.02 4,18 0.31 -6.36 22.84 1.70 45,46 5.98 0.45  2.76 1.60 0.12 138.95 26.50 1.99 0.31 0.19 0.01
4 5 166 90.52 3.82  0.30  ~11.75 23.81  1.93 46.00 5.78 0.46  2.64 1.53  0.12 140.92 26.73 2.14 0.30 0.18 0.01
S 6 168 90.77  4.33 0.34 -10.75 24.52  1.93 46.39 5.68 0.45  2.60 1.51 0.12 141.57 27.57 2.17 0.30 0.17 0.01
6 7 169 91.35 3.97 0.31 <6.31 24.85 1.94 46.75 5.54 0.43 2.38 1.47 0.12 144,13 27.55 2.15 0.8 0.19 0.01
7 8 164 91.44 3.86 n.31 -2.59 23.57 1.86 46.72 5.66 0.45  2.58 1.47 0.12 144.60  28.14 2.23 0.30 0.18 0.01
8 9 158 90.74 1.08  0.33 5.29 25.49  2.06 46.23 5.77  0.47  2.61 1.46 0.12 144.29 27.47 2.26 0.31 0,18 0.01
9 10 150 89.99 4.15 0.31 6.86 25.13  1.85 45.74 5.87 0.43  2.63 .53 0.1 141.53 27.45 2.02 0.31 0.18 0.01
0 - 11 161 89.78 4,18 0.34 10.57 25,73 2.08 45,53 5.79 0.47 2.64 1.55 0.13 141.80 28.31 2.3% 0.31 0.18 0.01
1112 149 89.39  4.25 . 0.38 12.66 26.74 2,41 44 9 5.95  0.53 2.77 1.62  0.14 143.15  28.07 2.58 0.28 0.17 0.01
1213 77 8R.74 4.41 0.52 10.49 28.10  3.23 43.93 5.59  0.65  2.92 1.55 - 0.18 144.81  29.13 3.35 0.24 0.15 6.02
13 14 88 88.89  4.00  0.47 4.35 25,70 2.89 44.60 5.94 0.8 2.85 1.69  0.19 140.99  28.60 3.37 0.23  0.15 0.02
14 15 5 88.95 3,82 0.50 2,56 23.35  3.12 44.58 5.83 0.76 2.79 .60  0.21 137.54  25.11  3.24 0.27 0.15 0.02
15 16 56 88.30  4.49  0.63 1.45 24,02 3.3% 43.94 5.62 0.79  2.83 1.55 0.22 135.61  25.40 3.59 0.29  0.16 0.02
16 17 35 88.47  3.89  0.70 -2,38 22.90  4.04 43.66 5.84 1.06  2.97 1.68 0.31 133.49 24,63 4.41 0.29 0.16 0.03
17 18 24 88.39 3.84 0.81 -7.07 21.96  4.69 43.35 5.60 1.17  3.06 1.68 0.35 134.96  24.52 5.06 0.30 0.16 0.03
18 19 22 87.99  4.86  0.93 -4.49 20.93  4.44 43.85 5.71 1.21  2.80 1.58 0.33 130.31 23.36 4.82 0.29  0.16 0.03
19 20 21 R8.14 4.35  0.94 0.05 20.83  4.48 43.38 5.10 1,12 2.84 1,35 0.30 133.80 20.96 4.52 0.32 0.16  0.04
20 21 30 88.20  4.05 0.77 5.50 19.41  3.60 44.79 5.71 1.06  2.68 1.61 0.30 131.49 23.38 4.37 0.31 0.16 0.03
21 22 53 88.49  3.86  0.57 5.97 19.69  2.87 44.22 5.83 0.8  2.81 1.60 0.23 133.38  24.75 3.57 0.33  0.16  0.03
22 23 27 88.74 3.94 0.52 11.45 19.64  2.50 44.32 5.64  0.75  2.78 1.51 n.20 134.38  24.56 3.16 0.33 0.17 0.02
23 24 113 89.19 3.74 0.38 10.98 19.55  2.08 44.70 5.77 0.59 2,78 1.59 0.16 136.03 25,32 2.67 0.34 0.17 0.0z
DHT = height inferred from echo signal strength decay rate

VM = weighted southward radial wind

DMAXY = ?eak Yagi video level in dB (20 logm(A/D value))

VSD = instrumental error (standard deviation of mean)

RB = range at peak Yagi video occurrence

RD = range maximum minus range minimum while the Yagi video level exceeds the detection threshold

£91
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shows the hourly behavior of six parameters in terms of mean value,

standard deviation, and standard deviation of the mean. Results are based
cn averages from eight METP5 type radar runs and the average number of echoes
considered per hour is likewise listed (multiply by eight for total).

Table 5.4 lists the results of harmonic analyses of the hourly variation of
each of the six parameters. In all cases except VM, the diurnal period
dominates. Semidiurnal domination of the winds is to be expected at
midlatitudes (Chapter 6). The diurnal variations of DHT and DMAXY are in
phase and in opposition to that of VSD. RB lags DHT and DMAXY somewhat.

To judge the significance of the harmonic fits we have tabulated the
ratios of strongest harmonic amplitude to mean, second strongest harmonic
amplitude to strongest harmonic amplitude, and weakest harmonic amplitude
to second strongest harmonic amplitude. Also, we have constructed a mean
correlation coefficient matrix (Table 5.5 (a)) and summary of correlation

statistics (Table 5.5 (b)) based on the equation

? 1/0,% g X.Y./q.2 - § X./0.2 § Y./o.2
A i=1 Ya=1 YT ogm P BT
r. A
Xy N ) N s / g , 211/2 ik R W Y v ) , 211/2
izll/% izlxi o5 _\7‘,21}%/% > 'L—X_-ll/ °% {,Zlyi /9; ~<'1l§.1171/°71 )

(5.2)

The strong positive correlations between DIIT, DMAXY, and RB are consistent
with their agreement in diurnal phase. A strong negétive correlation between
DMAXY and VSD agrees with the diurnal opposition in phase of VSD relative to

DHT, DMAXY, and RB. It is with these four variables that the significance of



Parameter

DHT

W

DMAXY

Vsh

RB

RD

Table 5.4

Harmonic fits to hourly mean parameter data, eight radar runs, January-August, 1975,

Mean

89.39 km
(.13)

2.25 ms~
(-67)

44.97 dB
(-17)

2.75 ms~
{.05)

138.37 km
(.74)

.30 km
(.01)

1

1

Dominant Harmonic

Period
()

249

12

24

24

24

Mag

1.36 km
(.03)

9.70 ms~
(.45)

1.34 dB
(.05)

.14 ms”

(.0)

5.70 km
{.44)

.02 km
.0

Phase
(hr)

- .43
(.04)

1 3.71

{.06)

- .04
(.10)
bogra2
(.09)

- 2.25
(.02)

5,43
(.01)

Values in parentheses are error coefficients (one sigma)

Harmonic phase from the form 4 Sin {w[t+%])

Next Strongest Harmonic

Peried

{hr)

8

24

4

6

12,8,6

.8

Mag Phase
(hr)
.27 km 2.80
(.01) (.02)
2.10 ms~! -10.81
(.94) (1.37)
.22 dB 3.04
{.0) (.o1)
.06 ms™h -1.89
(.0) (.05)
1.05 km .82
(1.14)  (1.04)
.01 km 5.66, 1.20
(.0) -2.30
(.01)

Magnitude
Ratio of
Strongest
Harmonics

.07/1.36

2,10/9.70

.22/1.34

.06/.14

1.05/5.70

.01/.02

.20

.22

.16

.43

.18

.50

Magnitude
Ratio of
Weakest
and next to
Strongest
Harmonics
.07/.27 = .26
.36/2.10 = .17
14/.22 = 64
.02/.06 = .33
.62/1.05= .59
indeterminate

Magnitude
Ratio of
Strongest
Harmonic
and Mean

1.36/89.39 =

9.70/2.25

1.34/44.97

.14/2.75

5.70/138.37

.02/.30

.030

.051

.041

.067

591



Table 5.5

(a) Mean correlation coefficient matrix for decay height runs.
(b) Correlation coefficient statistics for decay height runs.

x/y DHT

DHT -——

DMAXY .78
VSD -.28
RB .58
RD -.04

RELATION

DHT-VM
DHT -DMAXY*
DHT-VSD
DHT -RB*
DHT-RD
VM-DMAXY
VM-VSD
VM-RB
VM-RD
DMAXY-VSD*
DMAXY-RB*
DMAXY-RD
VSD-RE
VSD-RD
RB;RD

*Implies mean significant at the 5% level

MEAN

-.28
.78
-, 24
.57
-.10
.22
.06
-.12
.01
-.69
.41
.08
-.12
-.26
-.15

(a)

DMAXY

.79

(b)
MAX

.64
.88
.27
.76
.50
.73
.46
.42
.33
-.15
.78
.64
.32
.04
.45

VSD

.07
-.73

MIN

-.75
.59
-.60
.39
-.84
~-.68
-.61
-.83
-.68
-.88
17
-.67
-.56
-.80
-.72

RD

.05
.01

-.25

NR OF TIMES
SIGNIFICANT
11/16
16/16
8/16
15/16
4/16
11/16
3/16
5/16
2/16
14/16
9/16
5/16
3/16
6/16
7/16

20,745 echoes were considered. Based on 16 data values (x-y and y-x
correlations of each run) to test for significance at 5% requires

|r] > 0.4
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the diurnal harmonic is most certain. Figure 5.3 shows that the variation
is relatively unaffected by season and certainly not related to winds since,
for example, Feb. 28~March 1 and July 14-15 were days dominated by Sz(v)
tides. Instead, the diurnal modulations must be the result of temporal
variations of the meteors themselves. Note that possible variations in DHT
are based on echoes from all heights. Since Table 5.6 shows that true echo
height itself has a substantial diurnal variation, the pattern of DHT in
Figure 5.3 is to be expected.

Weiss [1959] reported a diurnal variation of about 3 km in the heights
of nonshower radio meteors with maximum height near midnight. Since the
3 km value was based on 6 hour averages, it is not surprising that the
peak-to-peak variation of Table 5.6 is appreciably larger. Our time of
maximum, near 6 AM local time, is intimately related to the cause of the
height variation, namely, the diurnal variation in average meteor velocity
(not wind velocity) caused by the earth's rotation (see Section 4.2),
MeKinley [1961], shows normalized distributions of observed radio velocity
based on data from Ottawa and Jodrell Bank. The coincidence of detail may
be somewhat fortuitous but the double hump is not. For stations at middle
latitudes even a theoretically uniform radiant distribution will yield a
double-humped velocity histogram as a result of apex-antapex effects
and the radar response function. Higher mean meteor velocity implies
higher mean echo height and thus Table 5.6 is explained. This is turn
accounts for the DHT variation. The strong correlations between DMAXY, VSD,
and DHT are to be expected because VSD is explicitly related inversely to
echo strength in the collection software and software acceptance criteria
create a bias against weak echoes at high altitudes where echo decay is most

rapid, The diurnal variation of DMAXY is probably the result of software
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Table 5.6

Hourly interferometer echo height,

Oct. 13-18, 1975

Time Span Nr o
{(local hrs) Echo
0 -1 577
1 -2 679
2 -3 721
3 -4 753
4 -5 610
5 -6 596
6 -7 647
7 -8 - 645
8 -9 726
S -10 920
10 -11 753
11 -12 747
12 -13 379
13 -14 393
14 -15 321
15 -16 252
16 -17 177
17 -18 136
18 -19 97
19 -20 106
20 -21 156
21 -22 181
22 -23 246

23

-24

403

superimposed data

f HTI
es (km)

al.
91.
.91
93.
.00
94.
96.
94.
94.

91

93.
92.
91.
88.
.56
89.
90.
89.
89.
88.
.46
90.
90.

89

91

91.
90.

81
26

22

98
26
82
71

90
57
00
52

32
94
13
51
23

90
84

45
34

11,050 echoes

14

11.
13.
11.
12.
.91
10.
.38
11.
13.
.65
15.
.80
12.

12.
14,

.78
13.
13.
10.
13.
10.
11.
10,
11.

91
51
32
09
41
35
77

47
12
26
25

19

74
56

32

21

53

g
mean

0.62
0.53
0.50
0.38
0.53
0.43
0.45
0.42
0.42

0.38
0.48
0.41
0.63
0.50
0.57
0.59
0.88
1.16
0.88
1.49
0.78
(.92

169



170

biases being made more evident by increases in data rate, a situation that,
also being related to thez earth's rotation, will occur in phase with the
height variation. The variation though real is quite small, about 1.4 dB
diurnal amplitude.

If the mean height changes by 8 km through the day and the average
sporadic radiant does not, then a variation of 12.5 km in range will result,
assuming an average elevation angle of 40°. Since the observed variation in
RB is on the order of 20 km and lags height changes by about 2 hours it seems
reasonable to conclude that both mean height variation and variation in
radiant are important in controlling RB changes.

Data from eight stacked Yagi radar runs has been subjected to an
analysis similar to that used on the METP5 radar data. Table 5.7 shows the
hourly behavior of seven parameters. Because October and December 1975 and
January 1976 runs have been suparimposed, the total number of echoes is five
times the listed hourly average. Also to permit partial reflection collection
near noon, some hourly rates are depressed from the potential rate. Table 5.8
summarizes the harmonic analysis and shows again diurnal dominance of
parameter variation, except for radial wind. HTI and log D which are closely
related to DHT, have near zero phase, as does DMAXY. Also VSD is essentially
out of phase with those parameters. All this is in agreement with METPS
findings. Now, however, RNG (essenlially identical to RB) leads mean echo
height rather than lagging it. This is to be expected because of annual
changes in mean radiant position. The METP5 and METP6 data do aot overlap in
time and cover approximately one half year each. The yearly mean diurnal
range perturbation thus is in phase with HTI, log D, DHT, and DMAXY.

The mean correlation coefficient matrix (Table 5.9(a)) and summary of

correlation statistics (Table 5.9(b)) for METP6 runs, show log D, DMAXY, and
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Table 5.7

Average meteor-radar collection statistics versus time of day,
based on eight stacked Yagi runs, September 1975-January 1976

Time Span Nr of HTI A\ DMAXY vsh

fin local hrsy  echaes km 7 “mean log D o mean ms~! 7 “mean  dB e "nean ms~1
LIS 259 91.67 9.46 .61 4.41 .37 L0300 3.40 0 26,69 1,81 44,38 5.89 .40 1.96
1 -2 279 92,32 9.13 .S58 4.45 .37 W02 .51 25.55 1.71 44,26 6.02 .41 2.12
2 -3 297 93.23 9.28 .57 .46 .38 W02 -7.63 27.76 1.87 44,63 5,90 .39 2.01
3«4 321 94.28 8.65 .53 4.52 .38 .02 +10.71 26.82 1.6 45,00 6.06 .38 194
4-5 302 94.58 8.68 .52 4.55 .36 02 16,31 27.25 1.76 45,34 5,05 .38 1.92
5+-6 300 95.74 8.21 .50 4,60 .37 L02 0 -13.23 29.03 1.88  15.86 5.81 .37 1.87
6 -7 312 96.49 7.93 .47 4.61 .36 .02 9,06 29.03 1.90 45,50 5,93 .37 2.0%
7 -8B 314 96.16 8.14 .50 4.57 .37 .02 2,43 28,13 1.92 45,59 .84 .38 1,92
8-9 340 94.94 8.52 - .49 452 L3700 .02 2,44 26.08 1,63 44,95 6,14 .38 2.07
9~ 19 389 93.73 8.70 .40 4.45 W37 02 ~,53 26,62 1.58 44,29 5.0 .31 .04
n- 1 269 92.07 9.32 .88 4.41 .41 .05 -.88 233.49 2.48 43,90 5.81 .58 1.49
- 12 238 91.62 9.03 .76 4,37 .37 .03 .21 29.06 2.63 43.66 3.79 <50 .10
213 159 an.71 9.23 .81 4.34 .39 .04 1,13 26.49 2,60 43.54 6,03 .55 2,10
13 - 14 169 71,26 B,19 .71 4.36 .36 03 2.834 26.81 2.52 43.21 5.87 .53 2,20
14 - 15 137 an.25 B8.9%9 .B6 4.52 .38 .03 B0 22,66 2,21 43.06 SR 4 2.15
15 ~ 16 100 90,34 B.23 .93 4.31 .38 PRiL) -%.26 21.19 2.51 42.92 .51 L66 2.34
16 - 17 69 89.59 8.94 1,22 4.26 .37 .05 -4.31 10,98 3,03 42,88 5.7% .82 2.14
7~ 18 53 89,98 8.84° 1.30 4,25 .38 06 -3.80 25.67 3RO 42,60 6.06 Lo 2,13
18 ~ 19 47 90.5%5 8.73 1.36 4.26 L40 06 1.17  24.50 3.86 42.82 5.60 .89 2.206
19 - 26 59 91.41 10.07 1.34 4.30 .40 i3 4.43 25.70 2.60 42,96 5.09 W82 2.35
-2 86 91.32 R.66 .99 4.29 .40 .05 5.04 22,39 .61 43,19 S.R2 .69 2.0
23 - 22 111 90.84 9.22 .88 1.32 .40 .04 5.82 23.00 2.27 43.34 5.61 .55 2.16
22 - 23 146 91.16 8.53 .71 4.33 .37 .03 5.85 23.18 1.99 43.39 5.78 .49 2.11
3. 24 1oz 91.19 8.%7 .66 4,37 .35 ,03  8.23 26.48 2.06 43.83 5,08 16 2.08
HTI = interferometer echo height

log I} = base ten logarithm of the ambipolar diffusion coefficient in cm2 5_1

WM = weighted southward radial wind

DMAXY = geak Yagi video level in dB (20 log 0(A/D value))

VSD = instrumental error {standard deviation of mean) in estimate o VM

RNG = mean range value ?f all determinations made after the Yagi videa level peaks but before it has dropped

below the detection threshold
EL = mean elevation angle

1.57
1.77
1.63
1.52
1.50
1.44
1.&0
1.606
1.7
1,50
1.4
1.75
1,74
1,81

1.02
1.8
1.52
1.59
1.6%
1.86
1.01
1.64
1.62
1.RQ

<
mean

.18
W43
W12
iy
L1t
W10
W12
L1312
.12
.10

.18

RNG

km
146.02
47,54
146.57
146.63
144,73
146.4G7
146,82
143.51
138.91
136.38

136.22
134.49
132.21

131.68

133.42
1300
13108
126,87
131,37
135,75
136,12
149, 45
142,38
142,47

25.30
24.25
24.62

26,81
23T
21.41
19.95
25,68
IR, 62
25,13
30,80
30,65
31.30

.83

.24
.23
W24
.24
.23
.25

.35
.27

a7

.25
.24
27

.26

bk ba
wos o

.
(5]
(<]

T3
~3

.26
.24

.25

o
mean

TLT



Harmonic fits to hourly mean parameter data, eight stacked Yagi runs,

Parameter

HTI

Nominant Harmonic

Table 5.8

Next Strongest Harmonic

Mean Piﬁégd

92.32 km 24
(-20)
4.40 24
(.01}

-1.24 ms-1 12
(-52)

43.95 dB 24
(-13)
2.09 ms-1 24
(.04)

138.66 km 24
{.55)
0.80r 24
(.01)

Mag Phase
hr)

2.59 km .09
(.07) (.07)
.15 .27
(.0) (.0}
6.67 ms~! 4.57
(.07) (.03)
1.36 dB .54
{.03) {-07)
.15 ms~1-11.28
(.0) {.0M
8.74 km 2.69
(.73) (.31)
.05 -7.64
(-m (-01)

Period
(hr)
12
12

24

12

12

Mag
1.04

.03
(.0}

4.30
(.42)

.23
(.03)

.04
.0

1.48
(.25)

.01
(-0

Phase
(hr)

-3.81
(-13)

-2.82
(.01}

11.21
(.26)

-2.98
(-19)

-.64
(-01)

3.42
(-19)

~4.75
(-on

Magnitude
Ratio of
Strongest
Harmonics

1.04/2.59 =

.03/.15

il

4.30/6.67

n

.23/1.36

.047/.15

"

1.48/8.74

#

.01/.05

H

.64

-169

.267

.169

.20

Hagnitude
Ratio of
Weakest

and next to
Strongest
Harmonics

.03/1.04 = .029

indeterminate
1.16/4.30 = .27
.03/.23 = .13
.02/.04 = .50
-37/1.48 = .25
.01/.01 = 1.0

September 1975-January 1976.

Magnitude

Ratio of

Strongest

Harmonic
and Mean
2.59/92.32
.15/74.4¢0
6.67/-1.24

1.36/43.95

.15/2.09

8.74/138.66 = .063

.05/.80

.028

-034

-5.38

.030

.072

.062

LT



x/y

HT1
Log D

DMAXY
VSD
RNG
EL

HTI

.78 -

-.32 -,

.79

.39
.18 -

RELATION

HTI-Log D*
HTI-VvM
HTI-DMAXY*
HTI-VSD
HTI-RNG
HTI-EL
Log D-VM
Log D-DMAXY*
Log D-VSD
Log D-RNG*
Log D-EL
VM-DMAXY
VM- VYSD
VM-RNG
VM-EL
DMAXY-VSD*
DMAXY -RNG*
DMAXY-EL
VSD-RNG
VSD-EL
RNG-EL*

Log D

.78

44

.90
-.40 -,

43

.60
.34

Table 5.9

MEAN

.78
-.27
.78
-.42
.40
.14
-.38
.88
~.46
.57
-.30
-.35
.23
-.23
.23
-.67
.59
-.18
-.32
1
-.72

(a)

W DMAXY
.27 .77
.52 .87
-.38
.33 -
.26 -.67
.21 .57
.21 -.14

()
MAX

.90
.49
.92
-.09
.69
.52
.18
.94
-.02
.85
-.10
.15
.48
.13
.43
-.44
.83
-.03
.22
41
-.04

*implies mean significant at the 5% level.

Require |rl

each).

> .49 for significance at 5%: x-y and

(a) Correlation coefficient matrix for stacked Yagi runs.
(b) Correlation coefficient statistics for stacked Yagi runs.

V8D RNG EL
-.45
-.50

21

-.68

.41 .10
.54 ~-.26
-.26 .26
.62 -.22
-.33 .14
——- -.82

-.32
.08 -.63

MIN
.52

.61
-.66
-,08
-.46
-.88

.78

.27
-.59
-.74
-.08
-.63

.06

.31
-.62
-.79
-.27

y-x combined (10 pts.

173
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RNG with strong positive correlations. This is analogous to the correlation
of DHT, DMAXY, and RB in the METP5 case; also VSD is again negatively cor-
related to DMAXY. We find HTI correlated with DMAXY and log D as expected,
but the correlation to RNG is not so strong. The negative range-elevation
angle correlation is expected due to the thinness of the meteor zone.
5.4 Annual Parameter Variations

Table 5.10 summarizes average parameter values for 13 periods spanning
one year, from January 1975 to January 1976. Because of the small number
of periods, only a single year's coverage, and changes in collection soft-
ware, results of harmonic analysis would not be very credible. However, we
can note that with the exception of VM, any real annual parameter variation
is no more significant than the diurnal variation always present. We peint
out that the drop in VSD when using METP6 software is the result of more
velocity calculations being available on the average per echo. The fact
that mean echo radiant does indeed control the mean range is clear on the
July 30-31, 1975 run, which was influenced by the Delta Aquarid shower. The
differences between columns 1 and 2 serve as indications of the strength of
each diurnal parameter perturbation. The general trend of southward summer
winds and northward winter winds has been observed at numerpus meteor-radar

installations (see, for example, Clark [1975]).
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Table 5.10
Summary of average parameter values versus time of year.
METP 4
Software
Jan., 17 Feb. 28 March 7
Parameter Jan. 18 March 1 March 8

DHT (km) 90.16 89051  90.21 8966  90.18 8979
Wms™ly -10.96  -6.56 1.10 -.67 0.74  2.26
DMAXY(dB) 45.64  44.90  46.07  45.69  46.22 45,92
vsp(ms™)  2.83 2.92 2.64 2.60 2.54 2.55

RB (km) 139.59 136.84 137.03 135.36 135.94 135.81

RD (km) 0.23 0.23 0.36 0,38 0.48 0,50 .
METP S5
Software
April 4 May 27 July 14 July 30 Aug. 21
Parameter April S May 28 July 15 July 31 Aug. 22

DHT(km)  BS.48 8926 8947 897  89.77  89.33  89.57  89.04 90,10 8964
Wms™l) 1.00 257  3.00  0.86  5.06 5.3 0,97 12.80  7.30  -.08
DMAXY(dB) 44.90  44.62  44.88 44,53  45.20  44.68  45.58  44.92  45.32 44,79
vshms™ Yy  2.65 2,67 2.98 3,02 2.69  2.80 2,64 2,72 2.60  2.65

RB (km) 137.87 136.57 144,21 140.43 142.16 141.88 137.86 137,82 142,73 141.21

RD (km) 0.31 0.31 0.26 0.24 0,29 0.28 0.30 0.27 0.25 0.24
METF 6
Software
Sept. 13 Oct. 13 Dec. 4-6 Jan, 14-16 Jan. 21
Parameter Sept. 14 Oct, 17 12-13 1976 Jan. 23
1 2 1 2 1 1 1
HT1 (km) 92.49 92.53 92,52 91,74 93.68 94,76 92,64

DHT (km} 89.061 89.38

log D 4,46 4,44 4,35 4.28 4,46 4,52 4.50
v (ms ™) 2.34 4,82 -2.82  -1.00 -14.31 -6.12 5.61
DMAXY (dB) 43,78 43,61 44,24 43,88 44,11 45,05 45,07
vsb (ms™ly 2,14 216 232 2,40  2.21 1,89 1.94
RNG (km) 141.00 139.45 142,60 140,75 141.70 140.77 141.35
EL (rad) 0,76 0.76 0.79 0.82 0.76
1 = all data {biased toward times of maximum data rate)
2 = average of 24 hourly means éflelt;ZALﬁl; I)
I Po f&(;lg
R ULy
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6. TIDES IN THE UPPER ATMOSPHERE
6.1 Review of Atmospheric Tidal Theory
An atmospheric tide is defined as a global scale oscillation of the at-
mosphere with a period that is an integral fraction of a lunar or solar day.
The global scale required of a tide rules out sea breeze phenomena, etc. In
classical tidal theory the following approximations are generally used
[Chapman and Lindzen, 1970} (valid to heights of about 100 km):
(1) The motion of the atmosphere can be described by the equations
for a compressible gas, These equations are most conveniently
expressed in spherical coordinates with a frame of reference
rotating with the earth.
(2) The atmosphere is always in local thermodynamic equilibrium,
(3) The atmosphere can be treated as a perfect gas of coustant
composition,
p = pRT
where p is pressure and R is the gas constant.
(4) The atmosphere can be regarded as a geometrically thin fluid
layer of small thickness with respect to the earth's radius a.

(5) The atmosphere is taken to be in hydrostatic equilibrium,

where gravitational acceleration g is assumed constant.

{(6) The earth's ellipticity is ignored.

(7) The earth's surface topography is ignored.

(8) Dissipativs processes such as molecular and turbulent viscosity
and conductivity, ion drag, and infrared radiative transfer

are ignored,



(9)

(10)
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Tidal fields are considered as linearizable perturbations about
some basic state,

Since even linear equations are intractible if the coefficients
are too complicated (in the sense of leading to nonseparable
partial differential equations), it is assumed that the basic
tidal fields are steady (Ib, Pys and P, are independent of

latitude and longitude) and the basic flow is zero.

Utilizing the preceding assumptions and following normal meteorological con-

vention, the following five equations result (Dickinson and Geller [1968]):

where

57 - (2Qsing)v + Gcost T C 0 (6.1)

3 196

v 4 -

3 * (2Qsing)u + iy 0 (6.2)
1 U 1 2 W _ 2

acoss Bx  arosg 55'(UCOS¢) ez W =0 (6.3)

or dr

5t Y (ZE*KT> = I/ (0.4
' (1)

9d ' 00 )

Yl RT = T = 0 (6.5)

u = eastward velocity
v = northward velocity
A = longitude

¢ = latitude

t = Greenwich mean time
K = R/cp

R = gas constant

cp = specific heat at constant pressure
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a = earth's radius

Q = earth's rotation frequency

‘J = rate of solar heating per unit mass

z=1n (p,/p)

p,po = pressure and surface pressure in the undisturbed state
= dz/dt

] 1]
¢ =gh + 3(t) = sum of the tidal potential and perturbation
~ geopotential
- 1 S '
T, T- = mean reference and perturbation temperatures,

Assuming that all perturbations are proportional to exp [{mA + Zvt]

(m = zonal wavenumber, v ='tida1,frequency) and defining u g sin¢ leads to

iv 2§uu » Q= “a) s gﬁ" =0 B 6.7
a_(ﬁgi‘_l_/_z+é-§; I:v(l - )1/2:] +_g%’-,-‘w.= o - (6.8)
| , T’ tw (gz + Kf) =’J/cp ' B S (6.?)

2 R_T‘ B - v it (10

-Solving the equation pair (6.6) and (6.7) forru and v gives

. - R | ) 1/2 ' : [
= 1 1o vm@ : ZQp(l -u ) 99 (6.11)
¥ =732 — 2 72"« u L6
, voo- o)t La(l-u) o oy
S ‘1 (ZQp)qu . v (l-u )1/2 3% (6.12)
T aamlo 2,172 " T a | et

- (‘2911) oL a(@-e)

Substituting (6.11) and (6.12) into (6.8) yields
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(s + (29072 - w) = 0 _ (6.13)

where the operator is defined by

pha (a2 1 inm
o (Gz-uz) R O v

with 5 & v/20.

Combining (6.9) and (6.10) leads to
]
. 0d

iy 2+ (200)% S = kJ (6.14)

where the spherically averaged nondimensional static stability parameter is

Ca A (= dH
55 L _ <|<H + )
(20a) 2 dz
with
ﬁ: RT/Q’

If we expand all dépendent variables and J in (6.13) and,(6.14) in terms of
‘Hough [1898] functions, which are solutions to the eigenvalue problem

VMmN, m

' v,m -
F[X ” ] + v " X ” 0
we obtain
d@‘”’m
s n 2 Lvam _ o vem '
;v i +k(29a) Sw 5 = Kk ” (6.15)
. and . . Cﬁd\):m : : : : . .
. vym "v,m 2 < noo_ v,m) e ' :
~tvy e T+ (200) " \ 7= w2 B ‘Ov ‘, (6.16)
,These'equations can be combined into a differential equation in wvzﬁ:
2.v,m v,m vim vym
dw? aw”? 2Tk 2 o ’
Z "EEfn +,Yv%m wV;m~S _'n 2n e (6.17)
da™ - ' (20a)

To put (6.17).iﬁt¢.the canonical form of a Helmholtz equation we $ub$tituté'
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wv;m - 6(3/2) P

Y\),mKJ\), me—z/z

dy :
n 1 V,m N, M n n
— [—z-«ry;L s] ye" o= > (6.18)
(20a)

Equation (6.18) is known as the "yertical structure equation'", It is homo-
geneous for the gravitationally forced lunar tides but not the thermally
forced solar tides. As a lower boundary cohdition, we assume zero vertical

motion at 3 = 0 (generally taken to be = 1000 mb),  This leads to the first
, o

order differential equation

dyV2™ = | Avg¥s™ ;
_.__.ZZ.?{Z_._. + H - -1'- _Yv"m :"-———r-l—- at 2 = 0 (6.19)
Z DYl 2 n pYsT :
n ¥ n

where "equivalent depth'" is defined as

Vv,m A 2, wv,m
2 (20a) /g v ;
and,Qv{m represents the Hough expansion‘COefficients of ¢(T). For an ‘upper
boundary condition we require decreacvng exponential solutions or waves
which propagate energy outward for z -+ «, The latter excludes solutions of
the form exp[+( }z] while the former dictates a downward phase velocity, i.e.
a solutlon of the form =xp[+%( )z].

Solar heatlng for (6 18) can be modeled by using

aT . : ‘ ,
J = cp 3 $vcpr , | (6.20)
oG e Lot
"~ where" T = z 2~ T (2,9) eznt
a
a=1 n=1
and G = number of atmospheric constituents considered as solar radiation

absorhers

1
+ = local time.
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To make (6.20) tractable we consider each T, separable in z and ¢, i.e.,
v,m - P,m v,m )
Tp o B9) = f ) g, () (6.21)

From tables of the Hough function © developed by Fiattery [1967] and vertical
grid latitudinal distributions of thermal excitation due to water vapor (HZO)

and ozone (03) [Lindzen, 1968] we have the semidiurnal expansion

g 22 2 0,249 02%2 40,0645 0202 « 0.0365 0217 4 | |
O3 2 4 6
29,2 _ 20,2 20,2 29.2
9H25 - 9'0307 0, + 0.00796 0,7 + 0,00447 6,7 + . . .
and the diurnal expansion
'99’1 = 1.6308 621 0.5128 6%t 4+ L,
+ 0.5447 01 - 0.1411 o1 + 0.0723 611 4 . .
Q,1 _ 2,1 Q,1
g = 0-157 03" - 0.055 630 + . .
+ 0,062 O?’lr— 0.016 92’1 + 0.008 eg’l oo

where all g values are in units‘of.K.ahd only symmetric Héugh modes have been
cénsidered. The (2,2) mode clearly receives the bulk of the semidiurnal
solar forcing, but in fhe diurnal casé no single mode is dominant. In the
isotheimal case, S = 0.025, we find the following eigenvalues and vertical
vanelengths (e-folding heights for evanescent modes):

| | Diurnail ‘, ‘ - Semidiurnal

29,2
Y

1 = 11.2209 A~ = 200 km
2 ‘ B

Y= 127,526 _kz_é 26 km
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Q,1 2Q,2

Nyt = 732,333 11 km TS = 41,7604 50 km
}\le - 1820.79 7 km ng’z = 92,1089 31 km
Mol o 71804 1 2 11 km

-2 2

Al - 48558 6 kn

A recent paper by Lindzen and Hong [1974] has extended tidal theory to
allow for the effects of mean zonal winds and meridional temperature gradi-
ents. They find the main result of these effects on the solar semidiurnal
tide is generation of substantial mode coupling between the main semidiurnaly

29’2) and higher order modes, thus enhanging the latter so that they

mode (@2
might'dominate the semidiurnal wind oscillations at meteor heights.
6.2 Tides - Comparisons with Theory and Previous Méteor-Radar Observations
6.2.1 Early observations, It is in the observation of tidal oscilla~-
tions that the meteor radar technique has proven most successful. Actually
it is more precise to say that single-station wind observations yield a set
of harmonics which should be termed '"daily variations'! rather than '"tides",
since the latter are gldbai‘phenomenon. The first observations of daily
“variations via meteor radar were made by Greenhow and Neufeld [1961] at
Jodrell Bank, England (1ét;~53° N) and by Elford [1959] at Adelaide,
" Australia (lat. 35° S};. These observations generally dealt with average
winds over the meteor reéion, i.e;;‘roughly 80-100 kﬁ in éltitude, centered
near 90 km. A dominant semidiurnal tide of 13 m s_l; compare& witﬁ just
5ms ' for the diurhal tide, was found over Jodreli Bank. At Adelaide,
howeVer, the dominant tide was’diurnal at about 20 m 5_1 and the semidiurnal
B amplitude’averaged 10 m s These apparently,¢onf1icting”resu1ts were
shown by Lindéen [1968] to be expiaine& by.the.iatitudinal structure of the

relevant Hough functions and thus the results remained consistent with
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classical tidal theory. Many of these early observations brve been summa-=
rized and compared with classical theory in Chapman and Lindzen [1970].

6.2.2 Seasonal tidal behavior at Adelaide. Some very long series of
records are now available which permit study of the seasonal variations of
the tides. Such long term averages are necessary for meaningful comparisons
between observations and theory because the latter inevitably use seasonally
averaged values for basic states and forcing functions. Probably the most
consistent and continuous data has been collected by Elford [1974] at
Adelaide. This data demonstrates the year to year repeatability of seasonal
amplitude and phase of the semidiurnal tide based on 8 years of measurements,
The phase plots appear to be combinations of nearly constant phase versus
height together with sharp phase reversals, Summer behavior suggests the
presence of a single propagating mode whose wavelength i1s in excess of 100
km (9229’2 dominance) while winter behavior shows a deep node near 82 km
with associated phase jumps, The winter behavior can thus be interpreted in

terms of a standing wave, arising perhaps from substantial reflection of a
dominant upward’propagating mode or superposition of either upwaid propagat-
ing modes forced in differeht‘regions or an upward propagating mode and a
downward propagating mode forced above the meteor regiom. Month- to-month
study of the semidiurnal tide shows rapid changes‘from one phase pattern to
another o¢curvin‘March énd October.

The tidal structure of'fhe 24?hour Wind‘component as a function of
height-éhd season is also discussed by Elford [1974]. Yeariy repeatability :
.Qf béth amplitude and phase patterns is again eﬁidenﬁ. Strongest diurhaly
'wind$;appear in autumn and phase”vgrsﬁs height‘values suggest avprogresSiVe
waverwithﬂvertical wavelength ﬁéar 120"kmﬂ The pﬁase generally does ad-;.

vance with height with maximum rates of change occurring at the lower
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heights. In summer the tide appears evanescent above approximately 87 km,
prompting the suggestion that summer behavior is the result of progressive
and evanescent mode superposition, The latter is suspected of being driven
by local heating above the meteor region, thus explaining its dominance at
higher altitudes.‘_The results for winter and spring are explained in terms
of a combination of standing and progressive waves throughout the meteor
region. Zonal componenté undergo phase shifts of 8-12 hours centered near -
92 km in winter and 90 km in spring. Associated with these phase shifts are
deep nulls in tidal amplitude. However, the meridional winds do not show
such standing wave eVidences, and are instead dominated by progressive
waves. |
6.2.3 Seasonal tidal behavior at Garchy. All-sky observations af‘
Adelaide were made on a monthly basis with 4 to 20 days of continuous opera-
tion, averaging 250 usable echoes per day. :The tidal parameters were ex-
tracted using the least squares method of Groves [1959] with a cuﬁic polyno~
mial for height structure. A substantial improVemént in resolving height
structure has been a¢bcived by the meteor radar at Garchy, France
tSpizzichﬂno et al. 1965]., Here only the zonal wind is probed, though

McAvaney [1970] states that as of April 1970 the meridional component is

"also determined. HoweVer in all the Garchy materlals whlch we dlscuss,

only the‘zonal component is 1nvolved. Individual echoes can be defined in
height to’within + 1 km. The higher useful echo rate (500—1000 echoes-day )
allows one to 1nterp01ate zonal wind values unlformly in time and helght.
Such a matrix can then be Fourier analyzed to extract the tldes and possmbly
even dlStlﬂgUlSh varlous tidal modes which may be present Appllcatlons of
both the Groves ana1y51s and the Garchy ana1y51s to the same set of data

has shown that both yleld tidal amplltude ‘and phase,results which agree,
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within the stated error intervals.
In their first series of experimental results [Spizzichino, 1969],
based on 10 short duration campaigns of 2-3 days each, the phase of the

semidiurnal tide increased linearly with height at less than 4 deg km_1 in

20,2
2

mental mode. However, exceptions were noted: in Feb. 1966, the vertical

20,4
2

March and April of that year the phase did not increase regularly with

general, Such behavior would be explained by dominance of the © funda-

wavelength was only 40 km, corresponding perhaps to © dominance, and in
height, suggesting the presence of several superimposed modes.

These early Garchy experiments of 1965-1966 also confirmed observations
regarding the diurnal tide made even earlier by workers at Jodrell Bank
[Greenhow and Neufeld, 1961] and Adelaide [Elford, 1959], namely that the
amplitude and phase of the diurnal tide vary irregularly from day tb day.
In general the oscillation propagated with downward direcfed phase velocity
and was of short vertical wavelength (20-30 km), agreeing with the hypothe-
i ~sis of Ogil mode dominance. In summer, however, an evanescent character
- was observed with good phase stability.

A second series‘of éxperimenfs, based on six campaigns of 5-10 days
each, was described by Fellous et al. [1974]. Cases of disagreement with
the hypothesis of 922’2 dominance were seen. In Jan, - Feb, 1970 the phase
slope exceeded 15 deg-km."l (vertical waveléngth of ZC km) while in March

% : aﬁd early April 1970 the wavélength‘variéd between 2O and 40 km. Such

] wavelengths porrespond to higher‘order modes and suggest a different physi=’
cal origiﬁ for th§ semidiufna1 tide from January to Aprii. In é few‘Cages |
significantly,non;lineér“phaSé'variations with‘altitﬁde:ﬁérelséen;  For  |

example, iﬁlJan._27929, 1970 a_phase‘rOtation:of';80° was noted'near 88 km,

suggesting a standing waxve pattérﬁ”bf brief lifetime. June 9-11, 1970
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exhibited periodicity in amplitude and phase versus height suggesting a
weaker standing wave system, Lastly, April 21-23, 1970 exhibited an extremum
in phase versus height suggesting superposition ¢f two different modes.

The 1970-1971 long duration experiments confirmed the presence of short
vertical wavelength diurnal tides in March-April and possibly September,
though less clearly: then, ig addition, June-July data confirmed the presence
of evanescent mocdes in summef; Contrary to earlier results though, the tidal
phase was not stable on a day to day basis in summer. In addition, evanes-
cent modes were seen on occasion in winter and in 10-20 percent of the cases
non-linear phase variétion, indicative of mode interactions or reflections,
were noted,

In summarizing their long term observations Fellous et al. [1974]
stress two aspects as most important:

(1)  the finding of tidal behavior unexpected in terms of the hypothe-

sis of prevailing @gil and @2222 modes and (2) identification of the prés—
ence of superposed waves. The anomalous modes item (1) refers to are short

wavelength semidiurnal modes (Ozg’n, n > 4) and evanescent diurnal modes

(@?’—n), both of which are known to be excited in high latitude zones. With

that in mind, it is interesting to note that both winter periods in which

_diurnal and semidiurnal anomalies were present coincided with stratospheric

warmings..  Item (2) refers to two situations. The first is interpreted in

terms of a reflected wave superimposed on the direct wave, both waves of

near equal amplitude (approximately,tgtal reflection). The second is
interprétéd in terms of superposition of two distinct tidal modes since

phase extrema cannot occur as the result of interference between two verti-

cal waves of identical wavelengtﬁ;

The most elaborate studywto date on seasonal behavior of tides in the
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meteor zone was recently published by Fellous et al. [1975]. Their results
are based on averaging 130 days of measurements taken from all seasons over
a 3 year period, They find the semidiurnal tide generally dominated by the
fundamental @39’2 mode, but higher-order modes are prevalent iﬁ winter, and
spring and autumn averages are sufficiently different that a single 'equinoc-
tial" model cannot describe them. Figure 6.1(a) shows the mean tidal be-
havior in comparison with theoretical results of Nunn [1967], who developed
tidal equations including molecular viscosity and thermal conductivity, aéd
Lindzen [Chapman and Lindzen, 1970}, who used classical tidal fheory. Good
agreement for both phase and phase gradient occurs with Lindzen's values,‘
but the observed tidal amplitude is substantially less than predicted by
theory. |

Figure 6.1(b) shows the average winter semidiurnal tidal averages in
comparison with theoretical 939’6 mode behavior after Lindzen and Hong

[1974], who included in their equations realistic models of seasonal dis-

tributions of mean wind'temperature with respect to latitude and height,
20,6 ‘

~and élassical"O2 behavior. In the latter case the tide is given by

oz ej(kz + §)

v(z) = Ae (6.22)

A and ¢ are taken to coincide with experimental results at 90 km'and using

1

a temperature of 180 K, a = 0.095 km ~, k = 12.5 deg-km'l._:Excellent agree-

‘ment in amplitude and phase up to 95 km occurs with thétclassica}fﬁode.,

Because their winter data is based on 35 days of messurements, the Garchy
group points out that the short vertical wavelength character of the semi-
diurnal tide in that,season'is not‘likely ascribable:tohétcasidﬁél~évents

like stratospheric,warmiﬁgs; Rather it seems to be a regular‘phenomenon"

_of the meteor region zonal wind.
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Figure 6.1(c) plots the winter diurnal tide structure at Garchy. The
amplitude is quite weak and essentially independent of altitude, but phase

growth implies an apparent vertical wavelength of 27 km, in good accord with

the 919’1 mode. The absence of amplitude growth with height suggests energy

loss mechanisms are at work.

Figure 6.1(d) shows summer semidiurnal tide averages in comparison with
Lindzen and Hong's [1974] theoretical values. Agreement in amplitude is
reasonable but strong differences occur in phase, as was the case in winter.
The general character of the observations is that of the 039’2 mode, which
has a very long vertical wavelength and can even be evanescent in the
meteor region for temperatures-under 235 K.

Summexr Sl(v) results again exhibit little amplitude variation with
height but now the phase also remains fixed. Both behaviors are correct
for evanescent mode dominance. A least squares fit of amplitude to the

exponential law exp(az) gives o 2 0.03 km‘l, close to that for the theoreti-

-1 mode. It is interesting that computations by Glass [1973] indi-

2,-1
1

cal 91“’
cate that the main diurnal evanescent modes © and @19’“2 are in phase
in summer but out of phase in winter.

In spring Sz(v) was actually weaker than Sl(v) with significant non-
linearities in phase. This suggests the presence of different modes during
the spring tranéitiénal period. The same observation applies to Sl(v) be~
havior as well, In autumn Sz(v) had no regular behavior and thus its ampli-
tude was depressed by averaging andAphase'varied irregularly with height.

‘Table 6.1 lists typical tidal parameters for all four seasons. The
éveraged Sl(v) ié reasonably behaved and quite similar to winter results

(constént amplitude, 23 km vertical wavelength). 1In particular, this table

’ points out the substantial contrast between winter and summer tide structure



Table 6.1

Seasonal tidal behavior at Garchy [Fellous et al., 1975].

Diurnal tide

Amplitude ' Amplitude Phase at Phase Vertical

at S_)(]i) km gfalldier_nf Coeffic_:iLellt | 90 km | gradier_ﬂi wavelength
{ms—1) (ms~* km ) a (km-1) ’ (hr LT) (deg km™) (km)
Winter 4 0 - 0.01 0945 13.5 27
Spring 7 0.4 0.07 1200 7 50
Summer ‘ i 6 0.4 0.03 1130 2 > 100
Autumn s 0 0.01 0830 15.5 23
Yewr il s 0 ©0.03 1100 7.5 50

Semidiurnal tide

Winter ST | 20 2 0.08 0930 10 35
spring | 5 0 | - 0.02 0830 -- -
‘Summer - : 10 - 0.5 ~0.03 0700 1 > 100
Aastam e s o 0.01 0530 0 > 100
Year | 6.5 oS 0.09 0800 2.5 100

*The coefficient o is computed assuming an eprnential law for the amplitude variation
- with height. ‘ :

16T
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for both Sl(v) and Sz(v). Fellous et al. [1975] note that such changes are
the result of more than just differences in atmospheric structure, bgt’ﬁif—
ferences in tidal energy sources too since the various modes seen re&uigé
different physical excitations. JInaccurate models of mean zonal wind and
thermal excitation are suggested as the cause of theoretical discrepancies
‘from the observations.
6.2.4 Day-to-day variations. Meteor-radar tidal observations have
. generaily shown the semidiurnal tide.fo be more stable in both phase and
amplifude than' the diurnal tide [Clark, 1975]. However, day-to-day differ-
ences in both tides, far in excess of system variance, are nonetheless
common, Karimov et al. [1971] discuss the differences between frue monthly
mean tidal parameters and the parameters estimated from time series of one
or several superimposed days. Both tidal components have been noted as par-
ticularly variable during‘equinox. Shifts in semidiurnal tidal phase of
180° in just a single day's time can occur at fixed height [Fellous et al.
1975]. |
‘Comparison of tides simultaneously observed at séparate locations Has
revealed the importance of localyeffeCts [Lysenko et al. 1972; Gsts et al.
1975]. Nonmigrating tidal modes are a possible cause of such local effects
but Wave superpositions seem more likely candidates.b In light of the latter,
Fellous et aZ.'[19751 have perforhed two—diménéibnal Fourier anaiyées on the
winds théy'bbsafved to obfain power spectravin‘terms of frequency and verti-
cal wavenumber. If supérposed waves are préseht,'and the difference between
htheir vefticél wavenumbers exceeds the spectrum resolving power [GZasglet
al. 1972], then the waves can bé identified. In 20‘to 40% of their Spectra,,
mére‘than a singie wave appears to contribute to one or both the 12 an& 24

hour tides.
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Such successes prompted Fellous et al. [1975] to try three tentative

models of superposed waves, each based on the equation

N
V() = e § a e®iF T 0D (6.23)
ia1

where

V(2) = east-west tidal wind

z = height, with origin arbitrarily set to 90 km

a = 1/2H

H = scale height corresponding to assumed isethermaiftemperetu;e*ﬂﬁ
N = number of superposed waves., |

W

The three pafticulér cases treated wereih
(1) k; assumed known for ¥ = 2 or 3, and thus ;ke a%: ¢i could be obtained
“through 1ineer regression
(2) All parameters unknown so nonlinear regression was necessary
(a) o fixed, usuelly 0.07 km"1 (To = 240 K), data from short periods
'(b)’ a-variable; data from entire recording’pefiod ,
(3) . One direct’and reflected wave present, so equation {6.23) could be

written as o
V(Z)‘= o éqzk [;j(kz+8) + pej(‘kZ*Y)] SR , [6;24)

where o, 8, k are the amplitude and phase at the z orlgln and the wave
number of the dlrect wave (taken as upward), ¥ the phase of the reflected
wave and p the refleetlon coefficient, k |

These models are successful in describing semidiurnal,tidel behavior
but not dlurnal t1da1 behavxor, perhaps because of evanescent modes or non-
11near reactlons with other components [Sptzz%chzno, 1969 1970a] This last

’ phenomenon 1f present could also account for the general lack of dlurnal
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tide growth with height in the meteor region, despite phase variation in-
dicative of a propagating tide and no known substantial dissipative pro-
cesses,

6.2.5 Wniversity of Illinois meteor-radar tidal observations. This
section contains ‘tables which summarize the diurnal and semidiurnal tidal
behavior at Urbana'for>1975~1976 meteor-radar observations, - The tables are
referenced by section 6.2.6, but because of their extensive size it was
deémed advisable to organize éhem into a section of their own. In order of
appearance are:

Table 6.2 Diurnal tide amplitude and phase versus height

Table 6.3 Semidiurnal tide amplitude and phase versus height

Table 6.4 Amplitude sheér‘and vertiéai wavelength for ) (v) and
5,) | |

Table 6.5 Mean tidal parameters versus height based on 16 collec-
tion periods, Jan. 1975‘- Jan. 1976

Table 6.6 90 km seasonal tidal statistics for Jan. 1975 - Jan.

e 1976 o |

Table 6.7 All height seasonai tidal gfadient statistics for Jan.
1975 - Jan, 1976.

6.2.6 Discﬁssion'of Universityyof IZZinois Qbservation$.~ Aé with‘the
éarliest obéefvations, ét Urbana we find’meteor’winds déminated/by daily
variations, even when daté aré not,ségregated by heigﬁt.{ Figﬁré'6.2 shows */
”,é typiﬁal'plot of averagé‘meteof winds versus 10051 time. Here each data ‘

point is bésedyonyfiftyﬁechoes_and horiZonfal values are obtained,from.;adial
‘valués multipliedbe /7: The dashed line fepresents the 1eastfsduareS £it
to én aSsumed'Qind consisting of meah,‘24 hour,‘and'lébhour;COmfonents;  in

' this particular case, the diurnal component somewhat overshadows the
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Table 6.2

Diurnal tide amplitude and phase versus height.

Height Jan 17-18, 1975 Feb 28--Mar 1, 1975 Mar 7-8, 1975 . Apr 4-5, 1975

(k) A gl ¢ hr 4 ms-1 ¢ hr 4 ms” ¢ hr Ams-l . ghr
82.5 29.95(1.24) -10.33(.12)  2.87(.35)  9.60(.14) i1.72(.07)  7.51(.29) 17.37(.25) . 3.81(.05)
83.5 21.52 -10.46 2.35 11.42 10.37 6,02 16.57 4.16
84.5 19.76 -10.20 2.88 10,05 . 10,03 5.42 17.48 5.06
85.5 15.38 -9.79 2.72 10.40 8.97 4.74 18,85 5.45
86.5 16.63 - 8.44 3.35 -11.44 11.48 6.48 18.60 5.44
87.5 16.50 - 8.29 5.11 -10.11 10.21 7.13 20.93 6.59
88.5 17.06(.29) - 8.54(.07)  6.89(.21) - 9.83(.12) 11.80(.12)  7.51{.03)  19.40(.04)  6.94(.02)
89.5 16.57 - 8.70 8.90 - 8.95 10.07 7.95 17.60 7.54
90.5 14.98 - 9.17 10.56 - 9.08 9.28 9.16 15.86 8.18
91.5 14.55 - 9.39 10.12 - 8,65 5.89 11.02 " 14.91 8.75
92.5 13.98 . - 9.73 9.69 - 7.94 5.40 -10.61 13.71 9,64
93.5  13.43 - 9,63 9.63 -7.13 . 7.90 . -8.54 1241 10.37
94.5 20.09(1.78) - 9.68(.51)  8.59(,08) - 4.69(.17)  8.78(.50) - 8.04(.22)  7,84(.35) 11.20(.04)
Height ~ May 27-28, 1975 July 14-15, 1975 July 30-31, 1975 Aug © 21-22, 1975

(km) A ms-l énr 4 ms-l ¢ hr 4 msl é hr A ms-l 4 hr
82.5 7.66(.07) -5.91(.13)  1.51(.18) - 1.11(.38) 18.96(1.41) -11.16(.15) 28.12(1.86)  2.60(.25)
83.5 7.31 -3.68 2.99 -1.38 17.50 . -10.79 26.84 2.53
84.5 7.16 -2.86 4.04 0.25 38.21 -10.96 26.67 2,56
85.5 - 7.76 -2.44 2.79 - 1.01 18.43 -10.94 26,29 2.52
86.5 9.51 -1.92 2.40 - .95 101 1049 26,96 2.57
87.5 9.72 -1.35 1.83 -.2.86 18.32 -10.33 26.90 2.62
88.5 10.58(.06) -1.39(.02)  1.77(.08) .- 5.93(.27) = 18.51(,30) - .86(.06) 25.69(.39)  2.54(.06)
89.5 10.36 -1.37 0 3.85 -7.20 . 18.85 - 9.41 24.23 2,36
0.5 - 9.68 -1.02 4.57 - 7.66 19.80 -9.30  22.15 2.03
91.5 768 .4 el 8.8 20059 -89 200 143
92,5 6.98 -.99  6.80 - 9.08 2113 - - 8.52 17.17 .57
93.5 627 - .68 6.11  -.9.55 24.19 l8.62 12.16 - 47
9.5 3.26(.64)  0.39(.48)  6.59(.34) -10.98(.17) 18.14(.79) - 7.57(.21)  8.23(1.78) -1.71(.13)

OR[G
op 5.




Height
(km)

82
83
84
85
86
87

88
89
90
91

92
93
94
95
go_ .
97
98
99
100

102

" Height
(km)
80
82
83
84
85
86
87
88
89
90
91
92
93
94
95
26
97
98"
99
100
101
102

Sept 13-14, 1975

Ams” $ hr
14.28(2.49)  3.35(.69)
18.99 3.51
24,99 3.88
26.66 4.54
30.29 5.58
29.84 6.25
30.12 6.80
30.15 7.72
27.14 '8.43
24.15 9.59
21.21(.40)  10.67(.03)
16.72 . -11.72
13,74 - 9.31
15.07 - 8.02
17.70 -6.81
20.01 - 6.92
20.75 - 6.00
19.41 - 5.46
16.26 -'7.20
17.78 - 5,09
11.80(3,38). = 7.74(1.58)

Dec 4-6, 1975 4

Ams” ¢ hr.’]
©7.98(.82)  9.00(.39)

6.85 9.76

7.66 10.75

8.51 11.89

9.27 -11.69
10.30 -11.14
12.41(.37) =~10.58(.09)
11.45 - 9.86
13.27 - 9.52
13.97 -'9.53
14.06 - 9.78
14.14(.77) - 9.42(.22)

Oct 13-14, 1975

Ams-1

14.27
19,27
19,07
17.12
15.57
12.29
9.88
8.50
8.99
8.64
11.44
16.26
"13.15
12.59
6.97
4,97
5.42
4,78
6.07
4.72

$ hr

8.07
8.54
8.47
8.38
8,52
8.79
9.29
10.03
10,96
11.38
11.47
11,53
11.60
11.83
12.13

©-12.87

14.36
17.11
17.32
19.06

Dec 12-13, 1975

Am sfl

15.33(1.10)
18,70

21.33
22.65
23,74
23,95
22,69(0.46)

18.72

T 17.02

14.74

~15.81(1.59)

12.33(8.02)

$ hr

10,45(0.18)
10.11

10.50
11.42

11.82 .

-11.65

- ~18.98(0,06)

~10.07

- 9.03

- 8,99

~ 8.83(2.67) -

9.40(0.35) -

Table 6.2 (Continued)

Oct 14-15, 1975

Ams-1
12,16
11.65

9.53
7.43
7.77
6.54
6.24
6.97
7.20
7.93
7.64
5.04
5.58
5.19
5.51
1.99
2.99
5.66
7.95
7.73
8.50

Jan 14-16,
Am: s=

5.37(.76)
3.65

2.70
3.80
5.24
5.57
7.77(.42)
7.28

6.74
6.02
7.12

8.27(.63)

$ hr

7.87
7.27
6.83
5.70
5.22
5.21
6.41
7.71
8.57
9.36
9.37
8.86
9.08
9.43
9.99
7.48 °
3.11
1.89
2.50
3.68
5.34

1976

¢ hr
10,40(.02)
-11.89

-11.64

-11.10
11,53
11.56
11.86(.14)
-11.34
-10.42

- 8;75

- 7.55

= 7476(.33)
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Oct 16-%7, 1975

Am s~ $ hr
16.81 8.06
17.46 8.26
17.38 8.90
16.13 9.39
15.66 9.97
15.96 10,25
15.41 10.33
15,54 10,34
16,14 10.46
14,85  10.69
15.69 11.00
11.72 11.32

9,35 11,39
6.42 -11.36
5.47 ~11.40
4.62. -11.44
2.67 -11.14
2.50 - .8.87
2.67 -10.32
2.65 10.12
2.93 11.43

Jan. 21-23, 1976
Am st ¢ hr

10,00(;55) - 5.49(.19)

11.43 5.64 .
10,97 5.95
10.16 5,49
9.47 5.62
8.57 6.72
7.46 8.01
6,48 7.87
4,51 8.96
2.79 8.51
0.83(.12) . 10,38(1.04)
0.44 10.02
1.01 2.43.
3.3 . 4.22
3.91 3,93
5.70 - 4.21
5.50 4,27

5.16(2.14) - 4,16(1,52)

4,77(3.09) 3.91(2.74)

2.27(7.65)  2.14(10,25)
. 1.70(3,97) - 8.32(16.01)



Table 6.3

Semidiurnal tide amplitude and phase versus height.

Height ~ Jan 17.18, 1975 Feb 28--Mar 1, 1975  Mar 7.8, 1975
(km) Ams~ ¢ hr Ams-l é hr Ams” ¢ hr

82.5 6.25(.78) -2.85(.17)  7.48(.83) 1.66(.20)  7.39(.76) 4.01(.06)
83.5 2.77 -3.40 6.39 1.05 8.74 3.62

84.5 2,06 -3.43 8.14 0,50 7.08 3.66

85.5 0.54 -2.67 10,79 0.42 6.95 - 3.43

86.5 7.35 2.99 12,31 0.39 7.12 4.22

87.5 8.47 2,74 13.90 *7 0.34 5.5 3.74
88.5 9.66(.24) 2.61(.08)  16.89(.18) 0.77(.02)  4.09(.16) 3.06(.08)
89.5 12.75 2.56 19.95 1.17 4.46 1.79

90,5 15.24 2.46 20.10 1.60 6,74 1.3

91.5 17.45 2.45 22.08 2,10 8.78 1.38

92.5 18.06 2,43 22.53 2.49 10,55 1.56

93.5 19.53 2,37 23.29 2.95 11,87 1.88

94.5 18.05(1.59) 1.29(.16) 25.89(.33) 3.54(,01) 14.02(.44) 2.53(.06)
Height  May 27-28, 1975 July 14-15, 1975 July 30-11, 1975

(km) Ams” ¢ hr Ams-l ¢ hr Ams” i 4 hr
82,5 . 5.97(.28) 3.59(.03) 12.40(.14)  3.68(.03) 21,52(.57)  4.34(.02)
83.5 s 3.98 12.61 3,42 22,70 . 4.28
84,5 7.02 4.02 12.54 3.45 23.67 4.23
§5.5 6.83. 4.14 12,69 3.48 23.83 4,21
86.5 6.71 3,99 13.85  3.36 22.47 4,22
87.5 9.22 4,02 14.40 354 . 22,95 4.35
8.5 10.55(.04)  3.73(.01) 16.76(.07) 3.83(.0)  22.47(.07) . 4.09(.0)
89.5 10.96 3.56 18.57 3.82 22.41 3.95
90.5 10,74 3.76 21,17 3,86 . 22.52 3,83
91.5 10.83 3.97 22.49 4.01 22.15 3.67
92.5 10.01 4,08 24.30 4.04 23.18 .53
93.5 9,44 4,14 6.8 4.10 .82 3.3
94.5 "9.70(.05) . 4.62(.0) 28.47(:04) - 4.26(.0) 29.09(.69) 3.25(.03)
(}Fglz;lIVli o E
OF POORLQI;AG Els
‘ '431L1Tp§;,

Apr 4-5, 1975

Ams”
7.97(.11)
7.06
8,49
8.07°
7.63

10,83
8.46(.10)
4,95
2.34
0.77
4,16
7.07 -

11,37(.40)

$ hr
5.60(.04)
5,83
5.87
-5,91
. 5.79
5,35
~5.28(.02)
-5.65
-5,32
1.79
1.24
1,23
1,90¢.06)

Aug 21-22, 1975

Ams”

¢ hr

17.29(1.04) 5.63(.12)

16.21
15,05
16.05
16,50

16,91
14.51(.29)
12.25

.22

8.96
6.74

6,29

5.69
5.72
5,98
-5.75

5,72

-5,64(,05)

-5.84
5.97
5.50
5.69

-5.39

8,84 (1.81)-4,97(.46)
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Height Sept 13-14, 1975

(k)

82
83
84
85
85
87
88
89
90
91
92
93
94
9s
96
97
98
99
100
101
102

Height
(km)
80
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97"
98
99
100
101
102

Am s

8.17(.96)
10,20
10.23

9.88

9.25
10.32
12.24
13.07
14,61
14,61
16.05(.64)
19.14
19.79
16.95
14.79
16.16
12.17
12,53
23.55(1.24)
16.57(2.95)
25.17(3.75)

$ hr

4.86(.03)
5.72
5.46
5.94
-5.78
-4,92
-4.72
-4.55
-4.53
-4.36
-4,25(.07)
-4.22
-4.26
-4.15
-4.12
-4.11
-4.21
-4.36
-3.67
-3.33
~3.18(.16)

Dec 4-6, 1975

Ams-1
9.00(1.52)
10.76

11,57
14,00
15.89
17.23
17.35(}31)
19.01
16,83
15.38
15.66 -

15.58(.62)

¢ hr

1.18(.35)
1.45

1.64
2.12
2.44
2f66

2.79(.03)

2,84

2.91
2.93
03.17.

2.93(.05)

Table 6.3 (Continued)

Oct 13-14, 1975

Am s”

10.88
12.56
12.98
13.42
13.30
12.58
11.0
8.78
6.82
5.32
6.21
10.26
10.20
12,67
10.80
13.24
17.66
17.59
17.71
12.31

Dec 12413,
Ams—

6.80(1.96)

8.73

11.50

15.49

13.71

T 12.10

9.50(0.41)
1156
1325
13.07
8.91(1.30)

12,49(7.25)

$ hr

4.44
4.46
4.35
4,32
4,55
4.57
4.52
4.65
5.05
5,06
6,20
7.23
7.31
7.96
8.44
8.83
9.03
9.34
9.40
9.66

1975
¢ hr

2.64(.61)

171
1;20
1,23
1.38
1.79
2.26(0.08)
3.40
3,59
3.49
3,12(0.14)

3,15(0.19)

Oct 14-15, 1975

Am sl

5.64

7.10

9.94
11,67
14,52
16,06
16.38
15,04

14,28
12,14

11.41
13.32
9.81
9,15~
7.81
7.39 .
6.87
6.19
6.56
6.32
7.43

$ hr
1.26

.65

.03

+35

.93
1.18
1.47
1,99
2,31
2,75
3.01
3.28
3.72
4.20
4,88
4,69
4.48
4.18
3.80
4,26
4,76

Jan 14-16, 1976

Am s

17.20(1,01)
20.70

23,41
23,10
20,33
16.55
13.06(.07)
11.15

8.95

7.24

5.62

5.39(.22)

¢ hr

2.52(.10)
2,66

2,88
3.07
3.38
3,95
4~59(.0§)‘
5.04

5.32°

5.36(.14)

Gct 16-17, 1975

Ams- $ hr
8.20 2,19
8.52 2.52
9,18 3.11
9.39 3,50
8.2 3,92
6.59 4,36
5,41 4,74
5.37 5.52
5.54 -5.80
4.31 -5,00
412 -4.52
3,42 -4.,13
1.89 -4.67
1,81 -2.25
2.49 -2,38
3.16 -2.44
3.01 -1.43
6.00 1,07
4,42 ~ +83
4,55 S84
5.13 - .53
Jan 21-23, 1976
Anm s ¢ hr
5.50(.31) ~2.14(.05)
4.85 - -2,06
5.21 -1.18
3.61 - .18
4.31 1.29
5.34 2.09
7.55 2,55
9.48 2.93
11.62 3.05
13.23 3.22 ,
14.11(.34)  3.24(.03)
12,78 3.48
12:12 2 3.54
10.37 3.83
9.28 4.48
10,10 5,05 -
9:21 5,34°
8,99 5.18
6,82(1,13) 4,76(.58)
6.27(4.17) 4.24(.36)

5.10(2.37) . 4,71(1.39)
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Date

“January 17, 18, 1975

February 28, March 1

| March 7, 8

April 4, 5
May 27, 28
July 14,15

“July 30, 31

August 21, 22
September 13, 14

~October 13, 14
- October 14, 15 °

October 16, 17

December~4€6

" December 12, 13
~January 14-16, 1976

January 21-23, 1976

Table 6.4

Amplitude shear and vertical wavelength for S; () and S5 ().

(a) Diurnal Tide , (b) Semidiurnal Tide
 da/dz o | | dA/dz A
hori zontal ms~lkm km horizontal ms™lim km
' ©-1.09 . 470, evanescent _ standing wave
" 1.08 34 2.39 | 59
-0.48 28 0.57 55*
-0.89 40 ‘ standing wave
-0.25 80 0.60 377
0.57 25+ 2.04 180
0.38 85 : 0.26 128*
-2.02 82% -1.32 203
=0,72 27 0.85 78
-0.92 : 48 0.27 36
-0.38 ’ 184* ; -0.38 41
-1.29 105 -0.38 24
0.52 94 0.41 140
-0,37. 92 ; .. 0.14 130
0.27 108, evanescent 82-94 km -1.19 78

-0.69 58 (w shift at 92km) 0.42 31

~ *apparent downward propagation

661



Table 6.5

Mean tidal paraheters versus height based on 16 collection periods, January 1975-January 1976.

. *
L 4 by Qb 15, R L 15,1 <5,
Height ’ : ' 1 horizontal =
km nst nst  omst ms ! mst hr ms” hr- ms hr r r
g 5.7 - -3.3 5.7 -1.9 6.6 8.0 6.0 3.6  ~8.5 8.4 2.9 2.0
- 84 6.6 -2.7 6.5 -1.6 7.2 7.5 6.7 3.5 9.5 . .5.5 2.9 2.2
86 . 5.6 -3.1 7.6  -L.5 6.4 7.9 7.7 C 3.4 10.9 8.6 3.0 2.3
88 4.2 -5.1 - 7.8 -1.6 6.6 c.4 8.0 3.4 11.3 8.6 3.0 2.4
90 1.8 -6.8 8.8 -1.8 7.1 11.0 9.0 3.4 12.7 8.6 2.7 2.3
92 - -1.4 -7.4 . 9.1 -2.1 7.6 12.7 9.4 3.4 13.3 8.6 2.3 2.3
94  =41 6.1 9.1  -3.6 7.3 14.2 9.8 3.7 13.9 8.3 1.8 2.8

aps a, = radial southward cosine component of diurnal, semidiurnal tide, respectively

ﬁbl, b2 = radial southward sine component of diurnal, semidiurnal tide, respectively

rpl' 9 = probable error radius of Sl’ .':"-2 mean values -
>

Fit form for S5, = A'L sin(wi[t+¢£]j, 1.2 1, 2, local time used. Multiply amplitudes by
¥2 to obtain horizonital equivalént '

002

* .
[.Sz = 12 - £5,,apparent time of eastward maximum



Table 6.6

90 km seasonal tidal statistics for January 1975 - January 1976 data.

Season

(a) Diurnal Tide-

WIDJF]
Sp [MAM]
S[JJA]
A[SON]

YEAR

Nr of
uns

5
4

16

A

-

ms

16.9
16.0
21.9
21.0

19.0

(b) Semidiurnal Tide

W

 YEAR

Fit Form ="Asin(m[t4¢]), where A is horizontal southWard .

5

16

20.6

14.1

25,9

14.6

18.8

dA/dz

ms ™ L1km~

-1.0

0.0

¢

12.1(11.9)

13.8(10.2)

'11.0(13.0)

9.6(14.4) ’

11.6(12.4)

2.8(9.2)
0.4(11.6)
4.6(7.4)

5.3(6.7)

3.2(8.8)

|do/da]
deg km

4.2
9.6
6.6
9.8

7.6

5!8

>
<

74
54
127

42

74

- and ¢ is in hours local time, (Parentheses give apparent

time of eastward maximum wind).
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Table 6.7
All height seasonal tidal gradient St&tlSthS for January 1975 -
January 1976 data. \ )

Nr of dA/dz |de/dz]|
Season  runs ps-lkm™l deg km™! A

//
//

(a) Diurnal Tide

W[DJF] 5 -0.3 3.6 164
spMAM] 4 -0.2 7.9 46
S[JJA] 3 -0.5 5.6 V 64
"A[SON] 4 -1.2 4,0 91
YEAR 16  -0.5 5.3 (1,=68 km) 91 (median = 81 km)

(b) Semidiurnal Tide

W 4 0.0 5.4 o 95

Sp 3 1,7 2.2 164

s 3 0.5 2.1  5 170

A 4 0.1 8.0 ‘gf“- | ¥451j?¢,"
YEAR 14 0.6 4.4,(x;;82 km) 119

Fit Form = A51n(w[t+¢]), where 4 is horizontal southward

and ¢ is in hours local tlme
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Figure 6.2 24-hour observation of radial southward winds at Urtana on January 17-18, 1975.
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semidiurnal component. When winds from many radar runs are averaged, how-
ever, we find the semidiurnal component dominant (Tables.5.3 and 5.7). This
is in agreement with the Jodrell Bank findings and Lindzen's classical ex-
planation of the latitudinal structure of tides. Also when data from all
heights are treated together, the semidiurnal component receives additional
ehhancement because of its generally longer vertical wavelength than the
diurnal component.

The general character of the tidal winds we observe is most succinctly
presented in Table 6.5. The semidiurnal parameters |52| horizontal and
L{sz* can be compared directly with the Garchy values plotted in Figure
6.1(a). “Although our vertical span is quite limited because the earliest
radar runs used decay height only, the mean structure we observe is quite

consistent with the hypothesis of 9229’2

mode dominance, The predicted
wavelength of this mode is quite long, 212 km for an isothermal atmsopheré"
of 300 K, and the mode actually becomes evanescent at temperatures below
about 235 K. Our amplitudes are only slightly less than those predicted by
Lindzen [1968] via classical tidal theory and they exhibit approximately
the same growth rate with altitude. - It is interesting to note that beiow
86 km we see a small decrease in apparent time of eastward maximum. This

effect shows up at Garchy below about 83 km and is much more pronounced.

This phase reversal is an indication of destructive interference and may

~account for the depressed amplitude of Sz(v) at the lower altitudes at

- Garchy, as well as the apparent rapid vertical growth rate in Sz(v) éﬁpli-

tude. Since Garchy observes zonal winds, where the prevailing component is

normally a dominant factor, it is possible that the peculiar Sz(v) behavior

_they observe is a result of,background wind effects. Clark [1975] has cited

the importance of such effects and as already noted Lindzen and Hong. [1974]
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have theoretically addressed the problem. They found no unusual behavior

at 44.4° N but at 53.2° N the substantial seasonal phase variation causes
apparent standing wave behavior at 92 km, Garchy is located at 47° N so an
intermediate behavior would be predicted, i.e., the amplitude null would
weaken and rather than show a step of m in phase, the vertical phase slope
would reverse direction. Such behavior does occur in the Garchy structure
of Figure 6,1(a) but there it is much broader in height and present at lower
altitudes. Possibly more accurate knowledge of solar tide excitation and
background winds would imporve the match.

The mean annual diurnal tidal structure observed at Urbana shoWs approx-
imately constant amplitﬁde over 82-94 km and a vertical wavelength of 41 km,
These findings are in reasonable agreement with the latest Garchy results in
Fellous et al. [1975]. The phase gradient is too small to support the hy-

Q,1 . . .
*” mode dominance over the entire region. However, we note

pothesis of @1
that a phase gradient opposite that expected for upward propagating waves

is shown at the bottom of our observed height span. From 86 to 94 km the
phase gradient is 12 deg-km'l,rin good agreemeﬁt with' that piedicted for the
019’1 mode. ‘Rather'than explain the lack of tidal aﬁplitude-g:owth in height
- by non—liﬁear loss mechanisms [Spizaichino, 1969,1970a], it might simply be
the'resﬁlt of two tidal modeé,.one_p:opaggtingg one evanescent, of nearly

~ equal strength at 86 km. If such was the‘CaSe, the diurnal oscillation“"

could beiexpressed as
V(t,z) = a, exp(z/ZH) cos(wt+klz+¢) : : : ‘ (6,25)
+ a, exp(z/ZH-kzz)éosmt
where | | V

Gysdy = amplitude'of mode component 1,2
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H = atmospheric scale height

w = 1/12 rad-hr™t

kl = wavenumber of mode 1 (propagating)
k2 = wavenumber of mode 2 (evanescent)

¢ = phase of mode 1 relative to mode 2 at z = 0 (reference altitude).
For minimum amplitude sensitivity with respect to altitude we solve
2

olvee,a)|? | %", #/E
RY: ' Ty 7

1 ; A
' a22(711— - 27<2)ez('1¥ - Zk,) (6.26)

, 1 1
+ 2aja, [(%-- kz)ez(ﬁ" k2)cos(klz+¢) - Al - kZ)ki sin(k1z+¢)}

In (6.26) ay5ay, and ¢ are free variabies but independeht of z. ‘Thus (6.26)
can be satisfied at only a single altitude, The logical choice is the |
breakpoint height where both modes are of equal sfrength, i.e., a = a, and
2 =‘O. Substitution into (6.26) gives |

(1-k,H) (1+cos$) - (k,H)sing = 0 , , (6.27)
If Olg’-4 and Glg’l are the two modes present, kl = (2n/27) km-l,
k2 =} %-(e-folding height), and ¢ EVO°. If @19’_2 and‘®19’1 are the two modes

-~

present kz 2 1/2H and ¢ = 39°, In the former situation a chénge of just
-~ 7.5% in |V(¢,2)| will occur as z is varied * H about z = 0. In the latter
“situation the change is about 10%. Since the scale height will be on the

order of 6 km, either evanescent mode along with © 2,1 could produce obser-

1
vations as in Table 6.5 and thus our hypothesis is shown to be a potential
eXplanation for the lack of amplitude growth in héightg

Although we have far too few datafruns‘to definitively,characteriie

seasonal‘tidal‘behavior, it is nonetheless informative to segment our data

_into seasons for compérison with the Garchy findings of Table 6.1. Our
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Table 6.6 has five columns whieh can be compared directly, Probably the most
satisfying agreement is between the phase at maiimum columns., The yearly
means for both Sl(v) and Sz(v) are quite close and although seasonal trends
appear somewhat displaced this is hardly surprising with so few TUuns on our
part. 90 km Urbana 31(0) amplitudes are in all cases appreciably larger,
but would be depressed if more data was available due to the short-term
phase variability of Sl(v).‘ No dramatic seasonél changes in Sl(v) ampli-
tudes are found at either Urbana or’Garchy. When Sz(v) is considered, how-
ever, both sites show much larger amplitudes in summer end winter, The
phase variability of Sz(v) during equinox is responsible for this,  Ampli-
tude gradients indicate diurnal tide weakening at both sites. The negative
autumn gradient for Sz(v) is probably misleading, and rather than a reflec-
tion of the true state of affairs it was probably caused by three of the
four runs occurfing over Oct. 13-17, 1975. Thaf period was one of pronounced
tidal Veriability. The long vertical wavelength we see for winter Sl(v) is
also suspect since it is influenced by two anomalous days of evanescent be-
havior. | |

Table 6.7 shows the seasonal behavior of gradient related parameters
based on data over the entire resolved height range. : Such gradients are
piobably more“indicative of true behavior and extreme~extrapolations are
avoided‘in‘finding verticai wavelength. The growth of Sz(v) and decay. of
Sl(v) at all times of the year afe now apparent .as is the 1enger wavelength
of the former.

When our tidai'observationsiere'censidered on an’ individual basis, we
find numerous examples that sﬁpportyfhe‘key findings ofyFeZZods et ai;
[1974]; namely, the existenceyof anomaleus tidal waves and sup’er,posed‘urraves°

Jan. 17-18, 1975 and a large portion of the Jan, 14-16, 1976 data exhibit
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evanescent diurﬁal tidal structure (Table 6.2), October 1975 and Jan, 21-23,
1976 semidiurnal wavelengths are quite short and indicative of 6229’6 domi-
nance (Table 6.3). Standing wave patterns in Sz(v) were evident Jan, 17-18
and April 4-5, 1975 and in Sl(v) wére evident Jan. 21-23, 1976. Aug. 21-22,
1975 exhibited periodicity in Sz(v) amplitude ahd phase indicative of a weak
standing wave system. Sl(v) on Oct, 13-14; 1975 showed similar variation.

We do not necessaﬁily find diurnal and semidiurnal anomalies simultaneously
present, nor do we find the occurrence of the anomalies restricted fo periods
of stratospheric warming,

- The potentially sizeable day-to-day variation of tidal structure is

best illustrated by the amplitude and phase'plots for the five day October

- run, Figures 6,3 through 6.7. In a period of just 24 hours, Sl(v) appears

to develop a backward shift in phase of‘180° near 99 km. This is indica-
tive of é‘dOanard propagating component intefacting with the normal upward"
component, And indeed after 62,5 hours a‘backward'shift_still,is visible,
though at much reducéd,magnitﬁde and néw near 101 km. The énset and height
of the phase éhift éppear félated'to a gradieﬁtvreveréalvin the~prevailing'
&ind. bﬁring the‘SAﬁé time span Sz(v) appears to be’slipping phase over the
1ower‘g1titUdes but,leéding at highér altitudes. Again phase structure ap-
pears relafed to'prévailing winds. ’ |
The extent of the Octqber wind variability can be judged by Table 6.8.

Here>the mean fidél pérametérs for our entiré 967hr‘déta record are assumed
‘"correét" andrthe amplitude and phase sﬁandard deviations for two 48 hr dafa
~records are‘computed, Sl(v) and Sz(v)’amplitude standard deviatiQnS'fdund
in‘this mannei’are of about équai size, buf éince ISZ(U)[ was in;genéralb

‘less than lsl(ﬂ)1; this means‘sz(v) exhibited more amplitude variabilitf;

| “Similarly, in terms of phase dggrees Sz(v) was again more variable. This,
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despite the fact that in winter and summer Sz(v) is generally more stable
than Sl‘(v) .
6.3 The Terdiurnal Tide

Amplitude and phase parameters for an eigﬁt hour tide are often simply
the result of the assumed wind form used in least squares fitting to raw
meteor wind data for extraction of the prevailing, diurnal, and semidiurnal
wind components LMHZZer,’1968b;chhoZefieZd and Alleyne, 1975]. While the
presence of these latter three wind components is well known, we have no
reason a priori to assume an eight hour tide is detectable, even if present,
Including higher harmoniés in our wind model does help us to more accurately
resolve the prevailing, diurnal, and semidiurnal wind components (Section
3.1), but the significance of the higher harmonic parameters is questionable,
Periodogram analyses at Adelaide generally shoﬁ the eight hour component to
be only marginally greater than the rms deviation. However, when monthly
energy spectra for an entire year are averaged a consistent peak at eight
hours appears and growth in intensity versus altitude is also evident. Thus
it is conclﬁded that the terdiurnal oscillation is a real feature of winds
in the metéor region, )

The physical nature of such an oscillation is open to question because
eight.tour_anes‘coﬁld be,internal gravity waves as well as tides;‘_GZass _
[1973] HaS‘shOWn~thét'the.eightvhour component is more stable than-definiﬁe.
grévity wavéé and thus’a tidal nature seems reasonable, But the verticél‘
Wavelength‘at Garchy is typically only 40 km, whereas a directly'excited
terdiurnal mode should theorefically héve a very large vertical wavelehgth.
Alsd the theoretical annual variation withxphaée reversals around the
equinoxes is not seen [Glass and Spizzichino,{19?4].' It is possible’thét

'eight'hour wind components are the result of nonlinear interaction between
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the diurnal and semidiurnal tides [Spizzichino, 1969, 1970a].

The University of Tllinois results generally show linear phase versus
height for the 3 osc-day"l wind component. Furthermore, when the 3 osc-day'l
component is not wave-like 4 or 5 osc;-day"1 wave-like components are pres-
ent. The sole exception was Dec. 4-6, 1975. Such frequencies could be the
result of background wind Doppler shifting of a 3 osc- day wave.

Short period spectra illustrate the general dominance of the 3 osc- day
component and its growth with altitude. The October data confirms the per-
sistence of the eight hour component. The vertical wavelengths given in

‘Table 6.9 are generally short 11ke those observed at Garchy. Table 6.9
also estimates the eight hour wavelength as the result of Sl(v) and Sz(v)
nonlinear interaction. Good agfeement between observed and predicted wave-
length occurs in only three of the ten cases. But since nearly all the wave-
length estimates involve substantial extrapolation, five other cases are in
potential agreement with the nonlinear interaction hypothesis. The case of
Oct. 15-17, 1975 is,particolarly interesting because‘here SS(U) seems to be
composed of two superposed waves, one of extremely long wavelength as theo-
rétically we would expect; and one of roughly 16 km wavelength like nonlinear
interaction would produce. In two other cases, a standing wave pattern ap-
: pears in S (v) and ‘this may also be the result of the presence of both types
of_waves just. mentloned.v It thus seems reasonable to conclude tha* nonllnear
iﬁféraction of Sl(v) apd Sz(v) is generally an important contrlbutor to
S3(U) behavior.

. Solution of the dispersion equation for a frequency of 3 oscfday'—l
 giVes a'horizontai anelength on the’order of 3000 kmifor the vertical wave-
lengths we obser&e. 1f Ss(v) is truly7tidal.inonature, the horizontal wave-

length will be about 10,000 km at midlatitudes. ‘We should be able to
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Terdiurnal tide wavelengths, actual,’ and nonlinear interaction estimate.
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****l'
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resolve winds at points in space separated horizontally by 150 km (* 30°
azimuth spread, 150 km range). A phase difference of about 18 degrees for
SS(U) implies it is an internal gravity wave. Such a difference might be
detectable with our system, whereas the 5 degree difference for a true tide
probably could not be discerned. Nevertheless it is apparent that the true
nature of the oscillation could be tested.
6.4 Space-Quadrature Winds

A three-antenna interferometer configuration became operational in
April, 1976. This configuration allowed us to measure both azimuth and
elevation angles for each echo collected during the April 18-19, 1976 24-
hour meteor-radar run. Consequently, it was possible to estimate both the
meridional and zonal components of the prevailing and tidal winds. Figure
6.8 plots the hourly mean southward and westward horizontal winds averaged
over all heights. The narrow spread in azimuth (0.39r standard deviation)
makes the westward wind estimates typically a factor of 5 less precise than
the northward wind estimates. Nevertheless, the substantial semidiurnal
tidal component in the meridional wind is also clearly evident in the zonal
wind, and it appears delayed by roughly 3 hours as classical tidal theory
predicts for the northern hemisphere (clockwise phase rotation when viewed
from gbove).

Table 6.10 summarizes the vertical structure of the prevaiiing, diurnal,
and semidiurnal winds seen April 18-19, 1976‘in both N~Syénd E-W directions.
A hodograph of the preyéiiing component exhibits a clockwise rotation from
lowest to highest heights. This ié as expected for influence by the

'COriolis fqrce.
The 24-hour component was quiﬁe weak énd, based on N-S results, had a

relatively long vertical wavelength. In the E-W direction, an apparent
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Space quadrature wind components at Urbana.
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58(2.
L05(1.
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33(0.
62 (0.
59(1.
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Prevailing wind versus height

Southward , Westward
-7.24(1.53) 8.58(5.95)
-1.72(1.21) 8.23(4.27)
-4.88(0.86) 6.50(2.98)
~5,62(0.76) 5.09(2.64)
-8.50(0.81) : -12,52(2.80)
-7.28(0.79) o -15.29(3.05)
-7.46(0.86) -15.90(3.07)
-3,18(0.92) -16,62(3.34)
-3.68(1.04) - - 6.23(4.03)
-6.14(1.81) 0.99(9.22)

Diurnal tide amplitude
and phase versus height

Horizontal amplitudés‘in ms‘l, phase in hr, April 18-19;, 1976 data

Southward ' Westward
¢ A ¢
86) 7.73(3.59)
22) 9.17(0.64)
16) 7.58(0.59) 7.83(4.30) 6.13(8.30)
58) 9.13(0.37) 5.56(8.43) 9.73(2.51)
50) 9.29(0.37) 5.45(10.84) -0.93(2.02)
50) 9.79(0.07) 12.45(10.68) -2.00(0.89)
44) 8.93(0.34) 10.50(10,09) -2.51(2.14)
07) 10,87(0.07) 16.98(15.67) ~-1.04(0.63)
27) 10.27(0.04) 8.45(12.31) - ~6,18(11.96)
66) 9.17(1.82) ‘
Semidiurnal tide amplitude
“and phase. versus height
¢ A ¢
17) 0.37(1.56) ‘ o
02) -1.15(0.52) 39.50(35.96) -3.52(0.85)
01) 0.67(0.32) _ 35.00(9.09) -2.03(0.05)
10) 1.64(0.15) o 42,19(2.10) -1.26(0.24)
98) 2.64(0.06) 36.01(9.41) 0.18(0.58)
83) 2.77(0.04) - 49.76(10.84) 0.60(0.57)
05) 2.87(0.04) : 57.09(13.34) 0.94(0.56)
-10)° 3.06(0.05)" - 63.66(18.63) 1.54(0.55)
10) -~ 3,62(0.03) 64.63(26.42) 1.78(0.73)
08) 3.77(0.02) ' ‘
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standing wave was seen at 90 km. Such diverse behavior is perhaps not real,
but rather the result of poor precision in the westward component. Averag-
ing from 86 to 98 km, the southward diurnal phase led the westward phase by
8.9 hours {classical theory predicts a 90° or 6-hour phase advance).

The 12-hour component was of appreciable magnitude and growing with
altitude for both N-S and E-W directions. The westward amplitudes seem uni-
formly high despite the large error bars. This may be indicative of an over-
estimation bias when we estimate E-W winds from data With only a small azi-
muth spread about due north. Averaging from 86 to 98 km, the southward
semidiurnal phase led: the westward phase by 2.22 hours. The N-S estimate
for vertical wavelength is about 45 km, the E-W estimate only 32 km. Both
estimates suggest a high order mode character to the tide, probably (2,4)
or (2,6).

No wave-like behavior at 3 cycles/day was noted in either spatial
direction, but 4 cycles/day gave linear phase variation versus heightifor.
N-S data (50 km vertical wavelength length) and was quite strong in both
southward and westward directions. Power law fits of spectral energy
versus frequency give exponents of -1.14 for N-S data and -1.34 for E—W
data (see Section 7.3.3). These data from 3 cycles/day to 24 cycles/day

have a positiVe correlation coefficient of 0.35.
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7. INTERNAL ACOUSTIC-GRAVITY WAVES IN THE UPPER ATMOSPHERE

7.1 Review of Internal Acoustic-Gravity Wave Theory

The purpose of this section is to present a simple mathematical devel-
opment which leads to the salient features of internal acoustic-gravity
waves. In sound wavés, a continuous exchange of kinetic energy due to wave
motion and potential or stored energy due to compression of the medium oc-
curs,  In the presence of a gravitational field, energy can be stored by
raising fluid mass. If the medium density varies with height, as in the
earth's atmosphere, an eichange of less dense fluid with more dense fluid
can result in energy storage, It is this potentiai energy storage mechanism
which is important iﬁ considering internal acoustic-gravity waves.,  Gravity
waves can only exist in a medium which is stably stratified, so that a fluid
parcel which is displaced vertically from its equilibrium ievel will experi-.
ence a net force tending ﬁo return ‘the parcel to its equilibrium level,

Rayleigh first discussed gravity waves in incompressible media and
Lamb generalized the theory to handle compressible fluids. A classicvpapei
by Hines [1960] showed that the irregular winds observed via meteor trail
photographs could be explained by gravity wave.theory and stimulated sub-
stantial theoretical and observational interest in gravity waves. Many of
the theoretically predicted’features of internél gravity waves have been
verified experimentally (see, for example, Mowbray and Rurity [1967]).

We begin,by’noting the three basic equétions neceéséry'to describe the
dynamics of atmospheric waves; namely, Newton's second law, energy cdnser—’

vation, and mass conservation [Holtonm, 1972]:

->

iﬁ-’-ﬁpg—’-vypf p’2§l><f/)4-j«"> (7-1)

° T
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*d?5 e o2 gg_ (7.2)
T
% * p—v*.v =0 LT T ) | (7'3)

. where

p = mass density

<4
I

air velocity vector with components u, v, w relative to the earth's

rotating reference frame

3'=‘vect6r of acceleration due to gravity

p = pressure

g = vector angular velocity of the earth's rotation

7 = vector of acceleration due to external forces, for example, friction
§E~= total derivative operator, <§?~+ 7-3)

¢ = speed of sound.

Equations (7.1) through (7.3) are based on the "hydrodynamic" approxi-
mation, that is we consider only phenomena on a scale much largér than mole-
cular. Equation (7.2) combines the first law of thermodynamics for adiabatic
motion with the equation of state for an ideal gas, |

To simplify the‘solution of equations (7.1) through (7.3),’we adopt the
following‘six‘assumptions [Georges, 1967]:

1 ‘Time-dependent quantities have magnitudes much smaller than the
corresponding basic state parameters; that is, the}ya;e of "perturbation
mégnitude". This- assumption allows ail dependent‘variables to be represented
by the sum df‘a‘bésic state and a perturbation, :

C)=Co +C (7.4)

where

R S
gt ) & gt ) and ( )<< ( )o’ except that v, = 0.
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Hence it is possible to liné;rize equations (7.1) through (7.3) about the
basic state,
2, All derivatives with respect to y are zero. This reduces the prob-
lem to just two dimensions, X horizontal and z vertical. We then have a
1A LIPS

wind vector V = % 7 + w k.

3. We seek only wavelike solutions, so we assume
' , ‘
P LB Y o4 expli(ut - k@ -k, 2)] (7.5)

where‘
P, R, U, W are new variables introduced for convenience
‘@ykzamcmWRXWwemMMm
w = atmospheric wave radian frequency
A = amplitude constant.
Further, we apply the "ray thedry” WKB approximation by assuming i¥kx%+kzﬁ
is not 'a strong function of either x or z. That is, the properties of the
medium do not change appreciably within a wavelength. 'Thus we hay write

perturbation time and space derivatives as

C)f=dw( ) : (7.6)

ey

<

L) _;(km£+kz£)( ) N )

4, We consider only portions of the atmosphere that are isothermal
32

($T0=Oj and in hydrOStatiC equiiibrium (pog ='——2-§). Furthermore, basic

state quantities vary only with height (po, e, «<exp [-z/ H], H=RTb/g),
),

3‘( )o = THr ' B | , ,' (7.8)

5. The earth's rotation has negligible effect (3§O}n This is reason-

able for wave periods less than-a,few,hOurs or horizontal wavelengths under
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a few hundred kilometers,

6. There are no damping processes (?50) or heat sources (adiabatic
motion).
Applying these assumptions results in four equations, which in matrix

form are written

W 0 -k gH o | [U]
o iw -g-ikng g W ,
) = [0] (7.9)
o -g+yg Tugh -TwygH P
-1k - l--ik o iw R
L X H 2 . AU

where

Y = ep/cv, ratio of specific heats

H = atmosphere scale height,
For a nontrivial solution of this éystem to exist, the determinaht of the
ccefficienf matrix must vanish, This éondition yields the dispersion rela-
tiuﬂ,[Hinés, 1960]
o - WP P ?) ¢ (-1 P+ drge’k = 0 (7.10)
Since we have already assumed an iscthermal basic state and neglected
dissipation, it is reasonable to consider,km,entireiy real.v Two possible

solutions to (7;10) then exist:

1. R@(kz) 0

o«

1/2H

2, Im (kz)

The former is the Lamb wave solution. The latter holds for avpropagating /1
wave and is therefore of the most interest. It illustrates the inteiesting
property of veiocity perturbation amplitude growth with height, since (u,w)'

- =exp(z/2H). This results from the aséumptiohs,of'no dissipation, because
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that implies pyvl = plﬁ'|2 = constant, and pxexp(-z/H). Thus waves unimpor-
tant at low heights will tend to dominate in the upper atmosphere until dis-
sipation becomes important,

Noting the following definitions for buoyancy frequency and acoustic

frequency,

no
ne>

2,2
g - (v-1)g7/e

N
ne>

Yg/2¢

and considering only propagating waves, the dispersion relation can be re-

written as

2
;5-- W (km +kz ) + wg kx - w wa/c =0 (7.11)
where
() =Re().

For an incompressible medium 02 + o gnd (7.11) reduces to

w2 2
w =_§.._'_'__q.;_. > (B<w
L 2. 2 —.B
X -1

for iz real ~ (7.12)

the dispersion relation for pure internal gravity waves. For the pure
acoustic case let g - 0 but keep W, # 0 so stratification remains. (7.11)

becomes
2 2

2.2 2.5 2 > : : :
W w'+e (kx +kz ) > W for kz real - v (7.13)

i)

To more clearly see the separation between the acoustic and internal

' gravity'wave,regimes we note that (7.11) can be written as

zm igz‘ - - |
5+~ =1 ' : ‘ . (7.14)
P By , : S ; |
2 ) e
2% = a

&% (1= fuy/w1™)
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m2 - (w2 _ maZ)/cZ

(7.14) is an equation for a general conic section. The four possible forms

are:
2 2 "
1. 1%, m >0 (w > w, > mB) + ellipse
2, Zz > 0, m2 <0 (< wp < wa) -+ hyperbola
3. ZZ < 0, m2 >0 (wB > wa) -+ hyperbola

4, Zz, mz <0 (wa > @ > wB) + no real solutions

Furthermore, since wg > W, + v > 2 and this islnot consistent with the value
of y = 7/5 for a diatomic atmosphere, we discard solution 3. Figure 7.1(a)
illustrates the important property of internal gravity waves whereiﬁ vertical
components of phase velocity and group velocity arevoppositely directéd.
"Also note that the asymptotic solution of (7.14) for the internal gravity

wave case gives

o, = tan™t ([mB/w]2-1> % (7.15)
where
ea' is’the ""launch angle' with respect‘to ground for‘the bulk of the
energy of nearly puie internal gravity'Waves.
To find the air motions of acoustic-gravity waves we return to the set
of equations in (7.9) and treat W as known. Utilizing the first, third, and

fourth rows we obtain the matrix equation

kxgH o - P ' )
iw -ty 0 Rl = |Q-y/E| W (7.16)
0 dw -k, v o+ ik,

Using Cramer's Rule we can solve for the ratios

YmZké - iwz/H ‘
(7.17)

/W = ——
T - Ygﬁkm W
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Figure 7.1 (a) The relations between the directions of group and phase
propagation for acoustic and internal gravity waves
[Georges, 19671, (b) Typical air-parcel orbits super-
imposed on the propagation diagram [Georges, 1967].
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Hk k_ - igk u
U/R = A - (7.18)
. 3 2 R .
W’ - YgH@h w

W'k, - tw’lgh - [(l-y) /¥H) [ivghk * - iu?)
R/W

w3 - ngkxzw (719
These are the '"polarization relations" developed by Hines [1960]. Since the
denominators of (7.17) through (7.19) are identical we can identify them with
W. Also note that for cz + o, as in the case of pure internal gravity waves,
&k -k - i/2H

- T = / (7'20)

x kx

T

For simplicity we can let IWI = 1, that is, let w = Re(etwt) = cos wt,

where- the small case w refers to the actual physical wind parameter. Thus

- ) % |
_ -kz - v/2H fwt | = —2 coswt + - sinwt (7.21)
u = Re —_——— e - =~
7 K e
X
where
o 1/2m
But since w = cos wt
~ 2 2
2k E% 4+ -
u2 v 2w + —E—:————~ w2 = azlk 2 L (7.22)
k %2 xo |

Furthermore, the dispersion relationship for pure internal gravity waves

shows
R2.d w2
1) _ = 1 i (7.23)
' 2 2 ,
k w ;

. @ ‘ 2 :
Foaw? [ Zoo1) 2 Bweto | o (7.28)
X &L
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For w < up (7.24) is an ellipse. Figure 7.1(c) shows tybé.cal air-parcel
"orbits superimposed on the propagation diagram. We see that internal gravity
waves are Jessentially vertically transverse waves.

A very important result is seen when the effect of mean winds on gravity

waves is analyzed. Retaining the WKB approximation, if we let

> -+ ' 4 A >
V= V() + Ulw,z,t) =V 2+ V k+T

TARE

1 (7.25)
d Voz
and ~ = f/oz = 0 (zero vertical wind)
Equation (7.9) is modified to
F ﬁkngl o -Vox ~ Ty plj
ikxg‘H +g -g —iwd 0 Py
. . 1y = [0] (7.26)
’z,wd ~lYwy 'ﬁ*‘ﬁ o U'g
1 .
B o 0y - F- sz -tkm- _de
where
]
py=p/p,
'
p=r /o,

wy =W - kxvoac = Doppler shifted wave frequency

The dispersidn relation of (7.26) for kx real requires

I’v(k)—l _Voxkx
M Z 9T 2w,

d -
for a propagating wave. However, a problem is obvious if wg * 0 and such a
phenomena can occur at so-called critical levels., Here the wave orbit would

tend to be thin and horizontal and assume the characteristics of the mean -
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flow. Booker and Bretherton [1967] show that propagation through such a
level is possible, but only at the expense of a severe attenuation in wave
momentum flux. Grimshaw [1975] considers the critical layer absorption prob-
lem without resorting to linearization techniques, He finds that large-
amplitude internal gravity waves can cause changes in the mean flow even in
the absence of any initial shear. The changes can introduce shear (and pos-
sibly even a critical level) in magnitudes sufficient to cause absorption or
"self-destruction" of the wave. Numerical studies of such destruction have
also been made by Jones and Houghton [1971] and Breeding [1972].

A more detailed analysis of the influence of background winds on inter-
nal gravity waves is given by Jones [1969], Here the gegmetric optics and
ray tracing approximations are used to describe the behavior of internal
gravity waves in fluids with general spatial and temporal variations in mean
flow. Jones shows that for internal gravity waves of modest scale (vertical
wavelengths‘f_S km, horizontai wavelengths < 50 km), deformational flow in
the mean wind will in general stretch the wavenumber, or equivalently shrink
the wavelength, A cascade of energy toward higher wave numbers results as
in turbulence. Time scales for '"wave shrinking' are on the order of hours
to days depending on the strength of mean flow defbrmations. In meridional
flow, tides are dominant features in the background wind, H“mevef, Jones'
ana1351s indicates that while wave frequency w will be modulated by the tldal
frequencies, the observed or intrinsic wave frequency:wd will essentially be
unchanged. |

The response_of the uppervatmoséhere to acoustic-gravity'wavés.excited:
1by varlous sources is studled by Liu and Klostermeyer [1975] Realiéﬁic
thermospherlc condltlons are modeled by allowing for losses due to viscosity,

thermal conduction, and ion drag and including the effects of vertical
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temperature variations and winds., It is found that the transfer function of
the atmosphere is peaked in wave-number space, indicating strong filtering
effects; and highly dependent on background wind structure,

7.2 Partial Reflections of Internal Gravity Waves

Consider an upward propagating internal gravity wave of the form
A exp(z/2H) exp[i(ut + kz + k )] (7.27)

with radian frequency w, vertical wavenumber kz’ and horizontal wavenumber

ix' Also consider a vertically reflected wave
A exp(z/2H) expli(wt - izz + imx)] Raexp(-zia) (7.28)

where Baexp(—Zia) is the complex reflection coefficient. The observed wave
will be the superposition of (7.27) and (7.28):
V(z,t)]x = A exp(8/2H) expl[i(ut + %xx)l {exp(iizz) +

. (7.29)
RO exp[-i(kzz+2a)]}

Without ioss of generality we can take x to be zero and remove the time
factor by considering the wave envelope versus altitude:

V(z) = A exp(z/2H) {exp(q;zzzz) + Rae@[-f;(z?zmza)]} (7.30)
We desire to express (7.30) in the form

V(2) = {¥(2) | exp[f(k,z+¥)]
Factoring (7.30) we obtain

) 2 - 1/2 ~ ,

|V(2) | = 4 exp(a/2u) (147 “+2R cos2(k a+a)] ) */" (7.31)

Rdsin[2(§2z+a)]

tan "y = — : e (7.3)
‘ 1+ Racos[Z(kzz+d)]




233

Nonlinear curve-fitting can be used to evaluate 4, H, Ra’ ig, and o in (7.31)
from meteor radar data [Revah, 1970].
7.3 Discussion of Short Period Observations
7.3.1 Garchy studies. The most informative meteor-radar studies thus
far made on internal gravity waves have been those of Revgh [1969]. He cal-
culated the zonal wind power spectrum for various obsérvational periods and
identified spectral peaks as potential propagating waves. The wave form
u(£,2) = U(z) sin (2ut/T + ¢(2))
was then fitted to the observed winds for each potential oscillation period
T. 1If a pseudo-linear vertical phase variation was found for ¢(z), then one
could be confident that indeed a propagating wave was present. . Phase slopes
indicative of upward energy propagation were found for nearly all waves.
The amplitude patterns generally appeared to be the result of weak reflec-
tions. On numerous occasions the gravity wave amplitude appeared to grow
more rapidly with height than a reasonable scale height could permit. This
prompted the interpretation by Spizzichino [1969,1970a] that perhaps diurnal
tidal energy was being cascaded into the gravity wave regime. If such were
the case, the resulting gravity waves might be of‘vertical wavelengths
~similar to Sl(v) and in fact that is what Revah observed, This assumes the
?1internal gravity wave vertical wavelengths priof to interaction are large
néelgtive to those of the diurnal tide. A second possibility is that the
waves are generatéd in situ by non-linear effects in the diurnal tide
[Lindzen, 1968]. Thié possibility is enhanced by the fact that all waves
had frequencies close to hérmonics of the diurnal tide and phase cohereﬁcy
périods on the order of two days. |
The hourly rate of only 5-50 uéable echdes at Garchy preciudes~detec-

tion of gravity waves. with periods under about 2 hours. And in fact, even .
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for the longest periods of eight hours, the detection and characterization
‘of the waves is highly statistical in nature.

7.3.2 Jicamarca studies. Rastogi and Bowhill [1976] utilized the
incoherent scatter facility at Jicamarca, Peru to probe for gravity waves
in the equatorial mesosphere, Much smaller spatial volumes could be probed
than with our meteor-radar facility and a time resolution of one minute was
attained., For frequencies less than the Brunt-Vaisala frequency fé, the
spectra are comprised of

(1) a secular change with a period v 1 hr dominant in some cases, weak
in others

(2) a Gaussian peak centered at zero frequency with half power width
roughly 7 osc-hr~!

(3) a third component, centered at 5-6 osc-hr"1 at 80 km and 3-4 osc-
nrt at 70 km, predominant in the vertical and meridional directions.

On March 25, 1972 a well-defined acoustic-gravity wave packet was ob-
served for one half hour beginning at 1200 hr. This accounts for the dis-
tinct spectral peak at frequencies above the acoustic cutoff frequency f&.
The spectral trough between f& and fB is as predicted by linear gravity '
wave theory. '

Using the theoretical dispersion and polarization relations for atmo-
spheric gravity waves, ‘it is shown that the waves comprising spé?fral com-
ponent’(S) are vertically evanescent and have horizontal wavelengths of
200-300 km at periods near 15 minutes, Height variation of the frequency
at which the power spectrum peaks is explained in terms of Doppler shifts
caused by the background wind vgrtical shear.  Gravity wave propagation
épposite to the zonal flow, i.e., from wést to east, is necessary to support

that explanation.
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7.3.3 Urbana studies. Table 7.1‘tabu1ates vertical phase and ampli-
tude structure of typical potential gravity waves observed by the University
of Illinois meteor-radar system. Even though our echo rate is typically
four to five times that of Garchy, we only consider periods down to 1 hour
credible in our analysis of 24 hour data records. This is in part due to
the appreciable diurnal fluctuation in echo rate we experience and in part
due to the large corréction féctors needed to compensate for the low pass
filter action of our two-dimensional wind interpolation (Section 3.1) as the
period decreases. Our observations confirm the weak reflection evidence
reported by Revah [1969]. 1In fact, on several occasions reflection seems to
be strong enough to cause a full 180° phase shift at certain altitudes.
Contrary to the French results we do not find evidence of excessive growth
of wave amplitude with height. Wheﬁ our amplitude data is fitted to equation
(7.31) scale heights tod large rather than too small seem to predominate
(Table 7.2). Actually a curve fit to the form in equation (1) in Fellous
et al. [1975] would be more proper, because by ignoring our phase data,
ﬁisleadingly short vertical wévelengths can result, Comparé the estimated
Vértical wavelengths of Table 7.2, obtained through the use of amplitude
~data only, with those in Table 7.3, obtained by a straight-line fit to ¢(z).
When: the waves noted in Revah [1969] are classified into the categories of
gréwth, constant, and decéy versus altitude, 31 out of 55 are seen to ex~
hibit clear growth. In our case 25 éut of 63 exhibif clear growth, How-
ever; as Section 6.4 notes, thé 8 hour oscillations are probably manifesta-
tions of the terdiurnal tide rather than true gravity waves, aﬁd thus only ;
about a third of our gravity waves exhibit growth in amplitude through the
meteor zone. Sﬁdh'behavior is in line with thé theoretical results of

Thomson [1976]9 who showed that randomness in the wind leads to a dissipation
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km
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83
84
85
86
87
- 88
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90
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94
95
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97
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99

100

3 ¢j/d
A $
5.34 . —63.31
4.39 - -48.62
4.51 -53.53
5.97  -60.92-
6.04  -58.02
6.13  -55.11
5.80  -46.96
5,50 -36.80
5.13 * -17.55
5,027 - 7.44
6.09 8.11
7.04 20.19
6.72 16.98
7.62  13.19
.68  8.15
10.43 3.95
13.78 3.96
1478 4.93
13.59 3.12
10.74 11.93

Table 7.1

Sample short period wave amplitude and phase height structure.

(a) -Octobex 13-14, 1975

7 c/d

25.68
30.75
53.01
70.81
87.40
90.00
100.87
86.01
76,92
89.70

135.16

158.50:
-142.03
-133.95

- 57.54

12 ¢/d
A ¢
1.18  147.01
1.50 ' 153.06
1.94° - 160.00
1.98  =178.22
1.31 -151.28
1.01 -155.25
.67 4157.06
.83 - 82,14
1,55 - 74.52
1.86. .- 20.22
2.52 3.29
3.66.  19.95
2,94 18.54
1.3§ 53.78
41 easi
2,82 164.75
1.13 -143.01

13 c/d

A $

1.05 - "2.52
1.10 32,16
1.30 - 49.61
2,05  71.85
1.86 92.87
1.78° 1 76.33
1.27 68,61
1.36  83.37
2,33 94,52
2.81 121.04
2.78 - 134.73
2,56 143.55
2.76 125.12
2.56 93.57
2.69 87.56
1.36. . 95.80

17 c/d

A
.62 1i5.18
.85 171.65
.80 -145.28
1.08 -123.74
1.00 - 66.66
1.25 - 26.35
1.55 - 3.85
.78 - 4,91
.96 53.27
1.22 68.04
1.32 - 59.39
1.72 = 58.36
2.68  52.27
3.28 . 64.01
3.34.  67.83
3,27 84.83
1.82 . 85.99

Height

km

83
84
85
86.
87

88

89

90
91

92

94
95
96

97
98

99
100
101
102

(b) January 21-23, 1976 parfial listing

3 ¢c/d

A $

118.76

136.47
133.76

139.13
143.43
167.36

176.58

130.76

4 c/d
A ¢
2,67 -87.43
5.43 -72.44
6.08 -69.45
6.46 -74.79
5.62 -75.87
4,35  -61.54
4,43 -51.91
5.02 -21.39
5.11 0.53
5,15 17;77
4.42  38.89
4.73 - 46.86

6 c/d

2.65

2.20

3.03
2.98

4.44
3.88

2.62

$

-42.41
-60.61
-32.41

S51.26

75.21
105.35
122.79
141.68

131.51

3.99
3.56

2.76

2.81

2.74
3.04

3.01

2i73
3.40
3.17
3.69
2.84
2.84
3.98
4.84
5.73
4.78

3.7L

7 c/d

-45,31
-35.42
2.58
24,92
55,54
76.56
78.73
66.34
52.90
50.86
49.34
44.98
28.07
42,94
55.04
85.32
87.84
97.72
107.60
110.40
106.12

9¢¢
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Table 7.2

Least square curve fit parameters for partially
reflected internal gravity waves.

” A= 2m/k
:i li Ra kz :i 2 W/Kz
Jan., 17, 18
5 ¢/d 6.72 v 0,43 0.27 0.97 23.27 knm
17 ¢/d 2.06 v 0,40 0.21 0.68 29.72
Feb. 28, March 1
10 c/d 1.76 8.24 0.45  0.28 -0.12 22.44
12 ¢/d 1.15 17.19 0.66  0.33 0.17 19.04
March 7, 8
3 c/d 1.44 6.39 0.35 0.34  -0.79 18.48
April 4, 5
3 c/d 1.91 v o 0,54 0.32 1.05 19.63
7 c/d 1.77 13.28  0.28  0.47 0.37 13.37
May 27, 28
3 ¢/d , 0.96 4,09  0.24  0.55 1.05 11.42
July 14, 15
5 c/d 2.07 Ve 0,26 0 0.65 1.66 9.67
7 ¢/d , 1.99 v 0,69 0.33 0 3.64 19.04
10 ¢/d. - 2.45 ve 0,46 0.61  -0.34 10.30
July 30, 31
3 ¢/d 6.86 Ve 0,28 0 0.22 1.87 28.56
5 ¢/d 4,24 28.88 0.37  0.35 -0.43 17.95
12 ¢c/d 1.86 ve 0,39 0.41 . 3,89 15.32
18 c/d 0.77  20.46  0.32  0.64 1.98 9.82
Aug.. 21, 22
3¢/d . 9.40 v 0.25  0.49  -1.0 12.82
0.32  0.44 0.38 14.28

13 c/d 1.64 N



Table 7.3

Wavenumbers and vertical and horizontal wavelengths
of short period waves observed at Urbana.

SW -+ standing wave present

For 3 c/day components, Ax = 107 m if wave is ter-diurnal tide

2004

Date Freq(c/day) k (kn ™) A, (km) A, (km)
1, 1-17,18-75 5 0.124 50.9 2520
2. 17 0.166 37.9 599
3. 2-28/3-1 4 SW 0.136 46.3 2956
4, 7 unseparable superposition
S. 10 0.256 24.6 707
6, 12 SW
7..3-7,8 3 0.377 16.7 1647
8. 20 0.243 25.9 370
9. 4-4,5 3 SW 0.476 13.2 1317
10. 7 0.432 14,6 620
11, 5-27,28 3 0.141 44,6 3842
12. 12 SW
13. 7-14,15 5 0.386 16.3 966
14, 7 0.443 14.2 605
15. 10 0.272 23.1 669
16..7-30,31 3 0.171 36.8 3319
17. 5 0.170 37.0 2000 .
18, 7 SW 0.348 18.0 761
19. 12 0.332 18.9 464
20. 15 evanescent }
21, 18 0,181 34.7 528
22, 8-21,22 3 0.084 74.6 5256
23, 13 0.152 41.4 838
24, 15 evanescent
25. 18 SW. unseparable superposition
26. 21 SW
27. 9-13,14 3 0.174 36.1 3273
28, 13 evanescent
29. 14 0,241 26.0 532
30, 19.SW 0.203 31.0 455
31, 10-13,14 3 0.080 78.5 5377
32. 7 0.293 21.4 893
33. 12 : 0.414 15.2 376
34, 13 0,096 65.4 1132
35. 17 0.330 19.1 329
36. 10-14,15 3 0.203 31.0 2883
37. 6 SW 0.375 16.7 828
38 10 0.384 16.3 485
39.+10-16,17 . - 3 evanescent
40. 4 0,272 23.1 1673
41, 5 0.403 15.6 927
42, 6 evanescent
A3, 9 0,417 15.1 499
44. 13 0,238 26.4 580
45, 17 0.249 25.2 426
46, 12-4,6 16 0.200 31.4 547
47. 18 evanescent
48. 19 0.104 60.5 740
49, 1-14,16-76 . 3 SW 0.147 42.7 3726
50. 4 evanescent ) .
51, S evanescent}interaction
52, 6 evanescent
53, -+ 11 evanescent
54 17 0.131 47.9 713
85. 19 0.235 26.7 401
S6. 20 0.392 16.0 . 238
57. 1-21,23 3 0.127 49.3}interaccion 4134
58. . 4 0.232 28.3,
59. 5 0,086 72,9 3118
60. 6 0.485 13, 0)interaction 647
6l 7 0.095 66.1 2115
62, 8 0.192 32.7 1133
3 0.201 31.3 670

kx(km)
.249 E-2
.105 E-1
.213 BE-2
.889 E-2
.381 E-2
.17 “E-1
.477 B-2
101 E-1
.164 E-2
.65 E-2
.104 E-1
939 E-2
.189 E-2
. 314 E-2
.825 E-2
.135 E-i
. 119 E-1
.12 E-2
.75 E-2
.192 E-2
.118 E-1
138 E-1
117 E-2
.703 B-2
.167 E-1
.555 E-2
, 191 E-1
.218 E-2
.759 E-2
.129 E-1
. 376 E-2
.667 E-2
.126 E-1
.108 E-1
.148 E-1
.115 E~1
.849 E-2
.169 E-2
.881 E-2
157 E-1
264 E-1
L1582 E-2
314 E-2
L2020 E-2
972 E-2
L297 E-2
555 B-2
.937 k-2
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of wave energy such that the normal upward amplification of waves can be
significantly reduced. Table 7.4 tabulates hiétograms for the vertical
wavelengths and frequencies of thevéhort period waves seen at Urbana and
Garchy, At Urbana, we find relatively more long wavelengths and fewer shor:
10-20 km wavelengths. The drop in number of higher frequency waves at
Garchy probably stems from inability to resolve them with their lower echo
rates.

The gravity wave vertical wavelengths we observe do not necessarily
approximate the vertical wavelength of Sl(v). For example, Sl(v) was
evanescent on Jan. 17, 18 1975 yet the very pronounced 5 osc:-day-l oscilla~-
‘tion had only about a 25 km wavelength. Conversely, on July 30, 31 1975
Sl(v) had about an 80 km wavelength and the 15 osc:--d.':x.y-1 oscillation appear-
ed evanescent. Also the waves can disappear in less than twelve hours.
Figure 7.2 shows that an oscillation of extreme amplitude was present be-
ginning at 9 AM on Jan. 21, 1976. The low data rate obscures the wave
~during the afternoon and early evening, but throughout the early morning of
Jan. 22 it is the 1arges£ feature seen. Yet twelve hours later there is
Scarcely a hint of such a wave; instead, the normal Sz(v) variation is seen.
We seem to have observed then, on a much larger time scale, a wave packet,
like that mentioned in Section 7.3.2. It iskinteresting to note that the
temporal behavior of the wave in Figure 7.2 seems to indicate a Doppler
shifting toward zero‘frequehcy (the initial period of about 3’hrs has in}
creased to almost 5 hrs fér the last visible cycle). Table 7.1, which
avoidé‘the potenfialiy misleading procedure‘of‘averaging winds at all
heights, also shows an apparent Doppler shifting between energy at 3 and 4
_os’.c-damy—1 and 6 and 7 osc-day . | e

Figure 7.3 shows average meridional wind spectra for frequencies of 3



Table 7.

4

Histograms of short period vertical wavelengths and frequencies.

Group

0-10 km

10-20
20-30
30-40
40-50

'50-60
60-70

70-80

>80, evan.

indeterminate

Group

3-6 c¢/day (8-4 hr)

6-9
9412
12-15
15—18
18-21

21-24

(4-2,40)
(2,40-2)
(2-1,36)
(1,36-1,20)
(1,20-1,09)

(1,09-1,30)

Urbana
0 0
15 25.9
10 17.2
10 17,2
6 10.3
1 1.7
3 5.2
3 5.2
10 17.2
)
(63)
58
Urbana
24
9
7
9 .
7;
7

R

a°

49,0%
18.4
14.3

18.4

29

19

45

24

Garchy

Garchy

13

10

1.4%
40.8
26.8

9.9

2.8

5.6

4,2

1.4

7.0

48.9%

26.1

14.1

10.9
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Figure 7.2 Meteor winds at Urbana, January 21-23, 1976.
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RELATIVE HORIZONTAL N-S WIND SPECTRUM

JAN-AUG (975 DATA

0- 825-94.5 KM
+~ 82.5-86.5 KM
° «~ 86.5-905 KM
o= 90.5-945 KM

{ i L 1 i 1 ] I I ! 1

2 4 6 8 10 12 K4 16 18 20 22
FREQUENCY (CYCLES/DAY)

Figure 7.3 Average wind spectra at Urbana using decay height

data, 3-24 cycles/day.
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to 24 osc-day-l based on all our decay height runs. Fitting these data to
a power law results in an exponent of about -1.5 when all heights are con-
sidered (Table 7.5). If instead 4-km height segments are considered, the
exponent increases from about -1.3 at the bottom of the meteor zone to about
-1.7 at the top. Such variation is not necessarily real, despite the small
error bars in exponent precision, because the 8 hour component has been in-
cluded. It is present in nearly all runs with amplitudes growing with
height and thus is not averaged downward like the other spectral lines.
Also the interpolated winds are least accurate at lower altitudes, and this
lack of accuracy makes itself apparent as spurious high frequency energy
content. in low altitude spectra, Table 7.5 also shows that the power law
behavior remains the same whether decay height or interferometer height
spectra are treated.

Spizzichino {1970b] has carried out similar power law fits for spectra
from 3 to 12 osc—day—l. Using 311‘1965—1966 data he obtained exponents of
just -0.82 at 90 km, decreasing to -0.47 at 100 km. Revah [1969], however,
reports an exponent of about -4/3 for 90 to 100 km with Ndvember 1965 to
September 1966 data. Vimnichenko and Dutton [1969] have presentéd average
spectra for altitude ranges of 1 to 25 km covering periods from five years
to less than a second.  The spectrum in the mesoscale regiqn spanning
periods from one day to about 10 minutes follows a -5/3 slope fairly well.

On a few occasions our data rate was sufficiently high that spéctra
over the frequency range 24-96 osc—day_1 could be evaluated from 6 hour
records, Figure 7.4 shows average'spectra for decay height runs in April
and July 1975, Each spectral point represents the mean valué for spectra at
heights from 85.5 km to 93.5 km-in 2.5 km éteps. Both dates exhibit séec—

‘tfal peaks for periods near 20 and 30 minutes. The average spectra for the



Summary of power law fits to averaged wind spectra over 3-
24 cycle/day.

I.

II.

Fit Form: S(f) = Sof
Eight 24-hr periods using decay heights only (Jan.-Aug. 1975)
1.

2.

-k

82.5 -~ 86.5 km, k
86.5 - .90.5 km, k

90.5 - 94.5 km, k

1

82.5

(Sept.-Oct. 1975)

1.

2.

82 - 86 km, k'
87 - 91 km, k
92 - 96 km, k
97 -101 km, k

. 82 -101 km,

Table 7.5

94.5 km, k

i)

L]

J1.12
-1.43
-1.73
-1.52

-1.47

-1.33
-1.56
-1.67

-1.52

I+

i+

4+

I+

1+

i

H

.08

.08
.08
.08

.04

.06
,06
.06

.06

Four 24-hr periods using stacked Yagi interferometer heights
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~———— APRIL 4,5 (975
------- JULY 30,3! 1975
———— OCT 13-17 1975

102

ENERGY SPECTRA —HORIZONTAL N-S WIND

()l | L

PERIOD(HR) o s 7 ' 25
24 32 40 48 56 64 72 80 88 96
CYCLES/DAY

Figure 7.4 ~Six-hour record wind spectra for three periods
at Urbana.
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October 1975 data are based on individual spectra for 82 km to 102 km in
1 km steps and three separate 6 hr records: 0-6 AM, 3-9 AM, and 6AM - 12 PM,
Here only a peak near 30 minutes is evident. These components are perhaps
similar to type (3) observed by Rastogi and Bowhill [1976] (Section 7.3.2).
In all our runs the data rate was sufficiently high in the early morn-
ing hours and around 92 km height to evaluate a spectrum for 24-96 osc—day—l.
Figure 7.5 plots the mean spectral values we obtain from interferometer
height runs with 6 hour records centered at 92.5 km and 94.5 km. Also plot-
ted are the mean spectral values obtained from decay height data at 90,5 km
and 92.5 km. No differentiation is apparent. The power law spectral fit
now requires an exponent of about -3, The 3-24 osc:--day_1 results of Figure
7.3 have been plotted on Figure 7.5 also to exhibit the apparent break-point
behavior of ths wind spectrum near 1 hour periods. Such behavior is not
present in Vinnechenko's lower altitude spectrum, Neither is it apparent
from the Jicamarca spectra, where 24 and 96 osc:—day”1 spectral intensities
differ by roughly a factor of five, In our results they differ by nearly
a hundred. ‘Of course only a few Jicamarca spectra are yet available and
all are based on quite short record lengths. Still, the absence Qf appre-
ciable tidal energy in them is puzzling. Application of the dispersion
equation shows that as wave frequency increases the horizontal wavelength
generally decreases (Table 7.3). This is important in the meteor-radar
case, beéause without azimuthai rejection criteria we will respond to echoes
covering about 150 km horizontal extent. Thus it is possible that the
break;point behavior is the result of horizontal averaging of wind:compo-

nents with periods 1 hour and less.
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8, SIMULTANEOUS PARTIAL-REFLECTION AND METEOR-RADAR WIND
OBSERVATIONS AT URBANA, ILLINOIS

8,1 Introduction

This chapter is based on a short paper by Geller et al. [1976], but
utilizes data collected at Urbana during two winter campaigns, 1974-1975 and
1975-1976.

Many suggestions iave been made to explain the observed high levels
and variability of radio-wave absorption in the winter D region at middle
latitudes. These explanations generally fall into three classes: (1) theories
suggesting an enhancement in nitric oxide concentration; (2) theories suggest-
ing a decrease in the efficiency of electron loss processes; and (3) theories
Suggesting that precipitating energetic electrons are an appreciable source
of ionization in winter. The first two classes require accompanying changes
in the neutral atmospheric dynamics, For instance, Sechrist [1967] theor-
ized that temperature increases in the D region might lead to the necessary
higher nitric oxide concentrations. Geisler and Dickinson [1968] theorized
that downwérd vertical velocities accompanying planetary-scale waves would
lead to the required greater concentration of nitric oxide. Many of these
theories were reviewed by Geller and Sechrist [1971].

A theory of the winter anomaly which we can test with our meteor-radar
observations was introduced by Manson [1971]. Noting that very high concen-
trations of nitric oxide had been observed.in the auroral zone F -region
[Zipf et al., 1970], Manson suggested that during winter periods of enhanced
équaﬁor&ard flow the increased transpdrt of.nitric:oxide from the auroral |
zone would give rise to higher D—region electronmdeﬁsities at midlatitudes.

This type of'méchanism was proposed earlier By Belrose [1963] to explain.
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magnetic storm after effects. Schoeberl and Geller [1976] have shown
that both the Geisler-Dickinson and Manson theories of nitric oxide enhance-
ment of the D region by planetary wave transport are consistent with winter
anomaly spatial and frequency distributions. Thus both downward and
equatorward transport mechanisms might be significant factors in pioducing
the winter anomaly. The purpose of this chapter is to describe a preliminary
observational effort using a meteor radar to detect neutral air motions in
the 80-100 km altitude region along with simultaneous differential absorption
measurements at a single location which supports Manson's hypothesis.
8.2 Différential absorption technique
The differential absorptionvtéchnique is a ground-based method for

determining the electron density in the D region using medium frequency
radio waves [Gardner and Pawsey, 1953]. Extraordinary and ordinary mode
pulses are alternately transmitted vertically into the atmosphere. The
signal that is partially reflected from irregularities in the D region
fox each mode is measured and the Ax/Ao ratio of the r.m.s. values of the
extraordinary to ordinary reflected signals 1s calculated as a function of
height. This ratio depends on the collision frequency of electrons with‘
neutral‘moiecules, and the electron densityiup to the reflection height
[Belrose and Burke, 1964]1. Since the collision frequency is a function
only of the atmospheric pressure, changes in electron density are reflected
by changes in the Aa/Ao ratio. If certain simplifying assumptions are made
[Belrose and Burke, 1964], the mean electron density between two heights
‘can be calculated from the difference in the AaJAo ratios for the two heights.

~ The data used in this Study were obtained using a frequency of 2.66 MHz
and a transmitter pulsewidth of 24 ws, Qrdinary and extraordinary mode

amplitudes were measured twice per second as a function of height. The
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medium values of Ax/Ao and electron density from five 3-min observations
spaced over 1 hr were taken with the hour centered at local noon [Henry, 1966;
Denny and Bowhill, 1973].

The electron density accuracy depends on the signal-to-noise ratio
of the extraordinary and ordinary mode reflections., Calculations can only
be made at heights where the real parts of the extraordinary and ordinary
mode refractive indices are sufficiently similar that reflections for either
mode received at a given time delay come from the same height. They are
also affected by steep height gradients in electron density. For these
reasons, the experiment is at its best between about 72 and 82 km.

Figure 8.1 shows a summary of the 1974-1975 winter partiai;refleciion
measurements. The Am/Ao ratic shown is the mean value for two heights
separated by 1.5 km, the central height being 80 km. The electron dénsities
are the means of determinations at three heights, thus depending on four
Ax/Ao ratios over a total height range of 4.5 km, The representative
height is taken to be 76 km in this case. A low value of Am/Ao at a
given.height.and vice versa, - This is seen in Figﬁre 8.1 where dips in
‘Ax/Ao at 80 km are associated with peaks in the 76 km electron density.
Thgse particular heights are graphed because the Am/Ao ratio is most
accurate near 80 km while the slectron density accuracy peaks near 76 km.

, Th¢ &ariation in Ap’ the planetéry magnetic index, is also shown during
-this period. The figures by the upper arrowé are the meridional wind
défefminétions and will.be diécussed,in the next section.

8.5 Results .

Table_8.1”3umﬁarizes the data thained,on the 1975-1975 winter days
‘When there wgre‘simuiténeoﬁs'differential~absorption and meteor-radar

measurements made at Urbana. Ax/Ao values are shown at altitudes of
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Table 8.1
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Summary of meteor-radar and partial-reflection observations early in 1975.

Jan.

Jan.

Jan.
Feb.

Feb.

Mar.

Mar.

Mar.

17

18 -

31

28

7
8

A JA Meridional
oo Wind
71 km 76 km 80 km 86 km (ms-1)
1.75 1.44 0.78 0.47
Lag (179 | 4,0 (1.48) | 1, (0.96) o o (0.58) +6.9
1.73 1.31 0.82 0.24
1.64 (1:69) 1 g 41 o) (0.87) ;) o (0.41) 5 g
1.82 1.39 0.92 30 |
175 (979 1 g4 (1232 g g (0.81) oy (0.29)  -1.7
1.59 0.90 0.47 0.29
130 (1.49) g 0 (0.89) o) (0.50) ¢, (0.27) -4.4

Values in parentheses are arithmetic averages of figures to the left -
[Geller et al., 1976].
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71 km, 76 km, 80 km and 86 km. Values of Ax/Ao are shown for the local
noon at the beginning of the 24-hr meteor-radar run and also at the end.
Values in parentheses are arithmetic averages of these beginning and ending
values, The right-hand column gives the prevailing meridional velocities
that were measured during the 24-hr period. Positive velocities indicate
northward flow and negative velocities indicate southward flow. Table

8.2 gives an expanded summary for all simultaneous meteor-radar and partial-
reflection observations.

Table 8.3 presents the correlation coefficient for the parameters
tabulated in Table 8.2, In general only data from the winter anomaly runs
are considered, but in two cases non-winter data are also used so possible
differentiation is highlighted, and in one case all data are used.

8.4 Discussion

Table 8.3 shows a significant correlation between the winter
meridional winds at all three heights and the electron density at 76.5 km,

"~ Furthermore, the correlation coefficient becomes near zero for non-winter
data. Winter correlations between the Am/Ao ratio and meridional wind
are not quite up to the significance level but again are appreciably larger
than non-winter values. There appears to be a decrease in winter correlations
as meteor wind height drops, But, since the decrease is smali and our wind
accuracy also drops with height, this behavior'may be instrumental in natﬁre.
The winter wind correlations with electron density at 81 km‘seem negligible.
‘We note, however, that electron density at 81 km and 76.5 km are also
indicatéd as only very weakly correlated. This is almost certainly the
resﬁlt‘of unreliable data at 81 km.

ay Since £his was a preiiminary investigation of the relationship of the'

sense of the prevailing meridional wind with the level of D-region ionization,



Nr

1

10
11
12
13
14
15
16

17

Table 8.2

Summary of all simultaneous meteor-radar and partial-reflection observations at Urbana.

Date
*1/17-18/75
*2/28, 3/1
*3/7,8

4/4,5
5/27,28
7/14,15
7/30,31
8/21,22
9/13,14
10/13,14
10/14,15
10/16,17
*12/4-6
*12/12,13
*1/14-16/76
*1/21-23

Y1731, 2/1/75

medn
262 cm”

370

© 428

272

506

. 609

568
392
260
368
368

359

*wipter anomaly run

3

[¥] 76.5 kn Al4g 8L km
time time
gradient mean  gradient

-205 cmf3 day"1 0.89 0.34 day“1
-9 0.75  -0.28
- 81 0.44 .o
=177 0.45 -0.02
10 0.36 0.02
- 4 0.22 0.01
- 4 0.26 -0.02
166 0.47  -0.18
-~ 17 0.44 0.0
- 31 0.30 0.07
- 31 0.30 0.07
=118 0.34 -0.01
-~ 48 0.74 0.20
163 0.60 . -0.28
6 0.36. ~ 0.03
- 21 0.34 0.13
=10 0.82 0.16

Vs-n_ Vs—n Vs—n 4 /A
at horizontal at at x' "o
92.5 km shear 88.5 km 84.5 km [N] 81 km  76.5 km
11.72mst 020 ms kmt 299 ms™t 754 mst 472 e 1l32
- 1.95 -0.95 3.92 8.26 386 1.20
- 1.47 0.38 ~-5.77 -4.09 436 ' 0.82
- 7.83 -1.29
3.17 ©1.36
- 4.96 1.20
-11.57 1.55
~10.00 -3.40
- 8.85 0.16
- 51 1.05
3.46 0.18
6.82 0.15
14.15 -0.04 15.02 14,55 551 1.08
12.70 . -0.36 15.29 15.45 486 1.08
9.17 -0.44 10.87 10.34 871 0.78
-12.47 -1.09 -3.90 3.95 796 0.53
5.90 662 1.39

1414
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Tahle 8.3

Correlation coefficient matrix - winter anomaly runs,

x/y [ (7] Al4, A A, Vs Vo Voo
76.5 km 81 76.5 81 92.5 88,5 84.5

[¥]76.5 km .23 ~.78 -.84 .76 .77 .68

[N]81 -.53 -.56 .18 .01 -.09

A /A T6.5 .95 -.64 -.56 - .42

(.27)

A /A, 81 ~.50 -.47 -.38

v, o 92.5 .89 .68

v, o 88.5 .93

V. 84.5

n~e

[ ] all runs
( ) all runs but the winter anomaly runs
require correlation coefficient magnitude > 0.62 for significance

at 10% level
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our conclusions must be tentative. In the future, simultaneous observations
of north-south prevailing winds in the 80-100 km altitude range and D-region
electron densities for an entire winter should be carried out so that
statistical inferences between the north-south wind and the level of D-region
ionization can be put on firmer ground. There is a clear indication, none-
theless, that during winter periods of mean southward D-region motions the
level of ionization is higher than during periods of northward flow. This
is consistent with some results that were reported by Rose et al. [1972],
and consistent with Manson's hypothesis of increased D-region ionization.
The region of peak auroral activity is about 2000 km north of Urbana. Thus,
a characteristic time scale for the transport of nitric oxide from the
region of peak auroral activity by winds of the order 10 ms™! would be

about 2-5 days. This is of the right order for winter anomaly type changes

1

in absorption. Also, 10 ms ~ is the proper order of magnitude to be expected

from planetary-wave activity during the winter at D-region altitudes.
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9, INPERENCES ABOUT DENSITY AND SCALE HEIGHT
VARIATIONS IN THE UPPER ATMOSPHRRE

Equation (4.4) in Section 4.3 indicates an inverseArelationship between
atmospheric density p and ambipolar diffusion coefficient D. This latter
quantity was also shown to be related to signal decay rate for underdense
echoes and thus it is possible to infer density variation from meteor radar
data. Furthermore, local scale height can be inferred from the slope of a
log D versus true height (k) plot. Nonisothermal temperature structures
would cause such a plot to be somewhat curved, but over small height inter-
vals the isothermal assumption seems reasonable. However, three problems
must be born in mind when analyzing meteor deca} rates,

First, the decay rates exhibit considerable scatter. In fact even
similtaneous echoes observed from the same trails using different carrier
frequencies give widely different values for D [Rice and Forsyth, 1963].
Nevertheless statistical validity for the frequency dependence of decay rate
can be demonstrated by averaging results from many echoes. The reason for
the large scatter in decay rate, even among echoes collected at similar
heights and times, is apparently related to the irregular ionization pat-
terns of meteor trails, including'those which exhibit the '"ideal" underx-
dense signal ¢haracteristics of Fresnel modulation and logarithmic decay of
video amplitude in time [Rice and Forsyth, 1964].

A second problem is related to the decrease of density with altitude.
‘This implies an increase in ambipolar diffusion coefficient with altitude
and thus higher rates of signal decay. The result is a collection bias
against higher altitude echoes; Table 9,1 shows the ceiling decay heights
imposed by'METPS and METP6 acceptance criteria, namely, the video return

must be below saturation and above the detection threshold for a certain



Table 9.1

Decay height ceilings imposed by software acceptance criteria.

METPS At > 42ms METP6 At > 57.5ms
Video 107° D log D h 107°D log D h
max max max max max max
Amplitude emics L km cm?s ™t km
(A/D units)
511,SAT 4.99 5.70 104.1 3.64 5.56 102.3
400 4.77 5.68 103.9 3.48 5.54 102.1
300 , 4.51 5.65 103.6 3.29 5.52 101.8
200 4.11 5.61 103.1 3.00 5.48 101.5
100 3.32 5.52 102.0 2.42 5.38 100.3

Threshold = 40 A/D units

- Heights taken from Barnes [1962] based on eQuation (4.6) and U.S. Standard Atmosphere [1962]

N,

857
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minimum time following peaking of the video signal. Based on the cumulative
Yagi video strength distribution correction factors can be developed for the
true likelihood of various log D values., But we note, for example, that of
11,050 October 1975 echoes, none had a log D value exceeding 5.25 though
values up to 5.56 should have been possible. This raises the probability
that software velocity and angle acceptance criteria further depress the
decay height ceiling and for these criteria we have no ready way of specify-
ing correction factors. Below 95 km we need not worry about the ceiling
collection bias but a floor bias exists as well. This bias is not the re-
sult of difficulties in acquiring slowly decaying echoes, but rather is the
result of contamination by nonspecular or wind influenced echoes which ap-
pear to have slow decay rates but are not necessarily at low altitudes.

A third potential problem in the use of meteor echo decay rates in-
volves the influence of magnetic fields on diffusion. The influence of such
fields is only appreciable at heights above roughly 100 km and for meteor
trails closely aligned with field lines [Kaiser et al., 1969]. The effect
of the magnetic field will depend upon the observers orientation.

Since our radar returns are generally far out of line with magnetic
field lines and since ceiling biases limit the number of high altitude re~
turns we see anyway, this third problem is not as important as the first
two. Furthermore, our radar is ideal for overcoming the difficulties of
~ large scatter due to its high data rate. Lastly, we can limit errors caused
by ceiling (and floor) biases by concentrating on the 85-95 km height region.

An early application of echo decay rates involved their use to statis-
tically infer true echo heights. This was done by Greenhow and Neufeld
[1955], who fitted a’regréssion line to log D and true height data and

obtained the equation plotted in FigUrek4.5:-
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1

log D (cmzs' ) = 0.067 H(km) -1.6 (9.1)

Figure 9.1(a) shows a typical comparison between heights inferred via (9.1)
and heights measured by interferometry. On the average, agreement is reason-
able with a standard deviation on the order of 2.5 km. Since seasonal den-
sity variations would normally only shift heights on the order of 1 km, they
are generally ignored. Figure 9.1(b) shows representative seasonal density
profiles., Note that near the most probable echo heights the seasonal varia-
tion is minimal, As demonstrated in Section 3.2, it is quite feasible to
resolve tidal structure with inferred heights using our radar because of the
high data rate. The scale height inferred from (9.1) is 6.48 km which seems
reasonable at meteor heights,

To find out how well our data conforms to (9.1) and to investigate
potential variability in the relation, we performed regression analyses with
log D and true height data, Table 9.2 summarizes the results for September
13-14 and October 13-18, 1975 radar runs. It is clear that when all echoes
are treated individually, a rather weak correlation betwsen % and log D can
occur and the resulting scale heights may be unreasonable. We point out
that the September 13-14 data represent a worse case in the correlation
sense, since all other interferometer runs gave appreciably better correla-
tions on an hourly means basis. We must be sure to choose the correct de-
pendent y and independent x variables, and the extreme variation in scale
height depending on how we assign x and y brings this point home, Because
of the large scatter in D and the relatively precise measurementkof h, the
proper way to assign the variables is log D as y and A as x, although in
fact equation (9.1) was obtained with the opposite assignment, The reason
we cah obtain an unreasonably high scale height when all echoes are con-

sidered individually is related to the combination of ceiling and floor
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Table 9.2

Linear regreésion analysis of log D and true height h data.

L Y a a
I. Sept. 13, 14, 1975* h Log(p) 2.56 .09
Log(®@) 57.71 1.60
II. Sept. 13, 14, 1975%** h Log(D) 0.836 0.542
Log(D) 54,160 6.476
III. Oct. 13-18, 1975%*** h Log (D) 0.240 0.208
Log(D) 20.185 4,046
D = ambipolar diffusion coefficient in cmzs_
. h = true height in km
ny = correlation coefficient
H = scale height in km

Fit Form: y =a + b

*2482 echoes

**preferable assignment of dependent and independent variables
***hourly means P

##**pourly means for 11,050 superimposed echoes

0.025

7.79

0.039

8.592

0.044

16.651

%
0.

.36

0.006

1.448

0.002

0.930

0.40

0.40

0.52

0.65

0.88

0.90

4
17.37%*

3.40

11.14%*

3.73

9.87**

7.24

29t
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biases which decreases the height sensitivity of log D and thus indicates an
apparently higher scuale height. The effect of such biases can be decreased
if instead of considering all echoes individually we perform our linear re-
gression analysis on the hourly mean values of log D and h. For September
13-14 data this decreases the scale height somewhat, though it remains sus-
piciously high. For October 13-18 data the scale height of 9.87 km + 0,1 km
is more reasonable, Furthermore, the large amount of data for this period
brings scale heights deduced from both variable assignments into reasonable
agreement, From this we conclude that either (1) 2500 echoes are not suf-
ficient to guarantee an accurate statistical relation between true height
and decay rate or (2) day-to-day variability in density and temperature can
be large enough to necessitate data smoothing over several days to deduce

a representative statistical relation between true height and decay rate.

By investigating the temporal behavior of mean echo decay rate for
various height intervals, it is possible to make inferences about the tem-
poral behavior of density and scale height. Such an investigation was first
carried out by Greenhow and Hall [1960]. Figure 9.2(a) shows the hourly
behavior of mean log D for the selected 5 km height intervals using October
13-18, 1975 data. Figure 9.2(b) is similar but plots the ratio of hourly
mean D to the daily mean for 85-95 km. Figure 9.3(a) graphs the density-
mean density ratio for three observing periods. The structura.of the Figure
9.3(a) graphs is interestingly somewhat similar to that found at Jodrell
Bank and Palo Alto in the spring, Figure 9.3(b). The data used in Figurp
9.3(a) have been least square fitted to identify harmonic content. As
Table 9.3 shows we find the diurnal harmonic‘dOminant in all cases. The
second Strongest harmonic is semidiurnal for 85-90 km but terdiurnal at

90-95 km for September and October, Thus uniike Greenhow and Hall, we do
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Table 9.3

Harmonic fits to inferred density.

(1) Mean +5 harmonics

po* Ip}l/po** p}** lpzl/po*** po¥¥*
True Height = 85-90km -4
Run 1 0.55x10_, 0.25 9.8 hrs. 0,78 6.3 hrs.
2 0.52x10_4 0.11 11.0 0.054 7.9
3 0.44x.0 0.091 14.7 0.068 8.1
True Height = 90-95km -4
Run 1 O.33x10_4 0.21 8.4 0.036 6.5
2 0.51x10_4 0.09 9.0 0.02 1.9
3 0. 30x10 0.18 14,0 0,08 4,3
(2) Mean +3 harmonics
True Height = 85-90km -4
Run 1 0.55x10_4 0.25 9.9 0.076 6.7
2 0.52x10_4 0.11 11,0 0.052 ;7.6
3 0.43x10 0,091 14,1 0.042 7.6
True Height = 90-95km -4
Run 1 0.32x10_4 0.21 8.2 0.08 5.7
2 0.31x10_4 0.09 9.3 0.02 2.9
3 0.30x10 0.18 14,0 0,083 3.8
(3) Mean +2 harmonics
True Height = 85-90km -4
Rwi 1 0.55x10 4 0.24 9.8 0.065 6.4
2 0.51x10"4 0.094 11.0 0.041 7.4
3 0.43x107 0.10 14.0 0.051 8.2
True Height = 90-95km -4
Run 1 0.31x10_4 0,18 7.8 0.036 2.9
2 0.31x10 4 0.075 8.5 0.048 2.7
3 0.30x10” 0.18 14,0 0.087 4.1

(4) Mean +5-harmonics

Order of harmonic dominance--largest first

True Height = 85-90km

Run 1 P1, P25 P4s P35 P5
2 P1, P2s P3, P5, Py
3 Pl P21 PS5, Pys P3
True Height = 90-95km
Run 1 Pl P35 PLs P55, P2
2 P 1y P3s P5s Pus P2
3 P1s P2> Pls P55 P3
*mean Run 1 = Sept, 13-14, 1975 2,837 echoes
**24 hour component Run 2 = Oct. 13-18, 1975 11,080 echoes
***12 hour component Run 3 = Jan, 14.16, 21-23, 1976 = 6,595 echoes
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not find the semidiurnal density oscillation credible, particularly since
the semidiurnal wind over 90-95 km was appreciable on September 13-14 and
growing with altitude and in January Sz(v) dominated Sl[v] at both 85-90 km
and 90-95 km, Our diurnal density component does not grow in amplitude with
height as reported by Greenhow and Hall but the diurnal tide amplitude was
decreasing in height for both run periods so perhaps this difference is to
be expected. Phases appear reasonably stable but lag with height for both
the diurnal and semidiurnal harmonics. A leading phase would be expected if
tidal perturbations are indeed the cause of our observed density variatiom.
Note from Figure 9;3(33 that the variations for a single day are much larger
than those where data from several days has been superimposed. This leads
us to the same two possibilities mentioned with respect to the true height-
echo decay relation, i.e., 2500 echoes/day being insufficient for resolution
of true behavior or significant day-to-day variability.

When straight lines are fitted to the mean log D values for 85-90 km
and 90-95 km at 2 hour intervals, the time variation of scale height can be
inferred. Table 9.4 shows results of harmonic analysis for the October 13-18
data. A mean value of 8.4 km * 0.64 km is foﬁnd with the most statistically
significant harmonic being of 12 hour period and 0.77 hour phase. This is
in opposition to Greenhow and Hall's finding of a strong diurnal component
of 11.6 hour phase, though tﬁeir mean value of 9.0 km agrees well with ours.,

It is important to comment on the measurement errors which Greenhow and
Hall quote compared to ours. They use a system PRF of 600 Hz compared to
our 400 Hz and this suppresses the height ceiling bias somewhat for them.
They quote * 4 km accuracy in true height and resolution of mean I’ at a
specified mean true height to within * 5 pércent. Gradients of true height -

In D are to be determinable to an accuracy of + 10 percent. Yet they claim,
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Table 9.4

Scale height harmonic analysis,

Time

1.00
3.00
5.00
7.00
9.00
11.00
13.00
15.00
17.00
19.00
21.00
23.00

fit to mean+24+12+8 hr comp

Amp

63E+00

. 30E+00
.84E+01

0. 32E+00km
0.13E+01
0.68E+00
0.
0
0

October 13-18, 1975 data at 85-90, 90-95 km

L 4

Input Data
Scale Std

Height km Dev km
0.96E+01 0.19E+01
0.89E+01 0.12E+01
0.87E+01 0.12E+01
0.90E+01 0.20E+01
0.70E+01 0,73E+00
0.86E+01 0.11E+01
0.90E+01 0.16E+01
0.96E+01 0.19E+01
0.87E+01 0.30E+01
0.65E+01 0.17E+01
0.62E+01 0.13E+01
0.95E+01 0.23E+01

Amp err Phase

0.42E+00km ~-0.87E+00 hr.

0.58E+00 0.77E+00

0.38E+00 0.23E+01

~ 0.12E+00 0.19E+01

0.37E+00 -0.10E+01

0.64E+00 :
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Phase err

. 38E+01 hr.
.10E+01
.52E+00
L61E+00
.83E+00
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for example, that the scale height determined for January-February 1959 is
9.2 £ 0.3 km. From Figure 5 of Greenhow and Hall, the accuracy of 1n D in
two hour time steps appears to typically be 0.025 (.01l for log D) or just
0.2 percent relative to the mean. We find a typical spread in log D for
individual echoes near 96 km of 0.3 (0.69 in 1n D). This means we would
have to average nearly 800 echoes to obtain their Figure 5 accuracy in 1ln D.
Since that figure is based on only about 3000 echoes spread throughout a
typical "day'" such accuracy does not seem reasonable. Even with 11,050
echoes throughout a superimposed day we generally only resolve log D to
+ 0,02 (In D to * 0.046). This means errors of roughly 5 percent in I, the
accuracy claimed by Greenhow and Hall with less than one-third the echo
total. When we compare the average accuracy of D for our September and
October runs against the difference in echo total, we find no indication of
excess improvement in resolution for the superimposed data. Such an improve-
ment could perhaps result with smoothed data, and because Greenhow and Hall
used data taken over ten days it would then be a possible explanation for
their seemingly superior data precision. We also should note the possible
non-stationarity of D statistics over time periods of many years (see for
example Elford's comments on pp. 273-274 of Barnes and Pazniokas, [1968]).
Given our relatively poor aucuracy in D we are prevented from resolving
density very well. These errors are not sufficiently 1argé to discredit the
harmonic analyses in Table 9.3, however, the amplitudes of the various har-
monics probably are overéstimated, especially in September., Barnes [1969]
notes that tidai density perturbations should only be on the order of 2 per-
cent of thé mean density at meteor heights., Since even our October ey and
Py magnitudes are substantially in excess of 2 percent, the possibility of

a breakdown in the relationship between signal decay rate, amhipolar
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diffusion, and atmospheric density must be raised. More likely, contamina-
tion by the 24 hour mean height variation resulting from the earth's rota-
tion is overshadowing the true tidal perturbations, The similarity between
our density variations and those of Jodrell Bank and Palo Alto (Figure 9.3),
despite precautions by all to use fixed height echoes, supports the latter
explanation. On the positive side, we observe that Py decreases substan-
tially between September and January for 85-90 km but is nearly constant for
90-95 km. This is precisely the seasonal behavior we would expect based on
Figure 9.1(b).

The scale heights of Table 9.4, which depend on accurate densities at
two heights, are even less credible., Until more runs have been analyzed it
seems fairest to state that at Urbana no credible harmonic has yet been de-
tected for scale height variation.

Even a cursory reading of Session 3 in Barnes and Pazniokas [1968] will
point out the numerous difficulties in utilizing echo decay rates to infer
density and the substantial distrust of any such inferences, The statisti-
cal reproducibility of results such as true height-decay height relations
and the repetative behavior of, for example, the temporal log D variation at
fixed height, however, lead one to believe that as Dr. Peterson remarks in
Session 3 "It is an indication of something.'" In the January 1976 rocket
program at Walleps Island numerous teéhniques will allow neutral density
computations. These computations are not yet available, but when they are,
comparisons with densities inferred from our meteor radar may allow us to

determine the true usefulness of such inferences.
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10. SINGLE STATION MEASUREMENTS QF
WIND SHEARS IN THE METEOR REGION

10.1 Radtal Acceleration Technique

Numerous studies of atmospheric turbulence in the meteor region have been
¢condu¢ted at Adelaide using remote receiving sites [Roper, 1966; McAvaney,
1970]. A multistation radar configuration is not, however, essential. A
theoretical study by Kaiser [1955] indicates that magnitudes of wind gradients
might be resolved with monostatic radars if the differential Doppler shift
due to specular reflection point movement along the meteor trail can be

measured. The apparent Doppler velocity seen by the observer will be

iR

Uu
a

u *ul’R ¢ (10.1)
where time ¢ is taken as zero at the specular reflection point (subscript o),
u' is the wind gradient along the meteor trajectory (assumed linear), and
positive velocities are toward the observer. If we measure the apparent

velocities at two different times, we can solve for the magnitude of the wind

gradient and the displacement of the specular reflection point:

(uz"'ul) ;E
u'l = | (10.2)
] R, (ty-%)
}xz—xll = | (uy-up IR (£5-%;) (10.3)

To. deduce the vertical wind shear one must know the echo elevation and zenith

angles, o and ZR:

1

) u'(cosacosZR)_‘

o

Az (10.4)

- Unfortunately, while a can be determined for each echo via interferometry at a

single site, ZR cannot, though m/4 is an approximate mean value for our facility.
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Muller [1968a] apparently was first to utilize this technique to study
wind shears at meteor heights. But he was hampered by the need for manual
processing of echo data, which consisted of filmed enalcg records of the re-
turns. This aggravated the inherently difficult task of resolving not just
the Doppler frequency returned by each echo, but the time rate of change of
that frequency as well., Further problems accrued from the low data rate and
lack of an interferometric determination of echo height. In all three of
these regards the University of Illinois meteor radar system has distinct ad-
vantages., We utilize fully automated digital processing of the echoes with
a special Doppler algorithm which can update the echo velocity every few ms.
Qur high peak power allows the collection of thousands of echoes per day so
we can avoid the potential pitfalls of superimposed epoch analysis.

To incorporate the radial acceleration technique at Urbana, the subrou-
tine SLOPE was added to the main collection software program METP6. This
subroutine determines the best linear fit in the least squares sense between
all acceptable velocity determinations and their time of occurrence. The slope
of this line, BCOEFF, multiplied by the useful echo lifetime, tz—tl, gives
U=ty These two quantities along with echo range allow us to solve equations
(10.2) and (10.3).

Table 10.1 presents histograms and statistics of key parameters for two
radar runs made one week apart in January 1976. Note that while the linear
wind gfadient model predicts only positive Doppler accelerétions, we observe
only a slight tendency toward positive Uyl values., This is in opposition to

1

Figure 9 in Miller [1968a], where positive accelerations outnumbering nega-
tive accelerations by 4 to 1 are typical. However, Table 10.1 also shows that
there are no significant differences in any parameters whether or not echoes

- with apparent negative.accelerations are utilized. Table 10.2 tabulates
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Parameter Bin

0
10
20
30
40
50
60
70
80
g0

100
110
120
130
140
150
160
170
186
180

column I uses January 14-16, 1976 data
column 2 uses January 21-23, 1976 data

|BCOEFF |

1

12.79
11.98

9.76
$.17
7.58
6.43
5.25
5.14
5.03
3.81
3.29
3.81
2,33
2,81
2,26
1.89
1.55
1.85
2,03
1.22

2

% echoes/bin

12,51
11.23
10.61

9.44
6.80
6.95
5.75
4.62
4.43
4.08
3.65
3.15
.53
.22
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BCOEFF

2

11.86
11.26
10.44

8.78
7.13
7.43
5.48
5.18
4.50
4.20
3.53
3.38
2.93
3.45
1.80
2.10
1.05
1.80
1.95
1.73

Table 10.1

Behavior of key parameters in the radial acceleration technique.

0.00
.05
.10
.15
.20
.25
.30

8.00
24,57
29.60
16.86

§.12
10.47

2.35

DELT (%,-t,)

2

8.57
26.06
29.60
15.02

7.57
10.70

2.47

1

.09
0.00
.05
.24
.47
1.03
2.38
4.50
11.74
24.30
28.07
14.95
6.74
2.97
1.32
.74
.38
03
0.00
0.00

55.19

/ -
DELV (U,,-U;)

2

.06
.03
.03
.31
.63
1.16
2.00
5.26
11.92
26.60
27.75
14.11
6.04
2.35
1.28
.31
.09
.03

0.00
52.00

gLe



[DELV|

10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85
90

95 100ms™t

*pos DELV only
**all DELV

28.83
23.51
16.27
10.41
6.85
4,38
5.50
1.85
1.59
.70
.71
.50
.47
W15
.06
.03
0.00

- Q.00

.09
0.00

30.44
23.34
15,08
10.95
6.35
4.94
2.32
2.03
1.53
91
.50
-44
22

.

.19
.06
0.00
0.00

.06

06
0.00

50
100
150
200
250
300
350
400
450
500
550
600
650
700
750
800
850
900
950

Table 10.1 (continued)

50m

1000m

1.00
2.47
4,71
6.15
7.41
8.33
9.62
5.56
8.53
8.15
7.24
5.85

4,97

4,21
3.09
.38
1.38
1.03
1.15

.82

DELX sz-ml)

2

.72
2.75
4.88
7.04
7.85
8.67
9.01
9.17
9.32
8.92
6.41
6.04
4.69
3.82
2.78
2.41
1.47
1.13

.66

.88

0

10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85
90
95

1

Sms T km

- ¥
i00ms 1km .

DELVX (u')*

1

3.04
10.23
14,01
15.93
13.64
10.76

8.42

6.29

5.59

3.73

1.92

1.97

1.39

.80
.75
.48
.11
.21
.32
.16

2

2,65
10.68
15.16
14,32
15.64
11.55

7.40

6.32

4,69

3.61

2.95

1.68

1.26

.66
.54
.60
.54
.12
.12
.06

DELVX**
1 2
3.18  2.91
10.68  10.48
14.50 15.14
15.03  14.74
14.00 14,39
10.68  11.26
7.91  7.98
6.71  6.23
4.94  4.72
3.59  3.35
2.18  2.91
1.82  1.66
1.44  1.31
1.03 .84
.79 .53
L41 .47
.24 .47
.24 .25
.24 .06
.18 .09

LT
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1
2

BCOEFFme

1
2

DELT s - -

1
2

| |DELy{m5f1
S
2

DELVms ™!

N

DELX m

T

*pos DELV only

- *%a11 DELV

5

Nr

2705

2574

1487
1332

-3399

3196

3399
3196

3399

3196

3399

3196

mean

62.76
63.55

. 63.60
64.07

15
.14

13.00

12.58

1.67
.43

432.94

422,76

51.33.
51.97

51.16

51.64

.07

12.29
11.95

17.81
17.35

225.15

217.94

Tabie 10.1 (continued)

g mean

.00

.21
.21

DELVXms Tkm ¥

1
2

DELVXms Lkm L+

1
2

Nx

1877
1662

3399
3196

mean

26.09

25.73

26.00
25.74

16.54
16.01

16.71
16.38

mean

.38
.39

.29
.29

SLZ
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- DELX

25m
75
125
175
225
275 -
325
375
425
475
525
575
625
675
725
775
- 825
875
925
975

Nr.

35
84

160

209
252
283
327
325
250
277

246

199
165
143

105

81

a7

35
39
28

~Table 10.2

Mean differential velocity squared versus displacement.
‘Jan. 21-23, 1976

Jan:,14716,
(u2 ;-ui%z '
DELV
01 (m 572
.29
2.62
6.89
22,31
45.19
73.38
122.92
192.21
255,34
409.97
483,95
519.06
790.45
1071.73
901,72

)2

1165,90

842,09
1113.51
1156.27

1976

.02

.39
3.33
8.20

29.86
53,34
84.33
144,25
231.49
333.95
523.69
592.10
671.48
796. 83
1029.12
907,17
1010.93
617.04
877.49

559,84

¢ Mean

.04
.26

.57

1
3
4
8

13.
20.
33.
41.
51,
66,
100.
‘100

147
104
140
105

.88
.17
.66
.00
59
06
39
97
65
63
43
. 80
.46
«30
.51
. 80

N

23
88
156
225
251
277
288
293
298
285
205
193
150
122
89
77
47
36
21
28

DELV2

.03
41
1.97
9.21
21.02
39,26
89.50
116.50

178.13

278.17
361.40
494,45
600,46
808.49
739.17
842.43
1029.64
1196.13
1334.40
1891.62

¢

.04

.61
2,33
10.73
24,39
44.43
105.72
137.89
202.93
315.92
486.69
566.15
655.83
952.86
719.59
894.73
945.18
1059.83
980.78
1906.09

o Mean

.01
.06
.19
.72
1.54
2.67
6.23
8.06
11.76
18.71
33.99
40.75
53.55
86.27
76.28
101.96
137.87
176.64
214.02
360.22

9L7
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mean velocity difference squared versus specular reflection displacement for
both January runs. Although both runs exhibit quite similar performance, the
slope between DELVZ,and DELX is far steeper than that predicted by turbulence
theory assuming an isotropic and inertial region. The latter predicts a slope
of only 0.67, while we apparently observe a slope in excess of 3. Figure 15
in Muller [1968a] gives a slope near 1.57 for vertical separations, but this
must be viewed with caution because an assumed zenith angle of w/4 is used for
all echoes. Slopes near 1.4 for vertical separations have been reported by
Roper [1966] using spaced receiving stations, but later work by McAvaney [1970]
failed to show a differentiation between vértical and horizontal shears, both
yielding slopes near 0.67. And even if réal; such an increase in slope is
still not nearly large enough to ekplain our observations.

To investigate the cause of’our failure in . applying the radial accelera-
tion technique, a zero-Doppler simulated target from the radar director was
applied to all receivers. Table 10.3 1istsbthe standard deviations in appar-

~ent Doppler acceleration versus usable echo duration for signal-to-noise levels
of 20dB and 30dB. Since typical wind shears are only on the order of

1

15 ms km—l, and a typical range is 1140 km, a representative Dopplex acceler-

ation is about 30 m 5—2. Yet Table 10.3 shows that with our wéakest signals;
even if the echo lasts 0.2 seconds, our measuremeht error is 1ikely to be as
large as this true valﬁé. We can imprbve our accuracy,by méasuring over long-
er time periods or rejecting the weakest echoes. A combination of these two
would seem our safest course. Collection:software limits our measuring period
to under 0.35 s, but this is actually beﬁeficial because longer enduring echoes
are 6ften of questionable use due to the occurreﬁce of multiple reflection

centers or the nonspecular nature of such echoes.

When the January 1976 echoes were reexamined, accepting'only those with
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Table 10.3

Standard deviation of Doppler acceleration magnitude versus
echo duration and signal-to-noise ratio using zero-Doppler
simulated targets.

Echo Duration ~ 9|pcoerF|™

| | ' 20dB 8/N 30dB S/N
05 ~ .10 s | %6 a6
.10 - .15 57 | 23
15 - .20 43 12
.20 - .25 28 8
.25 - .30 20 o 6

.30 - .35 16 - 5
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useful lifetimes in excess of 0.2 s, the wind‘gradient histogram of Table 10.4
resulted. The mean shear of 14.35 m s™* km™ ' is now in good agreement with
shears observed via sodium clouds [Kochanski, 1964]. Nevertheless, the slope
of DELV2 versus DELX remains in exéess of 3. This lack of improvement
prompted a reexamination of equatibn (10.3). Note that we resolve Uy=Uq

best when tz—tl is longest. Since our software and acceptance criteria

limit us to the small span of 0.2 s f.ﬁz‘ti < 0.35 s, we force it to be
relatively constant. Furthermore, mean range is also relatively constant

thus solving (10.3) for (uz-ul)z'gives

2 4
(uyu))™ = (wy=y) (10.5)

i.e., a slope of 4 is predicted, despite the fact the correct slope is

probably about 0.67. Actually an inverse dependence of Uy-uy antz—tl
causes our slopes to be somewhat l§55 than 4. It seems we can only surmount
our difficulty by making independent measufemehts of Uy=Uy and Ly=21
precisely what multiple site meteor radars do but single site radafs
utilizing the‘radial acceleration technique‘cahnof’do.
10.2 Interpolated Winds Techntque

Independent 51ng1e station measurements of wind velocity d1fferences and
height differences are the natural result of our interpolation method for uni-
férm winds in time and height described in Section 3.1. Therinterpolation
method involves smobthing individual meteor winds typiéally over time 5pan$
of + 15 minutes standard deviafibn and height spans of * i‘km'standard devia-~
tion Only the large echo rate of our system lets wind shear determlnatlons
.W1th such small scales be statlstlcally 51gn1f1cant Table 10.5 shows the

mean vertical wind shear magnitude as a function of time of day. Dividing

this data into six groups of four hours each, and applyingia,one criteria of



Table, 10.4
Wind gradient histogram

for
specially selected echoes.

DELVX(ms ~tkm™ 1)

January 1976 echoes
DELT > 0.25 s

Nr

0.0 5.0 Q4

5.0 10.0 298
10.0 15.0 392
15.0 20,0 320
20.0 25.0 151
25.0 30.0 72
30.0 35.0 23
25.0 40.0- 8
40.0 45.0 3
45,0 50.0 0
50.0 55.0 0
55.0 60.0 -0
60.0 65,0 0
65.0 70.0 0
70.0 75.0 0
75.0 80.0 0
80.0 85.0 0
85.0 90.0 0
90.0 95,0 0
95,0 100.0 0
~Nr mean . g ¢ mean
‘1561 _ - 14.35 6.99 0.19
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Table 10.5

Vertical wind shear magnitude
versus time of day.

Time : Mean 1

(hrs) (m s 1 ¥m )
0-1 4.47
1 4,11
2 4.15
3 4,50
4 4.36
5 4.66
6 5.14
7 4.34
8 4.09

9 3,78 min
10 4.73
11 5.46
12 5.66
13 5.96
14 5.13
15 5.05
16 5.37
17 5,20
18 5.32

19 6.35 max
20 5,71
21 4.73
22 5.30
23=24 ‘ 4.89
mean 4.94

Results based on 11 radar runs, Jan. 1975
to Jan. 1976. '
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classification teét for significant temporal variation [Alder and Roessler,
1960], we fail to find credible variation at the 5% level. When the dataare
segmented by height as in Table 10.6, a marginally ¢ignificant increase in
shear strength with altitude is found. This is in agreement with Kochanski's
average sodium cloud results over 85-95 km [Kochanski, 1964]. Also, because
the relation is weak it is not particularly incompatible with McAvaney's lack
of significant turbulent energy variation with height based on multi-site
meteor radar data [Medvaney, 1970]. Table 10.7 presents temporal wind shezar
behavior on a run-by-run basis so a tWo criteria of classification procedure
can be appiied [Alder and Roessler, 1960]. As previously noted, no significant
shear variation with time of day can be found, but significant inter-run
variations are found. The latter can be grouped roughly into (1) those with
means from 3.92 to 4.99, (2) those with means in excess of 5.0, and (3) one
with a mean under 3.9. Interestingly the largest shears occurred in the
eqﬁinoctial periods of'March, 1ate August, and September, in line with the
seasonal variation of;the rate of dissipation of turbulent energy averaged
over 80 tb 100 km reported by Roper [1966]. However, the two smallest

shears were in April and'October, also equinoctiai ﬁeriods. This sqggests
considerable varlablllty in shear character over just one month and placesk
our observatlons more in 11ne with those of MbAvaney [1970], who 1n reflnlng
Roperts work falled to flnd 51gn1f1cant seasonal varlatlon of turbulent
energy d1551pat10n rate.~ Untll we have more 24 hour‘runs~We w1ll not be in

a p051t10n to rellably group our data to characterize shear versus season.
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Table 10.6

Vertical wind shﬁar
magnitude versus hegight.

85-90 km
4,41

4.8€
4,22
4.70

3.47

- 5.51

7.24

3.81

5.03
3.59

4,13

90-95 km

4,27

8.14

5.99

5.09

4.62

5.80

7.62
4,36

4.43

3,10

4.60
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Vertical wind shear magnitude grouped by run and time of day.

Run 0-4
1 3.95
2 6.77
3 3,12
4 5,16
5 3,50
6 3.24
7 7.31
8 4,27
9 4.45
10 3.71
11 3.34
mean 4.44

R -1
units are in ms-

4-8
4,43

5,30

3,85

4,73

2,11
4,81
7.21
3,72
6.49
3.34
4.24

4,57

km

Local Time (hxr)

8-12
4.32
6.51
4,20
3.99

3.15

2.96

- 4,06

3.00

4.70

4.61

12-16

4,79

6.85%

6.84
5.49
3.88
8.87
7.50
2.81
3.61
3,21
5.98

5.44

16-20
5.80
5977
6.93

5,03

5.69

5,12

8.16
5.63
5.12
4,02

4.62

5.63

20-24
3.63
6.27

5.01

3.69

5.20
4,28
7.34
8.15
5.01
3.76
3.85

5.11

Mean

4,49
6,24
4.99

3.92

5.67

4,59

4.79
3.51

4.46
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11.  SUMMARY AND SUGGESTIONS FOR FUTURE RESEARCH

11.1  Summary

The principal observations aid conclusions of this study are as follows.

(A) Tidal observations

(1)

(ii)

(ii1)

(iv)

(v)

o : (B)v

The annual mean semidiurnal tidal structure seen at Urbana is con-

sistent with 0229’2 mode dominance.

At Urbana, we observe an annual mean diurnal tidal structure of

Q,1
1

Sl(v) does not exhibit growth with altitude. An explanation

short vertical wave length like the © mode above 86 km, but
proposed for such behavior is that the mean Sl(v) is a superposition
of two tidal modes, one propagating, one evanescent, of nearly equal
strength at 86 km.

We confirm the tidal anomalies reported by Fellous et al. [1974];

namely, short wavelength semidiurnal tidal modes (GZZQ,n,

n>_4),
evanescent dirunal tidal modes (619"n), and superimposed waves.
We observe wave-like behavior regularly in the terdiurnal oscil-

lation at meteor heights. The persistence of this oscillation

inclines one to identify it as tidal in nature. We have evidence

.indicating the oscillation is a combination of a directly excited

terdiurnal . mode and a nonlinear interaction product of Sl(v)
and Sz(v).
We have successfully interpolated space-quadrature winds with our

narrow beamwidth system directed only toward the north. Clockwise3

~ wind rotation (viewed from.abqve) with increasing height was seen

as was the quadrature*time relation for E-W and N-S tides.

Internal gravity-wave observations

(i) We confirm the presence of wave-like oscillations in the metsor
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region with periods of 1-8 hour and evidence of reflections. Such
behavior was first reported by Revah [1969].

(ii) Contrary to Revah's results, we do not find excessive growth of
wave amplitude with height. Instead, 2/3 of our waves exhibit no
clear growth with altitude, a behavior predicted by the theoretical
work of Thomson [1976].

(iii) The vertical wavelengths of our gravity waves are not in general
related to the diurnal tidé vertical wavelength, This, along with
(1i), indicates that Spizaichino's [1969-1970] concept of diurnal
tide energy being cascaded into the gravity-wave spectrum by
nonlinear interaction is not a dominant factor at Urbana, Illinois.

- (iv) We have observed a large gravity-wave oscillation undergoing Doppler
shifting toward zero frequency ani disappearing in a time span of
less than 12 hours, |

(v) Our average wind spectra over 3-24 osc-day—1 exhibit a power law
exponent of -1.5. ‘This is similar to the behavior predicted for
isotropic turbulence in an inertial regime aud observed at lower
éltitudes [Vinnichenko and Dutton, 1969]. An apparent breakpoint in
spectrai behavior occurs at periods of 1 hour because the average
wind 5pectfa over 24-96 os’c—day—1 a?e best fit with an exponent
near —3.7 This is more in line with behavior predicted for a
bouyancy subrangé [MeAvaney, 1970]. | -

(C) Miscellaneous experiments

(i) Joint meteor-radar aﬁd partialfréflection‘&a;a collected‘at’Urbana
'suppoft Manson's [1971] hypothesis that,inéreased'nitric oxide
fransport frbm the auroral zone can resuit in an’increasé of winter

D-region ionization at midlatitudes.
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(ii) The technique of using echo decay rates to infer density and scale
height at meteor altitudes has been shown to be basically unsuccess-
ful. Harmonic variations in density did not behave as predicted by
tidal theory, even though the wind harmonics in most cases did. The
difficulty in extracting small tidal variations in density is
proebably related to contamination by the 24-hr mean height variation
due to the earth's rotation. The seasonal behavior of inferred mean
density was as expected.

(iii) The radial acceleration technique for inferring wind shears via
individual echoes and single-sité radars has been shown to be un-
successful. Use of interpolated winds has, however, allowed us to
study smoothed shear estimates at Urbana. Our findings are compatible
with McAvaney's [1970] multi-site results in Adelaide.

11.2 Suggestions for Future Research

Three equipment-related suggestions can offer substantial improvement
in our system echo rate and height accuracy. The easiest of the three to
implement is the inclusion of narrowband active low pass filters at the output
of eaéh pﬁase detector,’ A preliminary unit with 20 kHz bandwidth has already
been constructed and tested. This narrow:r bandwidth improves our S/N ratio
by roughly 6 dB and potentially offers a doubling in echo rate.

At present we must discard substantial amounts of echo information because
our A/D converter samples so slowly that only a single detectsr can be sampled
per transmit pulse. Furthermore, we sample this detecteor at 100 range locations
even though the target is only in one of them, and thus our data cbllection is
inefficientkas well as wasteful. If iustead,,once we had identified the
target location, We simultaneously stored each detector value in a sample-and-

hold bank, we could prevent both information loss and inefficiency. With ten
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detectors we could read out the sample-and-hold bank in just 100 us, compared
to our present 1 ms for 100 raﬂge locations., Thus we could also pick up an
additional 900 us per interpulse period for real-time processing. Such a
scheme would allow us to catch faster decaying echoes and improve the accuracy
of our parametexr estimates because mbre independent calculations per echo
would be available for averaging.

The third equipment improvement for our system should be the calibration
of the long arm vernier Yagi in our inferferometer. This calibration must be
quite precise or the potential improvement in height accuracy will not be
realized. Calibration by illuminating satellites of known orbits seems best,
both from the point of view of accuracy and cost. Qur radar has ample sensi-
tivity for tracking passive satellites and, by using the frequency synthesizer
voltage controlled oscillator to set the‘transmitter frequency, we can
establish low Doppler frequency conditionms.

In terms of analysis, it is suggested that the spectral estimation proce-
dures of Gaster and Roberts [1975] be investigated. They have devéloped
techniques specifically for randomly sampled signalis, as are ourirandomly
occurring meteor-wind values. Their techniqueskshould decrease our minimum
resolvablelgravity—wave period since the low pass filtering and aliasing
effects of our present analysis method are eliminated.

As mentiqnéd in Chapter 8, it would be most helpful to have meteox—wiﬁd
data for an éntire'wintefjpeiiod‘to correlate with partiai-refleétioh‘iesulté,i
which are collected regulérly. It is feasible to qﬁérate our fadaf coﬁtinu-‘
ousiy in the low power mo§¢, but a dedicated controller_wili be needed since
the PDP’15/40 gomputer‘is reqﬁired.by other éxperiménﬁers. ‘The controller can
simply be a data storage de#iée if:the PD?,i5/40:is uéed fo prbéesévthé echoes

collected every~few days.
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APPENDIX II
COMPUTER PROGRAMS

METP6 1S THE DRIVER FUR THE METEOR RADAR SUBRDUTINES AND DUTPUTS

PROCESSED ECHO DATA TJ DATA SLAT 2 (DATA SLOT 1 IS USED FNR TE4P-
ORARY STRRAGE)

G C HESS
4-24-TH

ELIT #1

DIMENS INNT#NRI(2)
DIMENSION DATE(2) FNAM(2),FOUT(2)
COMMUN/ZA/TTIN(4), ISEC
COMMUN/ZB/TFR(1.35,3),XM100) ,LM(1400) , IF] (1500) ,IF2(1500),
1 ARNG(18), AVEL(ZT) AVSD(27) ACEL(9), AFEL(O) AAZ(9)
COMMDN/C/HHT(B!) DC(BI)
CDMMUN/D/EL92(IJ) ELC(13)
DATA FNRI(l).FNRI(2)/5HTESTA‘4HOODA/
C USER SPECIFIED VALUES
NSAMP=] 00
NCPE=15
NCH2=HCPF~1
NSAMPY =NCH2 *NSAYP
HSAUP2=NCPF*NSAMP
NSAMP3=NSAMP-]
C LOAD DECAY HEIGHT ARHAYS

[eloXeReXoleoNe]

CALL TABLE
NHRITE(6,5)

5 FDRMAT(SSH HREM SWITCHO MUST BE IH | POSITION FOR NORMAL OPE«ATIOH)
HRITE(6,6)

<] FURMAT(43H SWITCHO IN O POSITINN HALTS PROCESSING)

C GET DATE, TIME, AND THRESHOLD
ARITE(6,10)

10 FORVAT (3H DATE)
o READ (4, 15)DATE
15 FORMAT(245)
‘ WRITE(6,20)
20 FORMAT (5H TIME)
READ(4,25) ITIM
25 FORMAT (411)

CALL TICK(ISER)
WRITE(6,23)

23 FUKMAT (1 8H TIME BASE (FLNAT))
READ(4,24)TB
- 24 FORMAT(F8.4)
WRITE(6,16)
19 FORMAT (4H PRF)
: ‘READ (4, 1 TYKPRF
17 bORMAT(I4)

PRE=FLOAT (KPRF)*0. 5834!3
HRITE(6,26)

26 FDRMAT(IOH THRESHOLD)
READ(4,17)TTHR
WRITE(6,28)

28 FORMAT{7H OFFSET)
HEAD(4,17)LT

: WHITE(é 31
31 FORMAT(39H RAW DATA FILENAME—I FORM 1S TESTAOODAT)
: READ(4, I5)FNAM
WRITE(G 330)

330 FORMAT (26H PROCESSED DATA FILENAME*I)
‘ READ (4, IS)FOUT
WRITE(é
33 FURMAT(36H NUMBER OF METENRS PER RAW DATA FILt)

READ(4,17)KK
NRITE(é 340) .

340 - FURMATC45H NR OF ECHUES NITH RAW DATA PRESENTLY 513} DISK)
READ(4 41 7ILKN

C CHST CHECKS FDR CULLECTIUN MALFUNCTION AND RESTARTb CDLLECTIDN

C IF NECESSARY .

. CALL: CHST(JK,IST\MA)

30 CONTINUE

MA=)

KL=0. ) )

CALL AFTLE(FNAM)

- WRITE( 6y 3209 FNAM, ITIM

320 FORMAT (5X, 245, 5%, 411)
- CALL ENTER(1,FNAN)
WRITE(, 37)
37 FORMAT (771

35 CONTINUE
C SWITCHO NORMALLY 1, SETTING IT TO O HALTS ECHO COLLECTION
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CALL PPO- .

C SET CHST FLAGS TO ZEROD
MA=0
18T=0

& SYNCHHUNIZE THE COMPUTER TO THE A/D
CALL INPADCKM, NSAMP, I)

CALL TD2(KM,NSAUP, [ER)

40 CONTINUE
IFCICLEQ.~H1 3.UR.IST.EQ.1IG0D TN 35
IFCIC.NE.1IGO TO 40
JK=1

. IF CYER,£Q,1)60 TO 3%

42 CUNTINUE

C GET CHANNEL 1, THE FIRST METENR RADAN VIDED CHANNEL

C REMEMBER THAT A/D CHANNEL ID’S ARE ALWAYS ONE LESS THAN CHANNEL NUMBER
CALL INPAD(KM.NSAME,IC)

45 CUNTINUE
IFCIC.EQ. ~51 3.0U0RJISTIEQ.1)GD TR 35
IFCIC.REL1YGD TD 46
JK=1
JBK=0
CALL CHAN(KM,0,J8K)

TECIBK.2Q. 160 TR 42

NK=0
C CULLECT REST OF FRAME 1 WHILE EXAMINING VIDED FOR TARGET PRESENCE
CALL INPADC(LM,NSAMPT,TC)
CALL LOOK(KM,ITHR, MHNG NK)
IF(AK.EQ.0)GO Ta 3:
C METEUR PRESENT, CALCULATE STARTING ADDRESS OF DATA
IF (MRNG.LT. 2.0R. MRNG.GT.NSAMP3)GD TO 42
JET=MRNG-1
50 CUNTINUE
IF(IC.ER.~-513.0R.IST.EQ.1)CGO TO 35
IF(§C.NE.I)GO T3 50
K=
C RECORD SIGNAL VALUES FOR FIRST FRAME WHILE COLLECTING SECOND FRAME
CALL INPAD(IFI dSAMP2,IC)
CALL RECI(JST, 1)
MM=JST
DO 55 1=2,NCPF
CALL REC2(MM, 1)
MM=MM+NS AMP

CONTINUE
C MASK CHANNEL 1D AND CONVERT TO) PDP NEGATIVE NR FORMAT
ALL MSN(1 ,NCPF)
c CHECK FDR bPURIDUb RETURN
TFCIFR(NCH2,2) .LT.ITHRIGO TO 35
70 CONTINUE
IF¢IC,EQ.-513,0R.IST.EQ.13GO TOQ 35
Ii({c LNEJ1)GO TO 70
JK=
c GET THIRD FRAME WHILE RECORDING SIGNAL VALUES OF THE SECOND
CALL INPADCIF2,NSAMPZ, 1C)
CALL RECF({JST, 2 NCPF, NSAMP)
CALL MSN(2'NCPF)
71 CONTINUE
{F(IC.EQ.~513.0R, IST.EQ.1)G0 TO 35
IF(CIC,NE.I1XGO . TO 7)
JK=1
C GET FUURTH FRAME WHILE RECORDING SIGNAL VALUES FOR THIRD
CALL INPAD{IF!,NSANP2,IC)
CALL RECF(JST, 3, NCPF,NSAMP}
CALL MSN(3,NCPF)
72 CDNTINUE
IF(IC.EQ.~513.0R.IST.EQ.1)GO TO 35
IF(IC,NE.1)GO TU 72

-C GET FIFTH FRAME WHILE RECORDING SIGNAL VALUES FOR FOURTH
CALL TINPADCIFZ ,NSANP2,1C)
CALL RECF (JST, 4 ,NCPF ,NSAMP)
CALL MSN(4, NCPF;

73 CONTINUE i e o
IF (IC.EQ.~513,0R.1ST.H0.1 )60 TO 35 : N
IECIGINE 16D T0 73 " @;F‘g\\ML Pag:
. JK=
¢ GET SIXTH FRAME WHILE RECORDING SIGNAL VALUES FOR FIFTH O0R QUALL

CALL INPADCIFI , NSAMP2,]C)
CALL RECF(JST, 5 NCPFNSAKP)
: CALL MSN(5, NCPF)

74 CONTINUE
[F(IC.EQ.~513,0R.IST.E0,1)60 TO 35
IF({C,NE 1)G0 TO 74
JK= .
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C GET SEVENTH FRAME WHILE RECORDING SIGNAL VALUES FOR SIXTH
CALL INPAD(IF2,NSAMPZ,IC)
CALL RECF(JST, 6,NCPF, NSAMP)
CALL MSN(6,NCPF)
3] CONTINUE
IF(IC.EQ.=51 3.0R. IST.EQ.1)60 TO 35
j;({c LNE.1)GD TO 75
C GET EIGHTH FRAME WHILE RECORDING SIGNAL VALUES FOR. SEVENTH
CALL INPADCIF1,NSAMP2,1IC)
CALL RECF(JST, /,NGPF,NSAUP)
CALL SN(7,NCPF)
16 CONTINUE
IF(IC.EQ.-513.0R.1ST.EQ.1)G0 TO 35
3§(IC.NE.I)GO T 76
=
C GET WINTH FRAME WHILE RECORDING SIGNAL VALUES FOR EIGHTH
CALL INPAD(IF2,dSANP2, IC)
CALL RECF(JST, 8, NCPF, NSAUP)
CALL MSN(8,NCPF)
11 CONT INUE
1F{IC.EQ.~513,UR, IST,EQ. 160 TO 35
IFCIC.NE. 160 TO 77
WA=1
C HECOKD SIGNAL VALUES FOR NINTH FRAME
CALL RECF(JST,9,NCPF,NSA%P)
CALL MSN(9,NCPF)
ALL DATA INPUTTED,BEGIN PRUCESSING

GET TIME
CALL CTIME2
APPLY RANGE ALGORITHM .
CALL RANGE(NCPF,TB,MRNG,L1,IPKC, IPKF, IPKYV)
IFCIPKYV.LE.ITHR)GO TO 35
DMAXY=20,*%ALOGIO(FLOAT(IPKYV))
KLUC=( IPKF—1 ) *NCPF+15
IF{IPKCLEQ. t ¢AND. IPKF,GT, 1 )KLOC=KLOC~NCPF
IDV=TFR(KLOC,2)
IF(IDV.LE. Q) IDY=1
DYD=FLUAT(IPKYV) /FLOAT ({DV)
IF(UYD.LE.0.)DYD=999,
IF(DYD.GT,Q.)DYD=20.%ALOG] 0(DYD)
C ACCEPTANCE CRITERTA #1
CALL ACCI (NCPF, ITHR,RNG, RNGSD, I1GG)
C APPLY BOWHILL VELOCITY ALGORITHM
CALL VEL(PRF,NCPF,ICOL, IPKF)
CALL ACCE(IPKC.IPKF ICUL NCPF,VM,VSD, VM!, V5D, 1GD)
IF(IGN.EQ.0)GD T 35
C DETERMINE ECHO DECAY HEIGHT
CALL DECAYH(IPKG, 1PKF,NCPF,PRF,DHT,DECAY)
C APPLY ANGLE NF ARRIVAL ALGURITHM
CALL ANGLE(NCPF, ICOL,KPRF)
CALL ACCBS(AZ.AZSD,EL.ELSD.IGD)
IF(IGD.EQ.0)GO TD 510
CALL HEIbHT(RNG RNGSD,EL,ELSDHT,HTSD)
GO TI
510 AZ-999.
. AZSD=999,
EL=999.,
ELSD=999,
HT=999.
. HTSD=999.,
c STORE PROCESSED ‘DATA TEMPDRARILY GN DATA SLOT |
520 CONTINUE
WRITE(!) ¢ ITIM(I),T=1,4),DMAXY,DYD,RNG, RNGSD VM,VSD, VM1 ,VSDI,
‘ 1AZ, AZSD, EL, ELSD, HT, HTSD DHT, DECAY
C AC SW Ol MUST BE IN PGSITIUN 1" FOR'HARD copy PRiNTUUT OF ECHO RESULTS
CALL "INTER(MO1)
[F{MOl .NE.=-65536)G0 TO 661
" WRITE(6,640)DMAXY ,DYD, RNG, RNGSD, VM, VSD VM1, VSDI

O o000

640 . FDRMAT(//B(!X F7.2))
WRITE(G, 650)A2 AZSD,EL,ELSDHT ,HTSD, DHT ,DECAY.
650 FDRMAT(/7(IX,F7 2),IX GlO 3

DO 660 “1=1,9
WRITE(6,670)1,ACEL(I), AFEL(I) AAZ(1)

670 FORMAT(IX,I4 3(!X F7. 2))
660 CONTINUE
661 CONTINUE

LMN=LMN+1

C EVERY 50 ECHUES STORE DATA ON DATA SLDT 2
[F(LMN.GE.50)G8 TO 500
KL=KL+1
IF(KL.GE.KK)GO . TO 110
GO T0_35 .



110 CALL GLOSE(1)
GO TO 30
500 CONTINUE

CALL CLOSE(1)

CALL STORE(KK,FNRI,FOUT)
FHAMC 1) =FNRT (1)

FHAM(2) =FNRI (2)

LMN=0

oo TO 30

END

SUBHUULINE TABLE
C FILLS UP HEIGHT AND DIFFUSION VECTORS BASED ON 1962 STANDARD
G ATMISPHERE DATA (BARNES)
C G C HESS, EDIT #1, 8/15/75
DIMENSION DECF(2),ACF(2)
COMMONZC/HIT(B1), DC(S!)
CUMMUN/D/FL92(13) ELC{13)
DATA DECF (1), DECF(Z)/SHUECAY.4HOODA/
DATA ACF(I),ACF(Q)/5HANGLE,4HCORR/

GO T 10

207 WRITE(6,30)

30 FURMAT(16H TYPE DECAYQODAT)
KEAD(4, 40) DECF

40 FORMAT (2A5)

10 CONTINUE

CALL FSTAT(J3,DECF, IF)
IF(IF.EQ,0)GD TO 20
CALL SEEK(3,DECF):

READ(3,50)
50 FORMAT (./7)

DO 60 1=1,8I

READ(3,70) IC,HHT(1),DC(I)
10 FORMAT(5X y12,5X,F7.2,5%X4IPEI0.3)
60 CONTINUE

C ALSO FILL ELEVATION AND ELEVATION CORREGTION VECTORS USED TN
C LINEARIZE THE STACKED YAGI PHASE RESPNNSE

GO TO 400

410 WRITE(6,420)

420 FORMAT (1 6H TYPE "ANGLECORRE)
READ(4,430) ACF

430 FORMAT (2A5)

400 CONTINUE

" CALL FSTAT(3,ACF,IF)
IF(1F.EQ.0)GU TO 410
CALL SEEK(3,ACF)
READ(3,440)
440 FORMAT (//)
DO 450 1=1,13
READ(3,460) 1C,EL92(]1),ELC(I)

460 FORMAT(5X, 12,5X,F7.2,5X,F7.2)
450 CONTINUE

RETURN

END

.GLOBL TICK,.DA
¢ TICK COUNTS SECONDS
/ FORTRAN IV CALL: CALL TICK(ISEC)

TICK 0
JMS* DA
. JMP 2
ISEC 0 ) :
DZM* ISEC /ZERU SECONDS
JTIMER S 60,515 /START CLOCK
JMP% TICK /RETURN
‘S 0 /SERVICE ROUTINE FOR INTERRUPT
DAC TEMP /STORE - ACCUMULATOR
1SZ* ISEC /INCREMENT BY ONE SECOND
JTIMER 60,5145 /D0 AGAIN
LAC TEMP /RESTORE ACCUMULATOR
_ JRLXIT  SI © . /RETURN
TEMP 0]
<END

«GLOBL CHST, .DA
JIUDEV. 6 ‘
/ CHECKS FUR A/D INTERFACE FAILURE AND RESTAR

4 TS COLLECTIO
/ NECESSARY. * FORTRAN 1V CALL: CALL CHST(IGDI,IST LA) 1N IF

CHST 0 ‘ : AL BAGE IS

42 POOR QUALITY
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[GU!
IST
LA

dP

BAD

/
AFILE

REM

INK

NINE

FR

S
52

B2

;RDUTINE PPO 'CHECKS ‘DATA SWITCH

PPO
PR

JMS*x
JMP

0

(¢]

(o]

DZM*

. INIT
~TIMER
JIMP*
0

DAC
LAC*
SZA
JMP
LAC»
SNA
JMP
DZM*

< TIMER
LAC
LRLXIT
1SZ*
DZM*
JWRITE
<WAIT
.TIMER
LAC
<RLXIT
2000

0
«ASCII
Q
«END

.DA
.4

1601

641 ,CHST
120,SERV,7
CHST

HOME
LA

HP
1601

BAD

1GO1

120, SERY,7
HOME

SERV

IST

16Ul

642, H5G2,0
6

120,SERV,7
HOME
SERV

320

/GET ARGUMENTS

/JUMP ARDUND ARGUMENTS
/CONTINUE FLAG

/STOP FLAG

/PRINTING FLAG

/ZERJ FLAG

/START CLOCK FOR 1.5 SECONDS
/RETURN

/SERVICE ROUTINE

/SAVE ACCUMULATOR

/GET _PRINTER FLAG

/1F ZEROD, CONTINUE
/PRINTING OUTPUT, RESET
/GET €ONTINUE FLAG

/1S IT GREATER THAN ZERJ?
/N0, ERROR

/RESET COUNTER TQ ZERO
/D0 AGAIN

/RESTORE ACCUMULATOR
/RETURN

/SET STOP FLAG

/INSURE IGO!1- IS ZERO
/RING BELL SEVERAL TIMES

/START CLOCK
/RESTORE ACCUMULATOR
/RETURN

<T><T><T><T><T5<T><T5<T><T><)5>

«GLUBL AFILE DA
/ AUTOMATIC FILE NAMING SUBROUTINE

4]
JIMS*
JUP
o]
LACx
TAD
DAC
LAC*
DAC
AND
SAD
JupP
LAC
TAD
DAC*
JUP*
LAC
AND
SAD
JMP
LAC
AND
TAD
DAC*
JMP*
LAC
AND
TAD
DAC: "
JMP*
2

o]
1620
20
344000

. 003760

+END

DA
+2

REM
AFILE

TE
(774000

(774017

(5400

(17
(301400

"REM

AFILE

.GLOBL  PPQ
0

LAS
AND
SNA
Jup
JHP*
<END

(400000

PR
PPO

/ACCUMULATOR SAVE LOCATIIN

/ FORTRAR IV CALL® CALL AFILE(REM)

/ADDRESS OF ADDRESS OF ARRAY
/GET "ARRAY -ADDRESS

/ADD 4 TO ADDRESS

/STOBE ADDRESS OF 2ND WORD
/GET 2ND.-WORD

/STORE WORD TEMPURARILY
/MASK ALL BUT 2ND -ALPHANUMERIC
/CHECK FDR 9 PRESENT

/YES

/N0, CONTINUE

/INCREMENT BY ONE

/DEPOSIT NEW NAME

/RETURN

/GET WORD

/MASK ALL BUT |ST ALPHANUMERIC
/CHECK FOR 9 PRESENT

/YES

/0, CONTINUE

/MASK OUT 2ND ALPHANUMERIC
/INCREMENT 1ST AND SET 2ND ALPHA TD ZERD
/NEW FILE NAME

/RETURN

/BOTH ALPHANUMERICS ARE 9
/MASK BOTH ALPHANUMERICS
/SET ALPHANUMERICS TO ZERO
/STORE NEW. FILE NAME

/RETURN

/THO

/TEMPORARY STORAGE

/9 IN 2ND ALPHANUMERIC
ZINCREMENT 2ND ALPHANUMERIC
/9. IN 1ST "ALPHANUMERIC

/MASK FOR"2ND ALPHANUMERIC

00 FOR-A 1" OR O

. /GET THE CONSOLE DATA SWITCH

/NUMBER 00

/IS IT A7

/N0, CHECK AGAIN
/RETURN TN SIMTST



JTITLE A/D CONVERTER SERVICE ROUTINES FOR BG.-FG,

7/ BFKM15 V3IA SERVICE RUUTINES FOR THE HP 5610A A TO D

7/ CUNVERTEH. THESE RNUTINES PERMIT INPUT OF ANY SPECIFIED

7/ NUMBEx UF SAMPLES INTO A CORE BUFFER. INPUT MAY BE UVER~

7/ LAPPED ATTH PRUGRAM EXCUTION, AND CONTROL MAY BE RELINQUISHED
/10 LOwWkR PRIORTTY PRUGRAMS WHILE DATA TRANSFER TAKES PLACE.

/ MACRO-15H CALLING SEQUENCE:

/ JMy INPAD

/ Wik UOF SAMPLES KEQUIRED

/ BUFFER ADDRESS

/ CUMPLETTUN FLAG ADDRESS

/ WEAL-TIME SUBRUUTINE ADDRESS, PRIORITY LEVEL IN BITS 0-2
7/ (EXAMPLE: 500000+RTSUBA)

/ - (RETUKNS HERE IMMEDIATELY)

/ IF THE 4TH WORD AFTER THE JMS [S O, NO REAL-TIME SUBROUTINE
7/ WILL BE ACTIVATED. NOTEs THE PRIORITY CODE FOR MAINSTREAM. IS |
/ THE COMPLETION FLAG 1S CLEARED BY THE CALL TO INPAD,

/ AND SET TU +1 FOR NORMAL COMPLETION OR ~1001 IF A DATA

/  TIMING ERROR 0OCCURS.

/

/

ADWCR=26 ’ /A-D WORD COUNT

ADCAR=ADWCR+1 /AND CURRENT -ADDRESS REGISTERS
«SCUM=100 /MONTTOR“S COMMUNICATINN AREA
ADWI=703724 /A~D CONVERTER WRITE INITIALIZE
ADS0=703701 /SKIP ON WORD CDUNT OVERFIL.OW
ADST=703721 /SKIP ON DATA TIMING ERRIR
ADCU=703704 /CLEAR OVERFLON FLAG

ADCT=703744 ) /CLEAR TIMING FLAG

/
/ EN[RY PUINT FOR A~D INTERFACE INITIALIZATION
/

.GLOBL INPAD, .DA

INPAD -0
JMS* .DA
JUP o4
INAR Q
INWC 0
INFLAG O
INR JMP INSET /REPLACED BY MLAC* INKCH
TCA
Eﬁc* (ADWCR) /SET WORD COUNT
W -1
TAD* INAR /BUFFER ' ADDRESS  ~1
DAC* {ADCAR) / TO CURRENT ADDRESS REG.
DZMx* INFLAG /CLEAR FLAG
DZM INSUB# /CLEAR REAL-TIME SUBROUTINE
ADHI : Z/INITIALIZE INTERFACE
JUP* INPAD /RETURN
7/
/ THE FOLLOWING CODE 1S EXECUTED ONLY DONCE
INSET = LACx* (.SCOM+55) /GET ENTRY POINT ADDERSS OF .SETUP
ADSVA = DAC .
JUS* .~ /CALL SETUP TO CONNECT ADINT TO API
ADSC
ADINT
DZM* (204
LAC (LAC* INKC :
DAC INR /MUDIFY INSTRUCTION
, JMP INR /- AND JUMP 10 IT

7 : )

/INTERRUPT SERVICE ROUTINE. EXECUTED IMMEDIATELY AFTER COMPLETION
/. OF DATA TRANSFER. ' “ETERMINES STATUS OF A~D INTERFACE, SETS

/ COMPLETION FLAG AND ACTIVATES REAL-TIME SUBROUTINE. :

/- RUNS AT API LEVEL 0.

/
e

ADINT O
DBA : /PAGE- ADDRESSING MODE
DAC ADSVA /SAVE AC
ADST /TIMING ERROR?
SKPICLALIAC /NO,+] TO AC
LA -1001 /YES, ERROR CODE
DAC* - "INFLA? /SET FLAG
ADCO ) /CLEAR
ADCT s INTERFACE FLAGS

ADXIT - LAC ADSVA /RESTORE AC
DBR _ - /SET TO LEAVE HARDNARE API LEVEL
JKP* ADINT -/ ETURN TO INTERRUPTED PROGRAM -

«END

321
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.GLOBL ID2,.DA
/ CHECK FOR SYNCHRONIZATION WITH A/D
/ FORTRAN IV CALLy CALL ID2(STOR,IMP,IFLAG)

/ W. OWENS
7/ B-6-14
/ EDIT #1
ADW=26
ID2 o
JHS* DA
Jup e /JUMP ARJUND BUFFER AND IFLAG
STUR 0 /A/D SAMPLE BUFFER ADDRESS
IMP 0 /NUMBER OF SAMPLES
IFLAG 0 Z/ERRUR FLAG ATTRESS
LAC* 1MP /GET WORD ZOUNT
TCA /NEGATE
DAC IMP /AND STORE
DAC COUNT  /SET COUNTER TO NUMBER OF SAMPLES
IFF LAC ADW /GET INPAD CURRENT WORD COUNT
SAD IMP /HAS - INPAD STARTED YET
JMP 1FF /N0, TRY AGAIN
DZM* IFLAG /SET FLAG TO ZERO
LAC#* STOR /GET ADDRESS OF ARRAY
DAC STOR /AND STORE
LAC* STOR /GET FIRST SAMPLE
AND (740000 /MASK OUT A/D WORD
DAC CHI /STORE CHANNEL ID
CIR 152 COUNT /DONE?
JHP Fl /CONTINUE
JUP* 1D2 /YES, RETURN WITH ND ERROR
F1 1SZ STOR /INCREMENT ARRAY ADDRESS
LAC* STOR /GET NEXT A/D SAMPLE
AND (740000 /MASK OUT A/D WORD
SAD CH} /CHECK FOR CHANNEL CHANGE
JUP CIR /NG, SAME CHANNEL
1SZ* IFLAG /T0 ONE
JUP* 1D2 /RETURN
CHI 0
COUNT - O
+END

«GLOBL CHAN,.DA
/ CHECK FOR RIGHT CHARNNEL
/ FURTRAN IV CALL® CALL CHAN(IJ, IDC,JER)

/ W. OWENS
/ 6-28-14
JEDIT 43
CHAN O
JuS* DA /GET ARGUMENTS
Jup 4 /JUMP_AROUND ARGUMENTS
1J 0 /FIRST A/D SAMPLE ADDRESS
IC 0 /DESTRED CHANNEL ADDRESS
JER 0 /WRONG CHANNEL FLAG ADDRESS
LACx  IDC /GET DESIRED CHANNEL NUMBER
DAC WCH /AND STORE
LAC*  1J /3ET ADDRESS OF ARRAY
DAC 1J /AND STORE
LAC*  IJ /GET FIRST SAMPLE
RCR /ZERQD _LINK AND MOVE AC ONE RIGHT
LRS i5 /SHIFT 13 (DEC) RIGHT
SAD WCH /1S THIS THE RIGHT DATA CHANNEL?
JWP+  CHAN /YES, RETURN
1SZ* ~  JER " /SET ERROR FLAG TO ONE
JMP*  CHAN /RETURN WITH ERROR
HCH 0 o : /CHANNEL NUMBER

.GLOBL LOOK, .DA
7 LOOK FINDS THE LARGEST SAMPLE FROM THE VIDED CHANNEL NOT A
/ NEGATIVE NUMBER AND SETS FLAG.IF IT IS LARGER THAN A GIVEN
/ THRESHOLD. ALSO RETURNS ‘THE LARCEST SAMPLE POSITION.
/ FORTRAN IV CALLt CALL LOOK(IP,ITH,LRG, 1sW)

KOOK -0
JMS® DA .
JRP b /JUMP AROUND ARGUMENTS
1P 0 /ADDRESS OF SAMPLE ARRAY ADDRESS
ITH 0 /THRESHOLD
LRG 0 /POINTER TO METEQR POSITION
ISH 0 /METEOR PRESENT FLAG
LAC* ITH .. /GET THRESHOLD LEVEL
DAC ~ITH : ZAND STORE

LAC* 1P /GET ARRAY ADDRESS

=
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TAD (-1 /MINUS ONE
DAC 1P © /AND STORE
DZM* I1SW ¢ /SET METEUR PRESENT FLAG TO ZERQ
DZM IMAX /SET MAXIMUM AMPLITUDE TO ZERO
LAW -145 /SET COUNTER
DAC NN /T0 ~101 (DEC)
AG 1SZ NN /DONE PROCESSING?
JMP FI /NO, CONTINUE
LAC ITH /YES, GET THRESHOLD
TCA /NEGATE THRESHOLD
TAD IMAX /ADD TO MAXIMUM LEVEL
SPA /1S IMAX »>= THRESHOLD
JMP % LOOK /#NO, RETURN WITH NO METEOR
1SZ% ISW /YES, SET METEOR PRESENT FLAG TO NNE
JHUP* LOOK /RETURN
FI 1SZ IP /BUMP ARRAY POINTER
LAC* P /LOAD SAMPLE
DAC XX /STORE TEMPORARILY
AND (001000 /MASK ALL BUT HP SIGN BIT
GLL /CLEAR LINK
SZA /NEGATIVE NUMBER?
JMP AG /YES, DO NEXT SAMPLE
LAC XX /N0, GET SAMPLE
TCA /NEGATE CURRENT SAMPLE
TAD IMAX --/ADD TO CURRENT MAXTMUM
SMA /1S XX > IMAX
JMP AG /NQ, DO NEXT SAMPLE
LAC XX /GET CURRENT SAMPLE
DAC IMAX /AND STORE AS NEW MAXIMUM
LAC NN /GET COUNT
TAD (145 : /AND ADD 10O} (DEC)
DAC* LRG . /AND STORE IN METEOR POINTER
JMP AG /D0 NEXT SAMPLE
IMAX 0 /CURRENT MAXIMUM AMPLITUDE
NN o} /CDUNTER
XX o] /TEMPORARY STORAGE
END

SUBROUTINE REC!(JST,JCH)

C RECORDS METEOR ECHO DATA FOR A SINGLE CHANNEL (FIRS
C DATA CONSISTS OF THE THREE SAMPLES CENTLRED ABOUT IE TRIETAL
& TARGET DETECTION LOCATION
¢ G C HESS
C 4-24-75
C EDIT #1
c _ :
COMMON/B/IFR(135,3) ,KM(100),LM(1400), IF1 (1500) , TF2(1500)
3A§§g(|8),AVEL(27),AVSD(27).ACEL(Q),AFEL(Q).AA%(Q) !
g
DO 10 I=1,3
IFRCJCH, 1) =KM(J)
: J=J+1 ’
10 CONTINUE
RETURN
END

SUBROUTINE REC2 (MM, 1)
RECORDS METEOR ECHO DATA FOR ALL CHANNELS EXCEPT' THE FIRST

Seledelels]

(COMPLETION OF THE FIRST FRAME) ' :
3§gﬁnggsxsrs OF “THE . SAMPLES ‘CENTERED ABOUT THE INTIAL TARGET DETECTION
G C HESS
4-24-75
L EDIT #1
COMMON/B/IFR (135, 3) ,KM(100) ,LM(1400), IF1(1500) , IF2(1500),
LAZSG(IB).AVEL(Z?),AVSD(27),ACEL(Q),AFEL(Q),AAZ(D) X
DO 10 K=l,3
IFR(I,K)=LM(J)
J=J+i
) CONTINUE
RETURN

END

SUSRUUTINE MSH (JFR,NCPF) = _ QQDJQ Y
REMUVES CHANNEL ID’S AND CHANGES A/D NEGATIVE NUMBERS TN PDPIS 4437'
NUMBER FURMAT ‘
HANDLES ONE FRAME AT A TIME . v <&

G ¢ HESS
4=24~75
EDIT #]

WTTILIO0
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Ci

DIMENSION IFS(7)
COMMON/B/IFR(135,3) ,KM{100) ,LM(1400),1F1 (1500),1F2(1500),
TARNG(18) , AVEL(27) ,AVSD(27) , ACEL(9) , AFEL (9) , AAZ(9)
DO 10 [=1,NCPF
JL=(JFR~1 J*NCPF+1
pd 20 J=1,3
IFS(J)=1FR(JL,J)
20 CONTINUE
CALL MSK(IFS)
DD 30 K=1,3
IFRTJILKI=IFS (K)
30 CONTINUE
to CONTINUE
RETURN
END

.GLUBL MSK, .DA
/ MASKS CHANNEL ID AND CONVERTS' FROM HP NDGATIVE NUMBER TO PDP
7 NEGATIVE NUMBER.

7/ W. OWENS
/4 T=16~14
/ EDIT #2
/
MSK 0
JUS* .DA
JMP +2
RD 0
LAC* RD /GET ADDRESS OF ARRAY
DAC RD /AND STORE
LAW ~7 /SET COUNTER
DAC REP
ML LAC* RD /GET SAMPLE
AND (001777 /REMOVE CHANNEL ID
DAC* RD /AND STORE
AND (001000 /MASK ALL BUT HP SIGN BIT
CLL /CLEAR THE LINK
SNA /NEGATIVE NUMBER?
Jup TN /NO, GET NEXT SAMPLE
LAC* RD /RELDAD FULL SAMPLE
sDEC /YES, CHANGE TO
TAD (261120 /PDP NEGATIVE NUMBER
Nalosy
DAC* RD /AND STORE
N 1sz REP /DONE?
Jup W2 /NO, CONTINUE
JMPk KSK /YES, RETURN
15Z RD /BUMP ARRAY POINTER
Jup ML /D0 AGAIN ‘
HEP 0 :
« ENR

SUBROUT{NE RECF (JST,JFR,NCPF,NSAMP)
C RECORDS METEOR ECHO DATA FOR ONE COMPLETE FRAME
C DATA CONSISTS OF THE THREE SAMPLES CENTERED ABOUT THE INITIAL TARGET
C DETECTION LOCATION
C G C HESS
C. 4-24=75
C EDIT #t
° .
COMMON/B/TFR{135,3),KM(100),LM{1400),IF] (1500) ,IF2(1500),
1ARNG(18)yAVEL(27),AVSD(27),ACEL(9) ,AFEL(9) { AAZ(9)
C ODD FRAME SAMPLES STORED IN ARRAY IF2
C EVEN FQAME SAMPLF& STORED IN ARRAY IF|
a0
JK=JST
IF(JFR.EQ.2.0R.JFR,EQ.4.0R.JFR.EQ.6.0R.JFRVEQ. B)K=]
DO 10 =} ,NCPF
JL‘(JFR-])*NCPF+I
DO 20 J=1,
IF(K.EQ. O)IFR(JL J)=IF2({JK)
IF(K.EQ.1YIFR(JL,J)y=IF1 (JK)

JK=JK+1
20 CONTINUE-
JK=JK+NS AMP=-3
10 CONT INUE
- RETURN

END



SGOO00G

[¢XeNe]

=000 (LN oXeN o)

NOGO

o0o0

OOO00O000O0O00

c

30

W. OWENS

7-26~14

EDIT #2

CALCULATES THE TIME OF DAY

SUBROUTINE CTIME2
COMMON- ZA/ITIM(4),ISEC

LUAD CURRENT ELAPSED TIME SINCE LAST CALL TO CTIME2

ITSEC= ITE:[-c+15E6
ISEC=0

KEEPS TRACE DF SECONDS AND INCREMENTS MINUTES

CONTINUE

IF(ITSEC.GE.60) ITIM(4)=ITIM(4)+]
IF (I1TSEC.GE.60) [TSEC=]TSEC-60
IF(ITSEC.GE.60) GO TO 5

INCREMENT TENS OF MINUTES

IFCITIMC4) JGT.9) ITIM{3)=ITIM(3)+
IFCITIM(4) .GT.9) ITIM(4)=ITIM(4)~10
IF(ITIM(4).GT.9) GO TO-10

TNCREMENT HOURS

IFCITIM(3) L GT.5) ITIM(2)=ITIM(2)+]
IFCITIMC3) .GT.5) ITIM(3)=ITIM(3)=6
IF(ITIM(3).GT.5) GO TO 20

INCREMENT TENS OF HOURS

IF(ITIM(2).GT.9) ITIMCD)=ITIM(1)+!
[FCITIM(2).GT.9) ITIM(2)=ITIM(2)-10
IFCITIMCO) ) .GT.2) ITIM(1}=0

RETURN

END

SUBRDUTINE RANGE(NCPF,TB,MRNG,LI,IPKC,IPKF,IPKYV)
APPLIES RANGE ALGORITHM TD YAGI VIDED CHANNELS

(ASSUMED TO BE CHANNELS | AND 14)

G C HESS

4-24-15

EDIT #1

CALCULATE THE RANGE IN KM BY FITTING A PARABOLA TO THE PEAK YAGI VIDEO
A/D SAMPLE AND THE TNO ADJACENT SAMPLES IN TIME

BASE THE RANGE ON T=TB US INTERSAMPLE PERIOD, WITH THE FIRST SAMPLE
ggEURING AT 620T FOLLOWING TRANSMISSION AND ALLON FOR A 2 US A/D SAMPLING
ALSQO PROVIDE FOR -A TRANSNITTER TURNON DELAY QF LI US

COMMON/B/IFR(135,3) ,KM(100),LM{1400), IF1 (1500), IF2(1500) ,
LARNG(18), AVEL (27) , AVSD(27) ACEL (9 AFEL (9, AAZ(9)
IPKC=]
IPKF=|
IPKYV=0
DO 10 I=l,9
JT=(I-1)%NCPF
JC=0
DO 20 Jsl,14,13
JS=JT+J
TAU= (TB/2, J#FLOATUIFR(JS, 1)=1FR(JS,3))/(FLOAT(IFR(JS, e IFR(JS,3)
I~IFR(JS,2)-1FR(JS,2)))
JCRJCH]
JRmL -] Y H2+IC
ARNG{JR)= (FLOAT(| G*HANG)+ TAU=FLOAT (LL) ) %001 5#TB#9 . | 5+TB#. 3
FIND FRAME WITH PEAK YAGI VIDEO SIGNAL
IF(IFR(JS,2).GE, IPKYV)GO TO 30
GO TO 20
IPKYV=IFR (JS,2)
IPKF=I
1PKC=J
CONTINI ;
CONTING
RETURN S i e g e
END S ~NAL PAGE IS

UF POOR QUALITY
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SUBROUTINE - ACC] (NCPF, ITHR, RNG, RNGSD, IGO)
ETEgMINES WHETHER METEOR ECHD IS ACCEPTABLE BASED DN RANGE RESULTS
C HESS
42-75
IT #1
COMMON/B/IFR(135,3) ,KM{100) ,LM(1400),IF1(1500), IF2(1500),
J ARNG(18),AVEL(27),AVSD(27)4ACEL(9) ,AFEL(9), AAZ(9)
[USE=0
DO 10 I=1,9
J1=0
b 20 J=1,14,13
Ji=Ji+]
K=(I=1)*NCPF+J
IF(IFR({K,2) LT.ITHRIGO TO 20
TUSE=TUSE+]
Ki=(I=~i)*2+J1
ARNG(IUSE)=ARNG(K!)
CUNTINUE
CONTINUE
IF(IUSE,.LE.2)G0 TO 60
RH=ARNG(})
RL=ARNG(1)
Da 30 I=2,IUSE
IF (ARNG( 1) . GT. Rd) RH=ARNG( 1)
IF(ARNG(1) . LT, RL)RL=ARNG(])
30 CONTINUZ
C REQUIRE THE DIFFERENCE BETWEEN YAX AND MIN RANGE TGO BE UNDER 3 KM
IF(ABS (RH-R1.) (GE. 3.)060 TU 60
o CALCUL?EE THE MEAN RANGE AND SAMPLE STD DEV (UNWEIGHTED)
ING=0,
DO 40 I=1,IUSE
RNG=RNG+ARNG? 1)
40 CCONTINUE
RNG=RNG/FIL.OAT (TUSE)
RNGSD=0,
un 50 I=1,1USE
RHGSD=RNGSD+ (AR IG{1)~RNG) *%2
20 CUNTINUE
RNGSD=SQRTORNGSO/FLIAT(TUSE=1))
TF(RNGSD.UT. 1,360 TN 60
1G0=1
RETURN
C DEFAULT CASE
60 16U=0
oETURN
END

cCD
cCG
C 4-
C ED
c

—_P
[=fe]

‘ SUBROUTTWE VEL(PRF,NCPF,ICOL,IPKF)
APPLIES SOWHILL VELUCITY ALGURITHM THREE TIMES PER FRAME
FTRST 10 Cd 3,5,7,9, SECuND TU 7H 5,7,9, 114 THIRD TN-CH 7,95 11,13
u G hedbs ’
4=24-10
EUIT #1

Colo o e,

UDIEASTON M(4)
COMIN/B/TFRC1 35,3) ,KX(100) , LY(1400) , IFI (1500) , F2(1500),
TARHG(18) , AVEL(27) , AVSD(27) s ACEL(9), AFEL(9), AAZ(9)

LETEMINE SAMPLE COLUMN WITH M«xruuu SIGNAL STRENGTH
JG=(1PKE=1 1RNCPE
HOLI=TASS ( IFR(J5+2,2))

W(2)=TABS (IFR{J5+4,2))

M) STABS CTFR(J5+2,3))

M) =L ABSCTER(JS+4,3))

TR CHCT )+ 2D M0 +104) L LE.OISN TN 66

IPK=
IPKM=( ()
bl 30 K=2, ,
[FUA(K) S LE T 1pkman o 40
TRKU=M(K)

IPK=K-

40 SONTINUE

30 CUMTINUE
L ICdL=2

IF(1PK.GE. 3) IC0L=3

pa 10 1=t,

JT=(1-1)xNCPFE

JC=0

DU 20 J=3,7,2

JS=JT+J

Je=JCH
CR=(I=1 3 ge

(%)



C REJECT FRAMES WITH PHASE MAGNITUDE UNDER 40 AS TOO WEAK
C REJECT FRAMES WITH PHASE MAGNITUDE OF 51t DUE TO A/D SATURATION
NPK=MAXO(IABS(IFR(JS,ICOL)),IABS(IFR(JS+2,1COL)), LARS(IFR
1(JS+4,1C0OL)), IABS(IFR(JS+6'ICDL)))
IF(NPK.GE, SII.OR NPK.LT.40)G0 TO 60
C CALCULATE DOPPLER BASED ON SINE,COS,SINE,COS SEOUENCE
B1=FLOAT (1IFR(JS, ICOL))
B2=FLOAT(IFR(JS+2.ICDL))
B3=FLOAT(IFR(JS+4,1COLY)
B4=FLOAT(IFR(JS+6,1COLY)
B5=B2*B3-B| *B4
B6=B2xB2+B1*B3
B7=B3%xB3+B2+B4
B8=BO*B7
1F(B8,LE.0.)C0 TD 60
89=2, *SQRT (B8}

- DOPLI=B5/89
$5Q1 =DOPL 1 *DOPL1
CSQl=1.-5501

IF(C5Q1.LT.0.)00 TO 60
COS1=SQRT(C3Q1)
IF(COS1.LE.0.)G0 TO 60
ALPHAI=ATAN2(DOPLI,COS1)
C ADJUSTMENT REQUIRED IF SEOUENCE WAS REALLY COS,SINE,COS,SINE
IF(J.EQ.5) ALPHAI ==ALPHAI
AVEL (JR)Y=PRFXALPHAI%0.5

G I 50
C UEFAULT CASE
60 AVEL(JRI=999,
20 CURLINUE
20 CUNTINUE
10 CUNTINUGE
RETURN
END

SUBROUTINE - ACC2(IPKC, IPKF 1COL, NCPF,V}4,VSD, VM VSDI,IGD)
DETERMINES AHETHER METEOR ECHD IS ACCEPTABLE 0N THE BASIS OF
WInD. VELDCITY RESULTS
G HEsS
4=24~75
EUIT #1

Sal s CaX0iCa

CUMMO/8/Trk (135, 33, KMUT00), LM(1400), IF1(1500), IF2(1500),
FARNG(I8) JAVEL (2T, AVSD(E?) ACEL(9), AFEL(?) AAZ(?)
wkEQU g AT LEAbT 2 FULL FRA“ES (6 VELDCITY CALCULATID&S) OF USEFUL
VELOCITY RESULTS TO ACCERT AN ECHO :
OWLY FRAMES FULLUWING THE YAGI VIDED PEAK ARE CONSIDERED Si) FRESNEL
Do CILLATION EFFECTS ARE MINIMIZED
1USkE=0
IF{IPKCLEQ.14)Y TPRF=1PKE+]
JF(TPKF.GE.2)6T TO 60
U 1o [=1,9
Lo 20 J=I1y
ILOC= (I-I) 3+J
TFCLLLTLIPKFYAVELC TLOC) =999,
CIF(AVEL(ILUC).GT.200.)G0 TO 15
JUSE=TUSE+L
K=(IPKFE=L)Y*NCPE+1+2%J
NPK=HAXO( TABS (TFRI{K,ICDL) ), IABb(ka(V+2 1C0L)), IASS(IFR(K+4,
FICJLY), IABa(IPR(K+6 1C0OL)
' CALCULATE INsTRUMENTAL ACCURACY RAaFD JN PEAK STGNAL STRENCGTH
AVSDCILNC) = 120 /FLDAT(NPK)
G0 T 20
) u IM UNUSEABLE® CASES VEL AND STD DEV ARE SET Tn 909.
AVSBCILHCY =999, -
ao CUNTINUE
10 CUNTINUE
COIFCIUSELLTV4)60 TO 6
C CALCULATE THE MEAN VtLDCITY AND INSTRUMENTAL STD DEV [(WEIGHTED)
Vu=Q,
vSD=0,
D330 1=1,27
IFCAVEL(13.6T.200.)G0 TG 30
VYU=VH+CAVELC T ZCAVSD( T *AVSD( 1) ))
VSD=VSDH+ (1, ZLAVSDCTI*AVSD(IO )
30 CUNTINUE
VSD=1 . /SORT (VSD)
VM=V &Y SURVSD
2 CALCULATE THE MEAN VELOCITY AND SAMPLE STD DEV (UNWEIGHTED)
vMI=0.
VEUT =0, .
D040 I=t,27

XA YA Y]
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IF(AVEL(I),.GT.200.)G0O TO 40
VMI=VMI+AVEL(])
40 CONT INUE
YMi=VMI /FLOAT{ IUSE)
04 50 I=1,27
IC(AVEL(IJ GT.200,)60 TO 50
VDI =VSDI+ (AVEL (1) =VM] ) %*2
50 CONT INUE
VSD1=SQRT(VSD! /FLOAT(IUSE=1))
C REQUIRE WEIGHTED AND UNWEIGHTED WINDS TO AGREE WITHIN 15 M/S
1E (ABS (VK-VM!) .GE,15,)G0 TO 60
C KHEQUIHE SAMPLE DEVIATION TOQ BE UNDER 30 M/S
IF(VSDt.GE, 30,)CG0 TO 60
[GO=]
RETURN
C DEFAULT CASE
60 1G0=0
RETURN
END

SUBRUUTINE DECAYH(IPKC, IPKF,NCPF,PRF ,OHT, DECAY)
C CALCULATES ECHO HEIGHT BASED ON RATE OF YAGI VIDED DEZAY.
C G C HESS, EDIT#!,8/15/75 ;
COMMON/C/HHT(31) ,DC(81) N
~ COMMUN/B/IFR(135,3) ,KM(100),LM(1400),IF1 {1500}, 1F2(1500),
1 ARNG(1B) ,AVEL(27),AVSD(27) ,ACEL(9) ,AFEL(9) ,AAZ(9)
SUMYV=0.
SUMTI=0.
SUMVT=0.
SUKr2=0,
ICT=0
IF (IPKF.GT.8)G0 TO 30
LU 10 I1=IPKk,9
JT=(1=1)Y*NCPF
00 20 J=1,14,13
IF (I.EQ.IPKF,AND.J.EQ. |, AND. IPKF.EQ.14)GJ T9 20
J5=JT+]
© 5TUP WHEN YAGI VIDES FALLS BELOY 40
IF (IFR(J5,2),LT.40)60 TJ 40
ICT=ICT+]
51=ALOGFLOAT(IFR(JS,2)))
C CONSIDER TIME OF FIRST ACCEPTED YAGT SAMPLE AS ZERO
IF(ICT.E0. 1) JS1=JS
52=FLOAT (JS~JS1) %0, 58341 3/PRE
SUMYV=SUMYV+S]
SUMTI=SUNTT+S2
SUMVT=SUMVT+S1 %52
SUMT2=SUST2+52%532

20 CCOWNTINUE
10 CUNTINUE
30 CUNTIHUE

C wEQUInE AT LEAST 3. PNINTS FNR DECAY CURVE FIT

C UsE. 997KM A5 Tdlk DEFAULT VALUE

40 TF(ICT.LT. 3G Ta 70

C DECAY HATE LEAST SQUARE +IT SOLUTION
SLOPEN=FLOAT (ICT)*SUMVT-SUMYY*SUUT]
SLUPED=FLOAT([CTY*SUNT2-SUKTI*SUMT T
ITF{SLOPED.EQ.D.I60 'TO 70
SLOPE=SLOPEN/SLJUPED
DECAY=-3404. *5LURE

C LINEAALY TNTERPULATE ECHU HEIGAT FRIM THE. dHT AHD DT ARRAYS
DG 50 I=1,8D
IFCDCCI) LE.DECAY AND.LC(I+1).GEL.DECAY) SO TN 60
IF(],EQ, 80060 T3 70

Bl CONTIHUE
40 . DHT=HHT (I + CHHT I+ =HHT (T Y )R (DEGAY=DC (1Y) Z(DCCI+1)-0C(1))
- RETURHN
10 DHT=999.
RETURIT
END

SUBRUUT INE -ANGLE (NCPF, TCOLKPRF)

ECHO ELEVATION AND AZTMUTH ANGLES
COARSE ELEV. FRUM CH 2,3,4,5

FINE ELEV FrUM CH 6,7,8,9

AZIMUTH FruM Crl 10, Il .|2 13

G C HESS

4-24=75

EDIT #i

DOOHCOOSGO

DETERYINES ANTENNA ANGLE DIFFEHENCES FOR USE  TW “CALCULATING METEOR
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C PHASE

COMMON/B/IFR(135,3) ,KM(100) ,LM(1400) . IF1(1500),1F2(1500),
TARNG(18),AVEL(27),AV5D(27),ACEL(9),AFEL(9),AAZ(9)
T=(1./FLOAT{KPRF))*1.714048

CALIBRATION VALUES (USER INSERTED)

CEADJ=~3.83

FEADJ=-3,83

AZADJ=-3.83

DO 10 I=1,9

II=(Im=1)%3

JS=(1~1)*NCPF

C COARSE ELEVATION

Mi=FLOAT(IFR(JS+2,1COL))
M3=FLOAT ( IFR(JS+3, ICOL))
W2=FLOAT ( [FR(JS+4, I1COL))
M4=FLOAT (TFR(J5+5, ICOL))
IF(AVEL(II+1).GT.200.)G0 TO 20
DI=AVEL{ TI+1) )

Ul=DI *T

(12==3.%JI|

Q3=-J1

04=-01 .
Y=YTERM(M] ,}2,M3,M4,01,02,03,04>
X=X TERM (M1l \M2, 43, M4,01,02,03,047
Z=X*X+YxY

IF(Z.LE.0.)GD TO 20

sCE=Y

CCE=X

IF(CCE.EQ.0Q.)6GD TO 20
CEANG=-ATAN2(SCE, CCE)
CEAWG=CEANG-CEADJ

ACEL(1)=CEANG

C PUT ALL ANGLES IN -UNIPOLAR FORMAT

IFCACEL(I}.LT.0.)ACEL(I}=ACEL(])+46.28319
SO TO 30

C DEFAULT CASE

20

ACEL([)=999,

< FINE ELEVATION

30

40

2

i =FLJAT (TFER(JS+6,1COLY)
M3=FLAATC(IFROIS+7,1COL))
M2=FLOAT ( IFRCJS+8,1C0LY)

Y4=FLIAT( IFR(J5+9, ICOL)Y)
DI=(AVEL(TI+1)+AVEL(11+2))/2.
IFCAVEL CIT+1 ) .GT. 200, )0 =AVEL(11+2)
IF{AVEL(1I+2).GT.200. D1 =AVEL(II+])
IF(DLI .GT.200,)63 TO 40

V=D *T

U2=-3,%7}

13=-01

Jd==]] :

Y=Y TERM (MY, M2, 43,M4,01,;02,03,04)
X=XTERNM (41, M2, 43,14 ,01 ,02,03,04)
Z=X*.X+Y*Y

IF(Z.LE.0.)G0 T 40

SEE=Y

CFE=X

[F(CFEL.EQ,0,)60 TO 40

FEANG=~ATAN2 (SFE,CFE)
FEANG=FEANG-FEADJ

AFEL(1)=KEANG .
IFCAFELCI) JLT 0. ) ARELC T ) =AFEL(])+6,28319
Gl Tu 51 :
AFEL(T)Y=990,

€. AZIMUTH :
50 .

M1 =FLNAT(IFRCJS+10, ICDL))
U3=FLOAT(IFR(JS+}1, ICOLY))
M2=FLIAT (IFR(JS+12, 1CRLY )

MA=FLAAT (IFR(JIS+1 3,1C0LY) ' ¥ - Op

D1=(AVEL(TI+2)+AVEL(11+3))/2,

TFCAVEL(I1+2).0T.200.0DI=AVEL(1+3) }OJ).I@Qr

IF(AVELCTI+3).GT,200.)DI=AVEL(T142)"

JF(DLL.GT4200.)60.TU 60

=01 *T

tR2=-3.%J1

J3==ul -

Ud=~a1

Y=YTERM (M) M2, 43,44, 01 ,02,03,04)
X=XTERM(MI M2, M3, M4,01,02,03,04)
Z=XEX+Y XY

IF(Z.LE.0.300. T} 60

SAZ=Y

CAZ=X -

IF(CAZ. EQ. 0,60 T 60
AZANG=~ATANZ2(SAZ,CAZ)
AZANG=AZANG~AZADJ
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AAZ(1)=AZANG
IF(AAZ(1) .LT.0. JAAZ(T)I=AAZ(1)+6.28319
GO TO 70
60 AAZ(1)=999,
70 COMTINUE
10 CUNTINUE
RETURN
END
FUNCTION XTERM(M!,M2,M3,M4,01,02,03,04)
XTERM=FLDAT(M1*M3)*CUS(U3)+FLDAT(MI*M4)*SIN(GI)—
TFLOAT(M24M3)*SIN(O2)+FLOAT(M2%M4 ) *COS(04)
RETURN ~
FND
FUNCTION YTERM(M1,M2,M3,M4,01,02,03,04)
YTERM=FLOAT (M1 *M4)*COS (01 )~FLOAT(M2443) *C0S(02)~
IFLOAT (M1 *M3)*SIN(O3)~FLOAT(M2%«M4) *SIP(0D4)
RETURN
END
SUBROUTINE ACC3S(AZ,AZSD,EL,ELSD, IGO0
g EXIRQETS ELEVATION ANGLE FRDM STACKED YAGI RECEIVE ANTENNA CONFIGURATION
C o-4-75
C EDITH
c

COMMUN/B/TFR(135,3),KM(100),LM(1400),IF1(1500),1F2(1500),
| ARNG (182, AVEL(27),AVSD(27),ACEL(9) ,AFEL(9},AAZ(9)

COMMON/D/EL92¢1 3) ,ELC(13)

ANTEHHA SPACING PARAMETER (USER TNPUT)

DCEL=.2114

C CALISRATIUN VALUE
[USE=0 '
PI=3.141593
PI1=2,%P1
HEF=4.73
010 1=1,9

20

.30

IF(ACEL(1) .GT.200,)60 T0 20

IF(ACEL(I).GT.PL1)ACEL(I)=ACSL(1)=PT}

TF(ACEL (1) .GT. REF)ACEL ( 1) =HEF

SEL=ACEL ( [)*DCEL

IF(SEL.GE.1.)60 TO 20

CEL=5QRT( 1 .~SEL¥SEL)

ACEL(I)=ATAN2(SEL,CEL)

1USE=TUSE+]

CONT [NUE

IF (AFEL(1).GT. 200.)G0 TO 30

IFCAFEL{ ). GT.PI1)AFEL(1)=AFEL(1)=PH

IF(AFEL(T) ,GT,REF) AFEL( 1) =REF

SFEL=AFEL (1) #DCEL

1F (SFEL,GE. 1,100 TO 30

CFEL=SQRT (| ,~SFEL*SFEL)

AFEL (1 )=ATAN2(SFEL ,CFEL)

TUSE=TUSE+]

CANTINUE

[FCAAZ(I).GT.200.)1G0 TO 40 -

IFCAAZ (1) .GT.PI1) AAZ (1 )=AAZ(1)=PTI

IF(AAZ(I) .GT.REF) AAZ (1) =REF
Z=AAZ( ) *DCEL

IP(&A .GE.1.)60 TO 40

CCAZ=SQRT (1 ,~SAZ*SAZ)

40
0

ANZLT)=ATANZ(SAZ,CAZ)
1USE=IUSE+1

CONTINUE

CONTINUE
IF(IUSE.LT.4)G0 TO 50

C CALCULATE MEAN AND STD DEV FDR ELEVATIDN ANGL =

90

61

62

12ND=0

CONTINUE

EL=0,

TUSE=0

un-60 I=1,9
1F(AAZ(I).0T,200,)060 TO 6}
EL=EL+AAZ (1)

IUSE=1USE+]
IF(ACEL(]).GT.200,)60 TO 62
EL=EL+ACEL(I) -,
1USE=TUSE+].
[F(AFEL(1}.UT.200.)G0 TO 60
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EL=EL+AFEL(I)
TUSE=TUSE+!

60 CONTINUE
EL=EL/FLOAT(1USE)
ELSD=0.

Do 70 I=1,9
IF(AAZ(I).LT.200.)ELSD=ELSD+{AAZ (] )~EL) #*2
IF(ACEL(I).LT.200, YELSD=ELSD+{ACEL( I)~EL ) %2
IF(AFEL(1).LT.200.)ELSD=ELSD+(AFEL (1)=EL)%%2
70 CUNTINUE
ELSD=SORT(ELSD/FLOAT( TUSE-1))
IF(I2ND.EQ. 1)GO TO 100
¢ REJECT VALUES HOT WITHIN 2 SIGMA OF MEAN
EUP=EL+ELSD
ELW=EL~ELSD
L0 80 I={,9
ISCAAZCT) JLT.ELW.OR. AAZ(T) JGT.EUP) AAZ (1) =099,
IF (ACEL(I).LT.ELW.UR.ACEL(I).GT.EUP)ACEL(]) =999,
IF(AFEL(I).LT.ELW.OR. AFEL(1).GT.EUP)AFEL(I) =999,
30 CNNTINUE
12ND=1
60 Tu 90
100 JGO=1
AZ=0.
AZSD=0.
IF(EL.GT.EL92(1))G0 TO 120
BO 140 1=1,12
IF(EL.LE.EL92(I) .AND.EL.GE.EL92(I+1))G0 TO 110

140 CONTINUE

C EL.LT.ELY2(13)

10 J=I+}
ADJ=ELC(I)+(ELC(J)-ELC(I))I*(EL~EL92(I))/(EL92 (J)-ELO2(1))
G0 TO 130

120 ADJ=0.,

130 EL=EL+ADJ
RETURN

20 1GU=0
HETURN
END

SUBRUUTINE HEIGHT(RNG, RNGSD,EL,ELSD,HT,HISD)
CALCULATES HEIGHT FRUM RANGE AND ELEVATION DATA
ALLUWS FOR CURVATURE OF THE EARTH
G C HESS
4-24-75
EDIT #1

SPECIFY EARTH’S RADIUS IN K\
A=6371.
X=RNG7A
EVALUATE MEAN HEIGHT
HT=(3IN(EL)+,5%X~ . 5*¥*SIN(EL)*SIN(EL))*RNG
C EVALUATE ACCURACY
IF(ELSD.GT.200.)G0 TO 10
HTSD=SQRT ((SIN(EL)*RNGSD) #*2+ (RNG*COS(EL )Y *ELSD) **2)
RETURN
10 HTSD=999,
: RETURN
END

[sTeloNeReYoX ol

Q

ZRHHARERBHBEY O INTER SUBROUTINE TO RETURN DATA SWITCH VALUE = #R4F44H#H¥
s USED WITH PULCHK

2
-/
TITLE ' INTER
+GLUBL ~ INTER,.DA
INTER - 0
: JMS» +DA
- JMP +2
A 0
LAS :
T - : ORIC. '
JMPx INTER i .
“END OFIGINAL PAGE 15
| ¥ POOR QuALITY
SUBROGUTINE STORE(KK,FNRI,FOUT) :
C STORES ECHO DATA PERMANENTLY ON DATA SLOT 2
C.: HANDLES 50. ECHOES AT A TIME
C G C HESS
C 4-25-75
C. EDIT #i



120

O — =
ouo

200

210

220
30

520

530

- EM=(EM/FLOAT(1
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DIMENSION FSRT(2),ITIM(4),FOUT(2),RG(50),V{50),A(50)
DIMENSION E(50), H(SO) T(50) FREF(Z)
DATA FREF(1), FREF(Z)/5HTESTA'4HOODA/
FSRT(\)=FREF(‘)
FSRT(2)=FREF(2)
CONTINUE
CALL AFILE(FOUT)
WRITE(G, | 20)FOUT
FURMAT(//SX 21H PROCESSED DATA FILE=,2A5/)
CALL ENTER(2 FOUT)
WRITE(2,18)
FORMAT(//)
IFN=50/KK
LMN=0
DO 15 1={,IFN
CALL AFILE(FSRT)
CALL FSTAT(], FSRTqIF)
IF(IF.EQ.0)G
CALL SEEK(! FSRT)
HEAD(‘,IB)
10 J=1,KK
LMN LMN+1 )
READ(I)CITIMCIT), II=1,4),DMAXY,DYD,RGCLMN),RNGSD,V (LMN),VSD,
1VMI ,VSD1 , ACLMN) , AZSD,E(LMN),ELSD,H(LMN) ,HTSD,Di{T,DECAY
T(LMN)=FLOATCCITIM( ) %O ITIN(2) ) %60+ (ITIM(3) *10+1TINM(4))) /60,
WRITE(2)TC(LMN) ,DHMAXY, DYD, RG(LMNY, RNGSD, V(LMN) ,VSD, VM1 (VSDL,
FACLMN)Y 4 AZSD,EC(LMN}Y, ELSD; H(LMN), HTSD, DHT ,DECAY
CONTINUE
CONTINUE
CALL CLOSE(2)

CALCULATE MEAN TIME,WIND,RANGE,AZIMUTH, ELEVATION, AND HEIGHT

TY=0.

VM=0.

HOM=0.

AM=0.

EM=0,

Hi=0.,

1A=0

1E=0

IH=0Q

U 30 1=1},50
TH=TM+T(1)
VM=YH+V (]
HOM=RGU+RG (1)
IF(A(1).GT.200.,3G0 TO 200
LA=T A+l
AM=AM+ALT)

IF(E(1).GT.200,)60 TO 210
[E=1E+]|
EM=EM+E (1)
IF(HOT) W LT, 75..0R.H(1Y.GT4120,)60 TO 220
[H=IH+}
HM=HM+H (1)
CONTINUE
CONTINUE =~
TM=TM/50.
VM=VM/50,
RGM=RGM/50. , :
AM= (AM/FLOAT(1A))%57.,29578

E))*57,20578
HM=HM/FLOAT (IH)
WRITE(6,520)TM,VMyRGM, AM, EM,HM
FORMAT (74H T=,F7. 2, 4N VM= F7. 2,44 RU=,F7.2,4H AM=,FT, 2 4H EM=,
[F7.2,4H HM=,F7. 273
WRITE(é 5303IA,1E,IH
FORMAT (3(1X, 14) 77}
RETURN
END
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APPENDIX III
BIAS OF CLIPPED MEAN ESTIMATOR

P X (U-Vo)
@) = V212 P 202

where K is value required to make

14
j L pw)dv = 1

2

- V.-V ) V4V )
eraf<___.._£_.>+ er*f‘(————i——o—-—)
V20 V20

x
erf(x) 82 J exp(—tz)dt
/r Yo

(]

Q

with

The expected value of our estimator is given by
2 ot 7]
VE = y= exp(-a”)-exp(-b7)| + Vb
"T,

where

N
i

A y /o=
(V4V} / V20

ne>

W-7,) /25

Estimator bias is given by

2 2.1
. _ /2 exp(-a”) - exp(=b")
Vg -V =7V 3% "[ orF@) + erf (b))
Case
1 V>o—>b2<a2—>V—V<‘o+V<kV
o E o E 0

2, VO< o-+b2 >a2+VE VO >0 +'VE‘> VO

i.e., magnitude is underestimated in both. cases.
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Figure III.l Probability density model of
wind velocities I.
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APPENDIX IV

BIAS OF ZERO CROSSING ALGORITHMS WHICH DISCRIMINATE AGAINST LOW VELOCITIES

X -7,
p() = exXp|- ——5—— o <P < =V Iv.1
- D
210 20
Vh v <=
where
K is the value required to make
_VD )
1= J p@)dv + ’ p@)dv
—c0 ‘VD,
i.e., K = 2/[2-erf(a) - erf(b)] Iv.2
where

a b (V57 )//Z o
b, v)/VZo

The expected value of the mean wind is

V= /2 c[eXP(“bz) . e"p('az)} v IV.3

E T \2-err(b) - erf(a) o

implyingva bias of r

2 \2
Vb(a—l) Vé(a+1)
exp| - — - exp|-| ———
. 7L V2 o v Y2 o
VeV =7 9F ZRCE RN 7 @+l
L V2 o V2 o

where o 4 Vb/Vb,’ Note that for finite VD, only the cases of true mean wind
zero or infinite result in no bias. A typical value of o might be
0.4(v, = 10 m s—l, v, = 25 m s'l) and along with a representative geo-

hysical noise of 25 m ! this results in a bias of 5.7 m s L.
P



-Vp Vo Vo

Figure IV.1 Probability density model of
wind velocities II.





