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PREFACE
(Executive Summary)

This is the final report of an investigation of Earth Observation
Data Management Systems {EODMS) to meet information needs of state,
regional, and local agency users in a five state midwestern region:
ITTinois, Iowa, Minnesola, Missouri, and Wisconsin.

The major contributions of this work are:

i) A comprehensive data needs analysis of state and
local users.

ii)  The design of priority information products that
serve state and local data needs and are derivabie
using remote sensing.

1i1)  Analyses of the costs, performance, and data
management aspects of alternative processing
centers to produce the priority products.

iv}  The examination of pertinent policy issues 1n
the development of Earth Observation Data
Management systems.

v) The elaboration of alternative institutional
arrangements for operational Earth Observation
Data Management Systems.

We arrive at conclusions and recommendations which differ sub-
stantially from common thinking about serving state-level users of
remotely sensed data. We conclude that an operational EODMS will be
of most use to state, regional, and local agencies if it provides a
full range of information services from data acquistion and pre-
processing to interpretation and dissemination of final information
products. There is a wide gap between the digital format in which raw,
satellite~-derived 1nformation is presently produced by tha federal

government, and the tabular and map formats in which natural resources in-

formation is currently of most use to states. An EODMS which stops short of
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completely filling this gap will be of lesser utility than a compre-
hensive system. Motivated by this fact, we analyze twenty-seven
broadly useful "pvriority" information products which an EODMS might
produce from remotely sensed data.

We also recommend that EODMS provide not only satellite-derived
information but also a wide variety of natural resources information
obtained from satellite, aircraft, and ground survey missions as
well as a 1imited amount of socioceconomic information necessary to
produce land use and related products. Most of the information needs
we identified appear to require multipie data sources. In evaluating
the capability of satellite data to serve state needs, we found that
the proposed LANDSAT Follow-on mission promises significant improve-
ment of this capability as compared to LANDSATs 1, 2, and C.

He believe that planning and management of an EQDMS system should
be a joint state and federal responsibility, structured instituticnally
in one of two ways. The system might be most responsive to the full
range of user needs and might operate most efficiently if a new federal
natural resources information agency were established to manage it.
However, if creating a new agency appears infeasible, a system which
evolves from cooperative efforts among existing institutions such as
NASA, USDA, and the Department of the Interior, should receive careful
consideration.

In considering how an EODMS might be struclured, we find most
attractive a regionally-centered system with multidisciplinary pro-

cessing centers serving groups of states such as our five-state study
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region. This structure offers a reasonable balance between economies from
shared resources on the one hand, and accountability to users, familiarity
with the local area, and product accuracy on lhe other.

These conclusions on system management and structure result from
our analysis of four hypothetical EODMS operational system alternatives.
The four include two similar to those mentioned above as well as a system
under private sector control and another publicaly-controlled system.
We evaluate the four -- and some variations of each -- according to
criteria including system capacity ana economics, responsiveness,
flexibility, ease of implementation and interfacing, and impacts.

We have analyzed in some detzil the costs and performance of

systems to producez priority products for the five states. We estimate
that a multidisciplinary, satellite-based processing center could pro-
duce the twenty-seven priority information products for the five state
region at a yearly éost of about thirteen million dollars ~- including
all system overhead charges. Less than fifteen percent of this cost
is associated with satellite data acquisition and computer processing,
while much of the remainder is due to aircraft and ground survey data
gathering and processing. This fact implies that improving sensor
performance to reduce ground truth requirements might have a more
profound effect on reducing total system costs than would development
of more efficient computer processing techniques.

We also compare the cost-effectiveness of producing the priority
products for the five states using computer processing of satellite
data of LANDSAT Follow-on specifications with traditional processing

of aircraft data. The satellite-based techniques cut costs by about



a factor of four and reduce the time required between 50 and 75% while
retaining sufficient geometric accuracy to meet user requirements.
However, the price paid for these improvements might be a loss of a few
percentage points in classification accuracy.

We investigated economies due to resource sharing resulting from
centralized processing 1n a multistate, multidisciplinary center.
Sharing resources among disciplines seems, by one measure of comparison,
to save about one quarter of the costs that would be incurred if no
sharing takes place. Centralizing processing geographically also
results in savings; five state centers appear to cost forty-five per-
cent more than one regional center serving our area. However,
centralizing to one national facility apparently saves at most another
five or ten percent while risking loss of contact with users.

The methodoTlogy and focus of this study set it apart from
other data needs analyses and system- design studies. This study is
one of the few data needs analyses for remote sensing whose primary con-
cern is potential users in state, regional and local government. OF
the few needs analyses done for this group, this is the only one whose
final goal is to outline and assess system alternatives to serve them.
In addition, our method of identifying needs is unique; we worked
extremely closely over an extended period with the agencies we studied,
observing their activities and identifying the tasks they carry out.

It is from the results of this close working relationship -- not from
short interviews or analyses of statutory responsibilities alone --

that we gained our understanding of agency information requirements.
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Feedback from our agency partners proved that carrying out our assess-
ment in this manner has resulted in a realistic and more complete
description of their activities, data needs, and capabilities.

As a system design study, a distinctive feature of this project 1s
our careful adherence to a real-world, rather than theoretical, context
throughout. The products our systems are designed to produce can serve
real needs, which exist today in day-to-day activities 1n the agencies.
Furthermore, our technical analyses are based on observed costs and
performance of working systems. In addition, our proposed system
management structures take into account current state and tTederal
institutions, together with their governing Taws and regulations.
Finally, we have addressed a considerably broader range of potentially
controversial policy issues in order to highlight questions which system
designs ought to address.

Although the EODMS project has come a long way in determining
how to serve state and Tocal needs for remote sensing, more research
is needed. New work should include detailed design and analysis of
alternative EODMS systems in conjunction with both user and supplier
agencies. Building upon our preliminary systems analyses, detailed
design of systems could examine optimal location, size, technical
capability, pricing policy, and management schemes for regional multi-
disciplinary centers and could identify cost/performance tradeoffs
in more detail. Further work could also examine how system costs and
utility vary with changes in product menu. Much more work needs to be
done in investigating strategies for system implementation, including
exploring the roles of state, federal, and regional government;

analyzing time-phasing of equipment acquisition and software development;
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and designing necessary enabling legislation., Finally, & detailed
study of the costs and benefits of the proposed systems would be

of great use in making an 1mplementation decision, and it could also
be done based on our work., If ECDMS is to be implemented, the need

for such studies is great.
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CHAPTER 1. INTRODUCTION

1.1 OBJECTIVES
The project on EFarth Observation Data Management Systems (EQDMS*)
at Washington University, St. Louis, was funded by NASA for the period
July 1974 to December 1976. The primary project goal was to explore
ways in which Earth observations data might be delivered to state,
regional, and Tocal government agencies to assist in carrying out the
functions of those agencies in fields such as natural resources manage-
ment, agriculture, and environmental protection. The project was
executed 1n the Center for Development Technology by an interdisciplinary
research team whose members have backgrounds in engineering, geology,
geography, environmental sciences, computer sciences, and public policy
analysis.
The formal project objectives as stated in the contract were to:
i. Determine the role of Earth observation satellites in
providing data in a form useful to Tocal, state and regional
organizations in a vartety of fields of appiication.

ii. Develop an understanding of present data requirements and the
ways these requirements are currently being met for potential
users of Earth observation data.

i11. Develop a baseline information set concerning current and
future use of these data for a five state (minimum) area
inctuding Missouri, IT771nois, ITowa, Minnesota and Wisconsin.
1v. EstabTish working relationships with key state agencies.
v. Qutline possibie alternatives for future operational EQDMS
del1very systems based on numbers i through iv above, and

indicate the most promising alternatives for future EQDMS
synthesis and assessment,

*The phrase "Earth Observation Data Management Systems" means large-
scale automated information systems for delivery of products derived
from remoiely-sensed satellite and aircraft data and other data on an
operational basis and in a form useful to agencies and individuals in
many fields of application at several jurisdictional levels.



1.2 PROJECT OUTCOMES

1.2.17 Contractual Qutcomes

Project objectives were to be accomplished through the delivery
of three major products to NASA:
i. A Preliminary ileeds Analysis Report,
ii. A User Conference,
iii. A Final Report

The Preliminary Needs Analysis Report was issued in three volumes

and 827 pages in December 1975. A Summary Report of 35 pages was issued

in February 1976. These reports included an extensive survey of data
practices and needs in the study region, along with background analyses
of a wide range of technical, poiitical, and Tegal issues which impact
on the use of Earth observation data.

A Conference on Future Directions for Earth Observation Data
Management systems. cosponsored by NASA and Washington University, was
held in St. Loudis in April 1976.% Attended by over 80 representatives
of state and local government, various federal agencies, universities,
and other interested parties; the conference featured feedback on the
Preliminary Needs Analysis Report by users and potential users, as well
as a wide-ranging discussion of the future of the use of remotely-sensed
information in the five state region.

The present Final Report represents the culmination and major out-

put of the EODMS Project. This report is more focused than the Pre-
Timinary Needs Analysis Report. It emphasizes two concepis: 1) develop-

ment of "priority products" and 2) design, analysis, and evaluation of

*A Proceedings including the papers and discussion at the conference
has been 1ssued.



alternative cpérational Earth Observation Data Management Systems.

The priortty products are a set of 27 information products, based
heavily on remotely-sensed data from space and aircraft, which could
be immediately and broadly useful to state and local agencies. Earth
Observation Data Management Systems are 1nstitutions‘&esigned to
produce and deliver these products economically to users with formats,
scales, update frequencies and related characteristics that are ap-

propriate to the capabilities of the user community.

1.2.2 O0ther Project Outcomes

During the course of the EODMS project, a large number of ad-
ditional technical memoranda, reports, and papers, as well as ten
quarterly progress reports were produced. These documents are listed
in Table 1-1. i

Two projeel documents are especially noteworthy. The Natural

Resources Data Requirements Inventory: Missouri was prepared with

the cooperation of the Missouri Interdepartmental Council on Natural
Resources Information and its member state agencies. The report
contains an extensive catalogue of agency data needs and characteristics
organized by application area and task. In addition, it contains in-
formation on the current source of each of these data items.

A second noteworthy project document is Potential Contributions

of LANDSAT Follow-on to State, Regional and Local Data Neasds. Based on

our knowledge of state and local data needs and their characteristics,
we analyzed the capability of each of six remote sensing systems, in-
cluding the proposed LANDSAT Follow-on, to meet those needs adequately.
That analysis became the framework for synthesis of the priority products

reported in Chapter 3 of this Final Report.
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Table 1-1: EODMS Project Publications (continued)
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16. Huisinga, J., "On Private Sector Demand for LANDSAT-Based Information,"
Forthcoming.
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Other, Tess formal, project outcomes include development of
professional relationships between EQDMS staff and users and potential
users of Earth observations data in our region. We have participated
as observers in the Missouri Interdepartmental Council on Natural
Resources Information and with the Southwéstern I1linois Metropolitan
and Regional Pianning Commission. A former staff member has gone on
to direct the National Conference of State Legislatures Task Force on
Uses of Satellite Remote Sensing for State Policy Formulation. Finally,
the expertise of the Center for Development Technology has been
strengthened and we plan to continue to contribute to analysis and

assessment of space applications projects.



1.3 PROJECT METHODOLOGY AND APPROACH

The EODMS project has been organized around three major tasks:

Task 1

Analysis of the activities, tasks, data needs, and data

characteristics of state, local, and regional agencies 1in

the five state region.

Task 2

Engineering design and cost analyses of regional processing

centers for production of products to meet significant data

needs from Earth observation data.

Task 3

Outlining and preliminary evaluation of alternative institutional

arrangements for operational EOQDMS systems, including considera-

tion of a variety of policy and contextual issues.

Task 1 was accomplished through extensive and intensive inter-
actions with about fifty state and local agencies in the five state
region from July 1974 to November 1975. Several hundred data needs
were identified and their characteristics determined. We then assessed
the technical feasibility and economic and political plausibility of meet-
ing those needs totally or in part from remotely-sensed, Earth observa-
tion data. The outcome of this analysis was a list of 78 plausible
data needs, 56 of which could be met by 27 ECDMS priority products.

In general, these products meet a variety of data needs in several
areas of appilication on a regular basis; thereby taking considerable
advantage of commonality and economies-of-scale of data processing.
The concept of priority products represents an important departure

from the current operating concept of meeting user needs on demand

principally through provision of LANDSAT photos and digital tapes.



Task 2 was the major focus of EODMS effort during calendar 1976.
Using production of the 27 priority products as a system goal, detairied
comparison was made of techniques to produce those products from digital
interpretation of LANDSAT and other data to techniques based on manual
photointerpretation of low-and-medium-attitude photography and ground
survey data. Data rates, data extraction algorithms, computer systems,
and dissemination methods were examined with an emphasis on common
elements which could be shared by different products to reduce costs.
Estimates were made of the costs to produce the priority products 1n
a regicnal center for the five states. These estimates enabled us
to examine cost/performance trade~offs, economies of scale, and cost-
effectiveness of alternative production methods. While they are subject
to all the uncertainty associated with untested technologies, we believe
these estimates are the first attempt to deal realistically with all
the costs of the use of Earth observation data on an operational basis.

Task 3 continued throughout the project period, with a shift in
emphasis from analysis of background issues in the earlier period
to outlining of systems and exploration of policy questions more
recentiy. All of our work in this area has proceeded in the context
of an EODMS which delivers a range of finished data products to a
variety of users at the state and local Tevel. Thus we have examined
a series of questions related to EQDMS planning, coordination, manage-
ment, operation and control which arise because EODMS is presumed to
interface with the external world in many ways. We have been concerned
with participation, access, responsiveness, agency auspices, and the
like; as well as with technical problems arising from interaction with

other information-acquisition and dissemination activities. To our
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knowledge, no other study has attempted to address this range of
issues on the synthesis of EODMS systems from the state and local
point of view. Four illustrative systems are examined in some
detail, and two systems have been identified which, in our view,
are especially attractive candidates for furth@r detailed.systems
studies.

The major new and unique contributions of the EODMS project
are the following:

1. A comprehensive data needs analysis of state and local
users.

2. The design of priority information products that serve
state and local data needs and are derivable using
remote sensing.

3. Analysis of the costs, performance and data management
aspects of alternative processing centers to produce
the priority products.

4. The examination of pertinent policy issues in the
development of EQDMS.

5. The elaboration of alternative institutional arrange-
ments for operational EODMS Systems.

The major unfinished business of the EODMS project, business
for which we were not funded, is in-depth synthesis, design and
analysis of alternative systems in conjunction with both supplier and
users agencies. If EODMS is to be implemented, the need for such

studies is great.
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1.4 PLAN OF THIS REPORT

Chapter 2 presents the conclusions and recommendations of the
study. Taken together, the Preface, Chapter 1, and Chapter 2 are
a convenient summary of the entire project.

Chapter 3 details the development of the priority products concept
from the data base of user data needs in Appendix A. Remote sensing
systems appropriate to acquisition of raw data for the priority pro-
ducts are identified, and the technical characteristics of those
products are specified. Previous data needs studies are briefly
sumnarized and compared to our work in Appendix D.

Chapter 4 presents the engineering and economic analyses of the
production of the 27 priority products in regional multidisciplinary
processing centers from advanced, or Earth observation, data as well
as Trom traditional data sources. Appendix B is a review of the costs
and performance of 14 operational or experimental systems which have
produced 7 of the priority products. Appendix C supports Chapter 4
with technical detail.

Chapter 5 discusses in a general way the policy issues which must
be addressed in EODMS planning. Included are questions of planning
and implementation, scope of éODMS activities, management and partici-
pation, product pricing policy, the role of the private sector, and
pessible outcomes of EODMS implementation., Appendix F briefly summarizes
some of the contextual developments which may influence EODMS design,
including current state activities in remote sensing and computerized

geographic information systems.
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Chapter 6 is a development and preiiminary evaluation of four
EOBMS system alternatives, chosen to illustrate different ways to
organize delivery of the priority products to users. Appendix E
summarizes previous system studies and points out how the EODMS study
differs from them. Appendix G presents a summary of the way current

systems operate to deliver Earth observation data.
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CHAPTER 2: CONCLUSIONS AND RECOMMENDATIONS

2.1 INTRODUCTION; PRIMARY CONCLUSIONS AND RECOMMENDATIONS

Conclusions and recommendations of primary importance are high-
lighted in this section. The remaining sections of the chapter contain
more detailed conclusions and recommendations, organized by topic.
He present conclusions on data needs, data management practices, and
relevant capabilities; the utility of present and plannad earth
observation satellites in satisfying state data needs; and systems
to produce the priority products. We also present recommendations
on preterred EODMS system structures and implementation strategies,
public and private sector roles in an EQODMS, and directions for future
research.

It is important to remember that the EQODMS study concentrated
on state, local and regional government data needs in a Five-state
region. Our conclusions might have been very different had we “
emphasized the needs of the federal government, private sector, or

other regions.

2.1.17 Primary Conclusions

The format in which existing federal systems produce satellite data
15 not the format in which satellite-derived information is presently
usable by states,

Although ail of the states have experimented with LANDSAT
date, no organization in the region has the critical mass of
financial resources and computer skills needed to employ satel-
1ite data operationally in digital form, in which it contains
the most information. Information presented on map products
or tables, rather than raw data on imagery or tape, is of
most direct use for agency decisionmaking.
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An operational EODMS will be of most use to state, regiopal, and local
agencies if 1t provides a full range of services from data accuisition
to processing and dissemination of final information products.

An EODMS which stops short of completely fi1ling the
format gap identified in the first conclusion will be of
lesser utility than a comprehensive system,

Twenty-seven information products [our “priority products"} can help
meet most of the significant remote sensing-related data needs of our
region's state and Tocal agencies.

We have identified seventy-eight data items which are
both widely useful to agencies of the five states and
technically feasible to derive from current or near-future
remote sensing (aircraft or satellite) technology. Fifty-
six of these {tems are contained on twenty-seven "priority"
information products that can be regularly produced at
apparently reasonable cost,

LANDSAT Follow-On will Tikely more than double the utility of satellite
data to state agencies in our region (by one measure of comparison with
LANDSATs T, 2, and C).

Approximately two-thirds of the twenty-seven.priority
products can probably be constructed from data with the
spatial and spectral resolution and geometric accuracy
capability of the proposed LANDSAT Follow-On. On the other
hand, probably fewer than one-third of these products can—
employ data with the Timited spatial resolution of the
current LANDSAT MSS or the Timited spectral resolution of
the LANDSAT-C RBY.

An EODMS based on multidisciplinary, multistate processing centers
appears to be a promising way to produce the priority products regulariy
and at Tow cost compared with other alternatives.

Sharing data and resources among discigiines may_cut
about one-quarter from production costs/kme. Centralizing
from state to regional processing centers may reduce total
charges by about one-third, However, further centralizing
from regional to national centers may save only an additional
five or ten percent while risking some Toss of product ac-
curacy or utiltty.

The major costs of a satellite-~based EODMS delivering the priority
products are in processing supporting ailrcraft data and gathering




~14-

ground truth information. Thus improvement in sensors to reduce
“ground truth" requirements might have a much greater effect on total
costs than an improvement in computer processing technigues.

Qur estimates suggest that of the total cost of the
satellite~based system, oniy 10% is directly related to the
cost of computer processing of satellite data, while most of
the remaining 90% is due to gathering and processing the
requirved supporting aircraft and ground information.

satellite - based production of the priority products is cost-effective,
as compared wtth aircrart-based techniques. -

We estimate that producing the same menu of products
costs one-quarter as much in the satellite-based system,
improves production times by a factor of two tc four,
retains required geometric accuracy (when LANDSAT Follow-
On data are used),but might Tose a few percentage points
in classification accuracy.

Forty-one categories of ground cover, all probably machine~derivable
from satellite data, appear to provide sufficient satellite-based in-
formation to produce eignteen of the priority products,

Each of the eighteen products displays aggregations, sub-
sets, or refinements of the forty-one categories. Refinements
are done with additional information gathered from aircraft or
ground truth rather than from satellites.

Today's commercial computers can handie all image processing and data
management tasks involved 1n regularly producing the priority products
for the five states.

We estimate the image processing load to be Tess than half
the available time on a CDC 7600, for example, Teaving the other
half for data management and administrative tasks.

2.1.2. Primary-Recommendations

Two_predominantly public sector EODMS -system alternatives appear promising

and should be the subject of detailed system synthesis and assessment
studies.
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They are:

1) an evolutionary system based upon present institutions, and
2} a natural resources information system with regional, multi~
disciplinary processing centers.

For both these alternatives, we recommend that regional (or large state)
processing centers be 1nc1uded and that the system 1ncorporate g wide
range of natural resources data.

The recommendation of regional structure is based both
on the economic advantages cited above and on Tikely access-
ability to users. The recommendation that the system shouild
handle a wide range of natural resources data is based on
considerations of product utility and proper system scope.
On the one hand, 1f the system is limited to & narrowly-
defined set of satellite-derivable data, its utility 1n
natural resources management is artifically Timited. On
the other hand, handling both natural resources data and a
broad range of socioeconomic information may exceed proper
bounds on system scope.

Planning and management of a regionally - based EODMS should be carried
out jointly by states and the Federal government.

State and Tocal needs will best be met if a variety of
state and Federal agencies are represented.

The private sector should play an impcrtant but carefully delineated
role in & pubTlically controlled ECDMS

We believe that private sector organizations should act
primarily as contractors to perform certain carefully defined
services. It does not seem appropriate, however, to vest in the
private sector control of an EODMS which is primarily focused on
serving state, local and regional government.

EODAS should initially serve regular information needs, but it should
grow to satisfy specialized needs for information "on demand."

Regular availability of information products from the
system will build user confidence. However, EODMS should
plan to construct a specialized "question answering" system.
Such a system will be more complex to implement, but it will
enhance the value of EODMS to users,
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2.2 CURRENT DATA NEEDS, DATA MANAGEMENT PRACTICES, AND RELEVANT -
CAPABILITIES OF THE STATES

2.2.1 State's Data Management Practices and Data Needs

State agency users of natural resources data are a diverse group, diffi-
cult to characterize in a few words. Nevertheless, in this section, we
attempt to identify characteristics that many of these agencies as a market
for remotely sensed data have in common. Exceptions can be found to the gen-
eralizations we make here, but we provide examples to support them.

The basis for these conclusions 1ies in our interactions with agencies.
Conclusions on agency attitudes about data are amalgams of opinions we heard
stated and restated throughout our long period of agency visits. Conclusions
on data management practices, preferred product characteristics, etc. are
founded in the results of our survey of agency needs contained in Appendix A.
Similarities in data needs abound among the five states, in spite of

significant differences and incompatibilities in administrative struc-
tures and data handling procedures.

Approximately 80% of the hundreds of data items we iden-
tify in Appendix A are required in two or more of the five
states. However, different formats for presentation or dif-
ferent names for the same information item often make these
overlaps difficult to identify. In some cases, legal reguire-
ments on the characteristics of a data item make data sharing
difficult. This is the case, for example, for land use maps
for HUD, EPA, and the Corps of Engineers.

Current interest centers on map products as opposed to digital, tabular,
or other information display formats.

State agency personnel, legisTators, and the general pub-
lic can readily use and interpret map data, while information
in digital form is unfamiliar to most state agency users.

New Tegislation is rapidly changing the data needs of some agencies.

New Federal and State laws are requiring collection and
analysis of increasing amounts of information, often with in-
adequate funding and time to do so. Such requirements include
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the National Environmental Policy Act, Section 208 of the Fed-
eral Water Pollution Control Act Amendments of 1372, the Flood
Disaster Protection Act of 1973, and the Minnesota Environmen-
tal Policy Act of 1973 (analogous to NEPA).

State Agencies are often required to handle "brushfire" data gathering
projects. For this and other reasons, a significant fraction of the
data agencies use is gathered "on demand.™

A significant (but difficult to estimate) fraction of data
gathering projects are typically inspired by forces outside
agency control. For example, engineering site evaluations per-
Tformed by state geological surveys are uysually initiated because
construction is planned.

Some agency data gathering projects are extremely Tocalized., A large-
scale, remote-sensing based information system 1s not Tikely to play a
significant role in these activities.

For example, engineering site evaluations require exten-
sive on-site investigations.

Much data as well as advice and assistance in data collection comes to

state gencies from the Federal government. *

For example, the state agriculture departments of the five
states rely almost exclusively upon data generated by the vari-
our branches of USDA. In addition a high level of coopera-
tion exists between the state geological surveys and the USGS
in cooperative topographic mapping and water resources data
gathering and analysis programs.

Redundancies, inadequacies and gaps exist in Federal and state data ga-
thering efforts.

Space Timits us to citing only a few examples of these
problems. Specific redundancies exist in the forestry area
where soil maps and moisture status data are gathered by the
United States Forest Service, state forest services and the
Soil Conservation Service. Inadequacies in data timeliness,
accuracy and leve] of detail exist in nearly every agency
surveyed. For example, data on wildlife census, population,
habitats, and ecology is gathered too infrequently to be of
much use 1in wildlife management. One of many major gaps-

a crucial area in which information is often absent - is in
water resources. The amounts, location and quality of water
resources are unknown for many areas of the country. Many
resource management plans require inputs from ground and sur-
face water models, but much of the necessary data is unavail-
able,
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The willingness of state agencies to use information products depends

on their confidence in the accuracy of the product. on the amount of
input they have in the design of the product, and on a guarantee of con-
tinuity of data flow.

The USDA and USGS supply information products which rate
highly on these criteria and which serve many agency users.

2.2.2 State Capabilities, Activities and Attitudes on Remote Sensing

During our agency contacts in the five-state region we found that all
the states are experienced users of aircraft data and that they have been
experimenting with LANDSAT data. Interest in the Tatter is high, as is
the potential for growth. However, state agencies will invest in new
applications of remotely sensed data only “if they are convinced that the
investment will be beneficial and if they are assured of data quality
and continuity.

Many agencies in the five-state region are experienced users of aerial
photography and other types of aircraft remotely Sensed data.

The Missouri Geological Survey employed Tow altitude
aircraft data in conjunction with LANDSAT-1 and NASA high
altitude photography to locate man-made water impoundments
under the National Dam Safety Act. The Iowa State Remote
Sensing Laboratory {Iowa Geological Survey) used aerial
photography to measure the extent of flooding on the
Mississippi and Nishnabotna Rivers, to detect changes in
Tand use and to Tocate areas of environmental concern.
I17inois uses aerial photography in monitoring surface mined
Tands as well as water potlution problems in the Fox-Chain-
of-Lakes region. Wisconsin and Minnesota utilize aircraft
data in (lake) coastal zone management and in monitoring
critical environmental areas.

Experimentation with satellite remotely sensed data is_occurring in ail

states in the region.

The Missouri, ITlinois and Wisconsin State Geological
Surveys have used LANDSAT in geologic wapping, The Iowa Remote
Sensing Laboratory in the Geological Survey has utilized
LANDSAT digital data and imagery in geologic mapping, water
resource studies and environmental monitoring. The Minne-
sota State Plamning Agency is using satellite remotely sensed
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data in the establishment of a system to provide Tand use
management information. The Minnesota Geological Survey is
also using LANDSAT data in the determination of land suita-
bility in the Twin Cities area. The Southwestern IT11inots
Metropolttan and Regional Planning Commission is contracting
with private 1ndustry to produce Tand-use maps for the
Southern I11inois region from LANDSAT CCT's,

Each of the five states would need to make substantial new investments
to be able to use raw satellite data effectively in a significant frac-
tion of their day-to-day operations.

The state resources for personnel, training, equipment
and funds now devoted to remote sensing are inadequate for
operational use.

Individual state agencies are generally reluctant to make new invest-
ments in satellite data processing facjlities unless substantial
benefits at relatively small marginal costs can be demonstrated.

If remotely sensed data and its associated processing
technologies are available only at large marginal costs, 1n-
dividual state agencies will be unwilling to invest because
of an 1nability to justify major budgetary revisions or sig-
nificant agency reorganizations - e.g. a new data processing
department - regardless of how good the data are. It is dif-
ficult te spend large sums for data acquisition in these
agencies because they may be unable to reduce personnei costs
due to civil service or other constraints. In addition,
in many institutional environments this would be most unlikely,
because the more people an agency has, the greater is its
power. These facts imply that remotely sensed data should be
made available to user agencies, at least initially, at rela-
tively Tow marginal costs.

2.2.3 Computer Capabilities of the Five States. Developing Computerized
Geographic Information Systems in our Region and Elsewhere

We assessed agency computer capability during our visits. In addition,
we reviewed the history, technical design, and success or failure of some
thirty computerized geographic information systems in the five states and
elsewhere.

In general, State agency computer capabilities are not great and are

directed toward administrative, rather than research or natural resour-
ces data management tasks.
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One exception, however, is the 111inois Water Survey,
which makes extensive use of computers in data file manage-
ment, graph preparation, and hydrologic data manipulation
and modeling tasks.

Missouri plans _to centralize and enhance its computer capability.

Plans call for users to be grouped by functions and for
computer power to be centralized into three or four large
"host" data centers in Missouri. Compared to the many small
computers now dispersed throughout many agencies, the few
large host computers will realize gains in efficiency and in
computer time available to the individual agency.

Natural resource information systems are being developed by three of
the five states.

The Minnesota State Planning Agency has designed a sys-
tem (MLMIS) which combines a variety of natural resource
and socioeconomic data to aid in Tand use management. The
Northeast IT1linois Regional Planning Commission has developed
a resource information system (MARIS) for land use and
regional planning purposes in eight counties. Plans are
to extend it to IRIS, a statewide system. ILLIMAP is a
tool for mapping natural resources information developed by
the I1Tinois Geological Survey. The Missov 1 Interdepart-
mental Council on Natural Resources Informs ..on is planning
to develop a system to serve all Missouri #.encies active
in natural resource management. An EODMS should build upon
or interface with these systems if feasible.

Our nationwide study of over thirty computerized geographic information
bases has identified common factors in system success.

Measured by user acceptance, systems built within the
using agency are best; those built by a university are of
varying quality. When agencies have depended on private con-
tractors to develop systems, results have generally been
Tess satisfactory.

Challenges in system design include hardware factors (in-
compatibility of similar computers and slowness of digitizing
and automatic scanning equipment), software factors (Tack of
development and/or standardization of georeferencing
systems, and organizational factors (availability of firm fund-
ing, continuity of leadership., commitment to the determination
of user needs and participation of users in system planning).
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2.3 THE CAPABILITY OF PRESENT AND PLANNED EARTH RESOURCES SATELLITES
TO SATISFY STATES' DATA NEEDS
We analyzed our data base of user needs to determine how many of
these needs can be satisfied by present and future Earth Resources
Satellites. We identified seventy-eight aggregated data items that
are both widely applicable and feasible to produce using remote sensing.
The following statements assess the\Eépabi1ity of satellites to deliver
these items.
LANDSAT digital output contains more information than LANDSAT photo-

graphic imagery but 1s not widely used because of high interpretation
costs, uncertain availability, and inadequate spatial resolution.

Few agencies now have the staff or computer capability
to handle digital satellite data. They are not inclined to
develop this capability because of the problems mentioned.

Multiplatform remote sensing systems are required for most state and
regional agency tasks.

State agency tasks are not totally dependent upon any one
methed of remote sensing. In most cases a multilevel pro-
gram of satellites, Tow and high altitude aircraft photo-
graphy, and ground investigations are required to achieve best
results. The input mixes recommended or used in practice for
satellite-~based information products (see Chapters 3 and 4)
exemplify this requirement.

0f the seventy-eight data items, thirty-one can be supplied
solely by current or anticipated satellite platforms and sensors.
Most of these items are in areas in wiich a synoptic view is more
valuable than detailed resolution, such as in mineral resources
and geology. Twenty-one additional items require aircraft remote
sensing in one or more applications areas while satellites suffice
in others. Twenty-six of the seventy-eight data items require
alrcraft remote sensing in all applications areas. Major areas
in which LANDSAT data is generally inadequate include forestry,
wildlife, engineering and environmental geology, environmental
protection, and regional and local Tand use planning.

LANDSAT 1 and 2 data have very Timited app11cab111ty for local (i.e.
municipal or other subsfate) applications.
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Because of the small scale, Tow resolution, and broad area
coverage of LANDSAT 1 and 2 data, it is unsuited for most
tocal agency applications. The great majority of local agency
uses for remotely sensed data require Tow altitude, high
resolution aerial photography. Programs of privately supplied
aircraft overflights are current sources of the kinds of data
required, Very detailed data are required on subjects as
diverse as sidewalk and curb condition, population estimates,
and Level III and IV Tand use.

Development of sensors to the proposed LANDSAT Follow-on specifications

promises a major improvement in ability of satellites to meet state
agency data needs.

If remotely sensed data is to be of significant use to
state/regional/local users, the spatial and spectral re-
solution of availeble satelTite sensors needs to be improved,
Even when used in conjunction with some aircraft ground
truth Tess than 50% of remote-sensing-performable agency
needs can be met with 80m resolution sensors, while 75-80%
of these needs could be met with the 30m resolution and
improved spectral resolution of LANDSAT Follow~On with air-
cratt support,

In addition, improvement in sensors Teads to major im-
provements in the cost of information product production.
The priority information products would cost three times
as much to produce using aircraft data alone as with a
combination of 30m satellite and aircraft data. Even with
high resolution satellite sensors, only 10% of product
cost is directly related to computer processing of satel-
1ite data, whtle most of the remaining 90% is due to
gathering and processing the required supporting aircraft
and ground information. Thus improvement in sensors to
reduce ground truth requirements might have a much greater
effect on total cost than would improvement in computer pro-
cessing techniques

LANDSAT Follow-On may offer substantial improvements in the accuracy
of information products based on satellite data.

The seven-fold increase in number of pixels per frame
should alleviate the "mixed pixel" problem (signature aver=-
aging near sensor resolution Timits) in some locations.
Enhanced radiometric and spectral accuracy should also
improve classification performance, Moreover, geometric
accuracy should improve to the USGS standard for 1:24000
scale maps.
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2.4 PRIORITY INFORMATION PRODUCTS FOR THE FIVE-STATE REGION AND DATA
MANAGEMENT SYSTEMS TO PRODUCE THEM
Lack of data hinders agency decisionmaking, but costs limit remote
sensing's potential to supply much of the needed data. Costs of both
aircraft-based sensing methods and satellite data processing are
high. However, both often Tend themselves well to multidisciplinary
processing, 1n which resource sharing can significantly reduce costs
to each user.
Multidisciplinary processing to share cost is a feasible idea.
Our twenty-seven “priority products" contain many data items in genera]
demand in the region, and cur analysis shows that costs per product
fall significantly from present Tevels when these products are produced
by a centralized, efficient, satellite~based system.

The twenty-seven "priority" information products are of general utility
to agencies in the five states.

The priority products contain information useful in
the following application areas: agriculture, environ-
ment, fish and wildlife management, forestry, geology
and mineral resources management, state, regional, and
Tocal 1and use planning, and land reclamation, parks,
recreation, transportation and water resources manage-~
ment .

As another measure of their utility, the priority
products contain fifty-six of the seventy-eight data
items which are both feasible to produce by remote
sensing and in general demand by agencies. Most of the
remaining twenty-two items nol contained in the products
were eliminated because they were judged too costly to
produce on a massive scale.

The priority products do not contain all data needs which an EODMS could

possibly serve,

Of the twenty-two items not included on the priority
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products, many must be gathered "on demand," to serve an
unpredictable need. One example is data on damage to crops.

The EODMS should eventually go beyond the production of
a set "menu" of priority products to a capability to answer
unpredictable questions on demand. A system which regularly
produces a fixed menu of products is typically much less
complex than an interactive, "question answering” system.
The former system is simpler to implement and debug. Thus,
an attractive EODMS implementation strategy would be to
build the simpler system, use it to gain widespread user
support, and then enhance its capabilities.

We believe that raw satellite imagery or satellite data classified into
41 ground cover classes provides all needed satellite input to priority
product production. In almost any geographic region, prior classification

into seven aggregate classes reduces the number of classes to be extracted

in an area to 10.

A1l but one of the satellite-based priority products can
be derived from the following seven aggregates of the 41 "basic"
ground cover classes: Urban/Industrial (9 classes), Agricul-
tural (6 classes), Forested (5 tree type classes and 5 density
classes), Other Natural Vegetation (5 classes), Water (7 classes),
Non Vegetated, Non Urban (3 classes) and Other (1 class). A priori
knowledge or ground truth often permits separating an imaged
area into regions based on seven aggregate classes. The maximum
number of classes which must be extracted from any such region is
ten, including one "other" class.

The priority products in final form are based on further
refinements of the satellite-derived classes, which must be
done manually using aircraft data and ground survey information.
The one satellite-based product not derivabie from machine-~
interpreted satellite imagery is the geographic map, which uses
manually interpreted raw imagery.

Many of the priority information products can be assembled from LANDSAT

data with current or "FolTow-On" specification.

Of the twenty-seven priority products,

- 67% can employ satellite data of 30 m resolution or
coarser as a useful input.

+ 30% can employ satellite data of 80 m resolution or
coarser as a useful input.

- 54% of the 24 map products are useful at a scale of
1:125,000 or smaller, implying a geometric accuracy
requirement of + 72 m (7/8 of a current LANDSAT pixel).
This accuracy has been achieved with LANDSAT data,
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. A1l of tha 24 map products are useful at a scale of
1:24,000 or smaller, implying a neaded geometric
accuracy of + 12.7 m or 4/10 of a 30 m LARDSAT
Follow-On pixel, a fractional pixel accuracy right
at the current state of the art of geometric correc-
tion systems.

. 89% can be used when updated annually or less frequently,
allowing sufficient time for all computer classification,
ground truthing, photointerpretation, compitation, and
computer-aided printing.

Processing the required yearly satellite data load for the priority
products for the five states is wel] within the capability of current,
commarcially availliable third-generation computers.

About FTifty~four equivalent satellite images per year
must be corrected and classified into one or another subset
of the 41 basis classes to produce the priority products for
the five-state region. With current LANDSAT imagery, this
implies a throughput rate which uses about 45% of the
capacity of & Univac 1110. Follow-0On imagery would increase’
this throughput to 45% utilization of a CDC 7600.* These
figures include overhead estimates for the operating system,
etc, Spare capacity could be used for data base management,
administration, or research.

The timeliness of the priority products improves significantily when
satellite data and computer techniques are used.

We estimate that the information on the priority pro-
ducts for the five states produced by a photointerpretation-
based system would be 21 months old, on the average, when it
arrives at user agencies. This compares with an estimated
average age of 10 months in the satellite~based system, a
52% tmprovement. This fact is extremely significant for
the ten priority products that are produced either on de-
mand or with an annual or shorter update frequency. OF
course, it would be feasible to produce a classifed satellite
image from the computer processing system in a matter of
hours or less in an emergency. However, this product would
not benefit from interactive classification or ground
verification, which could take weeks.

A Timited body of information leads us fo expect that accuracies of botn
Tocation and classification for the satellite - based system will approach
those of an aircraft - based system, assuming LANDSAT Follow-On data

are used. :

*Computers for illustration only.
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LANDSAT Follow-On data appear to have the potential for
geometric correction to USGS standards for 1:24,000 scale
mapping, With sufficient aircraft and ground support,
classification accuracy might average significantly more than
86% for satellite ~ based products, as compared to 90% for
the same products producad by traditional means. The 86%
figures is an obseryed average for LAMDSAT 1 and 2 data
and for experimental image process technigues, and
we expect that tmproved techniques will enhance this
performance. It is well to note that small increases 1in
classification accuracy may Tead to Targe increases in
both production cost and the vaTue of the final information
product.

The most intensive possible use of satellite data and computer classifi-
cation in a multidisciplinary regional processing center cuts cost by
about 70% over a system which does not use these techniques, Tor an area
inodeled on the Tive~state region. -

Even when all satellite data preprocessing costs are
charged to the regional-processing center, producing a
year's menu of the priority products costs about $13 million
for an automated system using satellite data. This cost
estimate includes all computer costs, operator charges,
aircraft and ground truth missions, photcinterpretation,
compitation, cartography, and amortized capital costs for
buildings and equipment., The estimate compares to one of
$48 m11%ion for a regicnal center using only aircraft data and
manual photointerpretation and map compilation. These
estimates may be in error by 20% or more, but we believe that
their relative magnitudes are correct, since the same assump-
tions were used in deriving both figures.

Satellite - based production of the priority products is cost-effective,
as_compared with aircraft-based techniques.

The preceding three conclusions support this statement.

Multidisciplinary processing for priority product production in the region
makes significant cost reductions possible even when no satellite
information_or computer classification is employed.

Economies of scale, seasonal variations in demand on
production resources, and overlapping aircraft and ground
truth requirvements are factors in this reduction. Eight
products which we analyzed in detail show an average cost/km
reduction of 24% if a mulitidisciplinary facility is used as
compared with producing them independently.

2
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In the five-state region, centralizing processing from five state centers

to one multistate faci1lity results 1inm sianificant cost savings,

We estimate a total cost savings of 45%. Further centraliza~
tion in one national facility may reduce total costs by only
another five to ten percent, however. This savings may be
offset by reduced user access and by some loss in interpretation
accuracy due to lack of familiarity with local conditions.

Improvements in satellite sensors to reduce ground truth requirements
might have a more profound effect on total cost than improvements 1in
computer processing techniques.

Of the costs of the satellite-~based system, about
10% are directly associated with satellite data processing,
while much of the remaining 90% consist of aircraft and ground
truth data gathering and processing.

0f course, as sensors improve, the data Toad will increase
for a given rate of product production, pushing up processing
costs on a given computer system. However, a more sophisticated
system could handie the increased Toad less expensively, and,
as the next conclusion shows, there will be room for this
type of improvement within the current state of the art of
computer technology.
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2.5 RECOMMENDATIONS FOR EODMS STRUCTURE AND ILMPLEMENTATION

To serve pubTic sector users, two Federally-run EODMS structures appear
to be attractive candidates for implementation.

The first {s a system based on present {nstitutions in
which an interagency counci? {nvolving NASA, USGS, USDA and
other institutions pools their resources to deliver priority
information products with a minimum of duplication to state,
local and regional users., Although the structure of such a
system would seem to favor "disciplinary" (i.e. existing
mission-oriented agency) approaches, we believe it is im-
portant that ways be found to develop multidisciplinary
processing facilities. HWe also believe that a substantial
amount of processing should be carried out at the regional
or Targe-state Tevel.

The second promising alternative involves the creation
of a natural resources information system with regional or
Targe-state multidisciplinary processing centers. The
centers should have substantial policy and working level in-
volvement with state, regional and local agencies. 1In
several respects, this alternative appears the most attrac-
tive to us. However, it may require the creation of a new
government agency for implementation. We beTieve that such
a step may prove to yield substantial benefits and should
receive serious consideration. Most of the recommendations
wWhich follow are based on this structure.

A system under private sector control is unlikely to be an appropriate
mechanism for providing services to state, local, and regional agencies.

Many opportunities for private sector contract activities
will exist, however. Producing specralized information pro-
ducts {or some of the priority products, if market conditions
allow), serving "on demand" data needs with tight time constraints,
and contracting for aircraft and ground data acquisition and for
development and maintenance of EODMS facilities are a few
examples.

Several EODMS functions appear to be best performed on a national level.

These include acquisition and preprocessing of raw satel-
Tite data, system management, some R&D planning, and produc-
tion of information products of national interest. Reasons
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include economies of scale and the plans and expertise of
existing institutions such as NASA's National Data Process-
ing Facility and DOI's EROS Data Center.

Primary EODMS product production activities should take place in a
muitidisciplinary, regional {i.e. multistate) center.

Major savings (24%, according to one calculation) are
realized in a multidisciplinary center by sharing resources
among disciplines. Overlaps and economies of scale avail-
able in a multidisciplinary system include:

1) data needs common to many agencies
i1) production steps common to many products
i1{1) seasonal variation in data needs and input availability
iv) ground truth requirements for many products obtained
simuitaneousiy served from one field excursion.

Based upon our caltculations for the five-state study
region, vegional processing centers can well utilize efficient,
targe scale third generation computers (for processing, over-
head, administration, and data base management functions), while
state centers probably could not. Because of this and other
factors, centralization from state to multistate processing
facilities could save about 45% in our region.

There are argumenis against taking centralization to
the extreme by implementing one national data processing
center. Much of remote sensing data processing is stil]
an art, requiring familiarity with the Tocal area to get
best results. Moreover, state agencies will have more con-
fidence n information products which they have helped to
produce, and products which they have had a hand in design-
ing will be the most useful to them. Finally, centralizing
from ten multistate to one national facility might reduce
costs by only another five to ten percent. Thus, a centrally
Tocated, regional processing center seems to offer both
efficiency of production and accountability to users. Further-
more, it may serve to alleviate potentially negative effects
of centralized control of information.

The EODMS should be jointly staffed, managed and funded by state/local/

regional and federal agencies.

An ECDMS can only succeed if it taps the remote sensing
expertise available at the federal level. It also needs local
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knowledge and perspective to apply this expertise. Therefore,
an EODMS must be administered and operated in such a way that
both the federal and non-federal users contribute to it. Cost
and staff-sharing will also encourage use, continuity, and a

feeling of participation which is vital if such a system is
to succeed.

Consideration should be given to making the recularly produced priority
products available to all users at a Tow price as a matter of poiicy.

The public benefits from the priority products to a wide
variety of users may be large and difficult to identify or
quantify, analogous to the benefits which accrue from the census
or the topographic map program. Rather than full cost recovery
charges to one or a few users, public policy may best be
served under these conditions by charges for reproduction
costs to all users with subsidy from general revenues if
needed.

EODMS plans should take cognizance of potential political and iegal op-

position due to public concern over privacy and the power of big govern-
ment.

Many citizens have become concerned over the increasing
role of government in the management of everyday public and
private affairs, even though there are good reasons for strong
government in an advanced technological society. Parodoxially,
individual citizens and organizations, including business
firms, are 1ikely to demand equal functional access to EODMS
data products while demanding protection from the potential
of EODMS to Tearn more about them. The Privacy Act of 1974
may exert an as-yet untested constraint on disclosure of
information regarding specific geographic Tocations.

- EQDMS should maintain a user affairs branch.

A user affairs branch at every regional EODMS center
would serve as an interface between the user community and
the staff. It should include persons who are aware of
both user problems and remote sensing technological cap-
ability.

In addition, the changing environment of user agencies
means that user needs will have to be assessed continuously
so that the EODMS can keep up with changing demands for
products and services.
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In a pubtically-controlied EODMS, a substantial but carefully delineated
role should be defined for the private sector.

Producing of specialized 1nformation products (or some
of the priority products, if market conditions allow), serving
"on demand" data needs with tight time constraints, contract-
ing for aircraft and ground data acquistion and for develop-
ment and maintenance of EODMS facilities are a few example
roles. Careful delineation of the private sector role is
necessary 1n view of the traditional 1nvolvement of public
sector agencies in certain aspects of information dissimina-
tion and to avoid possible conflicts of interest which may
arise.

An attractive EODMS implementation strategy would be initially to
produce some of the priority products reqularly, and eventually to
develop a specialized "question answering" system to produce custom
products on demand.

The products must be available to meet the regularly
occurring needs of user agencies at the times when they are
required, Regular availability will build trust and con-
fidence in EODMS capabilities among the users. However,
producing only regularly needed priority products artifi-
cially limits the potential value of the system.

Detailed systems design and assessment studies should be carried out
of 1) a natural resources information system with interpretation at
regional centers and 2) a system based on present 1nstitutions.

Among issues to be investigated are:

. Optimal location, size, technical capability and manage-
ment of regional muitidisciplinary centers.

. Potential role of time-sharing and computer-communica~
tion networks in data storage and dissemination.

. Economics of high-quality map printing technology.

. Detailed engineering system design to identify cost
performance tradeoffs.

. Variation of system cost and utility with changes in-
product menu.

. Strategies for implementation, including the role of
cooperative state, federal and regional activity as
preparation for operational system involvement, and
time phasing of preduct production, equipment acquisi-
tion, and necessary enabling legisiation.
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. The role of the private sector in a public sector EODMS.

. Detailed consideration of the 1ikely consequences of

EODMS implementation, and development of policies to
cope with these consequences.
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CHAPTER 3. DATA NEEDS AND EODMS PRIORITY PRODUCTS

3.1 INTRODUCTION

In this chapter we examine the data needs of agencies in the con-
text of the capabilities of currently available and anticipated
satellite remote sensing systems. We determine which data items
might be provided through an Earth Observation Data Management System
and subsequently prioritize and group them into a set of priority
information products in order to estahlish a basis for design of an
operational EODMS. Finally, we examine the appropriate remote sensing
technologies for producing each of the products, and we 11st the
characteristics of the necessary input data as a basis for EODMS desian.

The data base of user needs included as Appendix A consists of
several hundred data items and their characteristics, including
format, scale, resolution, update frequency, and so forth. It was
generated via intensive interactions with the state, regional and
local agencies 1n our five-state region. Table 3-1 Tists agencies
which were visited by EODMS staff members. Many other agencies were
contacted by telephone or maii.

Three fundamental concepts in this chapter require definition.
First, we use the term "data need" to refer to a single "data item”
or piece of information which is currently used by agencies in opera-
tional or on-going demonstration or research projects; that is, in
performance of a task. While the distinction is difficult to make; a
"data item" lies closer to primary or raw data than to management
information for decisions, i.e., data items are derived from raw
data whereas management information is derived from a combination of

data items, decision models, and so on. For example, "land suitability"
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Table 3-1:
I11inois

Dept. of Agriculture

Dept. of Conservation
Division of Forestry

Environmental Protection Agency
Division of Water Pollution

Control
Division of Air Pollution
Control
Dept. of Local Governmental
Affairs

Office of Research and Planning

Dept. of Mines and Minerals
Division of Land Reclamation

Dept. of Transportation

Southwestern I11inois Metropolitan
Planning Commission

Iowa

Iowa (onservation Commission
Forestry Section

Pept. of Environmental Quality
Division of Air Quality
Management
Division of Water Quality
Management
Solid Waste Division

Geological Survey
Remote Sensing Laboratory

Minnesota

Dept. of Natural Resources
Division of Land and Forestry

State Planning Agency
Division of Environmental
Planning

Geological Survey
Twin Cities Metropolitan Council
Missouri

0ffice of Administration
Division of State Planning and
Budget

Dept. of Agriculture

State, Regional and Local Agencies Visited

Missouri (continued)

Dept. of Conservation
Division of Fisheries
Division of Forestry
Division of Wildlife

East-West Gateway Coordinating
Council (St. Louis Regron)

Highway Department

Mid-~America Regional Council
(Kansas City Region)

Dept. of Natural Resources
Division of Environmental
Quality
Air Conservation Commission
Solid Waste Management Program
Water Quality Program
Soil and Water Conservation
Program
Land Reclamation Program
Division of Parks and Recreation
Divisicn of Policy Planning
and Development
GeoTlogical Survey

St. Louis County Air Poliution
Control Division

St. Louis County Planning Department

South-East Missouri Regional
Planning Commission

Dept. of Transportation

Dept. of Consumers Affairs,
Registration, and Licensing
Division of Commerce and
Industrial Development

Wisconsin

Dept. of Natural Resources
Bivision of Environmental
Protection
Bureau of Air Pollution and
So1id Waste Management
Bureau of Water Quality
Division of Forestry, Wildlife
and Recreation
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is not a data item; but it is derived by weighing several data items
which describe the land, such as slope, soil type, bedrock geology,
and population density.

Second, a “priority product" is an dinformation product, composed
of decision and task-relevant data in useful format. We have called
them "priority products" because the information they contain 1s in
demand and bacause it can be provided conveniently by remote sensing.
Agencies currently use this information in their operations or need
it to satisfy their operating mandates, even if they cannot currently
obtain it. For example, topographic maps are priority products
because of large aggregate demand for many appiications and because
they are best produced from Tow altitude photography. Lake trophic
status mwaps and agricultural statistics are priority products because
they convey critical information for specific policy decisions and
because satellite and high altitude aircraft data are useful in
producing them.

Finally, "applications area" refers to the organization of activi-
ties within state, regional, and local government, rather than to the
organization of academic disciplines. Thus, for example, the applica-
tion area, Geology and Mineral Resources, refers to the activities
of state geological surveys rather than to the use of geological

information in other agencies.
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3.2 FROM DATA NEEDS TO PRICRITY PRODUCTS
3.2.1 Plausibility of Meeting Data Needs by Remote Sensing

In this section we summarize our assessment of whether remote
sensing is a feasible method for fulfilling each data need; and, if
so, whether it is plausible to consider meeting the data need by any
of six remoie sensing systems.

The 1ist of data needs are filtered through three screens as shown
in Figure 3-1. Screen 1 asks whether it is technically feasible to
meet each data need by any one or more of six remote sensing/platform
systems: high, medium, and Tow altitude aircraft; and LANDSAT I and
I, C, and Follow-On. The characteristics of each of these systems
are shown in Table 3-2. Those data nzeds for which we can answer "yes"
pass through to the next screen.

Judgements of technical feasibility were based on our understanding
of the capabilities of each of the remote sensing technologies as
evidenced by operational, demonstration, or research successes or by
predictions of success for emerging systems.

Screen II asks whether it would be plausible to meet each data
need by any of the six remote sensing technologies. This highly
judgmental screen eliminates those data items which can be produced
by remote sensing systems. but which in our judgement would not be
s0 produced in the five states. We categorized data items as feasible
but not plausible for one or move of the following reasons:

1. Data item is needed very frequently.

2. Data item is obtained at little additional cost or effort

along with other data items which must be obtained by non-
remote sensing techniques.

3. Accuracy requirements are such that remote sensing is inade-
quate though feasible through elaborate chains of inference.



Screen I Screen 11 Screen 111
RS Feasible? RS Plausible? Which RS
Platform is

Feasible?

!
!
! |
List of User Data List of User Data ! List of User Data | List of RS
Needs and Charac- Yes |Needs RS Feasible \l Yes _|Needs RS Plausible N Plausible
teristics by Appli- > > by Application 7 ) I by Application 1777 User Data
cation Area and by [ Area | Area Needs by
State | i Application
l | ' Area and
: | ; Platform
: No, l |
i
List of Data List of Data : :
Needs which Needs which gggregat;on of or
can not be can be met by Aara ez S]i _ T
met by RS RS, but which 1 ogsf\regg ca
See App. A are not Plau-
sible by RS
See App. A
— — List of RS

Plausible Data
Items Taple 3-3

Figure 3-T1: Screening Data MNeeds for Feasibility and Plausibility
of Production by Remote Sensing
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Table 3-2

Capabilities of the Six Remote
Sensing Systems

Technology Sensor Complement Resolution Coverage Period
EANDSAT I,II 4 hand MSS 80m 9 days
LANDSAT C 4 band MSS 80m 18 days

T band thermal IR 240m

RBY 40m
LANDSAT FoTlow-On 6 band thematic mapper 9 days
5 bands 30m
1 band 120m
5 band MSS
4 bands 80m
1 band 230m
Low Altitude Unlimited 0.1-3m arbitrary
Aircraft
Medium Altitude UnTimited 3-10m arbitrary
Aircraft
High Altitude Un1imited 5-50m arbitrary

Aircraft
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4. Data item changes very slowly if at all, and sufficient

data are already available on the historic record.

5. Legal requirements specify or suggest a non-remote sensing
data collection technology.

Throughout this analysis we tried to err on the side of including
data items as both feasible and plausible. Those data items which
were judged to be either not feasible or not plausible for production
by remote sensing are listed in Appendix A.13.

Screen III assigns each data item to one or more remote sensing
platforms appropriate to its production. Many data needs can be met
by more than one platform, and for some, two or more platforms must
be used together, as in multi-stage sampling. Furthermore, very few
data items can be produced using remote sensing alone, and for these
we assume that appropriate ground truth or other base-line information
is available. Finally, we exercised judgement in Timiting the use of
Tow and medium altitude aircraft, because nearly all of the data items
could be produced this way, but would not be (due to the difficulty
of mosaicing or aggregation) if other more synoptic cost-effective
technologies were available.

We next aggregated all data items which passed through the three
screens, We aggregated across applications areas in order to highlight
commonalities as well as differences in the capabilities of various
technologies to meet data needs which have the same name but are used
for different tasks in different application areas. For example, the
multi-spectral scanner on LANDSAT I and Il appears to be capable of
meeting data need #44 of Table 3-3, which is Tlocation and area of
mines and quarries, for the purposes of state agencies in the Geology

and Mineral Resources and Land Use-State applications areas. However,
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the improved resolution of LANDSAT Follow-On may be necessary to meet
needs for the same data item to do different tasks in Land Use-Regional/
local, Land Reclamation, and Parks and Recreation Agencies. Low to
medium altitude aircraft system resolution is required to meet needs

for the same data item in use in Transportation agencies.

Aggregating across application areas, we concluded with a Tist of
seventy-eight separate, plausible data items, along with notations of
feasible remote sensing technologies for each application area 1in
which that data item is needed. This Tist of the data items is shown
in Table 3-3, along with synonyms used in some applications areas.
Many user data needs are expressed in terms of time-dependent "change"
in these items or in terms of “conversion" from one status to another.
Although these concepts are often important, we treat them as implied
by the fact that ail our data products are updated on a regular basis.

It should be pointed out that the decisions made for Screen III
are subject to considerable uncertainty and to considerable disagree-
ment. We made binary, yes-no decisions about whether a data item can
be gathered using a particular system. In fact, the question often is
not whether a given data item can be obtained but with what reliability
it can be obtained. Our "yes" decisions are based on our collective
-judgement that a good chance exists that a data item can be obtained
by the specified system. Furthermore. we often based our Judgements
on experimental demonstrations, which may not translate to operational
capabilities. Finally, LANDSAT C and LANDSAT Follow-On are not yet
orbiting, so we had to predict the capabilities of the thermal IR
channels, the high resolution RBV, and the thematic mapper. The

history of LANDSAT I and II suggests that neither the full capabilities
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Table 3-3

Plausible Data Items Which Can Be Produced by Remote Sensing
For One or More Application Areas

Number | Data Item - Synonyms

1 Aeromagnetic and Gravitometric Surveys

2 Aerosol in Rural Areas: Location, Area
Concentration

3 Agricultural Land Productivity Status: Fallow vs.
Location, Area Cultivated

4 Agricultural Land Use: Location and Area

5 Aquatic Habitat: Location, Area,
Condition

6 Areal Water Pollution: Source, Quantity,; Turbidity

Type
7 Aspect®
8 Building Condition Housing Estimate
9 Channelized Stream Length
10 Construction Materials Access
11 Dam: Location, Size, Type, Condition Impoundment
12 Damage** to Crops: Location, Area
Degree,Species
13 Engineering Geology
14 Erosion of Soit: Location, Area, Rate
Type
15 Field Crop Species: Location, Area,
Stage of Maturity
16 Fish Movement Barriers: Location, Type
17 Flood Damage
18 Flooding: Location, Extent, Duration
18 Flood Plain: Location, Area
20 Flood Plain Constriction: Location,
Area, Type
21 Flood Prone Area
22 Forest Conversion Method

*Aspect is a measure of the orientation of a parcel of sloping land with
respect to the sun.

**%Can be due to floods, hail, wind, heat, cold, disease, pests, chemicals.
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Tabte 3-3 (Continued}

Number | Data Item Synonyms
23 Forest Condition: Location, Area Forest Stress
24 Forest Fire Damage: Location, Area,
Degree
25 Forest Fire: Location, Area
26 Forest Stand: Location, Area,
Composition
27 Forest Stand Age
28 Forest Stand Density
29 Forest Stand Maturity
30 Forested Land: Location, Area,
Conversion
31 Gaining and Losing Streams®
| Natine, Shape, Hetgne e [ | geologic Hags,
33 Geologic Unit: Location, Area, . Generatized Geology
Structure, Orientation
34 Grassland Type: location, Area,
Condition
35 Historic and Archaeological Sites Prehistoric Sites
36 Industry Location S
37 Irrigated Land
38 Lake Shoreline Length
39 Lake Trophic Level
40 Land Cover Type .| Land Use
41 Land RecTamation Stage
42 Location of Individual Trees
43 Mineral Market Access
44 Mines and Quarries: - Location, Area
45 Natural and Scenic Areas: Type,
Location, Area
46 New Construction
47 04T Spills: Locaiion, Area
48 Pipeline Location
49 Population Density Population Estimates

*Certain streams gain or lose significant flow to subsurface streams.
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Table 3-3 (Continued)

Number | Data Item Synonyms
50 Potential Landfill Sites
51 Potential Park Sites
52 Public Facilities Location Energy or Service
Facilities
53 Reforested Regions: Location, Area,
Condition
54 Road Location
55 Rock Type
56 Rural Water Quality
57 Slope
58 Soil Surface Color
59 Soil Drainage
60 Soil Moisture Content
61 Soil Type: Llocation, Area
62 Solid Waste Disposal Sites: Location,
Area, Condition
63 Stratigraphic Features: Location, Area
64 Strip-Mined Land Condition
65 Surface Drainage
66 Surface Water: Location, Area, Type Lakes and Streams,
Condition Physical Alteration
of Water Bodies
67 Timber Cutting: Location, Area, Amount Timber Harvest
68 Timber Volume Estimate
69 Topography tocal Relief,
Terrain Type
70 Tree Crop Species: Location, Area
71 Vegetative Cover Type: Location, Area Wildlife Habitat
72 Water Impcundment Volume ‘Water Body Volume
73 Water or Land Radioactivity
74 Water Pollution Outfall Location
75 Water Temperature
76 Water Turbidity
77 Watersheds
78 Wetlands: Location, Area
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nor the limits .of these sensors will be known until they are flown
and tested.

3.2.2 Priority Products

Priority products are information products designed to provide
decision-relevant data and information to users. Muitiple factors
shaped our thinking as we moved from a data base of fundamental data
needs and currently used information products to a specification of
twenty-seven priority products to be produced by an operational EQDMS.
We were concerned that the products have multiple uses by many agen-
cies to insure significant demand or be central to the operations of
at least one agency. We were concerned that the number of products
not be excessive so as not to over-burden the production system. OGn
the other hand, we wanted a variety of multi-purpose and specialty
products with a sufficient variety of technical characteristics so as
to provide a realistic set of production requirements on which to base
EODMS system designs. We were also concerned that the products be
based on a significant input of satellite gathered data.

In our Preliminary Needs Analysis (3-1) we tabulated twenty-
eight possible candidates for the priority product category. Subse-
quent analysis of the data base led us to a revised set of priority
products. In this analysis we considered priority and extent of
demand, cost of production of products under assumptions on system
design, feedback from the user community regarding useful products,
and appropriate aggregations of data and information into decision-
relevant products.

The set of priority products we finally settled on is displayed

in Table 3-4. Each product is characterized by a set of features



ALITvap

ST adHvg

J004d 40

TVNIDT

a0

A

Table 3-4: . Product Characteristics for the EODMS Priority Products

i

Area Covered

Area Qver Which

Categories
Per Product/

Relevant

Categeries

Additional Formats
T = table
M) = map/overlay

Product hy One Product Required [ Deryvable from| Product Update P = photo
Product Resolution Scale Product in Five States | Satellrie Data Freguency 0 = digital Application Area
forest manage-ent map 3Cm 1:125,000 4372 krn2 entire areg 10-15/7 5 years T: WO, D ferestry, fisherias,
{includes water bodies, £35,530 ka2 land use, ag-icui-
forest type, plansmetrmic infor- ture
maticn, esp roads, and owner-
ship and palitical boundaries
aor.cultural management map om 1 24,000 155 km2 entire arca 13/10 5 years T MO & lard use, 2aricul-
{ ncludes pastur e, rangaland, 0= 835,530 kn ture, fisher'es
fio034 prome arwas, draincge 10m
hasins, and Li11ed Tields)
Tevel I iand use map 30m 1 250,000 19,490 kmz entire arez 9/9 5 years Ty MO, D land use, agricul-
&0m 835,530 km2 ture
level Il Jand yse map A 30m 1 259,000 19,490 kmz entire area 28/28 § years MO, D land ug=
0m 1 500,000 835,536 xmd
level II land usarap B 10m 1+24,000 155 km2 urban areas 28/16 5 years HE, D tand use )
30m {<5¢ of total)
vegetative cover type map 30m 1 24,600 155 km2 vegetative, 20-30/15 annual T, ¥0, D agricylture, Forest-
non-utban 1y, fishertes, wild-
areas (85% ife, land use
of total)
soil map 30m- 1.24,000 155 kmz sejected areas 0/15 20 years Mo, D forestry, tand use
80m
forest stand map 30m with T 24,000 155 km2 forested areas 10-15/5 5 years MO, P, D forestry
10% of area (312 of total)
sanniaed
with 2r aad
10m
tirber volume estimate tabla 20m and ——- one forest forested areas 5/5 5 years T, P, D forestry, land use
10m with {varies) (31% of total) {dens1ty
15% of area
sarrpted
with 2m
fire neasurement map 30m 1.250,000 one forest sefected for- 3-5/2 on demand T, P, MO, D forastry
esied areas
% of
total} .
water impourdmrent volume table 20-3Cm “en - water bodies 2/2 annual T, D tand use, fisheries
2n=10m >1 acra (.5%
of total)
iake tropric status map 36-80m 1:250,000 individual wator bodies 5-10/5 annual MOs D tand use
Takes >5 acres
{varies) (.14 of

total)
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Table 3-4:

Product Characteristics for the EODMS Pridrity Products (cont.)

Categories
Par Product/ Addstioral Formats
Relevant T = table
Area €overed Area Over Which Categories M0 = map/overlay
Product by One Product Regquired; Dervable from) Product Update P = photo
Froduct Resolution Scale Product n Five States Satelltrie Data Frequency b = digatal Application Area
recreation map {includes 30m 1:125,000 4872 krn2 140G mrie ra- 10-30/70 annuat M0, D land use
ponulation density, private dius from
ragreeticne? facilities, po- major cities
tensia) cark sites, natural (10% of
2rd scenic areas) total)
wndustrial rap {1nciudes 30m 1.125,000 4872 Rmz selected areas 30/8 annual MO, D 1and use
locatien of fndustry, {=10% of total ,
guerries, mines, and strmip area)
minas)
toposraphic map 2m=3 3m 1 24,000 156 ka® entire are 5-8/0 20 years HO; P el
Sm-10m for 835,530 km
update
slape map 2m-10m 1:24,000 155 Lmz antire avea 10-12/0 20 years Mo, B all
835,530 kni2
orthopnotoguad 5m-10m 1.24,000 155 kn® entue area NA S years 40 all
£35,530 ka2
structural geoloty map 2m-30m 1 24,000 155 km2 2 entire areg 8/1-2 20 yoars M0, P geology, mineral
8m 1:250,000 19,430 kn 835,530 kn2 rescurce, \ater re-
source
geolegic map {rock type) Zn-10m 1 24,000 155 paio entire area 12/0 20 years M0 land use, geology,
1 62,500 620 Fmé mineral rosodrees,
water resdirce
surficial raterials map 2m~30m 1 24,000 155 ka® 2 entire are 20/15 20 years MO; P D geology, land
1+250,000 19,480 km 835,530 kn reclamation, land
use
fiocd prone areas map 4= 10m 1:4800 to data needed flood prone 2/0 5 years Mo, Py D jand Lse, water
1 280,000 for only areas - 20% resourges
srall por- totel area
tion of
155 kn€ -
ared
flcod 1nundetion area mags m-10m 1126,000 155 kn® entire area 2/2 on demand Mos O Tand use, water
30m-80a or 19,490 km 835,530 kn2 resources
250,000 ]
earthzn dan condition map <h2m 1.24,000 158 km2 <1% 5/2 on demand M0, T3 D Tand use, water
rescurces
drainage basin map 2m-30m 124,000 - 155 kn® 2 entire area 2-6/0 20 years ¥ Jand use, water
1+250,000 19,450 kn by state resources

835,530, kmt

...917_



Table 3-4:

Product Characteristics for the EODMS Priority Products {cont.)

D .
=
5 Categories
[ Per Product/ Additronal Formats
) E Relevant T = table
- Avea Covered Arez Over Which Citegories N0 = map/overlay
w g Product by Ore Product Required | Derivable from | Product Update P = photo
o "C; Product Resolution Scale Product n Five-State Sztell1te Data Frequency D = digital Application Area
[
? E; sinkhole location mep 2m 1 24,000 155 km2 selected areas 2/0 on demand MO, P geology, water
e {<1% of total) resourcas, tand use
E Eﬁ construction raterials 2Zm-10m, 1.24,000 155 km2 5 selected areas 5~6/3-5 20 years MO, T, Py D land use, gealogy
availabilaty rap 2m on base 1:250,000 19,480 km {<2% of total}
10m on geo-
Togy data
0m
aly basin fmagery and on derand -
digital data -—

ali

...[-t’..
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which serve to define 1t. For clarity, we have also included details
of the information contents for products, as necessary. For example,
the forest management map includes: water bodies; forest type-hickory/
oak, soft wood, or other types; roads; ownership and political
boundaries. It would be produced on a scale of 1:125,000. Each
product would cover approximately 4800 kmz. The total area to be
covered in the five-state region would be about 840 thousand square
kiTometers. It would include 10-15 categories of information, seven
of which could be derived from sateliite data. It would be updated
and reissued every five years. Fina]Ty,‘the information on it would
also be available in tabular form, as overlays, or in digital form.

The application areas for the priority producis are indicated
in Table 3-5. An "A" indicates that the product is especialiy useful
in the indicated application area. An "X" indicates a somewhat
lower order of usefulness. A product may find use in other applica-
tion areas also, but, based on our understanding of the data needs
of agencies in the five-state region, the principal application areas
are as indicated.

In Table 3-6 we indicate which data item can be retrieved from
specific products. Some data items can be extracted directly from
gne or more specific products or can be extracted straightforwardly
using a combination of products, each providing a component of the
information. However, if the data item could only be inferred from
information embodied in products via some indirect chain of inference
we have not indicated a T1ink. Thus, basic imagery, product number
twenty-seven, is not 1dentified as a direct source for any data item,
although we realize that in the future thermal mmagery may provide

a direct means of measuring water temperatures.
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Table 3-5. Application Areas for Waich Priority Products are Useful

Applacation Area

Climate and Weather
Environment
Geology and

Mineral Resources
Land Use - Local
and Repgional

Land Reciamation
Park and

Recreation

Priority Pirodiuct

> | Aariculture

> { Fisheries

= | Forestry

> | Landuse - State
= | Transportation
= | Water Resources

-
>

Foresl Hanagement iiap

> g Witdl1fe

Agriciltural Nanagement
Map

a=
Fal
s
~
e

-
>
X
e

Level I Land Use ffaps

Level 1! Land Use Maps
R and B X A * X

Yegetative Cover Type
Hap X X X X X X X A X

So11 Map A X X b4 X X

Forast Stand Maps A X

Fire Detection laps X A X

Vater Impoundment
Yolume Tables X X b A

take Trophic Siatus
Wap A X X

Recreational Oppor-
tumities Hap LS X A X

Industrial llap b4

Topographic Haps A A A

Stope laps A

Orithophotoquads A b4 4 A

| = e
= I B

Geologic Hlaps

Siructural Geology A X
Hap

Surficial [latermals
Hap b3 A X e X X X

Consiruction Materials
Rvailability A X X A

S
kel

Flood Prone Areas Map ¥ X A A

Flood Inundation
hreas liap X A A i

Earthen Dam Condition X
Hap

Drainage Basin Haps X A X A A X A

Sinthole Location Maps 1 X X x X A

Basic lmagery b4 X X X X e L X X b4 X X

Key: A = Product 1% of pripary wmportance 1n specaified application area
X = Product 15 of Touer order usefulness, but still of sigmificant value.
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Table 3-6  Occurreace of Plaus1ble Data Items on

Data Item

Priorily Products

1

Location,

AgricuTtural Land Producti-
vity Statuse Location, Area
Agricultural Land Use.
Areal Water Paliution:
Source, Quantity, Type
Channelized Stream Length
Dam Llocation, Size, Type,
Cond1ticon

Location and Area
Cngineering Geology

Aouatic Habitat
Area, Condition

Erasion of Soil* Location,

Area, Pate Type

Field Crop Species: Lecation,
Area, Stage of Maturity

F1sh Movement Barriers

Location, Type

Fiooding. Location, Extent,

Duration

Flood Plain+ Location, Area

Flood Plain Ceonstriclion
Location, Area, Type

Flood Prone Areéa

Foresi Management Map

> |[Construction Haterials Access

Agricultural Managemeni
Hap

Level T Land Use lfap

Level Il Land Use Map A

Level 11 Land Use ffap B

Yegetative Cover Type
Map

5011 Hap

Forest Stand Map

Timher Volume Estimate
Table

fire Heasurement Hap

Hater Impoundment
Yolume lap

Lake Trophic Statws lap

Reereation Map

Indusirtal Map

Topographic Hap

Stope Hap

Qrthophotoquad

Structural Geology Hap

teologic Map

Surficial Materials lap

Flood Prone Areas lap

Flood Innundaticn
Area Hap

Earthen Dam Condition
Map

Prainage Basin Map

Sinkhole Location {fap

Construction Materials
Avarlability Hap

ORIGINAD

1 ]}ﬁ&(}]ﬁ B

or POOR QUALITY
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Jable 3-6: Occurrence of Plausihle Data Items on Priormity Pioducts

{continucd) ,
Data Ttem
] c
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£ 128 o I O I - e I £ 5 2 = T I8E
Priority Product S |exo S lex|Ies5 858 | 5% & 5 = 5 - 5 (&R
Forest Management Hap X X X X
Agricuitural Management X ¥
Hap
Level I Land Use Hap
Level II Land Use liap A] X
Level 1T Land lise Map B X
Yegetative Cover Type
Map X X X
5011 Map
Fores{ Stand Map X X
Timber VYolume Esiimate
Table
Fire Measurement Hap X X
Hatey Impoundment
Yolumz Hap
Lake Trophic Status Map
Recreation Hap
Industmal Hap X
Topographic Map ¥
Stope Map X
Orthophotoquad
Siructural Geology ¥ap F X
Geologic [ap X X
Surficral Haterials Mep X
Flood Prone Areas tlap
Flood Innundation
Area Map
Earthen Dam Condition
Hap
Drainage Basin Map
Sinkhole Location Hap
Construction Materals
Availabrlaty Map

. pACH g
e TAT B



Prioriiy Product

~52

Table 3-6: Occurrence of Plausible Data Ttems on Priovity Products

{continued)

»

-

Pata ltem

Mines and Quarries

Location, Area

Matural and Scemic Areas-

Type, Location, Area

ey Construction

Papeline Location

Popuiation Density

Potential Park Sites

Publi¢c Facilities Location

Reforested Regions: Location,

Road Location

Rock Type

Slope

So11 Surface Color

So011 Drainage

So11 Type+ Location, Area

Stratigraphic Features

Location, Area

Forest Management lap

> |Area, Condition

Agricultural Hanagement
Map

Level I Land Use lap

Level 11 Land Use Hap A

Level I1 Land Use Map 8

Vegetative Cover
Type Nap

5011 Map

Forest Stand Map

Timber Yolume Estimate
Table

fire Weasurement Hap

Hater Impoundment
Yolume lfap

Lake Trophic Status Map

Recreation tlap

Industyial ilap

Topegraphic Hap

Slope HMap

Orthophotoquad

Structural Geology Hap

Geologic Map

Surficial liaterials lap

Flood Prone Areas Map

Flood Innundation
Area Map

Earthen Dam Condition
Hap

Drawnage Basin Map

Sinkhole Location Map

Consiryction liaterials
Rvailabi ity Hap
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Table 3-6  DOccurrence of Plausible Data Item on Priormity Products
[{continued)

- e - y e - - 2

Data Item

egetative Cover Type-

Strip-Mined Land Condition
Location, Area

Surface Drainage

Surface Hater Location,
Timber Cuttirg Location,
Area, Amount

Timber Volume Estimate
Topography

Tree Crop Species:
Location, Area

later Impoundment Volume
Watersheds

Priority Product

Location, Area

Wetlands

>< lArea, Type Condition

Foresi Mamagement Iap

Agricultural Management
Map

Level I Land Use tap

. Level II Land Use Hap A X

Level IT Land Use Map B

Vegetative Cover Type
HMap

Seal Map X

Forest Stand Hap X X

Timber Volume Estimate ¥ X
Table

Fire lleasurement Map

Water Impoundment ¥
Yolume Hap

Lake Trophic Status Map

Recreation Hap

Industrial Map X

Topographic Hap X X

Slope tap X X

(irthophotoquad X X

Structural Geolegy Map

Geologic Map

Surficial Materials Map X

Floed Prone Areas Map

Flood Innundation
Area iHap

Earthen Dam Condition
Hap

Drainage Baswn Map X X

Sinkhole Lecation liap

Construction Haterials
Avariabilty Map

18
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Twenty-one of the seventy-eight plausible data items cannot be
extracted from our priority products. These are listed in Table 3-7.
Among the reasons why we did not design products to correspond to
these are:

Random demand - would reduce productivity

High frequency, Tow response time - cost to produce would be
extremely high

High resolution sensors required - would make production cost
high

Current collection methods are sufficiently good and economical
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Table 3-7: Plausible Data Items Not Directly
Extractable frem Priority Products

Item

Aeromagnetic and Gravimetric Surveys

Aerosol in Rural Areas

Aspect

Building Condition

Damage to Crops (Acts of God: pests, disease, etc.)
Flood Damage

Forest Condition - Stress

Gaining and Losing Streams - Loss or Gain of Flow Volume
Historic and Archaeclogical Sites

0it Spills

Location of Individual Trees

PopuTation Density

Potential Land Fil1l Sites - Location and Suitability
Rural Water Quality

Soil Drainage

Soil Moisture Content

Solid Waste Disposal Sites

Water or Land Radioactivity

Water Temperature

Water Pollution Qutfalls

Water Turbidity
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3.3 SYSTEM DESIGN IMPLICATIONS OF THE PRIORITY PRODUCTS: PLATFORMS
AND INPUTS

3.3.1 System Input Data Characteristics

Systems design depends heavily on the characteristics of the input
data to be processed, the frequency with which products are to be
produced, and the geographical scope for products. Frequently-produced
products, requiring high spatial resolution, and covering large
geographic areas demand higher-throughput, Targer-capacity systems
than products with the opposite characteristics. From our data base
(Appendix A), land-cover statistics for Missouri, and the analysis
presented in Section 3.2, we specified the geographic extent for
products and the frequency with which they must be updated. We have
also determined the Timits on spatial resolution for the data items
which are incorporated in the products. In this section we character-
ize the data inputs required for each product in terms of appropriate
remote-sensing platform/sensor systems. We refer only to systems
which now exist or are anticipated in the near future. We conclude
cur analysis by summarizing all this information and our resulting
estimates of the required number of images per product. The infor-
mation represents a baseline of information for the study of regional
processing centers io produce the priority products in Chapter 4.

3.3.2 Specification of Platforms and Sensors

The capability of each remote sensing platform and its sensor
complement to meet the data needs for product production are deter-
mined by asking several guestions:

1. What data items can be acquired with LANDSAT I or II?

2. What data items might be acquired with LANDSAT C that
cannot be with LANDSAT I and II?
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3. What data items might be acquired with LANDSAT Follow-On
that can not be with LANDSAT I and II or the LANDSAT C
thermal channel?

4. For what data items is aircraft remote sensing the only
feasible remote sensing technology among the six considered?

Before we discuss the answers to these questions, it is impor-
tant to reiterate two points. First, very few of the data items are
produced by any one type of remote sensing alone. HNearly always,
some independent ground truth or other data are regquired. Second,
any particular data item may meet a need in one application area when
obtained by a particular remote sensing platform. However, that same
data item obtained by that platform may be inadequate to meet a data
need in another application area if better resolution or more frequent
or random coverage is needed.

TabTe 3-8 is a 1ist of data items and related application areas
for which a satellite having the capabilities of the LANDSAT Follow-
On is needed. This table.should be of great interest to those who
are evaluating the potential contribution of LANDSAT Follow-On. The
meaning of Table 3-8 is that LANDSAT I, II, and C (thermal channel)
cannot be used, in our judgement, to provide these data items for
the applications area marked with a (0).

Mote that the 40m resolution LANDSAT RBY may be able to make
some contributions to the data items marked in column three. Those
data needs marked (*) can be met with LANDSAT I, II or C; and those
marked (+) require aircraft rather than satellite data. For the seti
of data items in Teble 3-8, LANDSAT I and II tend to be useful
primarily for statewide iand use (usually at scales of 1:250,000 or
smaller), and aircraft tend to be required in local or regional land

use, where great detail is required, or in transportation, which is
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Tahle 3.8

~ Plausible Data Items ¥hich Reauire Follow-On Capability
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APPLICATION AREA
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a traditional heavy user of medium and low altitude aircraft photos
for highway route location and design. Finally, a biank means that
the data item is not needed in that application area according to our
data needs survey, or that ground survey data are required to do the
task.

Measured by number of data items provided, the LANDSAT Follow-On
would appear to be most useful for land use agencies (total of 22
items at all levels); followed by forestry, 7; and agriculture, 5.
These resuits reflect, in part, the large number of data items desired
by 1and use agencies at all Tevels. However, a simple count of data
items is not a good measure of the importance of each contribution,
since neither application areas nor data needs have equal priority
within the states. We do not attempt to judge the relative importance
of each of these contributions of the Follow-On. But it is signifi-
cant that the Follow-On, whose sensors are being tuned to vegetation
analysis, does seem to be responsive to state, Tocal and regional
agency needs to measure damage to crops, field crop species, grassland
type, forest stand condition, and so on; all of which are quite impor-
tant on any state's scale of data priorities.

in answer to Question 2, Table 3-9 shows those few data needs
which can be met by the LAMNDSAT C thermal channel but not by LANDSAT
I or 11, Column three of Table 3-8 indicates our assessment of the
capability of the 40m RBY to contribute to the data needs.

Table 3-10 highlights those combinations of data items and appli-
cations areas which can be met, according to our analysis, by LANDSAT
I and I1I. Since "C" and Follow-On have all the capabilities of I and

11, it follows that the entries in Table 3-10 for LANDSAT I and II
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Table 3-=9

Plausible Data Items Which Can Be Produced by The
LANDSAT C Thermal IR Channel

Number | Data Item Applications Areas
2b Forest Fire Location and Area Forestry
37 Irrigated Land Land Use - State
59 Soil Drainage Agriculture
60 Soil Moisture Content Agriculture/
Transportation
75 Water Temperature Environment/Fisheries
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could be produced equally well, if not better, by the advanced
satellites. We show for comparison those application areas for which
these data items require Follow-On or aircraft for their acquisition.
Finally, for completeness, Table 3-11 shows those data items
which require aircraft system .capabilities in all applications areas;
i.e., those to which none of the current or planned LANDSAT satellites
can make a contribution, in our judgement. In addition, aircraft
are needed to satisfy some of the data needs in other applications
areas, as shown in Table 3-11. Aircraft data are needed for the most
part for their higher resolution. We recognize that some of these
Jjudgements are challengable. In particular, LANDSAT Follow-On may
well be able to replace high altitude aircraft for some of these
data items. For others, the size of a feature may sometimes make its
detection from satellite feasible. For example, item #16, new con-
struction, can occasionally be detected, aven from LANDSAT I. Most
often however, state or local agencies need data on new construction
at much smaller sites such as at individual dwellings. -

3.3.3 Input Data Characteristics

The characteristics of input data for product production are
summarized in Table 3-12. The entries in Table 3-12 are based on
our understanding of how the various product formats are produced by
existing systems and step-by-step extensions of these procedures
suitable to an automated EODMS system. We assume that satellite data
are used whenever possible. . The EODMS systems analysis of Chapter

4 {Section 4.4.1) begins with this set of information,
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Table 3.11

Plausible Data Items Which Require Aircraft
Remote Sensing For A1l Applitcation Areas

Feasible Platform Altitude
Number | Data Item
Low Medium High
1 Aeromagnetic & Gravitometric
Surveys X X
7 Aspect X X . X
8 Building Condition X X
9 Channelized Stream Length X X X
10 Construction Materials Access X X X
11 Dam Location X X
13 Engineering Geology X X X
14 Erosion of Soil X
16 Fish Movement Barriers X X X
27 Forest Stand Age X
29 Forest Stand Maturity X X
31 Gaining and Losing Streams X X
35 Historic & Archaeological Sites X X X
4] Land Reclamation Stage X X
42 location of Individual Trees X
43 Mineral Market Access X X
46 New Construction X X
52 Public Facilities Location X X
54 Road Location X X X
57 Slope X X
58 Soil Surface CoTer X X X
62 Solid Waste Dispcsal Sites X X
69 Topography X X
70 Tree Crop Species X X
73 Water or Land Radioactivity X
74 Water Pollution Outfall Location X X
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Table 3-12: Input Data Characteristics for the EQDMS Priority Products oo
' = =
[}
g G2
_ ) . N e =1
e e e ]
% 2
8
Required . TP
Coverage/ Interval Area ¥ of Data ? (ep]
Products {and derived " Uptiate €5% of Coverad by Each | Images Urdate R~ e
by-products) Piatform Data Type Resalution 835,530 kmé Irage Required| Frequency g El-')
forest ranagement map LANDSAT 1, If, €, Follow-On| MSS {magery or CCT's 30 - 30m 2—41b?nds of 312 of | 1 per 34,225 km@ 14 5 years !
all images !
High altitude A/C, 1% Color IR photos 10m 1% of forested area | 1 per &0 km® 32 ’
forest
agricultural nanage- High altitede B2/C Color IR photos and/or radar 10m 1% of ag  areas 1 per 80 kmé 63 5 yaars i
ment map
LAMDSAT Follow-On 43S 1{nagery or CCT's (27 30 2-4 pands of 60% of | 1 per 34,225 kms 27 i
frames? all images .
level 1 land use map LANDSAT 1, 11, €, Follow-On) MSS tmagery or CET's 30 - 80m | Total area ] 1 per 34,225 kmé 945 5 years
level 11 land use map A | LANDSAT I, II, C, Follow-On| M5S imagery or CCT's 30 - 80m | Total area 1 per 34,225 hat 45 5 years '
H/A aircraft CoTor photos 10m 107 of total 1 per 80 kn® 1040 . &
’ B
levael 11 land use map 2 Hign altitude A/C Coltor or B&U photos 10 - 30m | 1% of total area 1 per 80 kme 104 5 years 1
{urban} LANDSAT Follow~On M$S imagery or CC1's 30m 10% of total area 1 per 34,225 bm® 5 )
Low aititude A/C Lotor or B&W photos 2m 0 2% of total area |1 per 2 78 kn’ 600 '
vegetative cover type Low altitude A/C Calor IR, BRI IR, or BEM 2m ] 2% non urban and T per 2 78 km® 3900 annpya?
mep stereo photps and/or radar non forasted
High altatyds A/C 10m 1% of total area 1 per & kn® 105 i
LANDSAT Follew-On MSS inagery or CCT's 0m 1002 of total area ’ 1 per 36,225 ta®) 45
soil wap LADSAT 1, 11, C, Follow-On| MSS wumagery or CCT's 30 - 80m floax of total area J T per 34,225 ken® 45 20 yoars 4
¢
forest stand map LANDSAT Follow-On MSS imagery or CCT's 30m 3% total area ] 3 opep 34,225 Lma 14 annual '
High altitude A/C Color IR stereo photos 10in 10% forested areas 1 per 80 xm 324
Lovt altitude A/C Color IR stereo photos Z2m 2% foresicd areas 1 per 2.78 k2 1850
Ground survey Field measurements —_— ‘ .- -——
5 3
tir-?er volume estimate |LAMDSAT I, IT, £, Follow-On| MSS 1mragery or €CT's 30 ~ 8om | 31% total area 1 per 264,225 km” 14 5 years
tadle Higa altizude A/C Celor IR phokos 10m 12 5% forested areas| 1 per 8D km 405 ,
Low altitude A/C 8&W ynde angle photos; B&W 2n 2% forested areas 1 per 2,78 k' 1900 )
stereo triplicate photos !
Ground survey Freld measuremtnts ——— —— "
——— Tapagraphic maps —— }




Table 3~12: Input Data Characteristics for-the EODMS Priority Products (continued)

Ground survey

Field mapping
Topographic maps

. Required
. . e, Coverage/ Intarval Area £ of Data
Products (and derived Update 65% of Covered by Each | Irages Update
by-products) Platform | Data Type Resclution 835,530 km2 Image Aoquired | Frequency
fire measurement map LANOSAT €, Follow-0On Thermal channel imagery or 30 - 80m | 31% *otal area 1 per 34,225 kné 14 on dewand
tabTe CCT’s
High altitude A/C Radar or thermai IR image 25m ? ?
Low altitude A/C Radar or thermal IR dmage 1om ? ?
water {mpounoment LANDSAT I, II, C, Follow-On| MSS imagery or CCV's 30 « 80m | 1002 total area 1 par 34,225 kn® H annual
volume table High altitude A/C Color or BEY photos 10m 1 per 80 km® 6
Low altitude A/C Color or B&YW photos m .05% total area 1 per 2.72 km2 150
Take trophic status LANDSAT 1, 11, €, Follow-On| MSS magery or CCT's 30 ~ 80m { 100% total area 1 per 34,225 km2 1 annual '
nags
recreation map LANDSAT Follow-On MSS imagery or CCT's 30m 10% total area 1 pey 34,225 ke 5 annual
Low altitude A/C Color or 82 P oper 2.78 km? | 1560 .
industrial map LANDSAT Follow-On MSS imagery or CCT's 30m 10% total area T per 34,225 kn? 5 annual ' $
ligh altitude A/C Color or 28 pnotos 10m 0.2% total area 1 per 80 sm? 600 !
topographic map Low altitude A/C terec B&W imagery 2m 100% total ares 1 per 2.78 kml2 3G0,000 | 2C years
Ground survey Freld checking LI
- slope map High altitude A/C BLW ang coler IR sterec photos 10m 16% total area 1 par 80 ke 3,000 |20 years
Low altrtude A/C 524 and color IR slereo photos 2m 1004 total area 1 per 2.78 km?' 300,060
Bround survey Field cheching -
- Tepographic maps -
orthonhatoquad High altitude A/C Sterec B&Y imagery 10m 1 per 80 km? _|104,000 £ years o b
structural geology map | LAHDSAT I, iI, ¢ 1SS imagery or CLT's 80 100% total area 1 per 4,225 ki 45 |20 years 5] E‘:
LAIDSAT Folicw-On MSS imagery or CCT's 30m 1607% total area 1 per 34,225 kmz 435 My G
High altitude A/C 841 IR stereo magery 10m T per 80 kmz 53 E
Lov and medium altitude A/C| B2 and coler IR stereo imagery 2m 1 per 2.78 K’ 150 g
geologic map Low altitude A/C Stereo D&Y and color IR photos 2m 100% total area 1 per 2.78 ka2 12300,000 |20 years
High altftude A/C Stevec B34 and color IR photos 10m 10% total area 1 per 8% Km 3000
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Table 3-12: Input Data Characteristics for the EODMS Priority Products (continued)

Required
Coverage/ Interval Area # of Data
Products (and derived Update 65% of Covered by Each | Images Update
by products) Platform Data Type Resolution 853,530 km2 Image Required [ Frequency
surficial materials map | Low and medium alfitude A/C| B&W, color IR photos 2 - 3.3m | 2% total area 1 per 2,78 km 3000 20 years
High altitude A/C B&N, color IR photos 1Cm 100% total area T per 80 km2 3000
LANDSAT I, II Band § and 7 imagery or CCT's 80 - 120m 1 per 34,225 km2 45
LAVDSAT Tollow-0n, C Band 5, 7, tharmai band imagery| 30 - 40m 1 per 34,225 km2 45
and CCT's
Tlood prone areas map Low altitude A/C Color IR sterso photeos L8 - 2m 10% total area 1 per 1.3 km 130,000 | % years
' _— Topcgraphic maps
flood inundation area Low and medium altitude A/C| B&W and color IR 1hagery 4 - 5m A17 -5% total area 1.3 per km2 26,000 | on derand
High altitude A/C BEN color IR inagary 5 = 10m 1 per 80 km 800
LANDSAT §, II, C Bands 5 and 7 imagery and CCT's 80m 1 par 34,225 km2 2
LANDSAT Follow-On MS5 imagery and CCT's 30m 1 per 37,225 krn2 2
earthen dam corndition Low altitude A/C B&YW and color iR photos <lm - Zm 0,01% total area 1 per L3 kmz 65 on demand
map
drainage basin mep Lov ard medium altitude A/C| B&! stereo photos ' 0.5 - 2n 10% total ares 1 per 1.3 km2 64,000 { 20 years
LANGSAT Fellow-0n 1SS imagery and CCT's 30m 100% total area 1 per 34,225 km2 45
sankhole location map Low altitude A/C Color IR sterzo photos 2m « 3.3ml 0.29 total area T ner 2,78 e ? on demand
- Topographic maps
construction matertals | Low a1titude A/C B&W stereo photos 2m - 3.3m] 0,2% total area 1 per.2.78 ka 600 20 years
availailey map LADSAT Foliow-0n MSS imagery and CCT's 30m 100% total area i per 38,225 ka| 45

Topographic maps

all bagic fmagery and
digital data

)
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CHAPTER 4., REGIONAL PROCESSING CENTERS
TO PRODUCE THE PRIORITY PRODUCTS

4.1 INTRODUCTION

The previous chapter provides a system output menu (the priority pro-
ducts) and performance specifications (the product‘characteristics) for the
design of an Earth observation data management system.* This chapter at-
tempts to address quaﬁtitatively most of the major design issues in systems
to produce the priority products.

In this chapter we propose and compare two alternative designs for a
regional processing center to produce the pri&rity products for five states.
The two designs differ in the methods they employ; one is satellite-based
and uses computer processing, while the other employs aircraft data only and
traditional photointerpretation for processing.

The chapter's analysis, especially of the satellite-based alternative

concentrates on two issues: data management and cost. Under the heading

"data management” fall the problems of information processing-in the produc-
tion facility, e.g.£

1. Which and how much data must be acquired (as specified by platform,
spectral band, season, etc.)}?

2. How much raw data of various types must be stored, for how long,
on what medium, and in what format?

3. What data should be kept online (or available to photointerpre-
ters, in the manual case) during processing, and on which storage
media?

4, 1In the digital case, what data structures are appropriate?

iy

*In this report we define the words, "data management" to mean all the data
handling operations (data gathering, storing, processing, and disseminating)
that must take place to produce remote sensing-based information products.
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5. Is a data base management system necessary to combine data from
various sources for processing, and if so, what are some guide-
Tines for its design?

6. What specific processing methods are required, and what equip-
ment and skills do these methods employ?

7. What and how many computer output devices and graphic equ1p-
ment are needed fTor final production-phases?

Cost issues are similarly varied. We assess cost effectiveness by com-
paring costs and performance of the two system-designs. In addition, we as-
sess cost savings due to the economies of scale and overlaps among disci-
plines inherent in a multidisciplinary, regional center. Furthermore, we
estimate costs of interest to the system designer: capital costs (equip-
ment and buildings) as well as operating costs (satellite, aircraft, and
ground data, automated and manual processing, printing, etc.).

The major work of this chanter - .the design and analysis of the two sys-
tems - is contained in Section 4.4. Sections 4.2 and 4.3 are preparatory
investigations which develop design téchniques. Conclusions based on this
work appear in the conclusions chapter, Section 2.5.

Section 4.2 and Appendix B review production techniques which have been
demonstrated (that is, tested in practice) for seven information products

similar to our priority products. We compare two production strategies for

_each product analyzed. One strategy is the method by which the product is

produced operationally, while the other method is experimental. The experi-
mental methods, as opposed to the operational ones, usually depend more on
remote sensing than on ground surveys and more on machine processing than

on manual photointerpretation. For each product so analyzed, we compare
capital and production costs, personnel requirements, and performance (as
measured by accuracy and timeliness). We describe the methods employed in

production in Appendix B.
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We were abie to acquire sufficient data to do these comparative analy-
ses for seven of the priority products. The products are 2 timber volume
estimate table and six maps: urban and non-urban Level II Tand use/land
cover, soils, vegetative cover type, surface mined Tand extent and--condition,
topography, and- sTope. A1l but thelast two.maps can employ either currently
availabTe or LANDSAT Follow-On type satellite data, and all can be produced
with the aid of a computer.

Section 4.3 and Appendix C present a theoretical method for analyzing
computer processing times and costs for producing any product based on di-
gital data, regardless of whether it has yet been produced in practice. The
method is based on determining the amount of computation that typical ma~
chine processing algorithms require to produce information products from
remotely sensed data. Compared to the approach taken in Section 4.2, the
theoretical method is more flexible because {t can be applied to analyze a
wide variety of products. However, {t can be used to analyze only machine,
not human, behavior, so cosﬁs incurred and_time spent in manual photointer-
pretation and other human activities must be analyzed another way. More-
over, it has not been verified in practice. However, together the two ap~

proaches 1in Sections 4.2 and 4.3 form a basis for a fairly comprehensive,

" flexible, and accurate method of analyzing product production systems.

In Section 4.4 we synthesize and assess the two alternative regional
processing center designs. In both cases, we assume that the systems are mul-
tidisciplinary and centralized, {.e., that all of the priority products for
each of the five states are produced in one regional precessing center.

This assumption is based on results of our studies of state agencies

and of the magnitude of costs involved in remote sensing data analysis. Gene~
J

“rally speaking, processing costs are high, and most small state agencies
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can afford only modest additional expenditures for data and equipment acqui-
sition and for training personnel. Thus, a greater number of users might .
benefit if processing costs are shared. Moreover, to a certain point, econo-
mies. of scale -argue for centralization. Activities such as raw data storage,
image enhancement, processing and printing are common td many‘of the priority .
products and therefore are better done once than many times. Our analysis
_in Section 4.4 gives quantitative support for these statements,

On the other hand, there are arguments against taking centralization
to the extreme by impTementing one national data processing center. Much
of remote sensing data processing is still an art, requiring familiarity
with the local area to get best results. Moreover, state agencies will
have more confidence in information products which they have helped to pro-
duce, and products which they have had a hand in designing will be the
most useful to them.

Thus, a centrally Tocated, regional processing center seems to offer
both efficiency of production and accountability to users. We assume for

our convenience that the center serves the five-state EODMS study region.
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4.2 (OBSERVED COSTS AND PERFORMANCE OF SYSTEMS -‘PRODUCING PRIORITY PRODUCTS
4.2.1 Rationale

To prepare for designing systems to produce the priority products, we
first use information on how these products have been produced in the past.
Information on tested production methods, costs, and performance provides
the most realistic basis for systém design and performance analysis.

We found sufficient information for seven of the twenty-seven priority
products to compare "operational" methods using traditional photointerpre-
tive techniques with "alternative" ones using LANDSAT data and/or computer
technology.

The work in this section and Appendix B helps in system design in a
variety of ways. First, observed costs provide a basis in reality for
estimating costs for sihi]ar activities in a hypothetical regional center.
For example, the aircraft data gathering costs for topographic mapping
should carry over fairly well to other products (though reduced accuracy
requirements may reduce expense). As another iTlustration, the satellite
data processing and multi-stage sampling steps involved in timber volume
inventory (on which we have detailed data) correspond to those -that might
be used iﬁ lake trophic status mapping (on which our information is scanty).

__ Extrapolating allows us to specify production steps and estimate costs and
performance for the Tatter product.

Second, detailed 1ists of processing steps specify which functions have
to occur in the center, identify opportunities for resource sharing from
overlaps in the production of apparently dissimilar products, and insure
that all costs and production times are factored into our estimates. For
example, computer processing of satellite data for soils mapping was reported
as $4000 for an 800 km2 study area (4-1) in the.document we had, However,

the total cost of mapping soils for the area was approximately $52,000
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because of salaries and costs associated with -the intensive ground truthing
required to provide sufficient accuracy.

4.2.2 Results

Table 4-1 compares, for each product analyzed; the operational (tradi-
tional) and alternative (nontraditional) production methods.*., Included are.
comparisions of inputs required, data gathering and processing procedures,

and cost, time and classification accuracy** estimates.

In the case of the first of the seven products, a timber volume inven-
tory table, Table 4-1 shows that digital interpretation and classification
of satellite imagery of forested areas, when coupled with multistage sam-
1ing, not only significantly improve the accurac& of timber volume estima-
tion but-é1so reduce costs at least tenfold. The savings are effected by
lessening aircraft coverage requirvements by taking advantage of synoptic
satellite imagery for sample stratification. - The increase in accuracy re-
sults from determining a good sampling scheme from the statistical theory
of sampling.

Level II Land Use/lLand Cover mapping also benefits marginally from sa-
tellite data and digital processing (on LARSYS) at the 1:24,000 scale.
However, at the 1:250,000 scale, costs increase when satellite data are

_.used. On the other hand, nearly all costs of the alternative system at this
scale are computer costs, and we calculate that they could be reduced below
operational ones if more efficient processors were used. In addition, in
this case, accuracy suffers somewhat with satellite data, but speed (as mea-
sured by the number of person-years required) is greatly improved.

Soils maps benefit from alternative production techniques by reducing

the need for Tow-altitude photography and by significantly lessening the

*For more detajls on costs, a Tisi of references for each columa of Table 4-1
and for detailed descriptions of production methods, see Appendix B, |

3

**See Appendix B and Section 4.4.3.2 for a definition of this term.
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Table 4-1:

Summary of Comparisons Between Operational and Allernative
Methods of Producing Seven Priority Products*

Product

Timber Volume Estimate Table

Level 11 Land Use/land Cover liap

1. Remote Sensing and
other Inputs
{platform, sensor,
resolution, frac-
tional area of
coverage)

Operational Method

Alternative Method

Operational lethod

Altcrnative Hethod

available low alt1-
tude A/C coverage of
100% of state

low altitude siereo;
30% (for Missouri)

# points {photodots)
siereoclassified
(22,000 of 214,000
in Hissouri)

# points {photodots)
measured for ground
truth (13,2007
214,000 in Missourt)

LARDSAT, 100%, 80m

available high
altitude, 100% at
10m

Tou altitude, 1%
of 2m

ground survey 0,5%

high altrtude air-
craft black ard white
aircrafi photos
10-30m

LAHDSAT CCT 4 band
1455 data, 80m

H/AT 5%

L/A 10% of urban
areas

2. Processing Pro-
cedures

rough classification
on A/C pholos

sampling on A/C
photos

sampling on ground

area measwrement and
rough classification
on LANDSAT CCT's

fine sampling on low
altitude and ground

esiimation by multi-
stage sampling
algorithm

photo interpretation
of R/C photos into
land use ciasses

compile land use
data onto plani-
netric map base

clusier analysis of
10% of rage to
esteblish spectral
signatures

ctassify into

“land use classes

by maximum 1ikeli-
hood algorithm

3. Production
Cost/km?

$62.50/ k> (based on
1 miliion acres)

$25.25/kn>(based on
1 million acres)

$].63/km2(based on
1 miliion acres)

1: 24000-$11. 93/ kin’

1:250,000-$ .88/kn°

1:24,000-$8, 70/ b

1:250,000- 2
$1.28/im

- =4, Twe Esiimates °

2 years for 1 mllion

5 months for 1

32 person-year for

2.3 person-years

acres million acres 5 state region for 5 state region
830,000 km
5, Classification + 20% + 8.6% 84.9% 80 %
Accuracyt - -

*Key Tor Table 4-1: L/A = Low Altitude Aiveraft C = Color
/A = Hedium Altitede Asrcraft CIR = Color Infrared
H/A = High Altitude Arreraft BaW = Biack and White
A/C = Aircraft

**For references and aralysis supporting this table, see Appendix B.

+For the applicable definition for an individual product, see its discussion in Appendix B.

- ORIGINAT; PAGE IS
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Table 4-1:

Suimmary of Comparisons Beiween Operational and Alternalive
Hethods of Pioducing Seven Prioritly Products

(continued)

Product

Surface kined Land Lrient
and Condition Map

Topographic Map

1. Remote Sensing and
other Inputs
(platform, sensor,
resolution, frac-
tional area of
coverage)

Operational NMethod

Alternative lethod

Operational Hethod

Alternative Fethod

high altitude air-
craft, black and
white or color IR
datla. 10- 30m
100% of area

Tow altiiude air-
craft, black and
vhite or color IR
photes. 2-3.3m
100% of area

LARDSAT CCT digital
data

1SS bands 5 and 7
80m

100% of area

High altitude A/C

coverage of 1% of
arca

Tow altitude air-
craft siereo
black and white
pholographs.
2-3.2m

1004 of area
covered

tow altitude air-
craft panoramic
photos, black and
white, stereo can
also be used.

existing Tine map
products. 2-3.3m
100% of area

2. Processing Pro-
cedures

photo 1nterpret for
extent of surface
mines

interpret land
condilion

determine change

compile on lopo-
araphic map

perfoernm cluster
analysis on spec-
tral values

perform pixel-by-
pixel ctassification
of speciral refloc-
tance values

output map in
desired classifica-
tion scheme

derive contours
from photo stereo
models

compile mappabie
data

cartographic dis-
play on map

derive stereo
models

derive contour
from stereo model

compile othar
nappable features

produce map

3. Production costs/kmZ

$1.81 ke’

$1.57/kn”

$77.42/kn” 61 : 24,000

$25.,80-$38. 71 /ket
@ 1:24,000

4. Time Estimales

3 person months
for 4872 kmé

2 person mopnths
for 4872 kmé

600 person hour and
6 months printing
delay {for 155 km?)

15-24 persen hour
for 155 km2

5. Classification
Accuracy

90-95%

80-85%

o0ty

=90%

ORIGINAT} PAGE 1§
OF POOR QUALITY!



mailto:77.42/km2@1:24,000

Table 4-1:

Surmary of Comparisons Between Operational and Allernative
Meihods of Producirg Sevesn Priority Products

{continued)

Product

Level IF Soil Map

Vegetative Cover Type lMap

1. Remote Sensing and
other Tnputs
(platform, sensor,
resoluiion, {rac-
tional area of
coverage)

Operalional Method

Alternative Method

Operational Mothod

Alternative Method

Tow altitude aircraft
stereo black and
white photos. 2-3.3m

EAHDSAT CCT MSS data
4 bands.  80m

High altitude A/C
and Tow altitude
A/C need to verify.

Tow and medium alti-
t1tude aerial photo-
araphy B&l/C/CIR
~2m resolution

total coverage of
area

LANDSAT-MSS Digital
and Image Skylab
{iT availabie}
RB-57 and U-2
photography C/CIR
L/B/H R/C C & B/Y
80m - 2m

2. Processing Pro-
cedures

stereoscopically re-
view area

delineate soil types
on aerial photos
of area

delinsate slopes and
erosion areas

field check
edit and compile map

train computer to
recognize soil class
spectral signatures

point-by-point
classify CCT LANDSAT
scene

output cTassified
s0il map

visual interpreta-
tion of photos,

intensive Tield
survey on ground

preliminary survey
by automobile

conventional photo-
nterprelation and
interactive digitatl
processing techni-
ques

3. Production
Cost/kme

$1.88/kn®

$65.01/%n?

$3.35/kn261 :250,000
$29.63/kmZ01: 24,000

$1.17/kn61 :250,000

4. Time Estimates

9 persgn-year per
800 km"@ 1:24,000

4 persgn.year per
800 km"@ 1:24,000

23 man-years @
1:250,060
54 man-years @
1:24,000
{102 area sampled)

4 person-years @
1:250,000

5. Classification
Accuracy

99%

90% (cultivated or
bare s011}

jesser accuracies
in vegetated areas

95+

85ty

ORIGINAL:
OF POOR

PAGE IS
QUALITY:
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Summary of Comparisons Beiween Operational and Alternative
lethods of Producting Seven Prioritly Products

~76~

Table 4-1:

(continued)

Products

Slope Map

1. Remote Sensing and
olher Inputs
{(plaifomm, sensor,
resolution, frac-
tional zirea of
coverage)

Operationat Method

Al ternative lethod

existing topographic
maps. 1:24,000 scale
2m - 3.3m

75% of covered area

as in operational sysiem

2
H

Processing Pro-
cedires

interpret topographic
map to-'derive stope
zones

compile slope zones

overlay on plami-
metric map base.

analeg process lopographic
map semi-autoratically
based or differences in
spacing of adjacenl con-
tour lines

compile on planimetric
base

Production Costs/kmZ

[
h

$6.02/km%@ 1:24,000

$12.26/kn%p 1:24,000

4. Time Estimales

242 personfhour/map
{155 kme)

160-180/hours friap
(155 Lmd)

5. Accuracy

60-68%

80*%

ORIGINAZ; PAGE IS.
OF POOR QUALITY
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ground survey requirements. The alternative method is slightly less accu-
rate than the operational method, but it is faster.

Vegetative cover maps produced by satellite are approﬁimate?y one-third
as expensive as those produced operationally from high-altitude aircraft
imagery. - However, they suffer somewhat from lack of detail and accuracy.
This disadvantage is mitigated by increased ability to update frequently.

Surface mined Tand extent .and con&ition maps show insignificant margi-
nal cost improvement with alternative technologies, and they lose accuracy.

The last two products analyzed, topographic and slope maps at 1:24000
scale, do not benefit from earth resources (of any other current) satellite
data. However, they were included in this analysis because detailed cost
data on these products were avaiiable. Moreover, they exemplify one impor-
tant type of information product produciblie from remote sensing and needed
by state agencies--the product thet contains information so detailed that
low and medium altitude aircraft must be used for data gathering.

Topographic and slope maps can benefit from machine-aided processing.
A currently experimental, automated contouring system will greatly gpeed
topographic map production if it is successful, cutting costs by as much
as two-thirds. An automated system for slope map production* is more ex-

——pensive than the current manual technique, which simply involves identifying
areas with a given degree of slope by eye directly from a topographic map.
However, it is much more accurate than the manual method.

It must be noted that the figures in Table 4-1 are production costs.™™

They do not include salaries of administration and support staff, amortized

charges for buildings, etc.

*See Appendix B

**Definitions for this term vary somewhat with the source. See Appendix B for
more detail on the costs included.
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In summary, we have investigated a range of products and have seen mixed
benefits in using current LANDSAT data and automated processing techniques.

One product, the timber volume estimate table, benefits in all three.
of the categories of cost, accuracy, and speed. It ds produced over the
large homogeneous areas (forests) most directly suited to satellite appli-
cations. Three other products: Tland use, vegetation, and soils maps, also
show good potential for satellite application, although they benefit only
in cost and speed while suffering somewhat in accuracy. These products are
produced over large, but less homogeneous, areas and display many more
classes than does the map of timber density constructed in producing the
timber volume estimate. Thus, the three products depend more heavily on
aircraft and ground survey inputs.* Finally, three products (surface mined
land, topographic, and slope maps) demonsirated Tittle or no potential for
satellite application. These products are either produced over small, iso=
lated areas {as in the case of surface mined land maps) or they contain large
amounts of information not derivable from satellite. However, two of these
last three products (topographic and. sTope maps) can _benefit signjficant]y

from automated production methods.

*Remember that these results were achieved with experimental, not operational,
processing techniques and with LANDSAT data. We expect better accuracy per-
formance with tested processing algorithms and LANDSAT Follow-On data.
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4.3 ESTIMATING COMPUTER IMAGE PROCESSING TIMES AND COSTS

In this section and Appendix C we develop a theoretical method for es-
timating machine computation times and costs for applying common image pro-
cessing algorithms to digital remotely sensed data. The method .combines two
independent estimation techniques.

The first techniqug employs simple interpolation of costs incurred by
a past user of LARSYS. This method is accurate, in that it takes account
of all computation costs, including system overhead. However, it is inflex-
ible, because it applies only to LARSYS software and to the IBM 360/67 on
which the user's programs were run. The second technique determines compu-
tation times and costs theoretically by calculating computational loads put
on a computer by various image processing algorithms. By contrast with the
first scheme, it can be applied to any serial computer. However, because
it fails to account for ?overhead“ computational costs,* it is inaccurate
when used alone.

Combining the two techniques allows us to take overhead into account,
as the first scheme does, while retaining the second technique's'flexibiiity.
This section briefly reviews this work, while details appear in Appendix C.

4.3.1 Estimation by Interpolating from Observed Costs.and Times

A past LARSYS user has supplied us with tables of costs he incurred in
producing Level II Land Use maps.(4-2) Table 4-2 lists these costs. WNote
that they depend on the number of pixels processed, the number of classes
(“clusters") into which the data is classified, the types of processing used,
and the cost of a CPU minute of processing time on the LARSYS computer. In
1973 when the costs listed in Table 4-2 were incurred, the CPU minute cost

was $6.00, while as of May, 1976, it was $4.83.(4-3)

*Examples of system overhead costs in image processing are those involved
“in running the computer's operating system or in man-machine interaction.
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-Table 4-2: LARSYS Processing Costs For
LANDSAT Data*

Cost of Operation
For One LANDSAT

Image Processihg Operation Image***
LANDSAT/LARSYS Format $ 65+ 8 (Mp)** $ 125
Geometrically Correct $125 + 525 (MP) $ 4094
Overlay $600 + 1500 (MP) $11940
Total Preprocessing Cost $16159
Clustering {(approx.) $500 $ 500
Classification by Maximum Tikelihood
4 channels; one iteration . 30 clusters 6563
40 clusters 8750
50 clusters 10928

*The LARSYS costs presented in this table were charged for processing

done in December 1973(4-2). The costs are not official
issued by LARS.

**MP = million pixels.

*%%0One LANDSAT frame contains 7.56 miTlion pixels.

cost figures
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As it is, the table can be used to estimate both LARSYS processing
costs (based on the old $6.00 per CPU winute charge) and processing times
in CPU minutes. From this processing time estimate, we can project costs
for any other .LARSYS Per CPU minute charge--for example, the more recent
one of §$4,83.

For example, Table 4-2 presents costs calculated for an entire LANDSAT
image (7.56 million pixels) based on the cost eguations in the Table. We
can convert from these costs to processing times if we make the following
assumptions: (1) The “"per run" charges given in Table 4~2 are assumed to
represent input/output and special overhead costs. (2) The “"per million
pixel" charges are assumed to represent CPU costs. We can estimate CPU
times by dividing the total "per miliion pixel" charges by $6.00/CPU minute,
the cost per CPU minuﬁe on which Table 4-2°s equations are based.

Extrapolating to any other per-CPU-minute charge is then simple if we
assume that the fixed costs listed in Table 4-2 remain unchanged. The total
cost of an algorithm is then its fixed costs plus the product of the number
of CPU minutes it consumes and the new per CPU minute charge. For example,
geometric correction of a LANDSAT image at the old $6.00/CPU minute rate
cost $125 + $525(7.56) or $4094. Under our assumptions, the processing time
Tequired is $525(7.56/%$6.00) or 670 CPU minutes. Thus, if the new process-
ing charge is $4.83/CPU minute, this algorithm would cost $125 + 670{$4.83)
or about $3360. to run the same data.

4.3.2 Analytic Estimation of Processing Times and Costs

In this section, we briefly review an analytiic estimation method that
we have developed. The method estimates compulaer image processing costs

throughput performance for any serial computer system and is based on


http:670($4.83
http:525(7.56/$6.00
http:525(7.56
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calculating the computationa].ioad* invoived in processing.

We begin by determining the computational requirements** of algorithms
commonly used to machine process remotely-sensed data from functional descrip-
tions*** of each algorithm. Table 4-3 lists these-requirements, which depénd
on the algorithm, the number of bands and pixels of image data to be pro-
cessed, and certain computer memory size parameters. See Appendix C for an
explanation of how they are developed.

The second step is to calculate the cost (in both time and money) of
each of these algorithms on common computer systems. Table 4-4 presents
the execution times for each basic operation on three example computersf. .
(4-4,4-5) '

Multiplying the number of each operation employed in an algorithm (see
Table 4-3) and the execution time for that operation and then summing times
for all operations gives a total computation time per algorithm on a given.
computer. Finally, the product of this computation time and an estimated
per CPU minute charge gives the cost of each algorithm. Table 4-5 presents
these time and cost estimates.

The final step is to use the mix of algorithms necessary to produce an

*The "computational load" means the number of each type of basic computer
operation (e.g. add, multiply, or compare) required to accomplish a pro-
cessing task. :

**By an algorithm's "computational requirements", we mean the number of com-
* puter operations (add, multiply, etc.) required to perform an algorithm.

***By an algorithm's "functional description," we mean a list of steps describing
the algorithm.

+Computer's for illustration only.
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Table 4-3: Algorithm Computational Requirements

¥ Moves {1 byte |# Disc Aceesses .
within main {Read/lirite {1 - .
Task memory ) lines' data) # Adds #f Multiplies # Compares
"Reformat CCT's 2ot [ 546011 l ~ . | -

Determine Resample

Coordinates

a) Linear Transformation 4ﬂp 2340/ - 2r{p . QNP e

b) Affine Transformation
w/Bilinear Inter-
polation (30 48 2340/4 494,000 + 184 56,000 + 10 19,000
triangles, 20x20 P P P
Interpolation Grid)

¢} Least Squares Fit ot + 2t A« 1s® 4+ 1800m2
w/Bilinzar Inter- 4N 2340/4 : -
potation {Degree = N, P + 3292:‘12 + Q799N +54890 + 3623
20x20 Interpolation + 10H
Grid) +4828 + T8N, p

Resanple '

@) Nearest Heighbor ZBNp 4580/ 4!lp Y . ZHP

b} Bilinear Interpolation Bl‘ip 4680/t (6 + SB)NP {1+ QB)NP -

e} Cubic Convolution BH,, 4680/H (28 + 15B)R,, (20 + 208)K, -

gontrast Erhancement ) 28, 4680711 1288 T 1288 14,1618

Classification: 2 2

a) Gaussian CN 2925/ [c{g“+ B + 3)--1]!1p {B“+ 8 ‘H)CNp (C-I)Hp
Maximum 1ikelihood P
(C classes)

b Clustering Icn 292511 BIL(C + )i, + 3¢ 1] |SI[EC + {C + 1A + 1] :
{C classes, I P P P (c-1)8 1
{terations) P

+ CEN (a5 4 3) + 8E 14g% o 282 + 1]

- Notes: a) B = # of bands (4 for current LANDSAT

_b) Np:= # of pixels (7.5 x j06 for one LANDSAT image)

. c) I =4# of iterations ' !
d) M = main memory size (bits)

1.05 x 10°

e) 4M = # of imagery lines able to be stored in main memory
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Execution Times for Four Basic
Operations on Example Computers
(in Microseconds)*

(Effective) Add Multiply Compare
Computer System Move Time Time Time Time
IBM 370/195 0.0945 0.11 0.16 .11
Univac 1108 0.1667 1.875 2.62 1.875
IBM 360/67 0.0938 5.4 6.8 5.4

*These figures are from (4-4, 4-5).
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Table 4-5: Algorithm Processing Time and Costs for One LAHDSAT IMAGE
CPY Time*
CPU Cost
Task Algorithms IBM 370/195 Univac 1108 IBH 360/67
Reformat €CT's Reformat 5.72 sec, 10.12 sec. 5.67 sec.
7 T $1.800 30,52
Determine
ResampTle 1. Linear Transformation 9,37 sec. 112.95 sec. 248.48 sec.
Coordinates TE1H .08 $20.16 T 327,69
2. Affine transformation
w/Bilinear Interpclation 30.02 sec. 458,92 sec. 1,255.30 sec.
$14.29 82.10 $114.74
3. Least Squares
Transformation w/Bilinear 30.03 sec. 459,95 sec. 1,256.29 sec,
Interpolation (N-4} $14.30 $82,10 $114.84
Resampie 1, Nearest Neighbor 10.73 sec, 95.41 sec. 251,32 sec.
5. T1 $17.03 $22.95
2. Bilinear Interpolation 38.50 sec. 598.672 sec. 1.616.20 sec.
$18.33 %106.85 $147.61
3. Cubic Convolution 197.57 sec. 3,242.40 sec. 8.761.11 sec.
) $94.07 $578.77 $#00.78
Contrast Enhance 5.73 sec. 10.23- sec. 5.99 sec.
Enhancement .73 $1.82 $0.58
Classification 1. Maximum Likelihood 1,707.94 sec. 28,075,87 sec. 76,257.86 sec.
{37 classes) $785.09 $5,011.54 $6974.02
2. Clustering 5,615,34 sec. 87,785.32 sec. 238,307.45 sec.
{15 iterations) $2.673.83 $15,669.68 $21,765.41

*The exact results of our calculations are presented here so that the interested reader may check the

method.

have done in Section 4.4,

:()Itltglﬁl -
O E%D();%Iijgzigflg b1

Ty,

In applying the meihod, one should limit himself to two or three significant figures, as we
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information product from raw data to specify a per product computational
Toad, and thus to calculate that product's computation speed and cost. For
example, one algorithm sequence which might be used to process LANDSAT data
for 37-category Level II Land Use/Cover Maps is iTlustrated in Figure 4-1%.
Table 4-6 1ists processing costs estimated by this method for processing a
full (four-band, 7;55 Million pixél) LANDSAT image into a 37~-category
.Level T1I Land Use/Cover Map on an IBM 370/195. The computation time estimate
for this processing sequence on this computer is 560 CPU minutes.

Appendix C describes this analytic method in considerably more detail.
In addition we use the method there to estimate processing costs on LARSYS.
Comparing our estimate with true LARSYS costs (derived by the technique of
Section 4.3.7) shows that the estimate is 14% low for one example product.
This is to be expected; our functional descriptions do not account for system
overhead. In addition, our procéssing cost does not include salaries Tor the
consultants and other staff required to use effectively a specialized data
processing system.

4.3.3 A Combined Estimation Method

Both methods thus have faults. The first applies only to one computer,
while the latter ignores overhead. In this section we combine the two tech-
—_ nigues to incorporate the strengths of each. The combined procedure is:
1) From the analytic estimates of Table 4-3, compute the number
of each type of computer operation {e.g. add, multiply, etc.)

required to perform a given algorithm.

2) Use the method of Section 4.3.2 to determine the percentage of total
CPU time devoted to each type of operation on the IBM 360/67.

*Experiments in which LANDSAT data was processed using algorithmic sequences
‘similar to Figure 4-1 (e.g. ref. (4-6)) have not yet achieved Level II accu-
racy. The sequence does, however, provide an illustrative example of a
typical processing technique.
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Figure 4-1; Processing Sequence for Level II Land Use/Cover Maps
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TabTe 4-6: Costs for Processing One LANDSAT Image
For Level II lLand Use/Cover

Cost per CPU minute = $28.57 for IBM 370/195 system.

Reformatting $ 2.72
Geometric torrection

2 Iterations ’ 19.14
Contrast Enhancement 2.73

Cluster Analysis of 10% of Image
37 clusters, 15 iterations 267.40

Maximum Likelihood Analysis
-37 classes, 20 iterations 15,702.00

Total CPU Costs (approx.) $15,990.00


http:15,990.00
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3) Using the first technique, determine the total CPU time
required to perform the algorithm on the IBM 360/67.

4) Using the percentages of total time found in 2) with the total
time found in 3), evaluate the CPU time attributable to each
computer operation type.

5) From the time estimates of 4}, determine the number of each
operation type actually required -to perform the algorithm.

The method scales the number of each operation required upward to
account for system overhead. The scaled numbers of each operation type
may then be used to determine the time to perform each algorithm on any
serial computer. This combined method is the one which we apply in

designing the satellite-based regional processing center in Section 4.4.

*See Appendix C for more details.
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4.4 TWO DESIGNS FOR A REGIONAL CENTER TO PRODUCE THE PRIORITY PRODUCTS

This section contains the major work of the chapter - the design and
assessment of regional centers to produce the priority products. Two goals
dominate this effort: (1) to assess cosis, economies of scale, and cost ef-
fectiveness of satellite data and digital processing in producing the pri-
ority producis, and (2) to lay out the satellite-based digital processing
' system in some detail and assess its data management problems quantitatively.

The reader must keep in mind that the cost and performance figures we
present here are merely estimates, made as accurately as possible but
nevertheless subject to error and sensitive to our assumptions. A detailed
system design and error analysis is beyond the scope of this work. However,
we expect that the conclusions and recommendations based on this work will
stand despite any reasonable variations in numerical resuits.

Section 4.4.1 contains the design of the satellite-based system, a cal-
culation of its production costs, and the data management discussion. For
comparison, Section 4.4,2 péesents a system design based on interpretation
of aircraft data and estimates of ifs production expenses. To evaluate
cost effectiveness, Section 4.4.3 compares the total costs (including over-
head) and performance of the two systems. Section 4.4.4 presents an assess-
‘ment of the economies of scale realized by centralizing processing along
both discipiinary and geographic Tines 1in the regional center.

4.4.1 A Design Based Primarily Upon Digital Processing of Sateilite Data

To design the satellite-based center, we calculate its digital data
1oad; specify and cost the computer system; lay out and cost supporting air-
craft and ground truth missions; estimate production times; and summarize
and total all production costs. We also outline the major features of the

center's data base management system.
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4.4.1.1 Calculation of Digital Data Processing Requirements

In this section, we describe the digital data processing required to
produce the priority products from satellite data. We assume that only
satellite-~derived data are digitally processed; that is, that supporting
aircraft and ground survey information do not significantly increase the
digital processing load. In addition, we exploit all possibie overlaps in
processing among the satellite-based products.

Identifying these overlaps thus becomes significant. Toward this end,
this section seeks to answer two questions: (1) What classes of satellite-
derivable information are displayed by the priority products, viewed as a
whole? (2) Is there a subset of the wenu of priority products which con-
tains all this satellite-derived information? Answering the first question
allows us to specify into how many classes the satellite data must ba classi-
fied ~ a significant determinant of classification cost. Answering the second
. is equivalent to identifying overlaps in processing requirements among pro-
ducts, because if a subset of the total product menu contains all satellite-
derivable information, then only these préduqts must be derived from raw
satellite information. The other products can be derived from these "“funda-
mental" ones without further processing of raw satellite data. Thus speci-
fying a 1ist of “fundamental“ products reduces our processing task to a
minimum.

l{e have been able to answer both of the questions posed above. First,
there appear to be forty-one "basis" classes of information derived from
classifying raw satellite imagery displayed on the five-state region's
priority products. Second, four “fundamental® products display all “basis"
classes in sufficient detail and with sufficient coverage so that all of the
other priority products can derive their satellite-based information from

these four.
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Table 4-7 lists forty-one satellite-derived object classes dispiayed on
satellite-~-derived products. We term these the "basis" classes. Satellite
data analyzed into these classes, coupled with judicious use of aircraft
imagery and manual ground-truthing, form an information base from which the
eighteen priority products based on machine-interpreted satellite data* -
could conceivably be derived.

The "basis” classes are formulated on two principles. First, to be con-
servative and not overestimate the capability of satellite data to provide
information, we choose only those classes most 1ikely** to be derivable from sa-
tellite data by machine classification. Second, all eighteen prioriity products
based on classified satellite imagery display either some of the basis clas-
ses, aggregations of some of these classes, or finer divisions of a given
class. MNe assume that any distinctions finer than those made by the basis
classes (e.g. from Forest Type (a basis class) to tree species) would be made
from data gathered from aircraft or ground survey. -

With this background, we can verify that four “fundamenta]f products
contain all satellite-derived information displayed by all eighteen priovrity
products based on classified satellite fmagery. These products are:

1) Level II Land Use Maps

2) Vegetative Cover Maps

3) Timber Density Maps { a satellite-derivable input to the
Tinber Volume Estimate Table)

4) Llake Trophic Status Maps

*Seyen priority products use only aircraft imagery. Two others - geologic
‘maps and basic imagery, use raw satellite data only. The remaining eigh-
“teen can employ classified satellite data.

**These classes have been derived from satellite data in experiments. In fact,

" more crop, natural vegetation, forest type, and lake trophic classes have been
derived. Thus, the forty-one classes are our conservative estimate of the num-
ber derivable operationally.



Table 4-7: Satellite-derived "Basis" Object Classes*

Vegetative Cover

Level II Land Use Map**
Class (USGS 964) Descriptor Class (USGS 964) Descriptor
1 11 Residential “ 22 — Crop Type 1
2 12 Commercial and Services 23 -~ Crop Type 2
3 13 Industrial 24 -- Crop Type 3
4 14 Transportation, Utilities, Communications 25 ~- Crop Tyne 4
5 15 Industrial and Commercial 26 -- Crop Type 5
6 16 Mixed Urban and Buiit Up 27 -~ Forest Type 1
7 17 Other Urban 28 - Forest Type 2
8 23 Confined Feeding 29 -— Forest Type 3
g 51 Streams and Canals 30 -- Forest Type 4
10 54 Lakes and Impoundments 31 - Forest Type 5
1 73 Sandy Areas Not Braches 32 - Nat Veg Class 1
12 74 Bare Exposed Rock 33 -- Nat Veg Class 2
13 75 Strip Mines, Gravel Pits, Quarries 34 —- Nat VYeg Class 3
14 76 Transitional Areas 35 -- Nat Veg Class 4
15 77 Mixed Barren Land 36 - Nat Veg Class 5
16 - Other
Lake Trophic Status Timber Volume Estimate (Density Map)
Class USRS 964 Dgscriptor+ Class USRS 964 Descriptor
17 - Lake Trophic Class 1 37 - Density Class 1
18 - Lake Trophic Class 2 38 - Density Class 2
19 -- Lake Trophic Class 3 39 -— Density Class 3
20 - Lake Trophic Class 4 40 - Density Class 4
21 -~ Lake Trophic Class 5 41 - Density Class 5

-

*fdapted where noted from Anderson, USGS Circular 964, (4-7).

**See Appendix B for a discussion of the number of classes assumed
+EODMS statf estimates that five trophic status classes are derivable

“86—
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A check of the priority product characteristics .(Table 3-4) shows that they
display all forty-one basis classes.* Together, they cover at least the

area covered by any of the remaining fourteen -products based on interpreted .
satellite data. Moreover, they are updated at.least as frequently as the
others. Thus, we can say that the four "fundamental” products alone determine
the satellite data processing load.

We can now begin to specify the raw data required yearly by the center
and the yearly processing Toad (that is, the number of images to be classi-
fied and the number of classes into which each image must be classified),
characteristics determined solely by the four "fundamental" products. Four
characteristics of each product determine processing requirements:

1) The number and type of classes it displays.

2) The area it covers

3) Itg update frequency.

4) The seasonal schedule of its imagery acquisition.

In addition, a fifth factor; inherent not in the products but in the imagery,
also determines processing required. This is the probability that a given
image is cloud-free. We discuss these five factors below.

First, the number and type of classes uniquely displayed by each fundamen-
tal product can be determined from the headings in Table 4-7, the 13st of "basis"
classes. Level II Land Use Maps display -~ by definition - thirty-seven classes.
(4~7) OF these, twenty-eight are relevant in the five states. However, only six-
teen of these are nonvegetative classes,.and vegetative classes are displayed in

at least as much detail on vegetative cover maps. Thus, the land use maps

*Table 4-7 indicates which products display which basis classes. The classes
actually displayed on the final products may be finer subdivisions of the
basis ciasses, especially on the Vegetative Cover Map. However, the basis
classes can be rederived by aggregation,
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display sixteen unique, satellite~derivable classes. Using similar reason-
ing the numbers of basis classes displayed on the other fundamental products
are: Vegetative Cover - fifteen,* Timber Volume Density - five, and Lake
Trophic Status - five.

In addition to the number of classes displayed, a second determinant of
processing load is the area covered by each product. To estimate the area
involved with each product, we extend land cover statistics for Missouri
throughout the five-state region.** The percentage coverages and areas in-

volved are (4-9):

Missouri 5-state (ka)

Cropland 38% 317,300
Pasture and Rangeland 19% 158,650
Forest 31% 258,850
Urban 4% 33,400
Water 0.5% 4,175
Federal Land 4% 33,400
Other 3.5% 29,225

100.0% 835,000
Flood Prone 20% 167,000

From these statistics, we see that Level II Land Use Maps containing the six-
teen nonvegetative classes are needed over about 10% of the area; Vegetative
Cover, 90%; Timber Volume, 31%; and Lake Trophic Statué, 0.5%.

We specify the third determinant, update frequency, from our analysis

of user needs. Our studies indicate that five years is a sufficient update

*Note that on the final copy of a Vegetative Cover Map, more than fifteen
"classes may be displayed. We assume, based on past experience (4-8) that
only fifteen are satellite-derivable, and that finer divisions of these
classes would be done by aircraft and ground survey.

**This is equivalent-to assuming that Missouri's land use statistics are ty-
pical for the five states. This may not be true, but it should not intro-
duce significant error in our design, since our cost numbers appear to be
relatively insensitive to reasonable variations in these figures.
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frequency for two of the fundamental products, Level-II Land Use Maps and
Timber Volume Density Maps. Thus, a regional center mus% produce these pro-
ducts for one-fifth of the five-state vegion annually. The other fundamen-
tal products, Vegetative Cover Maps and Lake Trophic Status maps, must be
updated annually.

Season of imagery acquisition, the final product characteristic on
our 1ist, is determined by the nature of the product. To produce the four
satellite~derived fundamental products, winter, spring, and summer LANDSAT
imagery must be analyzed. Level-II Land Use Maps require winter imagery to
delineate urban and "built-up" land classes. The other three products use
spring or summer imagery.

One remaining consideration is the acquisition of cloud-free imagery.
EROS statistics show that twenty-five per cent of 901 LANDSAT images taken
over sampte areas in each of the five states had ten percent cloud cover or
Tess.® A sin§1e LANDSAT satellite makes twenty passes over an area per year;
on the average, five of these produce sufficiently c¢loud-free imagery. Our
fundamental products require at least one cloud-free image {or a mosaic of
cloud-free areas from more than one) in every season but Fall. A single
LANDSAT satellite is therefore Tikely to provide the coverage required in
winter, spring, and summer without requiring excessive mosaicing to produce
"cloud—free? imagery, and two-satellite coverage improves the situtation
further.

This information allows us to specify a total sateilite input data
Toad for the regional center. The amount of processing required is deter-

mined by the fundamental products' coverage areas and update frequencies.

*EQDMS staff made this observation from data supplied by USGS's Applications
"Assistance Center at Rolla, MO. Probability of cloud cover showed no strong
season dependence. '
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For example, we are assuming that only thirty-one percent of the five-state
region is forested. Moreover, due to its five-year update frequency, only
one Fifth of the regions Timber Volume Density Maps must be produced annually.
If orbital overlap and edge effects are included, forty-five LANDSAT images
are required to cover the five-state region. Thus, 31% of one-fifth of the
forty-five images covering the-region wust be processed yearly for timber
volume density. {Note: this assumes that the Tocation of all forests are
known a priori. They will either be known before processing begins, or since
all forty-five covering images must be processed to produce vegztative cover
maps, forest, lake, and urban areas can be located on the imagery during
this processing for further processing intc the other three fundamental pro-
ducts.)

The total imagery input, using similar reasoning, is:

Vegetative Cover Maps 100% of 90 images (full coverage; spring
& summer)

Timber Volume Estimate 31% of 9 images (forested areas; summer)

Level-II Land Use 10% of 9 images (urban and nonvegetated
areas; winter)

Lake Trophic Status Map 0.5% of 45 images (lakes; summer)

This input data, coupled with the 1ist of processing techniques neces-
sary to produce the priority products, specifies an annual data processing
load, which is summarized in Table 4-8.

Including overlaps in usage, only ninety-nine distinct images are re-
quired to produce the fundamental products. Moreover, of the ninety used to pro-
duce Vegetative Cover Maps, experience shows only LANDSAT bands 5 and 7 would
provide useful data.(4-8) By overlaying bands 5 and 7 from spring and summer
imagery, forty-five frames of composite imagery result. On this basis, the
regional center must analyze only forty-five “equivalent images”f per year

for this map. In addition, since the Vegetative Cover Map dispiays fifteen

*An equivalent image is a block of image data equal in size (number of pixels
and number of bands) to a single satellite image.
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Table 4-8: Annual Regional Center
Digital Data Processing Load

Preprocessing:

Reformat 99 images
Geometrically Correct 99 images )
Overlay Bands 5 and 7 of 45 pairs of images

Cluster Analysis: (Note that to establish spectral signature estimates,
only selected portions of each image need be clustered)

l.and-I1 lLand Use 9 winter images

Vegetative Cover Map 45 compeosite images
Timber Volume Inventory 9 composite images
Lake Trophic Status 1 composite image

Maximum Likelihood Anaiysis:

Land-II Land Use 10% of 9 images into 16 classes
Vegetative Cover Map 100% of 45 images into 17 classes
Timber Volume Inventory 31% of 9 images into 5 classes

Lake Trophic Status _ 0.5% of 45 images into 5 classes
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satellite-derived vegetative cover classes plus two others - lakes and urban
areas (to identify the data which must be processed further into other pro-
ducts) - these images must be classified into seventeen classes.

4.4.1.2 Choice of a Suitable Computer; Computer Production Time and Cost
Calculations

‘4.4.1.2.1 Production Times and Costs on LARSYS

We employ the combined estimation scheme described in Section 4.3.3
to estimate production timeg and costs on any processor. This scheme re-
quires that we begin by calculating costs and times on LARSYS using the
method of Section 4.3.1.

To calculate the cost of the processing iisted in Table 4-8, we assume:
1) that the costs associated with partitioning data are small; 2) that pro-
cessing one fequiva]ent“ image costs the same as processinglone actual image
with the same number of pixels; 3) that the cost of one iteration of Maxi-
mum Likelihood analysis varies Tineariy with the number of object classes
desired. Under these assumptions, LARSYS preprocessing costs are $955,000,*
the cost of clustering portions of sixty-four images is $32,000, and the cost
of one iteration of maximum-likeThood analysis is $174,000.

As described in Section 4.3.3, the purpose of calculating these costs
is simply to find the number of CPU minutes of processing required on LARSYS.
" Using the procedure described in that section, and assuming a single maximum
Tikelihood iteration produces sufficient accuracy, we find that to process
the fundamental products requires 186,000 CPU minutes annually on the IBM

360/67*% Assuming 140 CPU hours are available per month, however, there are

*Assuming the old $6.00/CPU minute rate. As section 4.3.1 notes, this rate
has decreased.

**The computers discussed in this sect1on are for illustration only; no re-
comrendations are intended.
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only 100,800 CPU minutes available per year. Thus the IBM 360/67* is too slow
to be used at the regional center; faster computers musé be considered.
4.4.1.2.2 A Suitable Processor

Because the IBM 360/67 would be overloaded- by the regional center's fun-
damental product processing tequirements, in this section we perform calcu-
lations based on computers abTe to handie the processing Toad assuming that
either current 80 meter resolution LANDSAT data or 30 meter resolution LAND-
SAT Follow-on data is used.

Using the method of Section 4.3.3, we first evaTuafe the processing
times and costs on the CDC 7600,* & large scientific computer which supports
time-sharing applications. If we again assume that a single maximum Tikeli-
hood (ML) iteration produces sufficient accuracy, the yearly processing re-
quirement for the fundamental products using eighty meter resolution data is
$45,800 in input/output costs plus 3242 CPU minutes. Assuming 140 CPU hrs..
per month, this corresponds to 3.2% CPU utilization. If, on the other hand,
we assume the number of maximum Iike1ih00d‘iterations required to achieve
acceptable accuracy rises exponentially with the number of product classes
(see Appendix C) , then the annual processing requirement is $45,800 in in-
put-output costs plus 4965 CPU minutes; this corresponds to 4.9% CPU utili-
zation. Clearly, in either case, this computer will be underutilized. That
is, the CDC 2600 is too large a computer to use only to produce the funda-
mental products for the Tive-state region from eighty meter resolution LAND
SAT data.

The Univac 1110 is another computer which supports time-sharing

*The computers discussed in this section are for illustration only; no re-
commendations are intended.
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~applications and is midway in speed between the IBM 36C/67 and the CDC 7600.
The yearly processing requirement for the fundamental products on the Univac
1110, assuming a single ML iteration produces sufficient accuracy, is $45,800
in input/output costs plus 26,990 CPU minutes. Assuming the number of ML ite-
rations required rises exponentially with the number of product classes,* the
yearly basis product processing requirement is $45,800 plus 44,850 CPU min-
utes. These two cases correspond to 26.8% CPU utilization and 44.5% CPU
utilization respectively.

These are reasonable utilization f&gures for the EQDMS computer. The
Univac 1110 will be significantly utilized in producing the priority products,
but fully fifty-five percent of the computer's capacity will be available for
EQDMS data base management activities, processing of "on-demand" products,
administration, and research. Thus Univac 1110 can be used for processing
eighty meter resolution LANDSAT imagery into .the fundamental products. Using
the method of Section 4.3.3, the cost per CPU minute is $10.48 for the 1110.
Assuming multiple ML iterat%ons are required {as specified by the exponential
function in Figure 4.4), the total yearly processing cost to produce the
basis products is $516,000.

A similar analysis can be made of the processing requirements for deriv-
ing the fundamental products from the thirty meter, seven band satellite
data of the proposed LANDSAT Follow-On mission. In particular, assuming use
of only four bands, the major effect on EODMS would be that each 185 km
square~image would now include 53.9 million pixels, as compared to the 7.56

willion pixels per frame of current LANDSAT eighty-meter resolution data.

* The exponentisl curve in Appendix C implies that four iterations are ne-

" cessary to classify the 16-class Level II Land Use and 17-class Vegetative
Cover Mans, while the five-class Lake Trophic Status and Timber Density
maps require two iterations of the maximum likelihood classifier.
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To process the Follow-on data load using the Univac 1110 entails .

annual processing reguirement of $60%000 plus 271,500 CPU minutes for a
single ML iteratioﬁ. If multiple ML iterations are required, the annual
processing requirement for the basis products is $60,000 plus 407,700 CPU
minutes. Clearly either case overtaxes a single Univac 1110. I, out of
stubbornness, we acquire three or five 1110's to do our processing in the .
two cases, the annual production costs (at $10.48 per CPU minute) are
.$2,905,000 and $4,333,000 for the single and multiple ML iteration cases,
respectively.

If, on the other hand, EODMS empioys a CDC 7600 to handle the increased
processing Toad, the annual processing requivement for the single ML ite-
ration case is $60,000 in input/output costs plus 32,610 CPU minutes, cor-
responding to 32.4% utilization. For the multiple ML iteration case, we
calculate $60,000 plus 45,140 CPU minutes, corresponding to 44.8% utiiiza-
tion. At $19.52 per CPU minute for the CDC 7600, the total annual computa-
tion costs for product production in the five states are $696,500 and
$941,000 for the single and multiple iteration cases respectively.* Com-
parison of the costs for the two computers illustrates the economy of scale
in matching a single computer to the EODMS data load.(See Section 4.4.4)

Our examples illustrate the importance of maintaining flexibility in

—the early stages of EODMS development. If EODMS initially invests in over-
Targe computer capacity, much of this capacity will be wasted until the data
Toad "catches up" with the available processing power. If, on the other

hand, EODMS commits itself at an early date to the use of small computers,

*Recall that these computation costs allow for overhead such as operators'
salaries, costs of peripheral devices, etc. The annual lease cost for a
CDC 7600 central processor is $532,000.(4-4)
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future processing costs will be excessive. Only by being flexible in its
choice of a computer system can EODMS hope to offer products at acceptably low
prices.

FolTow-On imagery at 30 m resolution appears to be more useful than cur-
rent 80 m resolution imagery.* Thus, we cost the system assuming 30 m Follow-
On imagery and the CDC 7600 as the central processor. The total production
costs associated with processing Follow-On Imagery on the CDC 7600 for produc-
tion of the fundamental products are presented in Section 4.4.1.5.

4.4,1.2.3 Estimating EODMS I/0 Equipment Requirements

In this section we estimate the number of input/output {I/0} devices re-
quired by the EODMS computer system for efficient priority product production.
For the most part, the cost of the regular I/0 devices, such as disc and tape
units, is included in our estimates of the cost per CPU minute (see Section
4,3). Some of the required I/0 devices, such as the number of hard copy
plotters and high-resolution graphic terminals required especially for pri-
ority product production, however, cannot be considered standard equipment.

We therefore consider their cost in additién to the EODMS annual production
costs alread determined.

To output the priority products derived from digital data in a photo-
reproducibie form, EODMS must have a number of hard-copy graphic plotters.
burrent?y available plotters can be classified into one of two types: dot,
or rasterized, plotters and pen plotters. The chief advantage of a dot plot-
ter is its plotting speed; once rasterization has been accompiished, a dot
plotter is typically four times as fast as a comparable pen plotier. The
pen plotter, on the other hand, does not require an image to be rasterized.

In addition, it achieves higher quality plots. After comparing the two types

of plotting techniques, we believe that the slower pen plotters are required

*See Section 2.5 and Chapter 3



~-104-

to produce products of photoreproducible quality.

To estimate the number of pen plotters required for the EODMS we first
estimate the annual number of map or overlay products EOCDMS produces. These
products are listed in Table 3.4 of Chapter 3. Knowing the scale and ex-
tent of coverage for each product, we can determine the total number of ini-
tial copies of each priority product required annually. To produce the
EQDMS satellite-derived priority products at their expected update frequency
requires that 2,490 maps/overlays be produced annually. Assuming that six
overlays on the average are made per product, EODMS must produce 14,940 plots
per year.

Because p]o%ters are mechanical and more breakdown-prone than electronic
devices, we assume 100 plotting hours are achieved per month. Further assum-
ing an average sheet requires eight minutes to plot (4-10), a single plotter can
produce 18,000 plots per year. Thus the EODMS requires two pen plotders
for map and overlay product production.

The cost of a suitable pen plotter is $125,000.(4-10) A minicomputer
to drive it and software to interface it with the main computer might bring
the cost to $300,000, or perhaps $500,000 for two if some software is shared.

Similarly, the system needs a number of high-resolution video terminals

__to allow data analysts to supervise image processing interactively and to

compile maps. We estimate the number needed by estimating the number of
analyst-hours expended annually and by making a correspondence between
analyst-hours and terminal hours. From Table 4-8, fifty-four equivalent

images must be processed annually to produce the priority products. We

assume thrée analyst-weeks to process each image. In addition, 2490 map pro-
ducts are compiled per year. We assume that most of this data compilation is done
automatically, with only one analyst-day of human intervention needed per product.

Thus, the center expends 650 analyst-weeks (or about 14 analyst-years) per
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year. Assuming further that the center operates 50 weeks per year and that
analysts spend one-third of their time at terminals, the system must support
five terminals. One example of a suitable terminal is the high-resolution
video display termianl currently used by LARS; with an estimated cost.of
$50,000 per terminal.(4-11) The total cost of the Five terminals .needed is”
thus about $250,000.

The processing center needs line printers to provide both hard-copy
printer maps and to provide hard-copy output for EODMS data base activities.
We have been unable to quantify EODMS users' needs for line printer output,
but as an alternative, we contacted computer manufacturers to determine the
number of 1ine printers a system the size of the EQODMS processing center ty-
picaily requires. A typical CDC 7600 computer system supports three high-
speed 1ine printers; the cost of a suitable 200 line-per-minute printer is
$102,000 (4-12), or about $300,000 for three printers.

Similarly, we specify the number and type of bulk storage devices the
system uses. The best way to determine these needs would be to answer the
following questions: How much main storage do the system's processing and

data base management programs require? What is the optimum tradeoff between

adding more main storage and adding more disc storage? How much data should
__be kept on-Tine (on discs); how much will be kept on tape, and how often is
each type accessed?

We do not answer these questions fully in this preliminary analysis, al-
though Section 4.4.1.5 discusses them. Instead, io estimate the bulk memory
requirements and costs, we contacted computer manufacturers to determine thege
requirements for comparable systems. A typical CDC 7600 system requires six
tape drives and thirty double-density disc drives; suitable tape drives cost

$28,000 each, while suitable disc drives cost $40,000 each {4-12}. In
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addition, controllers are required to interface the bulk memory devices to
the system processor. A suitable tape controller costs $80,000 and will
control up to eight tape drives: a suitable disc controller costs $99,000
and controls up to eight disc units.(4-12) The total cost for the sys-
tem's bulk memory devices and associated controllers is $1,840,000.
Totalling all costs derived in this section, we find that the estimated
cost for the system's I/0 and bulk memory devices is $2,830,000. Assuming
a system lifetime of twenty years, equipment lifetime of five years, and a
discount rate of 10%, the annual cost of this equipment is $763,000. Adding
the yearly CDC 7600 CPU lease charge of $532,000.(4-4), the total annual
cost Tor computer equipment at the center is about $1,300,000.

4.4.1.3 PRerial Photography and Ground Survey Missions: Description
and Cost Estimates

In this section we outline and examine the cost of the aircraft and
ground verification surveys that the satellite-based production center must
fly. These missions support the satellite-derived products or supply basic
data for the aircraft-based products.

4.4.1.3.1 Aircraft Missions

The "fundamental" product idea is again useful in identifying overlaps
in aircraft-derived input data requirements, Aircraft sampling missions

" flown to support the four satellite-derived "fundamental” products should
supply all the aircraft data needed to produce the eighteen priority products
based on interpreted satellite data. This follows from the fact that these
four products cover at Teast the same area and are updated at least as fre-
quently as the other fourteen.

In a similar manner, we can define five additional aircraft-based "fun-
damental” products. These products contain all information derivable from
aircraft data and useful in producing the seven priority products which do

not use satellite data. These five aircraft-based fundamental products are:
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1) Topographic Maps

2} Orthophotoquads

3} Flood-prone Area Maps

4) Earthen Dam Condition Maps

5} ‘Sinkhole Location Maps
A check of the priority product tables in Chapter 3 shows that tfese five
products dominate the remaining two in coverage and update requirements.
Table 4-9 describes the aircraft missions needed to produce the nine funda-
mental products and therefore the remaining priority products.

We assume that each of these missions is flown separately; that is,
that no overlaps beyond those identified by the fundamental product idea are
possible among these missions. Compared to satellite missions, aircraft mis-
sions must be scheduled, are more prone to the vagaries of the weather, and
take considerably Tonger to cover a target adequately (especially a scat-
tered target, e.g. earthen dams). In addition, the seasonal requirements
and the type of photography desired, (i.e. B & W, B & W stereo, CIR, B & Y
IR)* are different for many priority products. Thus, to be conservative in
our cost estimates, we assume that the eleven missions shown in Table 4-9
are the minimum number needed to produce the priority products. While it is
“true that one plane could carry several éensors and, in isolated instances,
serve more than one of these missions, we ignore this possibility.- Sche-
duling probTlems make these instances nearly impossible to identify in this
preliminary analysis. Thus we opt for defining a maximum or "worst case"

aircraft data acquisition load for the center.**

*See key, Table 4-9.

*%In comparing satellite and aircraft-based centers, this assumption might
make satellite centers look slightly worse. However, the comparison is
such that this cannot matter, as we shall see in Section 4,43,



Table 4-9: Aerial Photography Requirements in Support of the Priority Products

Annual

Product Platform Type of Imagery Annual Coverage Coverage (kmz)

Level II Land Use A H/A B and W, CIR 2% Total Area 16700

Level II Land Use B M/A B and W, CIR 10% Total Area 1670

Vegetative Cover Map H/A CIR 1% Total Area 8350
M/A CIR 2% Non-Urban and 10855

Non Forested

Forest Inventory M/A CIR, B and W 2% Forested 5177

(Timber Volume Est)

Recreation Maps M/A CIR, B and W 0.5% Total Area 4175

Lake Trophic Status M/A CIR, B and W 0.05% Total Area 420

and Water Impdmt Vol. IR -

Topographic Map M/A B and W Stereo 5% Total Area 41750

Orthophotoquad and H/A B and W 20% Total Area 16?00

Geologic Maps

Flood Prone Areas L/A B and W Stereo 4% Total Area 33400

Earthen Dams L/A B and W, CIR 0.071% Total Area 85

Construction Mtl's M/A B and W, CIR 0.2% Total Area 1670

Availability

Key: H/A = high altitude (40,000 ft.)

M/A
L/A
CIR

nwnau

B and W = black and white

medium altitude (10,000 ft.)
Tow altitude (4,000 ft.)
color infrared

-801i~
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We estimate photography acquisition costs for these eleven missions from

USGS figures for privately contracted photography expenses (4-13):

Imagery Coverage : Cost/
Type * Area/frqme Linear Mile
H/A 80 kmé $30.00
M/A 2.78 km2 $ 7.50
L/A 1.3 km2 $10.00

To estimate the number of linear miles required annually for a given
mission, we employ the following equation in the mission's annual coverage

area and the area covered by a single frame:

5 | ‘ ]
#linear miles ;wﬁrea(kmz) X‘ﬁ:gg/frame X 0.6 mi/km X € {4-1)

1.25 for H/A
where £€ = 2.00 for M/A
1.25 for L/A

Without the multiplier, Equation (4-T1) gives the number of miles that would

have to be flown if the area to be covered were perfectly rectangular. The

factor & recognizes that in practice, these areas are not rectangular. Val-

ues for & are estimates by EODMS staff. ‘

Table 4-10 displays the resulting annual acquisition costs estimates.

The total annual cost for all required photocoverage is about $1.08 Million.

In addition to acquisition costs, we must estimate processing (photoin-

terpretation and cartography) expenses associated with each aircraft mission.
in addition, some photointerpretation is done on satellite imagery both in
support of the machine processing system and to produce geologic maps. HWe
use the following figures in constructing estimates of photointerpretation

and cartography times:

*See Key, Table 4-9
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_ Table’4-10: Costs of -Aerial Photogréphy Acquisition in

Support of the Priority Products

Annual

Annual Cost

* See Key, Table 4-9

Product Platform* | Coverage (ka) (dollars)
Level II Land Use A H/A 16700- 42,700
Level II Land Use B M/A 1670 9,200
VYegetative Cover Map H/A 8350 21,300
M/A 10855 59,600
Forest Inventory M/A 5177 28,400
(Timber Volume Est.)
Recreation Map M/A 41758 22,900
Lake Trophic Status and M/A 420 2,300
Water Impoundment Yol.
Topographic Map M/A 41750 229,100
Orthophotoquad H/A 167000 427,100
Flood Prone Area Map L/A 33400 223,400
Earthen Dams L/A 85 600
Construction Mtl's M/A 1670 . 9,200
Availability
- TOTAL $1,080,000
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Mutltiplication Cartography
Rate for Hours per
Mosaicing Photo-
Imagery Interpretation and Other interpretation
Type Rate Preparation Hour
Satellite 40 hrs/10%km2 1 0
H/ A% 150 hrs/10%kn? 2 1/5
M/ A% 300 hrs/10%km? 5 1/5
L/ A% 600 hrs/10%kn? 7.5 1/5

The satellite imagery photointerpretation rate is from (4-14). The aircraft
rates are approximately twice as fast as those reported in (4-14) for Level-II
Land Use. The rates are doubled because the majority of products to be in=
terpreted do not require the detail of Level I Land Use.

We estimate the number of cartographers to be one-fifth the number of
photointerpreters. The majority of cartographic work 1is related to detailing
political and cultural features and marginalia on map products. No accurate
estimate of time involved in these activities was available, so our estimate
is somewhat arbitrary. In addition to image classification, further photo-
interpretation is required in the production of flood prone area maps. These
. ...maps require intensive efforts to define contour intervals.** We assume a
contouring rate 6? 2 hrs/km2 for this product.

Table 4-11 presents our estimates of required person-hours of photo-

* See Key, Table 4-9.

**Topographic mapping also requires contouring, but we have assumed that the
reported automated system (4-15) for topographic map production is avail-
able and thus have not charged for photointerpretation. However, flocd
prone area maps require contour intervals of 1 ft to 5 ft as opposed to
the typical 10 ft intervals on conventional topographic maps. To our
knowledge, no automated system is capable of meeting this requirement,
Thus, manual methods must be empioyed.
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E? o] Tabie 4-11: Personnel Times and fost: Phéf%interpreters and Cartographers
Mosaicing and
Interpretation Interpretation Preparation Interpratation
Data Type Area (km?) Rate/104 km? Factor Time (MA-Yrs) Cartography Annual Expenses*
PL Cartography
Satellite Imagery 185,000 40 hrs 1 4 ' 0. $ 160,000 o
46 equivalent .
images
High Altitude ~
A/C Imagery 192,000 - 150 hrs 2 3 .6 $ 120,000 $ 14,500
Medium Altitude L
A/C Imagery 64,700 300 hrs 5 5 , 1.0 $ 200,000 $ 24,000 .
(]
Low Altitude !
A/C Imagery 33,500 600 hrs 7.5 8 1.6 $ 320,000 $ 38,500
Contouring ~ 33,400 2 hr‘/km2 0 33 6.6 $1,320,000 $158,000
Absenteeism 2z 2 £0,000
TOTAL . 55 10 $2,200,000 $235,000

*Annpal Expenses are based on the hourly charge rates for USGS personnel reported
by (4-14). These are $20/hr for photointerpretors and $12/hr for
cartographers. These become $40,000 and $24,000 per annum respectively.
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interpretation and cartography derived using the above Tigures. It also
presents estimated salary costs, using a rate of $20/hour for photointerpre-
ters and $12/hour for cartographers (these charges include overhead) (4-14);

As can be seen in the table, the facility needs a total of 55 photoin- -
terpreters (including an allowance qf two for absenteeism) and five cartog-
raphers. Of the photointerpreters, 33 are devoted full time to flood prone
area map production.*

4.4.1.3.2 Ground Truth Missions

In addition to these aircraft missions, certain specialized products
such as soil maps require intensive ground verification and sampiing. A
regional center theoretically could take advantage of overlapping needs
to schedule ground verification and sampling surveys effectively, and we"
assume that it does so. We estimate ground truth requirements by refer-
encing Appendix B.

"The single largest ground truth effort is associated with soils maps.
As detailed in Appendix B, a soils study in Missouri based on LANDSAT data
required four man-years to map 800 km?, We assume that LANDSAT Follow-On
imagery significantly impacts soils map production so that only one man-
year of aground truth is required for 800 km2.** This implties an effort of
b2 person-years per year to map the approximately 42,000 km2 per year on

a 20 yr. update interval for the five states.

* Given this fact, institutions implementing a center like.the one de-
scribed here might want to reduce the amount of Flood-prone Area
Mapping (e.g., by reducing update frequency to twenty years from five).
This might require a legislative change.

**This assumption is suggested by the fact that Follow-On's Thematic
Mapper will be tuned to vegetation, enhancing discrimination needed
for soils mapping. If the assumption is not good, and the number
of ground truth personnel needed becomes 208 instead of 52, total
system costs could increase by 15% (see Section 4.4.3).
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Vegetative Cover Maps, Land-Use Maps, and other products account for
an additional 18 person-years annually. This assumes that the 70 persons
involved in ground truthing have sufficient skiils to do many product-
specific tasks when areas cverlap. This substantially reduces the number
of ground truth personnel required by consolidating several ground-truth
missions into one.

. We estimate a salary rate for ground truth surveyors at $20/hr. which
makes allowances for expenses and overhead. Table 4-12 summarizes the
ground truth missions required and their costs.

4.4.1.4 Production Times and Age of Informetion on the Priority Products

Because many factors combine to determine how long the system takes to
produce a given product, production times are very difficult to estimate.
For exqmple, the random nature of cloud cover makes prediction of the time
needed to acquire satellite data a statistical problem. Queues at various
service points in the system imply unproductive waiting time. Accuracy re-
quirements mean time-consuming verification procedures must occur after the
data are processed.

Instead of estimating the total time it takes to produce the product,
we believe that it is more meaningful to focus on the age of the basic data
(satellite data for satellite-based products; aircraft data otherwise) in
the information product when it is first presented to the user. These two
times may be very different--at least in the case of satellite-based pro-
ducts. For example, supporting aircraft and ground data for satellite-
based products may take months to acquire, but with careful scheduling
we can expect acquisition of this data to be nearly complete when it is
time to gather satellite data for the product. Thus the basic (satellite)

data is relatively new when processing begins.
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Table 4-12: Annual Times and Costs:
Ground Truth Surveyors

Product (peﬁggnrjzgrs) Total Cost*

Level II Land Use A ' 0.2 . $ 8,000
Level IT Land Use B 0.3 10,800
yegetative Cover Map 2.0 80,006
Forest Inventory (T.V.E) 1.7 67,000
Lake Trophic Status 0.3 12,000
Forest Management Map 0.4 16,000
Agricultural Management Map 0.3 10,800
Soils Map 52 2,080,000
Geologic Map 13 540,000
TOTAL 70.2 $2,820,000

*See Appendix B for G-T requirements for seven priority products.
&-T requirements for other products are estimated from these,
reflecting similar tasks in product preparation. Those products
not listed share G-T with those which are listed or involve
only photointerpretation or compilation to produce.
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Table 4-13 presents estimates of the age of the basic information on
the priority products when they reach the user. The table breaks down
delays in the system into five categories. The first category, the average
age of basic data when processing begins, depends upon the probabiltity of
cloud cover (for satellite data), the.duration of the acquisition missions
(for aircraft data), and seasonal requirements (for both types). Because
of cloud cover, it may take about a month to acquire cloud-free satellite
data for a given geographic area and season with two, eighteen-day coverage

satellites. If data from two seasons are needed, this time increases to

1+4
2

mission duration estimates are based on times observed in actual product

about 4 months; making the average data age or 2.5 months. Aircraft
production (see Appendix B).

The second category, first digital processing time, should be on the
order of-a few weeks. Actual time in the computer system is much shorter,
of course {on the order of a few hours to one day per image on the CDC 7600,
as we showed earlier}, but queues at various points and delays caused in
interactive processing increase this time. We charge no time for aircraft-
based products in this category.

The third category--compilation, photointerpretétion, and drafting -
..is another in which aircraft and satellite-based products differ widely.
Digital products can be compiled by ccmputer and plotted automatically fin
little time, leaving oniy a queuing delay. An exception to this statement
might occur when the satellite-based product contains a significant amount
of information based solely on aircraft or ground survey data (e.g., new
Togging roads on forest management maps). This information would probably
be added manuaily. In addition, with careful scheduling manual photointer-

pretation can be nearly complete for these products before the satellite



~-117-

ORIGINAL PAGE 18
OF POOR QUALITY,

Table 4-13: Information Age Estimales for Priority Products in

a Satellite-Based System(Months)
Average
fige of Basic
Data When Ist Compilation
Processing Digital Interpretation
Product Begins Processing Drafting Checking Printing* | Total
Level IT1 Land Use A . 1 0.5 0.5 1 1 4
Level IT Land Use B 1 0.5 0.5 1 1 4
Vegetalive Cover Map 2.5 1 0.5 1 1 6
Timber Volume Estimate 2.5 0.5 0.5 —— 1 5
Lake Trophic Status 1 0.5 0.5 -—— 1 3
Forest lanagemeni Map 2.5 0.5 3 2 1 g
Agric, Management Map 2.5 0.5 2 1 1 7
Level 1 Land Use 1 1.5 0.5 ——— 1 4
Soils Hap 2.5 0.5 0.5 1 1 6
Forest Stand Map 2.5 0.5 0.5 1 1 3
Fire tanaganent Map on demand
Hater Impoundment Vol. 1 8.5 0.5 —_— 1 3
Recreation Map 2.5 0.5 0.5 ——— 1 5
Industrial Map 1 0.5 0.5 1 1 4
Structural Geology 15 -— 3 1 1 20
Surficial Haterals 15 0.5 -— 1 1 19
Flood Innundation on demand
Construclion Materials
Availabitity 4 0.5 —— - ] 7
Topographic Map 15 - 12 2 1 30
Slope Map — [ 2 1 1 4
Orthophotoquads 6 - 1 -— 1 8
Gealogic laps 16 - 3 1 1 21
Flood Prone Areas 15 —— 12 2 1 30
Earthen Dam 3 _— 1 - 1 5
Drainage Basin 7 0.5 2 ——— 1 11
Sinkhold Locatien on demand
Average Age 10

*Printing times were assumed to be 1 month as explained in the text,

products would be available te some users befere final prainting.

Presumably rough copies of the
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data is gathered for these products. On the other hand, for aircraft-
based products, these operations must be carried out after the basic data
(or at least a significant portion of it) 1s gathered.

The fiﬁa] two categories are similar for either type of product. Check~ ~
ing entails verifying a rough draft of the product in the field. We have no
way of making printing time estimates; present topographic map printing pro-
cedures ftake years, but most of this time is queuing delay at the Government
Printing 0ffice.(4-16) An efficient printing system should be designed to
minimize print time for these products, whose age is more critical than that
of topographic maps. A one-month turn-around time should be adequate. More-
over, we suppose that an on-demand user could get a rough copy (perhaps with
an electrostatic plotter) within a week of a request for information in the
printing process.

A.4.1.5 Summary of Annual Production Costs® -for the Satellite-Based Center

The annual system production costs are summarized in Table 4-14.

Costs associated with digital interpretation assume Follow-On imagery pro-
cessed on the CDC 7600 as described in Section 4.4.1.2. Costs associated
with photointerpretation, cartography and ground-truth and related proces-
sing are developed in Section 4.4.1.3.

The costs presented in Tabie 4-14 reflect some costs for capital in-
vestment and overhead. Only those capital and overhead charges directly as-
sociated with processing are included, however. Administrative overhead and
capital charges for buildings and other equipment peripheral to the production
process are not included in this table; they appear in the overall system

cost estimates of Table 4-19%* . We delay presenting this table until Section

*That is, costs directly associated with production and excludina overhead
charges for facilities, administration, and support personnel.

**Fop exampie, we charge only for the 40% share of the computer facilities
.used in processing here, while in Table 4-19, total comouter costs (see
Section 4.4,1.2.3) are charged.
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Table 4-14: Annual Production Cost Estimates for a
Satellite-Based Center
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Level 11 Land Use A 7,200 39,390 42,700 10,000 2,000 8,000 15,000 124,200
level II Land Use B 9,200 2,000 500 10,800 26,000 48,500
Vegetative Cover Hap 12,000 585,000 80,900 37,600 2,000 81,000 74,000 932,500
Tinber Volume Esimmate - 3,000 28,400 15,500 3,000 67,000 - 116,900
Lake Trophic -- 1,000 - — 500 12,000 74,000 87,500
Forest Hanagement Map - -- - .- 2,000 16,000 32,000 57,000
Agric. Management Map - - - - 500 10,800 518,000 530,300
Level T Land Use - - - - 2,000 - 15,000 17,600
Soils lfap - - - - 1,500 2,080,000 130,000 2,211,500
Forest Stand Map - - - - 1,500 - 161,000 162,500
Fire llanagement Hap On Demand On Demand ——-wee——
Water Impoundment Vol. - - 2,300 1,300 500 - 44,000 48,100
Recreation “— - 22,900 12,500 2,500 -— 6,000 43,900
Industrial Map - - . . - 500 - 195,000 195,500
Strectural Geology - - - - 8,000 - 10,000 18,000
Surficial Materials - - - - 1,500 - 130,000 131,500
Flood Innundation Area On Demand On Demand
Construction Materiais
Availabiiity - - 9,200 5,000 1,000 - 130,000 145,200
Topographic Maps - - 229,100 125,300 25,000 970,000 - 1,349,400
Stope Maps - | - -— - -— 309,000 202,000 511,000
Orthophotoquads - - ‘427,100 100,200 2,000 - 42,000 511,300
Geologic Haps - - - - 2,500 540,000 130,000 672,500
Flood Prone Area - - 223,400 300,600 60,000 1,400,000 104,000 2,088,000
Farthen Dam - - 600 800 530 2,000 26,000 29,900
Prainage Basin - -- -- -- 1,500 - 44,000 45,500
Sinkhole location On Demand 0n Demand————————
Total 19,200 628,300 1,075,800 610,800 121,000 5,507,000 2,116,000 10,149,000
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4.4.3 so that it can-be compared with a similar table for the aircraft-based
center described in Section 4.4.2.

We note that printing costs are current charges for topographic map
production at the appropriate scales.{4-16) These costs are for production
of 5000 copies of each product, a fairly arbitrary figure. The overall
production costs for the satellite-based center are $10.1 million annually¥.
4.4.1.6 Data Management at the Regional Center

4.4.1.6.1 Introduction

This section very briefly considers data management within the pro-
posed satellite-based regional processing center.*#* We identify major
data processing tasks and their intervelations and outline the physical and
logical implementation of the center's data base management system. The
reader interested chiefly in the cost comparison of the aircraft and
satellite-based centers may skip to Section 4.4.2.

Data input at the regional center is digitized satellite imagery, aerial
photography, and ground truth reports, while outputs are priority products
digitized on tapes or produced in the form of maps, overlays, and tables.

In between input and output, the satellite data wust pass through the steps
of radiometric and geometric correction, reformatting and registration, in-
terpretation, checking, and reformatting for output. The task of data base

-management is to access the data and present it in appropriate form to appli-
cation programs and human analysts. Data base management system (dbms) de-
sign includes the specification of both the Togicai data structures and

physical storage devices necessary to carry out these functions.

*Note that the satellite data cost at $800./image is only 0.2% of the total
system production costs.

**A much more detailed analysis will appear in a forthcoming report from the
EODMS staff.(4-17)
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This dbms desigﬁ postulates that previcus generations of the finished
products are on file. The CDC 7600 system proposed in Section 4.4.1.2.3
supports the dbms. We emphasize satellite data handling; computer support -
for aircraft-based products is discussed only in passing.

We use the following method for dbms design: (1) examine the Jlogical
data structures required by each application program; (2) combine these
data structures economicaily into a global logical data organization which
expresses all data interconnections required by the users, and (3) assign
physical storage to all the data. The physical organization must take into
account both the available hardware and the expected pattern and frequency
of utilization of data by the various programs.

4.4,1.6.2 Processing Steps and Files

Figure 4~2 shows the major processing steps likely to be used in produc-
ing the satellite-based priority products. Each step is an application pro-
. gram in the system, and the name of each program appears in a rectangular
box in the Figure. The most important files on which these programs operate
are also shown in tape or disc symbols; the complete list of files and
their relations to these programs are presented later.

The first group of programs in Figure 4-2, preprocessing, uses as input a raw
~ LANDSAT image and outputs a working scene which has been corrected and regis-
tered to an underlying geographical grid. Separate steps are provided for
parametric correction for variation in the sensor parameters, precise re-
gistration with supporting data (i.e. aerial photography), and compensation

for scene-related effects (e.g. slope and sun angle).

*This will be performed, we assume, by an analyst at a CRT. A1l such
interactive steps, with human participation, are underlined in this
figure.
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Figure 4-2: Application Programs and Major Files
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*Symbol for tape.

*Underlining indicates interactive programs run by an analyst at a CRT.
+Synbol for an application progranm.
H35ymbot for & disc.
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The next group-of programs is interpretation. This group employs
the working image as input, including only those spectral bands necessary
for the accurate interpretation of the fundamental product being produced.
If appropriate, data reduction is-achieved by using a frequency analysis to
filter the data to distinguish only the radiance levels that appear useful.*
For clustering®*, sample areas are chosen by an analyst at a CRT., Maximum
likelihood is done pixel-by-pixel either divectly or by a lookup table
(see Appendix C). After classification has occurred, the result is verified
by an analyst at a CRT, using comparison with ground truth, inspection of
adjacent pixels or next-most likely class, or comparison with the previous
edition of the product. Refinement of the basis classes into subcategories
using aircraft or ground truth occurs at this stage. Iteration occurs until
classification accuracy is satisfactory, at which time the master filet is
updated with the new classification.

The purpose of the postprocessing group of programs is to output a
particular priority product. Categories appearing in the particular pro-
duct are collected for the area the product covers. The data are then
cleaned to eliminate errant pixe]s,++ yielding the final, digital priority
product. This digital product can be output to users on computer tape, or

it can be processed further to produce maps or overlays. This further

*In experiments with a twelve-band sensor at LARS, an average of three of
four selected bands of data gave classification accuracy as good as or
better than all twelve bands.(4-5)

**Clustering estimates the Gaussian statistics initially used in maxi-
mum likelihood classification.

The master File (explained in more detail later) contains the latest set
of information categories corresponding to each location in the region.

" This must be done after extraction. since the procedure will vary depend-
ing on which subset of the categories is considered.
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processing to prepare the digital product for input to a hardcopy plotter in-
volves edge enhancement to obtain class borders .and conversion to code these
borders as polygon endpoints.

4.4.1.6.3 Logical Data Base Organization

This section considers the logical organization of data in files - that
is, how the data are grouped and addressed. ‘Logical organization is related to
physical organization - that is, on what devices the data are stored - in the
next section.

Table 4-15 presents major digital files and related applications pro-
grams in the production system. The major data structures occurring at the
regional centers are 1érge arrays of either image pixels or “cells"* correspond-
ing to geographic Tocations. These include the satellite images in various
stages of correction (whose pixel entries are spectral brightness levels),
the products in various stages of correction {whose pixel or cell entries’
are also spectral brightness Tevels), and the products in various stages of
classification {whose cells contain basis classes). We note two impor-
tant characteristics of this data. First, it will be processed seguentially
pixel-by~pixel or cell-by-cell. Second, it is continuous - there is a pixel
or cei? for every location. '

The Togical organization of data in Tiles is influenced both by these
two characteristics and by how the data must be organized for the final pro-

‘duct. The continuous, sequential nature of the data allows pixels and cells
to be addressed conveniently by coordinates. A related issue in organizing
data for the final product is georeferencing. In order to use multitemporal

inputs and to produce useful map products, it is necessary to register the

*As explained later, the transition from "pixel" to "“cell" occurs as the
image data are registered tu a geographic location grid.



Table 4-15: Major Digital Files and Related Programs

Unit Of
Processed
Type Name Data Source Program Using Program(s)

Imagery Raw* Image NASA,** reformat Radiometric, Display
{preprocessing) Rad-Correct Image Radiometric Geometric

Geo-Correct Image Geometric Register

Registered Scene Register Compensate

WORKING-SCENE* Scene Compensate Filter, Frequency,

Sampie, Maximum, Lookup
Intermediate Enhanced Scene Filter Display, Maximum
Products Semiclassified Scene Maximum or Lookup Dispiay, Maximum, Filter

(interpretation) Fundamental-Prod. Scene Maximum or Lookup Yerify, Combine

Difference Scene Combine Verify, Compensate

Verified-Prod. Scene Verify Update

MASTER CLASS* Quad Update Extract, Combine .
Auxiliary Histogram* Scene Frequency Display, Filter Eﬁ

Gaussian Scene Cluster Maximum, Tabulate

Lookup Table Class . . Tabulate Lookup
Indices QUAD INDEX Entry dbms dbms, CRT:

NAMED LOCATION INDEX* Entry dbms dbms, CRT
Output Extracted Quad Extract, Verify Clean
(Postprocessing) CLEANED* Quad Clean Page

Qutline Quad Edge Convert

Polygon Polygon Convert Plotter**

Window Display, Sample Cluster, CRT, Line

rinter**

*Capitals indicate permanent storage

**Underline indicates external

saurce oOr users.
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data to a common .reference system. We assume that geometrically corrected
data is georeferenced by a Universal Transverse Mercator (UTM) grid with
(30m)2 cell size, corresponding to the anticipated pixel size of the LANDSAT
Follow-On. There are about 109 such cells in the five state region.

In addition to determining how data is to be georeferenced and accessed,
we also must specify how it is grouped at various stages of production. In
. the stages after georeferencing, the basic unit (or smallest quantity) of in-
formation which we must handle for an entire product is determined by the
coverage area of the product.* The predominant product scale is 1:24,000,
which corresponds to the USGS 7.5' quad. Such quads, containing about 105
pixels, are an appropriate basic, logical unit for data storage.

The basic unit of data at the input stages of the system is larger,
however, Entire satellite images are registered during preprocessing.
Thereafter, processing is done on a subset of the image which we call a
"scene," by which we mean the largest area over which the Gaussian signa-
ture statistics for classification can be reliably extended. We assume
that a scene is equivalent to the set of épproximate]y 350 quads fully con-
tained in a single satellite image.** During interpretation of a scene, the
dbms must keep track of which fundamental product is being worked on, what
.set of quads is included in the scene, and what processing stage in which
each quad is. At any time, several scenes may be undergoing processing.

Two other topics to consider in the Togical organization of data are:

*We use the term "basic unit" because the amount of information contained
is too large to be called a "record". Column 3 of Table 4-15 lists these
basic units.

**The actual quads covered during successive sateliite overflights vary; how-
ever, we consider quads to be the Targest useful permanent basic record
units.
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1) the contents of files and 2) the distinction between files which are to
be stored permanently for the duration of each data product edition and

those which are produced by one program for use, once only, by the next pro-
gram in 1ine. The permanent files* are: vraw satellite imagery, which is,
archived after preprocessing has occurred; the working scene, which contains
the registered and fully corrected data; and the master classification file,
which contains the current categories of information by cell for every grid
cell in the five~state region, topographic and planimetric data, and statis-
tical information for each scene for which classifications are stored. Exam-
ples of useful statistical data are frequency histograms and Gaussian statis-
tics, which may be useful in the next update cycle and require very little
storage. Furthermore, digital output products may also be stored permanently,
or they can be easily reconstructed from the master.

Two final permanent data files contain indices used by the dbms to lo-
cate physical records pertaining to quads. The Tirst, a quad index, lists
the physical records (e.g.; file #4 on tape reel #27) containing past and
current data for each quad. The index alsoc 1ists the records containing each
quad's aggregated data, e.g. the most recent update for each fundamental pro-
duct, or the percentage of area on the product covered by each basic class.
The key identifying each quad could be the coordinate pair for its SE corner.
The second permanent file for Tocating information pertaining to quads is a
named feature index indicating the location of data for named geographic

features such as counties, townships, forests, lakes, etc.

*Permanent file names are capitalized in Table 4-15.
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4.4.1.6.4 Physical Storage

In addition to how data are organized logically into files, the dbms de-
signs must consider how the data are physica1!§ stored. Table 4-16 gives
rough estimates of storage requirements for digﬁta] data at the regional
center, ilTustrates how these estimates'were mhde, and suggests physical sto-
rage devices for each major file. The calculations are based on a full
year's processing load of fifty-four composite satellite images (see Section
4.4.1.2). Moreover, these calculations take into account the characteristics
of the CDC 7600, in particular, its six-bit bytes and its maximum core size,
5.12M bytes.(4-12)

Many of the entires in Table 4-16 are very rough estimates, which we be-

lieve are the correct order of magnitude; more accurate estimates require

- further research. The image size assumes that the LANDSAT Follow-On thematic

mapper will have nénlinearities similar to the current multispectral scanner,
giving (%g—z " 7.6 million pixels {Mp) or 54 Mp. The scene size assumes re-
gistration to a square grid, and deletion of quads cut by the image boundary.
Quad size varies sTightly with latitude, but is approximately 97,000 cells.
In addition, the number of bits per item assumes appropriate amounts of
information fit into six-bit bytes. For example, we allow three bytes of
storage per each fundamental (unverified) product cell. The first byte lists
the object class the cell most likely represents; the second byte lists the
next most Tikely class. The third byte Tists, to the nearest one-eighth,
the probability that the pixel represents each of the two classes, respec-
tively. For the master file we include a fourth byte per cell to contain
all current categories displayed on any product for that cell. Some plani-
metric and topographic data are also assumed to be stored in the master file.

Table 4-16's "numbers of records" entries in parentheses are estimates

of the number of temporary products queued up at service points. We
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Table 4-16: Physical Storage

. . Total
Data Size* Segment Record Storags
Group File Ttem {b) Type Size Type Sizet # Records {Gb) Med{upi*
Preprocess Raw . Pixel 56 --- - Image 54 Mp ~ 3Gb 54 163.3 T
Rad-Covrrect Pixel 56 - - Image 54 Mp ~ 36b (4)+ j2.1 D
Geo-Correct Pixel 86 o - Image 54 Mp ~ 3Gb (4} 12.1 b
Registersd Pixel 56 —- - Scene 35 ¥p ~ 26b (4) 7.9 ]
Working-Scene Cell 56 Quad 108 Scene 350 Quads ~ 26Gb 54 105.9 | T,D
Interpret Enhidnced Cell 22 Quad mgc Scene 350 Quads 770 Mp (4) 3.1 D
Semiclassified Cell 12 Quad 107%¢ Scene 350 Quads 420 Mb (4) 1.7 D
{Intermediate Fundamental cell 18 Quad 105¢ Scene 350 Quads 630 Mb {4) 2.5 D
Products) Difference Cell 12 Quad 10%¢ Scene 350 Quads 420 Mb (4) 1.7 ]
Verified Cell 6 Quad 105¢c Scene 350 Quads 210 ¥b {4) 0.3 ]
Master Cetl 24 Quad 10% | Quad 105 p - 2.4 tb 104 24.0 T,
Auxiliary Histogram Count 18 Band 256 Scene 7 band 32 Kb 54 0.002 T
Data Gaussian Stat. 12 —— -- Scene 44 Stat. 528 b 54 3 x 10-3 T {
Lookup Classes 18 - e Scene 106 18 Mb (4) 0.1 D S
Index Quad Index Quad 3 1 104 0.03 D :
* + Named Location Feature 3 Kb <105 0.3 D
Index
Qutput Extracted Cell [ Quad 'IOSC Hap 1-128Q ={600) 0.36 T
Cleaned Ceil 6 Quad Map 1-1280Q «72000 4.3 T
Qutline Cell 1 Quad . Hap 1-1280 ={500} 0.06 T
Polygon Coords 24 Edge 48b Map Variable 600) . <.03 T
Windows [ Window <4 Mp 24K {30) 9.7 b
*Size measures: K = 10° b = bit **T: Tape +See text for, explanation of the
M= 106 p = pixel ’ D: Disc . meaning of parentheses.
6 =109 Q = Quad
¢ = cell
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uniformly assume four weeks backlog for every temporary file, regardless of
whether it is used by a machine or a human analyst. The humans are likely
to be the bottleneck, and scheduling must consider this possibility.

More realistic estimates of queue size will consider the number of
iterations necessary to produce accurate classification, the throughput
rates of experienced analysts in an operational setting, and the distri-
bution of cloud cover. To produce these detailed estimates will require
further research.

Table 4-16 displays another‘important piece of information: For quick
retrieval, we assume active temporary files will be stored on disc. This
is not esséntiaT, since tape storage is also suitable for sequential and
continuous data Tike ours. Ignoring the time needed for tape mounts/dis-
mounts, disc storage is faster. As a comparison, we mention that 844-44
disc drives are approximately three times faster than the 669-4 tape drives,
the fastest now available.*

The master c]gss fi]e‘is too large to keep on-line. Since the dbms re-
cords which quads are active, those quads can be transferred from tape to
disk as needed. The only file which must be kept on-line is the index, which

is quite small, even assuming it has extensive information about each quad.

*The 669-4 is an eight track, 1600 bpi tape drive which runs 200 ips. A
"6250 bpi tape is being introduced.(4-12)
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4.4.2 A Design Based on Conventional Proceésﬁqg Techniques

In this section, we estimate costs and timeliness performance for a
system to produce our priority products by conventional means (photointer- -
pretation of aircraft data and supporting ground truthing). Some cost
estimates are based on published literature or interviews with persons
currently involved in production (as in Section 4.2). In other cases, lack
of hard data has forced us to associate costs with certain products by not-
ing similarities with other products for which actual data are available.
Criteria for this analysis include:

1) Overlaps in data gathering, ground truth and processing
are utilized to the fullest for cost savings.

2) Mo satellite data or automated data processing techniques
are used.

3) Only capital and overhead costs directly associated with
production costs are included in the estimates in this
section. Total capital and overhead charges are estimated
in Section 4.4.3.

4) Startup costs are -ignored,
4.4.2.1 Estimation Procedure

Production costs are identified in two ways. The first is the aggregated
(or total) cost for each product, while the second is production cost broken
down by function. As discussed in Section 4.2, the cost data we have are
" totals, not always broken down by function, so the cost breakdown figures
are more speculative than are the totals.

We assign annual production costs to the twenty-four regularly produced
priority products. Two products are not costed because they are produced upon
demand, so annual prodﬁct éxpenses are difficult to estimate. -Expenses-inh
volved in acquiring the third product not costed, the imagery and digital

data sets used in generating the other products, are accounted for in the .

costs of the other products. The twenty-four products costed are the same
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twenty-four analyzed in the previous section on the satellite-based system;
so cost comparisons are consistent.

We base this section's cost estimates on the detailed cost breakdowns
known for nine 'of the twenty-four products costed (see Section 4.2 and Appen-
dix B). For these products the per km2 costs of a given production step are
muitiplied by the amount of coverage area required per year for the five-
state region. We appraise the production methods of the remaining fifteen
products and associated costs by comparison with the first nine. We add
any additional costs for processing, analysis, ground truth or data collec-
tion for these products.

The following subsections analyze the component costs of production
(aircraft and ground data gathering, photointerpretation, map compilation,
printing, etc.) and present component and total costs. In addition, as in
Section 4.4.1:4, we estimate the age of the information on priority products.
produced by this center.
4.4.2.2 Aircraft Data Required and Acquisition Costs -

To implement the aircraft-based production system, much aircraft data would
be generated and used each year; we assume in evaluating this system that no
satellite data or digital processing is used. In this section, we estimate

-—-Costs for the yearly aircraft coverage of the five states necessary to pro-
duce the product menu._ Our estimates are based upon USGS figures {4-13) or
costs of aerial photography and on the area of coverage required Tor each
product. The aircraft data acquisition costs are estimated using the method
of Section 4.4.1.3:1.

To eliminate redundant costs, we combine the imagery requirements of
those products which we believe can share the same imagery inputs. Therefore,

in our cost listing, several products may be associated with a single cost
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estimate. Table 4~JZ Tists the aircraft missions requived and estimates of
the}r cost. Products which share aircraft data are grouped in the table. -
4.4.2.3 Ground Truth Reguirements and Associated Costs

Because we. lack specific data, we infer ground truth from the overall -
personnel time requirements in Section 4.2 and Appendix B. In addition, we.
are again forced to estimate ground truth requirements for the fifteen pro-
ducts not analyzed in detail in Section 4.2 by noting similarity to the nine
products on which we have detailed information. For example, we assume that
grouné truth requirements for forest stand maps are comparable with that for
timber volume estimation. Finally, where more than one product may be served
by the same ground truth mission, we assume that they share the data, and we
reduce costs accordingly. Table 4-18 summarizes ground truth requirements
and associated costs, based on an assumed salary of $12,500 per year for
ground surveyors. Overhead for field expenses, fringes, etc. of $7,500 per
year is added to this figure.
4.4,2.2 Total Production Costs

be estimate total production charges as described in Section 4.4.2.7.
To the data gathering costs calculated above, we add charges for photointer-
pretation, map compilation, field expenses. printing, etc. Table 4-19 lists
__the total production expenditures for the twenty-four products. It also
breaks down compilation, analysis, data gathering, and printing charges.
4.4.2.5% Production Times and Age of Information on the Priority Products

The time factors in the production of the priority products menu are
difficult to assess, because most of the products are not now being syste-
matically produced for the five-state region. Indeed, only two (topographic
and soil maps) of the twenty-seven products have a regular production sche-

dule in the region. We attempt to determine production times fo