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Characterizatlons of Linear Sufficient Statistics

By B. Charles Peters, Jrl, Richard Redner,l
and Henry P. Decell, Jr.l

University of Houston

We develop a necessary and sufficient condition thét there exigt
a continous linear suffilcient statistic T for a dominated col- g
lection of totally finlte measures defined on the Borel field ;
generated by the open sets of a Banach space X. In particular, . %
corollary necessary and sufficient conditions that there exist a |
rank R linear sufficlent statistic T for any finite collection of i
probabllity measures having h-variate normal densitltes are given, ;
In this case a simple calculaﬁion, involving only the population
means and covariances, determines the smallest integer k for which
there exists a rank R linear sufficient statistic T (as well as

an assoclated statistic T itself),.

lThis author was partially supported by NASA Contract NAS-9-15000 j
with the University of Houston during the preparation of this work. o
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1. Introduction. Tf W 4is a Banach space, B(W) will denote the Borel

field generated by the open sets of W. The totally finite measures

defined on B (W) will be denoted by 77?CW). For |4, A E'Z?(W) we will
write | << X provided B ¢ B(M) and A(B) = 0 implies p(B) = 0.
Whenever | << A, {di/dA] will denote the equivalence class of Radon-
Nikodym derivatives of U with respect to [2] [3]. Ifﬂcz?(w),ogwill
be called a domipated (by A ) set of measures provided there exists

A 5:77?(9.’) (A not necessarily in a&’) such that § ¢ og implies

M << A, We will call 08, c WZ(W) equivalent to A (09,2-'. A) provided

& is dominated by A and M(B) = O for each p € o implies A(B) = O.

If X and Y are Banach spaces and T:X -+ Y then, following the notatien
in [3], we write f(e)'r—l(tB(Y)) provided f:X + R (= Reals) and f is
(Tﬂl(@(Y),B(R)) - measurable (as well as (BX),B(R)) - measurable).

In [3], Halmos and Savage develop ‘.'m approach to sufficient statistics.
Their results pruvide an alternate definition, within a very general mathema-
tical framework, of statistical sufficiency for dominated sets of measures.
This alternate definition is particularly suitable to the development of the
results in this paper. We will require the statement (Theorem 1.) of the
alternate definition in the setting of Banach spaces.

In all that follows X and Y will be Banach spacés, T a linear
continuous mapping of X onto Y, and og CWZ (X) a dominated set of
measures.

Theorem 1, (Halmos-Savage [3]) A necessary and sufficient condition that

T be a sufficient statistic for (ﬂis that there exist A 377?(}{) ~ such



that ﬂ" A and g“ £ [dit/dA] such that gu(ﬁ)'r-l(ﬁ(\’)) for each
1) L."Ua.

In this paper our particular cencern will be that of developing
necessary and sufficient conditions that a linear continuous mapping T
of X onto Y be a sufficient statistic for a dominated set of measures
oEycibf(x).

In Theorem 2, we will require an additional condition on T which, to
the best of our knowledge, 1s generally unavoidable . We will require

that the kernel of T ( = ker T) be complemented, in the sense that there

exlsts a closed subspace § of ¥ such that X = ker T® S (e.g., 1if '
X 1is a Hilbert space, take § = (ker T)J'). |

In Theorem 4.we will show that the condition X = ker T®S may be
relaxed whenever [dis/dA] contains a continuous representative,
The res .lts we develop are finallj used to establish neéessary and sufficient
conditions that a linear statistic B:Rh + R¥(k € n) be sufficient for a

finite collection of probability measures having n-variate normal densities.

2. Principal Results. In all that follows we will assume that X and Y

are Banach spaces, T:X + Y is a linear contlinuous mapping of X
onto Y, and & C???(X) is a dominated set of measures.

Theozem 2. Let X = ket T@ S for some closed sulnépace of X, A
necessary and sufficilent condition that T be a sufficient statiétic for

Oelis that there exist A 87}?(}() such that oelE A and,
ker T c {y:gu(x +y) = gu(x), x £ X}

for each 4 & ﬂ and some gu £ [du/dAl.



Proof, If T 15 a sufficlent statistic for g&f and | € dET’then
there exists (Theorem 1 A I & and g, € [du/d\] such enat gu(rs)T—l(B('f).

Suppose ¥y € ker T and, without loss of generality, there exists X, £ X

such that gu(xo + y) « g“(xo). Choose r ¢ R such that gu(xo +y) «r < gu(xo).

Since gu“l(-m,r) and guﬁl(r,m) are elements of U3 (X) and gu(e)T-l(UB(Y))

it follows that there exist B1 and 82 e W(Y) such that

X, +y € g_l(am,r) = T_l(l31) and x, € g~1(r,m) = T—l(Bz). Now, since T

0
ig linear and y € ker T, T(xo) E Bl n B2 = ¢, which is absurd.

Conversely, suppose cfa’E A, WE g&f and ker T ¢ {y:gu(x +y) = gu(x),
x € X} for some B, € [dp/dA]. We need only show (according to Theorem 17
that gu(e)T—l(dS(Y). It will only be necessary to show that for r e R

there exists Br a'&B(Y) such. that gu_l(—“,r) = T-l

(Br)' We will show
first that gu-l(—M,r) =L T(gu_l(-m,r) n s) and then that

B, 2 T(g,  (==yx) 0 8) e B (¥).

If x¢e T'lcr(gu“lc-w,r) n§) then T(x) € T(gu-l(—m,r) n$) and

hence T(x) = T(z) for some z € gu—l(—m,r) nS. Since T 18 linear

x -z € ker T so that gu(x) = gu(x -z + 2z) gu(z) <r and

% E gu_l(—m,r). |
If x¢€ gu_l(—m,r) then, since X = ker T®S, x =k +s for
k£ ker T and s € S, It follows that T(x) = T(s), s - x € ker T,
gu(s) = gﬁ(s -x+ x) = gu(x) <r, s € gu-l(Am,r), T(x) = T(s) € T(gu—l(-m,r) n s)
and, finally, that x € T (T(g,  (-=,x) n §)).
We now show that T(gu—l(-?,r) ns)e®B ) Let TS:S + x be the

restriction of T to S and observe that TS is a one to one continuous
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mapping of the Banach space § onto the Banach space Y. Since TS
satisfies the hypothesis of the open mapping theorem TS is a

homeomorphism of § onto Y. Since such mappings take elements of B (8)
into elements of I8 (Y) and gu is mearurable, gunl(-m,r) nSeBX) ns =B (s).
It follows that T(gu-l(-m,r) ns)= Ts(gu-l(—m,r) n 38 e B and the

proof of the theorem is complete.

Theorem 3. Lat ¢¢3,E A, A(B) = A(B - y) for ecach y e ker T and

B e'ﬁS(X) such that A(B) = 0, A(Q) > 0 for each non-empty open subset C of X
and let [dy/dA] contain a continuous representative element Fp for each
el

A necessary and sufficient condition that T be a sufficient statistic

for ﬁ is that

ker T ¢ {y : Eu(y+x) = fu(x), x € X}

Proof: 1In order to see that the condition is sufficient we need only show
(according to Theorem 1,) that fu(e)Tal(da(Y)), or equivalently, 1if r e R

that fu'l(-w,r) -t

(Br) for some B.r € Gg(Y). In fact, since T is an
open mapping and fp is continuous, T(f-l(-M,r)) E &3(Y). W; take

Br = T(f-l(—W,r)) and conclude the argument by showing that

fudl(-m,r) = T-lT(fuﬂl(-w,r)). We clearly need only establish that
T‘lT(fu“lc-m,r)) e fu_l(—M,r). If xe T‘lrcfu"l(-m,r)) then T(x) = T(z)
for some z € fu"l(-w,r). Since % - z € ker T 1t follows that

fu(x) = fu(x -z 4+ z)= fu(z) < r and hence that x € fu_l(dm,r).



In order to prove the necessity of the condition, recall the proof of
the necessity of the condfition in Theorem 2. and observe that the hypothesis
X =ker TS5 for some closed subspace S of X was not essential, We
may conclude that 1f 4 & Jer there exists glJ £ [dy/dA} sueh that

ker T < {y : gu(y + x) = gu(x), x € X} and £ = g except on a set

TR

B e@®(X) such that A(B) = 0.

Fix y € ker T, Since I{x : fu(y + x) # gu(y +x)} =B~y and
A(B - y) = A(B) = 0, we may conclude that fu(x) = fu(y + %) except on
C=BuU (B-y) ~nd A(C) = 0. Moreover, siilce the mapping x + y + %
is a homeomorphism of X onte X and E“ is continuous, C 1s an open
subset of X. According to the hypothusis, A(C) = 0 and C open imply

C is empty so that fu(y + %) = fu(x) for each x £ X.

" m=-1
3. Normal Families. In what follows we will assume that a£3,= {Pi}i=0

is a family of m probability measures defined on ‘dS(Rn) having normal

densities

-1/2 1 To—1
il exp[—'g (x - n) R k-0l 1=0, 1, ... ym-1.

where n; and Qi are known and ﬂi is symmetrie and positlve definite.
We will derive necessary and sufficient conditions that a k X n matrix B
(k = n) mapping R" onto Rk (i.e., rank (B} = k) be a sufficient

m-1
statistic for {Pi}i=0 . We first prove a Lemma.

lemma 1. If 1<ism-1 and Ei(x) = pi(x)/po(x) then

. - - -1 51 =L a1l 4L
{y : fi(y +x) = £,(x), x 6 x} ker (@, 27) n {ﬂi.ni- 8, no} .




Proof: Fix y € R". Afrer a little matrix algebra (which we will omit) we

find that fi(y + %) = fi(x) for each x € R if and only if

T, ~~1 -1 T,.~1 ~]1 T, -1 -1
2% (ﬂi - RO ly - 2y (Ri n; - ﬂo no) +y (ﬂi - QO Jy=0

1

for each x € R", TFor x = -y/2 we see that yT(Q;lni - Qa no) =0 go

that y € {911“0 - nalno}* . In addition, it follows that

sz(gll

zT(Q—

-1
- go

)y + yT(Qll - ﬂgl)y = 0 and, writing x = (z - y)/2, that

il - Qal)y = 0 for each =z £ X. This clearly implies (911 - Qal)y = 0

s0 that y € ker(ﬂil —-Qal). e remaining contalnment follows easily.

Theorem &.

A necessary and sufficient condition that a k X n rank k

matrix B be a sufficient statistic for {P } m-1 is that

i 1=0

-1 -1
ker B © n [ker(ﬂ -0 {Qi n - no} 1.

Proof: Since the preliminary conditions of Theorem 3, are clearly satisfied

for A =P

Theorem 5.

-1
be a sufficient statistic for {Pi}:—o is that, for j =1,

(a)
(b)

(e)

0!

Lemma 1. insures the necessity and sufficiency of the condition.

A necessary and sufficlent condition that a k X a rank k matrix B

s e 3 m_l,

T T.~1 T 7 %
QjB (ann ) QB (BRGB")

Ny =%
Q.
J

T e T 7.-1
- 0B (BQjB ) an Ny = QOB (BQOB )} Bno

T .~
. - QOB (BQOB ) BQO

T T, ~L
- 0.8 (BS.B BSY,
Q:1 ( 93 ) ] 0



Proof: Let (x|y) = xTy und (x[y)i o xlﬂgly 1 =0, 1, ... ;m-1,

For § « 39, SL and s w1 denote, respectivelv, the orthogonal

complements of § relatdive to the inner products ( +f- ) and ( -f. )i .

*
If A dsan n ¥ n matrix A

Eivtitin S TRt

will denote the adjoint of A relative

n

*
to the fnner product ( +f+ ), en R If A 43a kxn matrix A ' will

denote the adjoint of A relative to the inner products ( ¢ - )i on R"

. k *y T
and ( +|]+) on R, 1t follows that B * = QiB .

If B 48 a sufficdient statistic for {Pi}T:g then, according to i

Theorem 3., ker B c ker(ﬂ;l - Qal); J=1, +o. ym =1 and hence

14 Ly *y *0
{ker B) ¥ = (ker B) . Since this implies range (B <) = range (B ") we have
*

kpy =1 K * -1 -1
that B O3B ) BB J = B 1 and hence that Q,BT(BQjBT) - QOBT(BQOBT)

]
which 1s (a).
T i & *4 2
Now let Q = QOB (BQOB ) B and observe that Q 7 = 0Q = Q~ for
j=11l, «.. ,w~ 1. It follows that ker Q = ker B < ker(ﬂ}l - 961) and that
-1 o~1.% 1 *0
Q -8 = . - = -
Q( 5 0 ) (Qj . QO) and hence that Q(S'Jj QO) Qj QO which,

recalling the definition of @, is equivalent to (c).
-1 -1, -1 -1 Ly
Since ker(ﬂj =8 0 @0 = QgTng) € (ny - ng) © and

' %
ﬂj - ﬂo € (ker B)lj = range (B‘j) = range (Q), 1t [ollows that

Q(nj.- no) = "j - no which, recalling the definiton of Q, 1s equivalent

to (b).

Since all of the preceeding arguments are reversible, (a), (b) and (c)

}m-l

47 4mp completing the proof of

lmply B is a sufficient statisile For {P
the theorem.

In the next theorem we will uze the fact that there exists a non

singular matrix M such that MR MT = I and hence that the affine transform- -

0

S —



R R T S e v

"

ation x *Mx - n0 provides a chanpe ~7 variahles that allows (without loss

of generality or the abllity to recover the sufffelent statistic rolative to

the original variables) one te assume that = 0 and QO =T,

o
Theorem 6. If ”o = € and QO = I then 2 necessary and sufficlent condition ;
that a k ¥ n rank k matrix B be sufficient for {Pi}T;é is that there ;

exist a rank k orthogonal projection Q such that, for i =1, ... ,m-1,

(T - in,l ... Inm_rll 9 -119 -1 .. i8 -1 =12

where 2 is the n X {(n + 1)(m - 1) =zero matrix.

Proof: If B i3 a sufficient statistic for [Pi}$;3 » WE may assume ﬁithout

loss of generality that BBT s T gince B ds a sufficient statistic for |
{Pi}T;é if and only if KB is a sufficient statistic for each nonsingular

k ¥ k matrix K. One may indeed choose K such that KBBTKT g (KB)(KB)T== I.

For 1 =1, ... ,m =1 Theoren 5, implies that

'r ...l T
)

! _1
91111(3918 =T BT(B IBT) = B

so that

-1 ~1 -1
#2.8Y) " =32, 5 and Q.BL(BQ.B) B =B'B .
i i 1 1
Right multiplication of the latter equation by RiBTB will establish that

T T T
QiB B =B BﬁiB B

from vhence it follows, using symmetry, that

T T
QiB B =B Bﬂi
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Since n = 0 and QI = [, Theorem 5. further implies

T

and

2, - n"usai =1 - B'p

Since BBT = I, 1t follows that BT n B+ {where (-)+ denotes the

generalized inverse of (+)) and hence that Q 2 BTB B B+B is the

T

orthogonal projection on the range of B~ [5]. Clearly Q has rank k and

we conclude that
(L - Qn, =0
and

(L - Q)(Qi ~1)=2

and the condition follows. Conversely, LIf the conditon holds let B be any
+
k * n rank k matrix such that range (BT) = range (Q). Clearly B B = Q,

Bt = T and BT = BY

. Using the symmetry of I - Q and Qi - I we conclude
that
. T T
QiB B =8B Bﬁi
and hence that
qQ = BB = 5780 BT (B2 BT)"ln = 0. 8"8BT (B BT)"ln
i i i i
T T,-1
= PiB (BQiB ) B,
In addition,
T s S |
QiB (BﬁiB ) =B
The obvisus substitution for (Q guarantees the satisfaction of the

conditions of Theorem 5.
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Definition 1. We will say that a rank k orthogonal projection Q

}ﬂ"“l

generates a sufficlent statlstle {or [!’i 10 provided Q satisfien

the conditlon in Theorem 6.

Corollary 1. If M= [nlinzt cee Inm_ll 91 - 11+ 10

el T I] then

a) Q= MM+ generates a sufflclent statistic for {Pi}gzé

and

B) &k = rank (MM+) E rr (MH+) is the smallest inteper for which
there exists a rauk k orthogonal projection generating a

v m-1
sufficfont statistic for {Pi}i=0

Proof: Let k be the smallest integer for which there exists a rank k

orthogonal projection P generating a sufficient statistic for {Pi}z;é .
According to the definition of M, (I - P)M =2 so that PM =M

and PMM+ = MM+ . Since (I - MM+)M =z, MM+ generates a sufflcient

m-1
.
(MM+) € range (P) so that the minimality of k and the fact that Mﬁb is

statistile for {Pi However, PMM+ = MM+ implies that range

an oxrthogonal projection imply that range (MH+) = range (P} and hence that

MH+ = P,

Corollary 2. If B is a sufficlent statistic for {Pi}?;é. then

T

(BQiBT)_l' = BQ;lB 1=20, 1, oo ,m=1 .

Proof: The conclusion Is an immediate consequence of line & in the proof

of Theorem 6.
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4, cConcluding Remarks. Theorems 4 and 5, although not Bo stated, are

volid for arbitrary families of n-variate normal probability measures.
Corollary 1., formally gilves the coustruction for a sufficlent statistic
for finite families of n-variate normal probability measures solely in
terms of the known paraweters that determine the densities., In fact, 1if
k=rank (M) (=rank MM+) then any rank k matrix B for which range (B)=range (M)
1s a gufficient statistic for the famlly. Moreover, in terms of the
dimension of the range of a sufficient statistie, k=rank M is the smallest
integer for which there exists a sufficlent statistic,

Several open questions concerning the "appropriate" definition of a
"almost" sufficient statistic using'the characterizations given in
Theorems 4 and 5. will be the subject of a later paper, In this connection
the results of Le Cam [ﬁ], although the approach ig different, should be of

slgnificant value,

5. Acknowledgement. The authors would like to express there sincere

appreciation to Professor H., Elton Lacey for his comments,
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