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PREFACE

This report documents the results of a-’stﬁdy’oonductéd?by the McDonnell -
Douglas Astrohautics Company (MDAC) from 1 June 1976 to 31 March 1977
for the NASA George C. Marshall Space Flight Center (MSFC) related to
1ntegrated payload and mission pla.nmng for Space Trans porta.tmn Sye:tem
(STS) payloads. This Phase III effort is a continuation of the Shuttle payload
planning studies initiated by NASA/MSFC in October 1974, |

An okecutive summéry of this"'phase is reported in MDC-6740. Final
~ detailed technical results of this study phase are reported in the following -
volumes of MDC G6741:

Volume I = Integrated Payload and Mission Plannmg Process.
Evaluation

Volume II - Logic /Methodology for Preliminary Groupmg of
Spacelab and Mixed Cargo Payloads

Volume III - Ground Data Management Analysis and Onboard.
Versus Grouncl Real-Time MISS].OII Operatmns

Volume IV - Optlmum Ut111zal.10n of Spacelab Racks and
Pallets

This iVolurne 111 presents the results of two prlnc1pal study tasks related to

data. management and mission coni:rol Part I conta.lns the results of a study ‘

. to analyze Spacelab payload real-time onboard versus ground mission

operations support. A cost relationship of three assumed cases of onboard

- versus ground capability was. developed, Part It contains. the results of. a.
.'.study to analyze the Spaceld.b experlment OPeratmns ground data mana.ge- ’

~ ment problem and to esLa.bhsh an effectlve approach for ground data proc—

."essmg to support real- time operatlons as well as postfllghi; analysis. SRR
Information in the Appendlxes 1ncludes a brief review of lessons learned

. from ma,J or programs. mvolvmg payload mtegratmn and a checkllst that

oulcl help to m1n1m1ze inte gratmn—related problems
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Requests. for additional information should be directed to the following

personnel:

.

- MCDONNELL DOUGLC@_

Mzr. R, E, Valentme, Study COR

NASA George C, Marshall Space Flight Center ¢
Huntsville, Alabama 35812 : .
Telephone; 205-453-3437

Mr. R. P. Dawson, Study Manager

-MecDonnell Douglas Astronautics Company -
- Huntington Beach, California 92647

Telephone: 714- 896-3205

Mr. R. D, Nichols, Field Office Representative -

McDonnell Douglas Astronautics Company

- Huntsville, Alabama 35812
Telephone: 205-881-0611
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PART I |
ONBOARD VERSUS GROUND REAL-TIME MISSION OPERATIONS
' (TASK 2.2C)




PART I— SUMMARY

‘The payloé&é‘fé‘ﬁté.tively planned to fly on the first two Spacelab missions

were analyzed to examine the cost relationships of providing mission opera-

tions support from onboard vs the ground-based Payload Operations Control . .

Center (FOCC).

~ Cost relationships were deterrined for three assumed cases of onboard vs

ground capability. The three cases were defined as follows:
) Case 1 — A full data-and-command centralized POCC wzth minimum
- onboard control, display, and data process:.ng
o Case 2 — A voice~-only centralized POCC W:L{:h maximum onboard
control, dlspla.y-, and data processing. .
- e Case 3—Data and comman& systems added to a voice- only cen-
| tra,hzed PO CC to permit mis sion feasibility or 51gn1fma.nt1y
veduce overall cos{._s. Complementary onboard eqmpmenf:

will be used as required.

Initially, Case 3 was to be limited to gro'un‘d dis plé.'y of minimum pa.y'load-”"
system data. However, early in the study' it was discovered that display of
" scientific data was cost effectwe for many payloads and. the Case 3 POCG'

conf1gura.t10n was revised accordingly.

| The study was conducted by performing aﬁ‘vind_.ivid.tial analysis of each experi-

~ ment to 'define its operating modes and support requirements for each of the
. three cases. These 1nd1v1dual experiment operatlng plans were then inte- -

- grated and rev1sed as necessary. to assure: overall mission compatlblhty

v_'I‘he onboard and ground supporf. requ1rements, mcludmg hardware, soﬂ:ware, o

and support persormel were then identified and costed. Gost f1gures were

establ:.shec‘l as differences to a Case 1 baseline except for POCC operations

~which were identified as total support 1equ1rements. . By ground rule,. cost Ry

sa,vmgs were not derlved for POCC and. onboa.rd hardware not utilized to '

support i:he varmus cases. Cost 1esu1ts are summarlzed in Flgure I 1.

/’ g ’ o XX
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28137

roCC ONBOARD TOTAL
HARDWARE | SOFTWARE |OPERATIONS { HARDWARE | SOFTWARE |OPERATIONS|  COST*
(a%) (%) (HR) (A$) (as) " {AMR} (8}
CASE 1 (/3 o 10,880 0 0 ] ¥328,000
SL-1 CASEZ2 {478,000} 5,420 ' 500
»cA o Sinas 4z o ssssooo 45 788,000
. DASEZ 0 {eza.000) 8,570 o §33,000 1,860 2262,000
CASE 1 0 a 11,800 G 0 0 $357,000-
- 1 ($38,000} : : T
-2 CABE2 0 SAVINGS 7,320 $284,000 $32,000 1810 $687,000
CASE3 0 1$14,000) 8,700 0 $32,000 870 332,000

Figure §-1, Onboard vs Ground Operations Cost Summary

*OPERATIONS HOURS CONVERTED TO DOLLARS USING $30/HR

SAVINGS

. The quani:ltatlve results of this study 1nd1cate that use of a POCC wﬁ:h data

"processmg capability, to support real-fime mission operations would be the

_most cost effective case.

Specifically, the a.dded cost in crew training and

-onbhoard softwa.re or hardware needed. to make Case 2. feagible more than

offset the addltmna.l POCC operatlons costs for Cases 1or 3,

Ca.se 2 costs

approxlmately $500 000 more for Spacelab 1 and $200 000 more for Space— '

la.b 2

In addition,

“the i:hree cases.

A,

B
D

MCDONNELE, DQUGL{%

several qualltatlve factors should be con51dered 1n comparmg

Sczenuﬁc Return

These facto rs are-

Operatmnal Flexibility:

.. Onboard Equipment Resources
.. Flight Crew Utilization B




SCENTIFIC RETURN. _ _ _ _ _
It is not possible to glet the same experiment scientific return in Case 2 a8
it is in Case 1 or Case 3. The very nature of scieatific experimentation
" requires frequent evaluation of 'e:kperimen'i: o'-*.'}.put:s with rsa&justments of
inputs to obiain the desired results, Evaluation of outputs often requires
-years of education, training, and experlence available only through the
dedicated scientist. Experlmentatlon time ava.11ab111ty coupled with the -
inherent problems of verbal communication required in Case 2 preclude the
} -gfouild»bs.ssd scientist of pfovidi_n’g the most effective interface vﬁth_ his

experiment.

| The .required scientific k'nowledg.e can part-ially.be translated to onboard
operations by incrsa.sing crew size (allowing more time per experiment),
i pr0v1d1ng extensive crew training, and prov1d1ng complex automated-
scientifi~ data processing and evaluation programs., These approaches
increase the cost yet still fuil to give the same degree of scientific refurn
" as available thrbr.igh the 'Wé'll.uinformed g'r.'ouné'l-based scientist of Case 1

and Case 3.
 OPERATIONAL FLEXIBILITY
The ablllty' te monﬁ.or and control payloads from the grou.nd (Ca.sss 1 and 3)

| provides z s1gn1fzcant degree of flex1b111ty' not avaﬂa.ble in Case 2. Should

onboard problems (e.g., crew sickness or dlverswn of attention from one

_ payload to problem 1nvest1gat10n of anothey patﬂaad or STS support system) -

' sreclude s.ccompl:.shment of scheduled payload activities, ‘ground control

could be assumed Wlth a potentla.l of salva.gmg 51gn1£1cant payload 0perat1ons. _

The requir ements for increas ed crew training and the increased complexity
of onboard hardware and/or software reqmred by Case 2 would minimize the

flex1b111ty for c:ha.nglng payloads late in the prelau.nch preparatmn phases.

R'+1)
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.. ONBOARD EQUIPMENT RESOURCES

The increasad demand for added hardware, software, and crew to support

Case 2 may mgmfmantly deplete S'I‘S-prowded resources for payload support.

Case 2 would tend to increase weight, power consumiption, data processing
resources, and habitation support resources. The result of these demands
may necessitate a decrease in payload-carrying capability. The introduction
of the more sophisticated payloads beyond those studied for Spacelabs 1 and 2

would accentuate this problem.

FLIGHT CREW UTILIZATION
There are certain payloads where an increase in crew utilization can result
in a reduction of ground support requirements and still produce the same

sc1ent1f1c return. Recogmzmg these situations and planning accordnlgly'

" - ghould result in an overall reduction of real-time operational cos ts.  This

increased crew utilization is reflected in Case 3 of this study. The crew
act1v1ty' required to support Case 2 wa.s determined to be an exf:remely heavy‘

work 10ad partzcu.larly for the Spacelab 1 type payloads.

Inconclusion, it appears thata Case 3 configuration, which includes real-. -~ /-

time ground-based scientific data-processing capabilities, Would result in
the most cost- effec{.we approach to real—tlme payload mission opera.i:mns N

support.

s XX .
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Section 1
INTRODUCTION

The Space Transportation System (STS) currently under development by
NASA will hegin a new era of space activity that will involve a significant
increase in the number and type of space payloads and missions. To satlsfy
. the needs of the various payload users and in order to utilize the STS in the
most effectlve way, additional emphasm is being gwen by NASA to the umque '
‘planning and program integration activities necessary to fully exploit STS
oepab'ilities. '_’I"his' planning and integration process becomes extremely
important when considering the high rate of projected STS traffic, the
frequent requirement for payload sharing of STS fhghts, the varied states
of payload development, ‘and the different operational aspects of each pa.y'load

These activities include studies of cost-effective approaches to payload

 integration and miss.on operatlons._ Real~time mission support of the

Spacelab payload. operatlons is a significant component of the overall payload

. integration cost.

This report documents the results of an a.nalyticei study perfofmed to examine
.the cost relatmnslnps -of provz_dmg pa.yload real-time mission operation sup-
port from onboard vs the grou_nd ~based Pay'load Operatmns Control Center’

_ {POCC)

1.1 PURPOSE | |
The purpose of this task was to perform a trade stucy whmh exarnmed Jne
cost relat1on5h1p of three assumed cases of onboard vs ground capability. -

The three cases are (1) full data-a.nd—- command centralized POCC with mini-

X rum pnboar__a control,. display, -and da_,j:a"P_roc__es_sing; _(2._) voice-only centralized

POCC with maximum {within 8TS accommodations cap'ability) onboard 'contfol',
_dlsplay, and data processing; and (3) data a.nd command systems added to a
voice-only centralized POCC to permit mission feasibility or 51gr11f1ca.ntl§,lr

.redo.ce overall costs. - Complementary onboard equipment will be used as

. required.

 MICDGNNELL DOUGLAS




1. Z .L*GOPE

This task was conducted during the period from November 1976 through

31 March 1977,

The study was limited to an evaluation of the experiments :
from the Spacelab Missions 1 and 2 as defined by the MSFGC Strawman ..

Summa.ry documents, 1 Rexer to Figure I-1-1 for a listing of experiments.
Durmg the conduct of the study, such Fealities as the 'I‘ra.ckmg and Daia Relay
Sateliite System (TDRSS) bilackout periods, data downlink constraints, and the

value of man-on-the-scene were considered for Lhe mlmmum onboard opera-

tions of Case 1.

Man-in~the- loop vs automation comparisons were empha-—

sized for the onboard operations of Cases 2 and 3.

. SPACELAB-1
{7 DAYS - 196 EXP HRS) -
NASA PAYLOADS
L AP-09-S © ELECTRON ACCELERATOR
2. AP-13-S  LOW LIGHT LEVEL TV
3, ST-31-S  DROP DYNAMICS
4, EO-01-S  ZERO-G CLOUD PHYSICS
5, 1S-13-5 . MINILAB
VS R _VERIFICATION FLT INSTR
ESA PAYLOADS
1 APE-01  LIDAR
2. SPE-80-85 SPACE PROCESSING
3. SPEOL  FREE-FLOW ELECTROPHORESIS
4, ECE-0L - METRICCAMERA. ~
5, APE-07  INFRARED RAD IOMETER
6, STE-10 HEAT PIPE
7. ASEDL WIDE-FIELDGALACTIC CAMERA
IPS - ESA INSTRUMENT FOINTING SUBSYSTEM

MPM - MINIATURIZED POINTING MOUNT

Figure [-1-1, 'Spdceléb' Experiments (Strawman}

1. Spacelab l Strawma.n, MSFC SE 012 020 ZH October 1976 ancI
Spacelab 2 Strawman, MSFC, SE»- 1202

s

'fﬁcnonmmuljnouaﬁégégi_; ’

28132

 _SPACEIAB-2
(12 DAYS -~ 1091 EXP HRS)"

NASA PAYLOADS

o

00 ~I
E bty

- 65-CM PHOTOHELIOGRAPH.([PS)

SOLAR MONITOR PACKAGE {IPS)
SOFT X-RAY TELESCOPE ([PS)

LYMAN-ALPHA WHITE-LIGHT -

CORONQGRAPH(IPS) - . . .
HIGH-SENS TIVITY X-RAY BURST

DETECTOR (IPS) | | e

SKYLARK COSMIC X-RAY

* TELESCOPE {MPM}
. LOW LIGHT LEVEL TV (MPM}

FAR UV SCHM DT CAMERA/
SPECTROGRAPH (MPM)

. TRANSITION RADJATION -
 SPECTROMETER
10,

EUV IMAGING TELESCOPE-
VFI (VERIFICATION FL[GHT

E .INSTRUMEI\!TATIONI o

2-28, December 1976 L e




1 3 GROUND RULES AND ASSUMPTIONS
A, Case 1 {maximum POCC/minimum onboard)
¢  Experiment will be monitored and controlled at the POCC;
onboard control will be minimized.
@ Musf consider TDRSS blackout DBl‘IOda, data downlink con- -
straints, and value of man-on-the-scene.
B.  Case 2 (voice-only POCC/maximum onboard)
e All experiment operational data transmission and c:ommanc'ls
shall be voicwu-only to and from a centralized POCC,
- M'aﬁniﬁ'-’rhe'-"loola vs automation comparisons will be made.
C. Case 3 [minimum systems data POCC/maximum onboard)
® . The minimum amount of command control, display, and data
processing equlprnent will be added to a voice-only centrallzed -
POCC that will permz.t mission feasib 111ty‘ or significantly |
reduce overall costs. . ' _ ' o
¢  Man-in-the-loop vs avtomalion comparisons will be made.
D, Spacelab Missions 1 and 2 are to be used for this study.
E. Alldata transmission to'and from the ground will be via the TDRSS.
F. One centrahzed POGC at Johnson Space Center (JSC) will be assumed
as the baseline for all cases. . '
G. - Aszsume the erew size is variable for each case.
H. For all casnes, the onboard control and display shall be as defined by
o “the F’ay‘mad Spec1a1:Lst Study for the aft flight deck (AFD) and by the
. Spacelab Accommodations Handbook? for the Spacelab module.

L Accommodab.ons for onboard data processmg requlrements exceedmg
the capab111ty of the Spacelab ‘Commnand and Data Management -
System (CDMS) shall be assumed as part of each instrument design

- for all casés. S _ .
J. Assume. Caution and Warnmg (C&W) is consta.nt £or all casas
K Verlflc.atmn l"llght Instrumentatlon (VFI) and- related 0perat10ns are
" to be considered as a hlgh—prmrlty experlmen{:, however, it is not -
" 10 be the prime design driver. :
L. All costs are Rough Order of Ma.gmtude (ROM), normahaed to.
FY. ‘77 dollars '

1, '.Pay‘load Spec1ahst Siatlon Study-, Martm Marletta Corp R R.eport
- MCR-76-403, November 1976.
2. Spacelab Accommodatlons Handbook Revww Issue, PDR—B "1976.

. ) Vd
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Costs will be determined as increments to a baseline system, The
baseline system is considered to be the current system design and
POCC/NASCOM facilities presently planned for early Spacelab
missions,

POCC f.aci'lit'y deletions thatare possible for Case & {rainimum POCG)
and Case 3 (minimum systems POCC) will not be costed.

Onboard equipment reductions will not be considered for any of the
three cases. - .' -

Utilization or operating costs will be expressed in man~hours, Man-

" loading will include both Government and Contractor services,

The basic operations and maintenance of POCC facilities, comrauni-

~cations, and ground data systems are assumed to be c0nstanf: for all

cases and are provided wholly by JSC as the POCC host.

Real-time moftware used in POCC computers will be developed,
maintained, and funded by JSC, Software for offline analysis and
softWa.r'e for user-provided equipment will be uéer—provided, main-
tained, and funded,

Computatlon support: for paylc»ad activity replannmg w111 be pe:.formed
on an MSFC computer using terminals located in the POCC and the -

software system used for premission planning.

Continuous POCC manning is reqmred throughout: the mission for

all cases, but rnanmng levels are dependent upon spec1f1c payload

' act:LVIty' reqmr ements:

./'




Section 2
APPROACH

The general approach followed for this study is summarized in Figure I-2-1,

CR20-I1t

TASK 1 TASK 2 TASK 3 TASK 4. TASK 5

- INDIVIDUAL INTEGRATED . COST PROGRAM
EXPERIMENT P9 MISSION =] SYSTEMS Lyl s P ATION
EXPERIMEN NI DEFINITION ANALYSIS [ INTEGRATION

- . v MENDATIONS

.Figure 12-1, Stidy Flow

2,1 TASK 1 —INDIVIDUAL EXPERIMENT ANALYSIS

An analysis of each experiment was conducted to develop an operating plan
for each of the three cases. Indiﬁridual éxperirrient and CDMS interfaces

were defined for each e:V:perriment using existing documentation and consulta-
tion with cogmzant 1nvesf:1gators and payload engineers. The onboard and _
ground personnel and ha dware/software support requirements were 1dent1£1ed
Potential mstrument de sign and Spacelab support system 1mpacts wCre also
identified.. N ' ’

2.2 TASK 2 —INTEGRAT ED MISSION ANALYSIS : o
Based on NASA/MSFC ~supplied mission experarnent tlmelmes, each of the
mchv:.dual opera.tmg plans for each of the three study cases deve10ped in
¥ Task'1 were 1ntegrated to 1dent1fy mlssmn anc'i/or support sysf:em total -
demands. Crew dermands mcludmg VFI were assessed along the entire
: 'time'line. Total demands . were assessed by revie ng the entire timeline .
to select certain cmtlcal hlgh—actwlty per1ods for more detailed assessment.
System 1rnpact=' were identified and 1ntegrated mission support requirements |
Cwere estabhslled for ‘each study case (e.g., crew size, POCG manmng, '

o downl_mk data rates, -_up_l:_i.n};_ command rates, TV transmission, ete. _).

O / -
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2,3 TASK 3 — SYSTEMS DEFINITION
Based on the results of the inte'gra_t:ved mission analysis (Task 2), impacts on
baseline hardware and software design were described for both the onboard

-systems and the POCC.

2.4 TASK 4 — COST ANALYSIS
A cost work breakdown structure was prepared with associated costing ground
rules and assumptions. Using the systermn definition results of Task 3, a cost

analysis was performed in accordance with the cost work breakdown structure.

2.5 TASK 5 — PROGRAM INTEGRATION AND RECQMMENDATIONS
- All findings were summarized, both quantitative and gualitative, fo r ,:each

study case.

MCDONNELL ‘nouc@'




. Section 3
STUDY RESULTS

3,1 INDIVIDUAL EXPERIMENT ANALYSIS
' Each individual exgﬂf*i’fi’iéﬁt' on Spacelab 1 and Spacelab 2 was separately

analyzed to (1) identify currently defined characteristics and planned opera-

tions; (2) define an experiment control, dlsplay, and data management base-

line (Case 1) including CDMS interface and 0pera.t:10ns (3) define variations
to this baseline for Case 2 and Case 3; and (4) assess the individual experi-
- mient impacts, by case, on i:he flight crew, POCC staffing, and planned
hardware and software. The sources for data on the experiments mcludecl
(1) the mission Strawman documents, (2) S5PD documents, (3) rmssxon
Announcements of Opportunity (AOs); (4} various studies on Spelelc pa.y'loads
or disciplines involved, and (5) telecons with specific investigators or lead
engineers involved in the conceptual design of planned experiments or
instruments, In addition, MDAC experience with Skylab expenment: opera-

tions and data managemént, tempered by the STS and Spacelab operatmn

guldalmes and policies, were used as appropriate. Where no clear or common:

. definition of an item was available, estimates or assumptions were made
consistent with the best or rmost recent descrlptzons This was alsc the
' approach used where necessary, in adapting the deflnltlons to off—nommal

cases,

3. l 1 Spacelab 1 Ind1v1dual Experlmenl: Analysm -

'I'he twelve Spacelab l experlments a.na.lyze'q are prt-,sented in Table I-3-1

‘along thh the basic loca.tmn of theisr ha.rdware components, general pmnt1ng N

reqmrernents, and basic objectives, As indicated, Spacelab 1 contains both
. NASA and ESA experlments located in the (1ong) module. and on the pallet .
Pallet-mounted. instruments generally* have a control a.nd dlsplay panel '

located in a rack in the module, Half the ex.perlmentﬂ are rack only, one

expemment is mounted (When operated) at the modile viewport; and. one ig oo

‘deployed (when operated) from the modile airlock. The expemment set is -

/
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‘Table I-3- 1

. SPACELAB 1 EXPERIMENTS

Point'ing

R
12,

_ | Locatio.;cis _
' Experiments Module ‘Pallet STS Other Basic Ohjective
1, AP-09 :E'l_'ectr‘on'Accelera.tor Rack (C&D) Inst X Active sounder of mag-
SR T - . . : : .netosphere and
E - _ . _ _ . atmosphere
2. AP-ls'LLL Tv? " Rack (C&D) Inst X  #45° Z-Cone  AP-09 sensor plus
} : Co ' : ~ extended objects viewing.
3. ST -31 Drop Dynarnlcs “Rack —_ - — Drop dynamics. -
4. .EO 0l Cloud Physms Lab "Rack. — - — Cloud microphysics.
5. ALS 13 Mlmla.b Rack — — — Cell, tissue/blood, and
S _ _ » | _ urine/frog otolith.
6. APE-OL LIDAR - Rack (C&D) Inst X  Align Active atmosphere
O : ' ' o i ' ' sounding.
7. SPE-80/85 Space Processing " Rack — - - Alloys, fiber/crystals/
S S pure metals/super-
EETUE g _ _ _ conductors.
8. SPE-01 Electrophoresis’ "Rack - - — — ‘Pure chemical and bio-
- o o _ logical specimens.
2. VEOE-OIII_Metr'ic' Camera Viewport - X  Z-Steer Earth mapping (targets).
10. APE-#O? -IR Radiometer | ~ Rack (C&D) Inst =~ X %60° Y Z-Scan Passive atmospheric
S R K > C sounding.
STE 10 Heat Plpe _ Rack - - - Heat p_ipe technology.
ASE-01. ‘Wide Field Galactlc‘ - X - Extended objects

Camera. -

Airlock

mapping.




:ﬁultidiscipline; four (33%) are atmospheric and space physicé éoﬁndefS'of
_sensors,' one othef (EO-Ol.) is highly oriented to atmospheric physics, and a
V sixfb (ST-31) is also physics oriented. Two experiments are in space

pro< essmg, one is in life secience /biomed, and one each is in earth mappmg,
astr Onomy.mapplng, ‘and space technology (heat p1pe) S:x (50%) of the .
experiments require some degree of STS pointing and orientation, and three
of these require some degree of additional pointing control (pointing, steer-

ing, and/or scanning).

Table I-3-2 briejflysummérizés some’ opex;.agﬁing'i'ch'ara;éteristic's' of these

experiments, including their primary control source and crew functions for |

the baseline case (Case 1). ‘Typical run times are presented for each

_ expt.mment. The run times mclude callbrata.on as well as actual data. gai.her-
._1ng time, but does not mclude any‘ set up or refurbish time; rather, ‘each is

| representative of the time which requires continuous or near continuous . .
monitoring and control.  Some run times (e.g., APE-01) actually congist of
a 581‘135 of rapid data runs {i.e., 4/second) scanned over the permd mch-
cated. Others, such as ST-31, EO-01, SPE- 80/85 and SPE-01, consist"

of a precisely controlled experiment process and procedure performed

" (largely attomated) over. the period indicated. Some are tied to certain
flight conditions (night side viewing by AP-09, AP-13, and APE-01) or

- targets (EOE-01) which are firmly corﬁmitted to schedule, once orbited.

As indicated, data rates are all moderate to low except for the numerous

TV requirements. Most of these can be met by short selected v1ew1ng at the
: begmmng and/or end of expemments and are pr1mar11y operatmg aids to the

Prlnmpal Investlga.tor (PI) at the POCC in asse551ng experiment progress -
and m.ontmgenmes (thls is not available for Case 2, by definition).  Several
- prime data records of experiments are on film with little or no real-tlme

monitor interface except as prov:Lded by samplec'{ TV v1ew1ng Forall caSes,

~ the data stream to ground, except for 0perat1c>na1 TV, 1s essentially the same:

and prov1des the capability to perform pOS tfllght a.na.ly‘s is. For Case 2, no

' real time da.ta. procesS1ng or dlsplay is avallable from this-data stream

/7
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‘Table I-3-2
SPACELAB l EXPERIMENT OPERATIONS CHARACTERISTIGS

STTSToad TIAMNCaDINW

o . o o : Du(:i:‘;tmn o Data. (kBPS) ' Baseline Case _
- - Experiments. R B Typic'a._l Run Scientific HK ~ Control - Grew OPS
| ;11'..: AP~ 09 Electron Accelerator (l) 0.3 16.2 1.2 | POCC - Activ.a'.f:e
> 2° AP-13 LLL TV (1) (2) 0.3 STV 0.2 POGG Activate
- 3 ST-31 Drop Dynamlés (3) 0.5 ' Fihn/‘TV 1.3 Program Seq = Support
4 EO- Ol Cloud Physms ' 2.0 16/F11m 0.6 'CDMS Program Activate |
5. L1S-13 Minilab 0.7 7/TV. 1.0 GREW/GDMS . Operate
6. APE- 01 LIDAR_(l) (2) 0.5 . 54,4 4,0 - POGG - Activate
. SPE- 80/85 Space Proce.ssmg (3) 2.0 o Film:/:’I'V‘ 1.2 .Program Seq Support
= . 8 SPE- 01 Electrophores:.s 0.5 3/Film 1.0  Program Seq Support
9. EOE-01 Metric Camera (2) 0.1 Film 0.2 GREW/GCDMS ~ Operate
10. APE-07 IR Radiometer 2y 0.5 1 69..0 1.0 _POCC/'C:DMS - Activate
11, STE-10 Heat Pipe - 4.0 0.3 0.2 POCG/GDMS  Activate
12. ‘_ASE-Ol Wide- Field Galactlc 0.2 - Film/TV 03 CREW/CDMS Oper.ate
- Camera (2) (3) ' : - ' _ _ :
(Assumed Constant) 604 o "MCC/CREW  Support
VFL I and II

(Assumed as Avail) TV - (No POCC IF)  Operate

(i.) 'I‘hese experlments are opera.t:ed on night s:.de only

- (2) 'I‘hese experlmean requlre ST& pointing

3y TV covelage llmlted to selected samples only (prlma.rlly operatlons assess aid)



For the baseline cas e, p’fima.r‘y experiment control and monitoring are
'c'entered in the POCC except where spscial factors require or favor onboard
control (POCGC monitoring is used in all Case 1 experiments)., In t};;ee

cas ss,-- ’onboa.rrdbcontrol is exercis ed by pre.p'rograr‘nfned sequencers contained
in the experiment itself; for Case 1 these are subject tdbprogfam update
_command link from POCG, prior to each run activation, . While these could

' p.ér_haps_. be more easily effected by the crew (via POCG voice and text uplink}
direci‘.ly on the experiment panel, it was elected to apply Case 1 guidelines
for maximum POCC c0nLr01/m1n1mum onboard opers.tmns However, in all
cases, experiment activation (initial set up and turn-on) was considered pri-

marily an onboard crew function. -

For one experlmenn (EO 01), because of the comple:nty of operatlon
'(1nclud1ng control fssdba.ck and use of the CDMS) and run dura.tlon, it was

. elected to maintain primary control onboard, even for Cage 1.- In addition,

- the minilab and cameras require significant crew manual operations and
support and are baselined fof onhoard coﬁtrol, althougb_. the POCC cohtﬁﬁutes

- by monitoring data and TV and advising.

In addition to the 12 experiments shown here, there are some eight different
groups of verlflca.tlon fllght test (VET) 1nstrumsnts including module and
pallet mstruments Most of these are passive or require little crew support
They were not individually analyzed; however, their impacts on the data link

- -and on the crew work load were ‘taken into account in the integrated analysis:

3. L 1 1 AP-09 Electron Accelerator
' Thls experiment consists of a hlgh voltage electron bsam dlscharged into

space to evaluate interaction with the ambient and perturbed plasma, length

of ma.gnet:.c f1e1d lines, magnetospherlc electric fields, and induced atmos~ - . -

_ phemc em}.sslons A variety of sensors (assumed f:xed in the payload bay

for Spa.c:ela.b 1) are used, 1nclud1ng a vector magnetometer, low-hght-level

TV (LLL 1V), and electrosbatlc potent1a1 a.na.ly'zers Also 1nc_1uded are high-

_ pressure nitrogen suuplies which vent 2 Plu_me of gas in the path of the elec-
. tron beam for v1ew1ng by the LIL TV (AP 13) Flgure I-3.1 shows the .
a.rrangsment of the AP-—O9 ma.ln elements lnterfacsd to the GDMS Data

11
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Fig-;uri'e i-3-1. Spaéalah 1 AP-09 Electron Accelerator and AP-13 Low Light Level TV, Case 1 Controi and Display/Data Processing
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Y o I | —>{ o DATA BUS v |
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functions and control operatioﬁe are also indicated for Case 1, Experiment
AP-13 (LLL TV), which works closely with AP-09, is also shown.

Operation of the AP-09 experiment requires nigiﬂ: side conditions and
orientation by STS with respect to the magnetic field and velocity vector.
.Alig'.ni'nent' with the magnetic field is monitored by the Spacelab experiment
computer through the magnetometer signals and controlled by forwardingv
pomtmg req_uests to the STS general purpose computer (GPC) Glos ed-loop
pointing control is maintained Onboard even for Case 1, as the most prac-

tical approa.ch to malntalnmg allgnment during dlscharge It is assumed that

onboard override (manual or general purpose computer) or ground command .. -

(from MGC) is available if needed. Activstion of AP-09 is initiated onboard
by a payload specialist at the AP-09 C&D panel (set up and turn-on).

For Case 1, POCGC uplinks commands (through MCC) to the experiment _
‘computer to lead in the AP-09 programs out of mass memory. POGC then
initiates the AP- 09 programs on coordination and vellflcatlon by 'I:he onboard
crew, AP-09 operations and housekeeping are monitored at the POGC by
the AP-09 systems engineer; on_boa;rd display and monitoring is available ..
to the crew as an option or hackup only. Expefiment control and beam
dlscharge is assumed to be commanded from the POCC (involves coordmatmn_
with onboard crew STS, and AP 13) Sensor sc1ent1f1c data is downlinked
directly through the high-rate multiplexer (along with the housekeeping data)
to the POCC.. Ma"gnei:orheter data required for STS alignment is also supplied
through this data bus to the experiment computer. The downllnlced scientific
data is monitored by the AP-09 PI and the System scientist to assess opera-
tions aCCeptdblllty Experlrnent computer functions are 1nd1cated along with'
‘estimates of the computer operations per second and memory requlrements
(AP ~-09 and AP~13 combined). These estlmates ‘were based on. 'i:he reqmred

, computer functions and the number of paramete rs, sample rates and/ or

data rates required. With this approach onboard crew work 1oa.d prlmarﬂy

actwat:.on was mmlma,l (0 2 man) when averaged over the run time, -

4
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' For Case 2, the major changes are (1) deletion of POCC command uplink
(Iopefaﬁons_ are centered onboard at the data display unit/keyboard
[DDU/KB] and AP-09 panel); (2) data bus access of AP-09 science data (all
sensors) for onboard automated monitoring by the experiment computer
(data is still directly downlinked through the high- rate multiplexer [HRM] for
postflight analysis, but onboard monitoring is limited to a gross assessment

 as to sengsor output); and (3) in conjunction with AP-13, TV display of AP-09

plume discharge onboard to the payload specialist for comment aﬁd assess-
ment to thé POCC PI (voice-link only}. This TV image is still downlinked

for gfbund record as vital tdpdstflight’ analysis of AP-09 (or AP-13) experi- -

ments; however, by definition, it is not available at the POCC in Case 2,

POCC and PL control can still be exercised to a llmlted degree th rough voice ‘

uplmk. or preferably by text if complicated, to the onboard payload speca.a.llst‘

for input at the DDU/KB or AP-09 panel. The scientific monitor fupction

| _'imposéd.-on'the experiment computer increases its load significantly but still

within capacity. The load (42K OPS 30K word) is total (all programAs and
subroutines) for AP-09 and AP-13; actual load at any instant may be s:.gmf:.—

cantly less, The automated monitor functlon was p rovided to minimize the

. monitoring work load imposed on the crew since crew work load, even with

-added crewmen, appears eritical for Case 2. Even with this- approa.ch, AP-09
was estlma,ted to requlre almost a full-time crew (0.9 ma.n) due to a.cuva.tlon,

TV mom’cormg, v01ce 11nk and control opera.tlons

Case 3 is similar to Case 1, again, but with (1) AP-09 command and control
.operations - onboard and (2) housekeepmg and scientlf:.c data, 1nc1udmg AP- 13
TV image, available at the POCC for real-time monltormg and . assessment
'I‘he requlred onboard operating programs add only a moderate load on the
experlment. computer (estlmated total is 13K words, - 1ZKOPS maxxmum) _
Onboard crew monitoring is m1n1m1zed as in Case 1, by effective use of the
POCC. However, the mcrea.sed onboa rd control functmn mcreas es crew WOrk
load to 0 8 man (almost a.s h1gh as Case 2, although at a h:.gher lev:al of con-

fidence in a successful opera.tlon)

There is no 31gn1f1cant onboa.rd hardwa.re dlfferences beiwveen casas " and no

- addltlons are requlred to the ba.s elmed "—’OL.C conf}.gura.tmon. Slgmflcant soft-

Ware dlfferences occur; however, prlmarlly- for Case 2 onboard and for Case l
" at the POGG. R

. /
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Estimated POCC staffing requirements are shown in Table I-3-3.

Table I-3-3
AP-09 POCGC STAFF

. ' GCase o
~ Function 1 2 3
Overall essessment/cohimamd P | T1/2% -
Monitor scientific data - 1/2 - 1/2
‘Monitor AP-09/AP-13 TV = - -~ - 1/2 ~° -1/2% . 1/2
Monitor housekeeping data ' 1 L= ' 1

Tetal .. . 3 _ 2 2

"Per voice link comments only

" POCC hardware utilization is maximum for Cuse 1 (3 CRTs, 1 TV, 1 com-. .

mand panel) and can be met by the planned configuration.

3.1 1.2 AP-13 LIL v
This experiment is used in combmatlon with the AP-09 electron accelerator

- and serves as an aspect camera for that exper:.ment It ig also used to detect
faint and extended obJ ects in the atmosphere (a.urora and alrglow) It may
also beused as a target search for the wide field galactic camera (ASE-~01),

CLLL TV experlment cbaracterls’ncs and operations a.pphca.ble to this smdy' '

‘a,re:w :

» # . Mounted on a small pomng mount (:1:45" Z) on _pa,_llei_f. __:Gene_r_a.l_'STS o

orientations ea.rth stellar and magnetic fleld 'requi'ré'&' duri'ﬁg
operation. '
‘. e.  Data’ is ana.log video (4. 2. MHz) : : L
‘. .. 'Housekeeplng mea.surements (<l kBPS) are monltored durmg |
_ _ _opera.tl.on : o o B _
. Experlrnent is shut down between runs
- ® - No set up required after initial activation (unlock. checkout).

.. Requires pointing mount. 0perat1ons in con;unci.mn with AP-09 beam

v1ew1ng, support to ASE 01 target sealch and AP-13 unlque
_ (ai:mo spherlc phenomena}
15
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e Crew involvement is required during data gathering (monitoring and
| .poi.nting) (Cases 2 and 3). ' - .
e POCC involvement is required during data gathering (monitoring for
Cases 1 and 3, and pointing for Case 1. 7
Real-time ﬁisual inalysis is required ‘on intermittent basis.

¢ Deactivation requires lock up and securing mount prior to deorbit.-

In Gase 1, this experiment will be controlled by ground commands, the point-
ing mount w111 be slewed, and the TV camera activated. The interfaces with
the CDMS are shown in Flgure I-3-1. The ground commands will be: proc-
essed by the onboard computer and routed through appropriate remote.
acquisition units (RAUs) to the end items. Hous ekeeping data will be moni-
tored by the AP-13 system eﬁg'ineer The video éignal will be .nﬁonito'r.éd by
the PL Pomtmg will be controlled from the POCC by the appropriate PI
(AP- 09 AP-13, or ASE-0 1). The housekeepmg data and the video-signal
will be monitored 1nterm1ti:ently by the flight crew, especially during TDRS
_c‘lata gaps

In Case 2, the pointing mount and experiment will be controlled and the
housekeeping data and the video will be monitored by the flight crew. . The
video will be downlinked for postflight analysis. The controi and monitdring
will be accompﬁmshed at the DDU/KB or at the dedlcated experlment panel.
Voice link with the a.pproprla.f:e P at the POCG will be us ed to assess and -

direct the v1deo viewed by the crew.

In 'G'ase 3, it'is recommended that pointing mount ahd experiméﬁt control be
_ accompllshed by the ﬂlght crew and tha.L the hous ek:eerg data and v1deo be
| transmitted to the ground for monlturmg and analysis. b'y' the AP 13 system

engineer and the appropriate PL. The flight crew also monitors video in sup-

port of control a.nd pointing opera.tlons, rapld repponse to AP 09 0perat10ns,

and response to PI dlreci.lon

'T'_h.'e' activities of all three cases can be accomplished with no hardware' ..

‘additions (assumes miniaturized pointing moun_t__anaiog pointing panel 7
- can be used for AP-13 _pointing by POCC). The only software changes will -
Vrequlre a.dchtlons to POCG software ca.pa.blhtles,' in Case 1, to control the
' pomtmg mount and expe rlment

’ 18
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Flight crew utilization is low (estimated at 0, 2 over the run time) in Case 1,
For Cases 2 or 3, because of the increased onboard monitoring and control,

crew utilization is almost full-time during runs. POCC personnel supporting

the e‘xperiment' are indicated in Table I-3-4,

Experiment computer functions are indicated in F;.gu.re. I~3- 1 along with
estimates of the computer opera:{.lons per second and memory requirements

. (combined AP-09 and AP-13). These estimates were based on the required
computer functions and the number of parameters, sample rates, and/or
data rates required. With this approach, onboard crew work load (prima,rﬂy

activation) W_a_sminima.l (0.2 man) when averaged over the run time.

3. 1. 1 3 ST-31 Drop Dynam:.cs

ThlS experlment consists. of single rack-mounted equipment to generate drop
specimens, inject these specimens into a test chamber, and excite and posi-
tion them acoustically (three drivers with variable irequencies, power levels,
and phasing) while monitoring their physical dynamic properties (oscillations,

shape, fission, etc.). Each experiment run is primarily controlled by a pre-

" programmed sequencer in the experiment hardware (magnetic tape bemg
considered) and data are recorded on three orthogona.lly positioned f11m
This includes film edge record, via light-emitting diodes (LEDs),

. cameras.
Manual operations include drop

of run number, time, and test conditions.

~ Table I-3-4
AP 13 POGCC S'I'AFF

| Case
Function : o 1 RS 3
Overall assessment and ¢ompaands 1 1 1
AP-13 unique experiment video¥¥ 1 -1
:Mdﬁito-r.-hdu's.ekeepipg data N -
| ' ' Total ? SR —5

. #*Has video display. also in Cases ! and 3 (Case 2 vmce-only)

#uNot: - requlred W1Lh AP- 09 operatlons (momtor function met by- :
AP-=09 PI) . , , - '

. '[7.
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fluid changes and servicing, film loading, test chamber cleaning, and control
panel and TV camera set'ups. Limited direct viewing or TV coverage of the
test chamber is provided to assist in real-fime assessment and subsequent

run reprogramming.

Current design goals call for a self-sufficient experiment package with
minimum functional interfaces with Spacelab (i. &., no data nor CDMS, no
controls, and only power, thermal, acceleration, and timing inputs). All
controls and displays are onboard with voice support from ground exper:.—
ment data is returned on film. : '

~ Figure I-3-2 presents the ST-31 and CDMS interface for Case 1. To operate

from the ground, addltlonal flight hardware features Woulcl be requlred, i. e,

Demgn changes to allow remote panel controls/dlsplays
" Basie CDMS-components and interfaces (RAU, software).

Optics to permit simultaneous TV and film camera.

'P.ﬂs:_n's

TV camera mount and connection.

Also for Case 1, flight crew support would stili be required to change film,
clean chamber, etc. Film would still be primary data source.  POCC soft-

ware, data, and TV systems would also be required.

For Case 2, the data bus link is still required to mihimiﬁefhe crew monitor-
ing rsquilre;m‘snts The TV may be eliminated in favor of direct viewing,

"if possible, for the voice link comment and assessment to the FI (no TV at
POCC). In addition, p"ogram changes need to be J‘rectly entered by the
onboard crew (via DDU/KB or, preferably, the ST-31 C&D panel) since
command uplink is not available from the POGC. It is possible that ST-31 -
CDMS interface may be eliminated for Case 2 if crew monitoring at the

~rack is permii.ted however, adding simultaneous panel mom‘cormg to
chamber viewing plus the manual 0perat10ns, may present an excess:.v.e :

demand on crew time line.

Data downlink via HRM for postflight analysis is not required in Case 2 since N

. the same data is available on the ST-31 film record.

18
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Figure I-3-3 presents the ST-31 and CDMS configuration for Case 3. This

is near the nominal configuration (currently planned) with no direct interface
te the CDMS although some method of providing flight timing is required.

~ This might be provided by a minimal input from another experiment RAU,

TV viewing and downlink to the POCC PI is pfovidéd, however, as a means of
enhancing experiment operations and success by allowing real-time assessment
and potential program updating (via voice and text uplink-directed crew
manual input to the ST-31 C&D pa.nel) The only real-time monitor available
to POCC is the selected video vn.ewmg. Pfime expe'r.irn'enf record, for p'ostu-.
flight analysis, is the returned film record. The {light crew may provide
occasional ST-31 panel monitoring and comments {voice) to POCC as

‘requested.

Flight crew utilization is estimated (over the run time) at 0.4 mék for Case 1,
full time for Case 2, and 0. 6 men for Case 3. POCC personnel estimates
are similar to that presented for AP-09 at three, two, and two for Cases 1,

2, and 3, respectively.

No new hardware procurements é.re"'féQﬁi'red-iﬁ any case as the added RAT
and connectors for Cases 1 and 2 are assumed available from currently
authorized inventory. The minor experlment equiprent features such as
RAU interface, TV mount, etc., are assumed within the curre.ntly conceWed

equlpment scope. POCC requirements canbe met by the baseline.

Onboard software requirements are maximized for Case 2 (assuming CDMS ’
monitoring), a.nd POCC software requirements are maxlmlzed for Case 1.
Case 3 requlres no CDMS or POCC soff:ware ' '

3,1. 1.4 EO-01 Atmosphenc Cloud Physics

~ This experiment examines the zero-g behavior of gases a.nd aeros ols
injected into an env:.ronmentally controlled test cha.mbe.r to determine the
atmospheric mlcrophysms of cloud formatmns d:.spersx.on, condensatlon,
thermal transfers, etc. Operation consists of both manual and automated

. functions iﬁter-sperse&"-ov'er 'r,el'a,tiv.;al}? long run time s::(:2... hours). Data are .

cql_l_act_ed on film and via an electronic data trai_n_. Primary c”onérol' is

/ ®
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currently centered onboard in the CDMS and requires closely coupled feed-

~ back control loops. The flight hardware configuration is the same for all
cases (Figure 1-.3-4); however, POCC control is impractical due to the

Tracking and Data Relay Satellite (TDRS) loss~-of-signal (LOS), experiment
run time, and close feedback control incompatibilities. For this reason,
Gase 1 is defined with GDMS onboard control of EO-01. The POCC can

monitor and evaluate the EO-01 scientific and housekeeping data stream, and

can assess experiment or equipment problems, uplink advice, and program

changes (for subsequent ruus).

. For Case 2, program modifications and updates must be voice and/or texi:
uplinked to the onboard crew for manual entry at the‘DPU/KB (or EO-01
panel, aerosol manifold, ete, , as 'arppropri.a.te); hqweve.r‘, POCGC PI ability
to .a._séess and manage the experiments will be sev‘eréljf limited due to lack of

data, except by voice comments or readouts. Onboard crew time to monitor .

EO-01 could prove excessive. EO-01 is already monitored by the CDMS
computer for housekeeping and program operatlons, and extending this
function with additional programs to monitor some of the scientific data for
gross correlation and limits, will require addltlonal memory and computer
~ operations,. Otherwise, Case 2 is operated basically the same as selected -

for Case 1. Case 3 is even closer to Cuse 1 in operation, the only dlfference

bemg that no command uplmk is wa:.lab.u. smce POCC management or changes

' are via voice a.nd/or text to the crew. The EO 0 1 ‘data stream is available
at the POCC an in Case 1.

Flight crew utilization is lowest for Ca.é é- 1 (04 nia.n) and é.bouf the same
for cases 2 and 3 (0.7 man) because of the similar control mode and the

" use of the CDMS for autorated monitoring in Case 2.

: POGG personnel requlrements are estlma.ted as a PL, an experlment sc:.en-

t1f1c monitor, and a Sy-stem englneer (tnree) for Case 1, ‘and a PI and system )

engineer (two; for Cases 2 or 3.

No new hardware is reguired in a.njr case. Onboard software néeds are
- maxlmum for Case 2, estimated at up to 47K words memory and 30K OPS

computmg}, and are a rnlmmum for Gase 1 (Fzgure. I -4},
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3.1,1,5 LS~13 Minilab

This is a double rack of life science experiments to 1nvest1ga.te body fluid
redistribution; vestibular function; and cell and tissue growth, development
and organization, and to develop accurate urine volume measurement sys-
tems. The operation consists of taking biomedical measurements such as

blood pressure; collecting, processing, and preserving specimens; and

stimulating vestibular function (this is assumed to consist primarily of the
frog otoligth experiment). Some of the preceding are i’ndStly manual opera-
tions performed by skilled specialists and could not be readily mechanized

for remote ground control. . Others, such as the cell and tissue growth and . '

O O S

vestibular stimuls,tion, while subject to ground control, could also be

easily implemented onboard manually or via CDMS prograns. (.

Figure I-3~5 shows the LS-13 and CDMS interface and functions for Case 1. O
* One feature, suggested here, is voice tag with the downlinked data, pri-

marily for postfllght analysis convenience since real-time operations w111 be

linked by- one of the opsratlonal voice channels. In addition, it may be

feasible to downhnk LS-13 data available to expemmsnt computer by program

or direct command via the input/output (I/0) unit output to the HRM. S '
Because of the need for continuous monitoring of certain LS- 13 functlons R P
espec1a11y hous ekesplng, it was elected to perform these basm functions i ;
onboard with the CDMS to avoid the problem of TDRS data gaps. In addition, -
- this provides a closer control, including automated alert and correctwe S
action, over basic LS-13 functions. Housekeeping data is also available to

‘the POGC (Cases 1 and 3) for more sophlstlcated assessment and evaluatlon

!
k
]

as necessary In addltlon scientific data is prov1ded in the form ofa 7 KBPS B
- data stream (more recent data indicates this may peak at values up to o ; : %
100 kBPS) as well as selected TV viewing (the 6 MHz request shown may be . i
downgraded to the nominal 4 MHz available in the Spacelab system). | In any |

event, film record is available on return for postflight analysis.

For Case 2, .-the ds.ta. strea.m c'l'ownli'nk is the same except for no TV (POCC_.
- is limited to v01ce onl'y' a.nc'i data stream is for posi:fhghi: ans.lysl s). Com—_-___ ER

puter softwa.re est1maLe is: 1ncreased to 24]5{ words to prov1de increased o . R

automated monitoring of data to minimize crew monitoring: requlremeni.s.

/ _ : ;
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Case 3 is the same as Case 1. Flight crew requirements (1.3 men during
'LS—-13 operai:mns) aré estimated as the same in all cases since. computer

monitoring in Case 2 is assumed fo supplant POCC monitoring functions.

POCC.personnel requirements are similar to that estimated for EO-01

(i.e., three, two, and two for Cases 1, 2, and 3, respectiﬁrely‘).

Hardware is the same in all cases. Software is maxitnum for Case 2 onbeoard

and for Gases 1 or 2 on the ground.

3.1.1.6 APE-01 LIDAR
. 'This experiment uses equipment for sounding the atmosphere in the optical
band by laser backscatter techniques in order to define mean structure, tem-

peratures, winds, and distribution of aerosols, atoms, ions, and gases.

The low-po'wer (l-Toule puls e) laser limits operation to night side passes;
--repet:.tmn is four eoundmgs per second once the instrument is aligned and
calculated. Possible mma.llgnment requires adJustlng the laser optics rela-
tive to the receiver. Calibration is echl_eved by adjusting dye flow to the
'tuna.bledye laser and to a reference 'opacity and density (reference sources -
assumed provided in experiment). Once ipitiated, this ca.libration can he | _
largely automated, as can the operatlon (STS pomtmgJ _las exr operation, dye—
flow callbrat:.on), how ever, man momtormg and supporf: appea.rs warranted,
- at least on early missions. Housekeeping functions involve power supply and

conditioning ‘and cooling; these are also largely automated in the experiment,

but should be monitored by the CDMS with man as occasional monitor, backup, N

- and contl.ngency Sc1ent1f1c data i is produced in rapid bursts (typlcally 50 msec).

o Flgure I-3.6 presents the APE 01 and CDMS conflgura.tlon and functions f.or
Case 1. |

Prlmary control a.nd monltorlng is executed from the POGG The fllght crew

activates the AP- 09 panel and performs any required preoperation checks.
POGC commands the necessa.ry- programs lnto the onboard computer as’ well
Cas-directs commands to. AP-09. _The onboa.rd._eomputer mom_to;-s status and

-hous el_ceepix_-_;_g_..a_.s_ well as forwards .upli_;_nl_c_.'comma_._nd_s_ and formats h’qu:s: ekeeping

y - %6
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Figure 1-2-6. Sbécelgb 1 APE-O"I LIDAR, Case 1 Control and Dispihy{Dﬁta Processing
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data for onboard display (for activation and preoperation checks, occasional
operations are displayed on demand). APE-09 scientific data and house- _
keeping data is downlinked directly through the HRM to the POCC for moni-

toring and assessment.

For Case 2, APE-01 control and monitoring is centered in the CDMS
experiment computer. - APE-Gl pointing requirements are determined from
‘the GPG for execution. Onboard work load is increased for calibration and
APE-01 operating assessments; this is partly offset by providing a gross
scientific data assessment (s ens'c.or- limits, output, and logic) to the experi--
ment computer functions. These added functions increase the estimated
“total onboa.rd computer load to 84K OPS and 5OK words (not all requ:.red

simultaneous ly)

Onboard crew utilization is increaéed from 0,4 man (Case 1) to full-time .
{1.0)., This is due to the increased onboard calibration and control, control
.and monitoring of pointing requirements, and monitoring and asses sment of
the APE-OI and CDMS ope'x.'atio'ns.. Total data stream is still d.ire'ctly".do'm';
link, via HRM, for postflight analysis. ' |

Case 3 ma.inta.iné onboard c:a.lﬂ:l ra.fion and control, iﬁclu&ing determination of
pomtmg requlrements, but sc1ent1f1c data monitoring and assessment decreases
| to about 0. 6 man - with minimum onboard mon:.torlng or involvement, once a -
run is fully initiated. Onboard computer operations decrease to an estimated
. total APE-01 load of 161_{__- OPS and 23K words.

Onboard hardware and configuration is the same in all cases and maximum
' POCC requirements (Case 1) of one scientific display and one housekeeping.
display are within the baseline, POCC soﬁ:ware'is maximum for Case 1.

- -POCC personnel estlmates are two, one, and one fOr Gases 1, 2. and 3

respectlvely

R 1.7 SPE-80/85 Space Processing . L g _
This experiment provides three furnace fa.c:.htle.s for res earch on proces smg

a.lloys partmle and fiber remforced materla.ls, and d1spersed superconduc-

' tors, and purlflcatlon of meta.ls in a controlled zZero-g- env1ronmeni: Spec:.mens -

R ‘9g -
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are positioned and melfed in a closely controlled environment of inert ges.

- In some cases, the melted specimen is mixed or positioned by acoustics, .
Specimen selection; spedimén insertion, mounting extraction, and stowage;
and pane]. set ups require the flight crew, but other operations are automated
by a programmable experiment sequencer. The preprogrammed experiment
sequencer would control the furnaces heating, gas composition and pres~

- sures, cooling flow, time line, acoustic or mechamcal posmtmnmg and

mixing devices, and data collection. These would include nominal value

honsekeeping programs and specific experiment programs. This would be
subject to reprogramming (program update) onboard via command uplink

(Case 1) or direct crew entry (Cases 2 or 3} at either the CDMS or
SPE-80/83 C&D panel, Reprogramming would nominally be limited to )
setting of certain key program parameter values (tenipera.i:ure prbfile, run’

time, pressures, etc.) in an existing program.

Scientific data are collected on film and in specimens, with supporting
‘engi.neeri.ng data on equipment performance and test conditions (temperatures,
bme, pressures, accelerations, and acoustics) supplied via CDMS daté."
 train. Individual experiment runs vary from as low as 1 hour to as long &s
24 b.ou'ré, with a typical run time of 4 hours. Up to three runs may proceed
mmultaneously by using all three furnaces, however, nominal operation

would ha.ve only one or two runs a.i: a time.

Figure I-3-7 shows the SPE-80/85 elem~ .s and their interface and functions
with the GDMS for Case 1. As 1nd1cai:ej, a TV mterface is shown for dovm-—
linking news of the specimens to the POCC for experlment assessment and
update. Current ESA design does not appear to provide direct viewing into -
a futrnace diring op-éra;tioi_i;. in Which'.cas_e,_- TV downlink would be limited to
the selection. anl installation process and the pos trun extraction and examina-
_tion. This would still be. hlghly useful to the POCG Plin assessmg axper:.-

ment results and subseq; ent operatmns

. SPE-80/85 is currently a semiautonomous design with ]_unlted ope.ratwns

- status monitor and data acgquisition, imposed on the GDMS For Case i, thls

 includes.a POCG c__omr_n_a.nd uplink qapa_b;]_.a.ty, including updates of the
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SPE-SO/SS programmer. Xor Case 2, the TV downlink is not 'a'véui.la-.ble to the
POCC. Experiment observation is limited to the onboard crew (verbal link
to POCC) prerun and postrun descriptions of specimens. Real-time viewing .
‘of specimen runs depends upon furnace viewports accessible to the crew or
to closed-circuit television (CCTV) These would be of more limited value
since onboard crew work load v.rould not permit more than occasional moni- -
toring. Program updates from POCG voice, or text, uplink would be entered
by the erew at the DDU/KB or SPE-~80/85 C&D panel. SPE-80/85 data
stream is b.qonitored by cpMs compﬁtér to assure pfopef operé.tion of equip-~
ment and runs (this is largely redundant to the experiment-contained control,
“but is provided for operations assurance to minimize crew monitor require-
ments in Case 2). This increases CDMS work load estimate to 4K OPS,
: lﬁKwords. o

Case 3 is the same as Case 1 except that control is executed onboard via voice

or text uplink.

Crew utilization is estimated at 0.3 man for Gase 1 {(primarily the necessary
manual operatlons), 0.7 for Gase 2 (v1sual momtorlng and conveying to

POCC by voice), and 0,4 for Case 3 (Case 1 plus control function).

POGCC personnel requiremerits dﬁring runs is estii‘nated similar to that for
AP 09, i.e., three, two, and two for Cases 1, 2, and 3, respectwely

‘No added hardware reguirements were identified,

3.1 1, 8 SPE-01 Free-Flow Electrophoresis | o

The free—flow electrophoresxsfacxll v includes a.ll equipment to perform
automatic electrophoretic separations for analytical and preparative pur-
B poses. - .Th_e.da.me-nsmns of the separation chamber are in the order _of

180 by 30 by 4 mm (fluid cross section). A buffer solution ié.pumped
through the sepd.ratlon chamber by means of a rate~controlled perigtaltic
pump. Blologlcal samples are ‘injected near the upstream end of the
chamber at a predetermined rate. An electrxcal field is applied perpen-
dicular to the buffer: flow. which deflects the. samples. at d:l.fferent angles .
dependmg on their electrophoret:.c moblllty At the downstream end of the

separation chamber, the fraction obtained is collected by a series of small

Vi A
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tubes into a compartmehted storege reck. The results may be observedv
visually by an optical window. Data recording 1s possible either photographi-
cally or via a special optoelectronic data acquisition device which generates
an electrical signal derived from the concentration of light-absorbing

material (fractions) along a cross section of the separation chamber.

In addition to the basic equipment described, some auxiliary equipment is

. necessary to support the main function.

A. In order to remove gas bubbles generated by electrolyms, a separate

purge fluid loop is provided. To prevent gas irom penetrating into
the buffer flow, both electrodes are separated from the active
volume by an ion exchange membrane. |
- B. As live biological sa.mples are ueed, special prov:.s:.ons must be
made for temperature control. The separation chamber is cooled
by a 11qu1d cooling loop to withdraw the heat generated by electrolysis
.processes. As chamber low temperatares (+5°C) are required,
active cooling is provided. ' | ,. v
C. In order to keep the samples alive for the mission dura.tlon, the
sample flactlon storage volume is coocled to an average temperature
of #2°C. As continuous cooling, even during ascent and descent, is

required, a dedicated battery module has to be used.

Figure I-3-8 shows the SPE-01 and CDMS elements and functions. Crew
operations include set up and reduction of buffer fluids and flow rates; set
up and installation of fraction collection; activation of buffer flow Whic!i is
' .automatlcally controlled; selectlon and injection of samples into the ﬂows,
monitoring of separatlon thrOugh density scan readouts or direct v:.sual if
feasible; 1sclat10n remc.: i, and storage of collected fraction rack; clean.

e up and purge, and film cha,nge.». _

: Durmg the actual flow run, the process {flow rate, purge loops, voltage 1evel
temperature, ete.) is cc:ntrolled by the selected experiment program: (DDU/KB
or SPE-01 C&D panel) in the experiment sequencer.  Experiment data is
‘provided to the CDMS for monitoring housekeeping and for format a.nd d:.spla.y
at the DDU; it is also dlrectly downlinked through the HRM

/
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For Case 1, command uplink to SPE-01 is provided to adjust and modify the

run pei‘ the POGC PI assessment of downlinked data. For Case 2, program

modifications are entered directly via DDU/KB or SPE-01 C&D panel per
POCC PI voice and/or text direction. The experiment demands a large
degree of crew support despite éﬁtomated run control. To minimize crew
demands for onboard monitoring {(GCase 2) the CDMS computer is used to
monitor the scientific output (density counts, etc.) as well as key house-
keeping parameters., This increases computer work load to an estimated
6K OPS, 13K words. Case 3 is like Case 1 except POCC PI does not have
direct control access (c'rew. entry onboard through GDMS or SPE-01 C&D
panel}.

Crew utilization is estimated at 0.5 man r Gasé 1, and 0.8 for Cases 2
and 3. POCC personnel is estimated at three, two, and two for Cases 1, 2,

and 3, 'respectivély‘. No hardware additions are required in a.ny.ca.se;_.

3,1 1.9 EOE- 01 Metric Camera ,
This experlment utlhzes a hlgh- resolutl.on, geome’crlcally accura.i:e camnera

(visible and near) for earth mapping and for calibration reference for the

more experimental earth-imaging sensors. The camera is gimbal-mounted

‘at the optical viewing window during operation and is r_’einoved and stowed
when not in use. In_tevr_va.l timing and slew control is by CDMS compute'f

: Which'.réqui-r'és Orbiter state vector data. D“e‘st'owing, : ins-t.azll_a'tion;-'film'
loading, panel set ups, calibration, removal, and restowing are manual.
Actual operation for data-taking can be manual but w111 normally be auto-
matically timed with target acquisition and pointing by the CDMS computer

_update from the STS state vector The iflight hardware configuration

.' (F1gure 1-3 2) rernains the samme for all cases, ‘with software and manpower'_ :

emphasis being the primary differences.

- Data consist primarily.of.houé ekéepiﬁg 'and' status ({:émperafur'es,' fllm hﬁ'i:’d’bér," T
. power 1évels__, time, ' optics settings, and gimbal angles). It is suggested that

s_oﬁi"é- of these key Pa@-i-é.met-éfs--ﬁe fECOrdeﬂ, via LEDs, on the film edgeif -

feasihle to facilitate correlation. At any rate, this data is monitored and

- operated {primarily targeting, steering, and operation) by the CDMS., The.

/ 3
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data is also downlinked through the experiment computer I/O unit via the
experiment I/O unit line to the HRM or down the 64 kBPS operational line
to the PCM, if available (data is very low rate). The mode may be prepro-
grammed or selectable by command. An alternative would be onboard
| re.cord, howe\}ér, doWnlinking would be needed to comply with Case 1 ground
rules and allow a degree of camera operation real-time evaluation and
~assessment at the POCC. This mode of data retrieval, which is necessary
for postflight analysis of the filim record, appears suited to the Cases 2 and
3 also.

For Case 1, pointing requirements could be determined at the POCGC from STS
‘state vector projections and prov:.ded to the CDMS for executmn, however,

it would seem more practlcal to center this functmn onboard as in Cases 2
and 3, and supply the pertinent pointing inf ormation to the POCC for monitor -
and record. Pfirriarily, EOE-01 lends itself to onboard control and operation
and differences between cases is primarily limited to providing for some
increases to automated rnomtormg (ZK OFS, 4K words) of camera operatlon

"and c0nd1t10ns for Case 2 to minimize crew work 1oad

‘Crew utilization is estimated as full-fime during manual operations, but
dropping to 0.1 man (Ca.se. 1) and 0.5 man {Cases 2 or 3) when averé.ged
over the run period. Case 1, which depends upon a high degree of POCC
control as well as monitoring, may be impractical. POCG staffing is esti-
mated at one man (PI) over the run period in every case. No hardware

- . difféerences were identified.

3.1.1.10 APE-07 IR Radiometer

This exia'ex'-ini-é'n-t cdnsf.sﬁ of six identical radiometers.used to measure
atmospheric témperatﬁres and distribution of constituent'ga.ses as a function

. of a.ltltude, space,. and time. Five of the radmmeters share a single limb-
scanning systern, while a reference mea.surement channel is directed at the
reference altitude. Fach radiometer has two channels except for a GOy

' refer'eﬁc'e-.d'e'tec'tdr A black body calibration reference can be imposed on

each radmmeter Housekeepmg and scientific data (70 kBPS) acqulred by

the pallet~mounted 1nstrumeni: is prov1ded to the APE-07 control panel mounted

- ina module rack (Fz.gure i-3- 10) 'I'h;Ls is then downlinked through the HRM
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to the ,gi*ound' for postflight analysis (all cases) and for real-time experiment
operation monitoring at the POCC (Cases 1 and 3 only). For Cases 1 and 3
only, housekeeping and operations data (1 kBPS) is routed through an RAT,
from the APE-07 panel, to the CDMS for onboard monitor and control
operations. For Case 1', primary control is from the POCC. For Cases 2
and 3, primary control is onboard from the CDMS which provides an operat-
ing and scanning program based on expefiment pointing reguirements anﬁ 85TS
state vector updates (basic viewing orientation is proviaed by the Orbiter).
Calibration is primearily provided onboard through the provided instrument

referunces and appropriate CDMS program.

For Case 1, once activated by the crew, APE-07 will be operated from the.
POCC through call-up and monitoring of the CDMS and APE-~07 programs
and the APE-07 downlinked scientific data stream.  For Case 3, these pro-~ |

grams will be called up and initiated by the crew with POCC primarily involved

“in rnomtormg and assessmg APE-09 scientific data. For Case 2, scientific

Vdata. is also provided to the CDMS for onboard mom.tormg and verification of
sensor operations and data limit checks. This will significantly increase
the experiment computer work load (estimated at 20K OPS, 27K words for
‘Case 2).

Crew utilization over APE-0Q]l run time is estimated at 0.2 man for Case 1

‘and 0.4 for Cases 2 and 3 (increased onboard control). POGCGC personnel

include a PI and an APE-07 system engineer for all cases, and an additional
APE-07 experlment data monitor for Case 1(PX performs t:h:.s functlon for
Case 3). No new hardware requirements were 1dent1f1ec'l Some APE 07

onboard softwa.re is required in all cases, but is meximum for Case 2.

3. l L. 11 STE-10 Heat Plpe

. The purpose of th:.s experlment is to evaluate the heat tra.nsfer Capabllltles

of heat pipes in zero-g., Heat is transferred from a source (an electronic

‘control box) by heat plpes to a thermal capacitor and then through a one-way -

- heat pipe to a ‘heat rejection polnt (Spacelab water loop). Operatlon requires
- turning on and off the heat source, via a manual or a preprogrammed automa.—
tion mode, a.nd momtonng temperature distribution through the sy-stem, using

"appro};lmately 10 monitoring polnts. Figure I-3-11 shows the system’ compo-

nents and the interfaces with the CDMS. Data fuﬁciiions and control operations

_ ag
/’ .

i H




STIDNOa TIINNOaIW

6E

o

]

=

- i Bt R It PR ke SR OO IR St B oo SN S RO
ORBITER | SPACELAB MODULE
| AFD | ' cOMS | EXPMT RACK
| | ¥GH-RATE '
_ . HIGH
: Recorper [€T—>
KU | PAYLOAD ! : : L DATA l
. Y © .
\/ - | RECORDER j4—t— i » Mo |
[ . EXER
o R — l - (0.5KBPS)* ) | :
kusann [ o o
> SIGNAL 1 [ 1 wswers | :
| PROCESSOR| [ r— S b evo | T 02 keps scien
T - DDUIKE |g > - ( [0.2) kBFS {HK)
s 4 ] L _ :  EXPMT v L
: I . EXPMT o > \ 4
Y_ ‘ z | —> /0 DATA BUS |
~ ' : STE-10
' grEc-im?.ﬂK | : I A 4 I C&D PANEL
h A
_|ProcessoR| | | | smonITaR |
H DDU/KB ~41 »CONTROL "HEATER (ELECT)
) [ on: | S 1 opTION l
acM % - {0,5 kBPS)* l . . Eggmt-]r_?_l( ' HEAT * PIPE
MASTER |~ . | EXPMT . A - THERMAL
_ _ : _ TRO
| cwpoes — 311" AR BEGE
1 — s 43K OPS
| MASS » 6K WORDS
| ‘ MEMORY l
Y - .
T Tl lr - l - SPACELAB COLD PLATE
do] epe fpf b | | RAAB [—5{SUBSYS /O |4mmmp- {FLUID LOO" COOLING)
M M ] _ L . _ l :
MASTEHTIME}—'———J‘ I |
l ' ! 3 l scn?wmrné INDICATED
: TV FOR STE-10;
_ : v REQ
VIiD < : | vioeQ TIF
e e T N e e s
_ SWITCH B | MONITOR 'RECORDER COULD BE FORMULATED
| l 1 v
i H
e | |

_ *LOW-RATE DATA ROUTED DOWN

BY EXPMT COMPUTER AS APPROPRIATE
Fsgure 1-3 11. Spacelab T STE-10 Heat Flpe Casa i Control and Dlsplaleata Processing

— e e e s e e e e e e — e et —— i —

CR20-111

IFIC’

» POWER/ON/OFF

¢ HEATER (T) CONTROL
* TEMPERATURES -

* READDUTS (~18)

15 THERMISTORS



and is deployed outside the airlock before film exposure. The airlock inner .

‘access and servicing is, of course, manual; data-taking operations can be °
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In Case 1, the control of the experiment and the monitoring of the system

temperatures is accomplished by the ground through the experiment computer

and appropriate RAU. Data a.na.lysz.s accomplished by the PIL in the POCC e

will identify changes to the test or will determine the requirements for sub-

sequent tests. The flight crew will support the ground personnel by moni- o

toring experimerit' operation, especially during TDRS data gaps.

In Case 2, the control of the experiment and momtorlng of the data w111 be -
the respons:.blhty of the flight crew. This will be a.ccompllshed at the o -
DDU/KB or the experiment C&D panel. Information downlinked to the POCC BT

via the voic. link will permit the PI to evaluate the ope rations and assist

the flight crew in evaluating the data.

"In Case 3, the control of the experiment will be performed by the flight crew

and monitoring and evaluation of the data will be accomplished in the POCGC.
The flight crew will also monitor the data and, in conjunction with the PI,

~ evaluate the operation and de’cermiﬁe changes.

Crew utilization is estimated as 0, 1, 0.5, and 0.5 man for Cases 1, 2, and
3, respectively (increased monitoring and control in Cases 2 and 3).. POCC
requirements are estimated as two, a PI and an STE-10 engineex, for

Gases 1 and 3, and one PI for Gase 2.

There is no onboard hardware differences and no additions are required to

the baseline - POCC configuration. . .

' 3.1.1.12. ASE-01 Wide-Field Galactic Camera : | -

This experlment uses a wide-field {120° by 60°} camera to map - extended

objects, i.e., galactic equator zodiacallight, sky background, etc. -

v Exchangeable leLer modules, automated or possﬂoly manual, with four ranges

(from 1500 A to 9000 A) are used to ga.ther photographm da.{:a.. ('I'V asa

targetmg aid is optlonal.) The camera is 1a,unched in the Spacela.b alr.lock_ :

door is opened only for camera servicing, film and filter changes.. Camera '

/
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manual 6r automatic, Camera changeout (various {ilm types) is a planned
capability. AP-13 may be suitable to provide targeting search. The flight

‘hardware configuration (Figure 1-3-12) is the same for all cases. With

minor software and mdnpow er differences, most control and display is onboard

 with POCC displays and capability to initiate or sequence data taking for

Case 1.

As with EOE-01, camera operation ani status is available on a low-rate data

stream routed to or through the GDMS computer and downlinked, to the POCC
in Gases 1 and 3, via the HRM (Experiment I/O unit input) or 64-kBPS
operational line as preprogrammed or selected. For Case 2, this data

stream is available only for ‘postflight' analysis, and the TV target search

* option is not available to the POCC. Onboard ¢rew may use the CCTV, -

possibly with AP-13, to perform this function in coordination with the

POGC PIvia voice link.

Crew utilization is estimated as full-time (1.0 to 1. 5 men) during deployment
or changeout a.nd at 0.3 man (Case 1) or 0.5 (Cdses 2 or 3) over a typical

run time. A:.rlock operations imply contingency provisions for EVA.

POCC requirements are estimated as on_e'ma;n', PI, over the run period in

every case. No hardware differences were identified.

3,1.2 Spacelab 2 Individual Experiment Analysis

A Spacela.b 2 experiment compl ement cons:.stlng of the ten experiments

listed in Table I-3- 5, was assessed to determine 1mpacts on ground and’ ﬂlght

mission operatmns and resultant program costs. These experiments, selected

from the astronomy, solar physics, and high- energy astrophysics disciplines, - -
- are-installed on two 6-meter ESA pallet trains with controls, indicators, and

support equipment installed on ‘the Orbiter AFD or in the ESA Igloo No

pr essurized Spacelab module is ass:.gned to th:Ls mission.

S 4
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The solar experiments, numbers 1 through 5 in Table I-3-5, are mounted on
an Instrument Pointing Systérn (IPS). The far ultra-violet (UV) Schmidt cam-
era/spectrograph, low-light-level television (LLL TV), and Skylark cos-

' mic x-ray telescope are mcunted on a minjaturized pointing mount (MPM),

while the remaining two experiments are hard-mounted on the pailet.

Table I-3-5
SPACELAB 2 EXPERIMENTS

65-cm photoheliograph
Solar monitor package
Soft x-ray telescope 7
Lyman- Alpha white~light coronagraph
I-Iigh-séns’itivity x-ray burst detector
Skylark cosmic x-ray telescope

LLL TV
Far UV Schmidt camera/spectrometa‘

WO N N O R B N

Transition ra.dlatmn spectrometer

—_
o

Extreme UV 1mag1ng telescmpe

. Each expenment was ana].yzed for each of three cases of onboard versus
.ground ca.pa.blllty (see Subsection 1. 1), and the 1mpact on- experlrnent opera-
tions was determined.” The interfaces of each experlment with the Orbiter
~and Spa.cela.b CDMS was defined. - The Spacelab 2 Strawman was used as a
guide for mission ana.lys:.s and planmng, and a prehmmary tlmelme was us ed

to determine experiment activities.

The following subsections contain the individual analyses performed for each

o

/
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" experiment and its operat:.on Wlth the onboard versus ground capabﬂlty neces-

- sary 1:0 support the experlment

43
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3,1.2.1 65-cm Photoheliograph
This experiment is used to obtain high-resolution photographs of solar fea-
tures. It is used in combination with other solar experiments and also in

combination with the extreme UV imaging telescope to obtain stellar photo-

graph’s; 'Sixty—fivé— cm photoheliograph experiment characteristics and opera- '

tions applicable to this study are:
e Mounted on IPS.
e Data is gathered on film.
. TV camera is part of unit and is used to prov1de 1dent1f1cat10n
of What is bemg observed '
[ Housekeeping measurements (= 12) are monitored during operation.
‘e Experviment is not shut down between runs. . ,
® Setup ineludes pro'gra.mming of filters, ete. Experiment runs
through program automatically.
e Crew involvement is small during data run (intermittent viewing
of TV).

e  No real-time data analysis,

The opératibn of the 65-cm ’photoheliograph‘in Case 1, where maximum POCC

operations are employed, requires that ground control be used to slew the
IPS to the sun or stellar objeét, set up the proper filter sequences, and then
initiate the da.ts.-ta.kmg cycle. The interfaces with the CDMS is shown on
.'E‘lgure 1+3-13. These ground' commands will be processed by the. approprlate
Spacelab computer through a subsystem or experiment RAU to the end item.
The television camera in the experiment will provxde real-time presentatmn

of the target being observed. All scientific data gathered by the photohelio-

graph is recorded on film contained within the exper:.ment. Housakeeplng

data, indicating experiment health and program run conditions, will be tele~ .
metered to the ground for evaluation in the POCC by the PL. The TV and

housekeepmg data are also available for the onboard f11ght crew to monitor

expemment activities in support of grounc’l personnel espe:.cally durmg TDRS

| data gaps.

a4

i~

-



!’r}
e
r
;
!
%
K
J‘___s

- v _ . CR20-1
x ‘SL:JD 5 ORBITER ' IGLOO NOTE: NUMBERS iN PALLET
3 LA : R PARENTHESIS REFER .
¥ & _’%J ] g TO CASES IN STUDY e~
2 S PAYLOAD |, | < :
g EU»LE | | RECORDER[* < | CAMERA/ | TV |
- o | gﬁrt—é lgm‘_er i FILM CAMERA
v S SIGNAL | || PLEXER T e | ELECTRONICS
’ . . : - 1
:::.. ] t%‘} : v PROCESSOR < i o l %Oéwg';ANDs IPS
N Ny L_we ] 1 | ] | | “
w. : o _ Y = A - — 1,2.3) :
o ‘ [ _voice } T - | HOUSEKEEPING
. : S = _ CONTROLS AND : DATA
: . DEDICATED exrvrl. | INDICATORS | (1.2.3)
[ opc |e—>{mom | = [rermu cRD_ Aav [ zavasEs T T | e LY a0 [wau] [Rav
; A A A A I BY CASE) I l A e y A
HK §1,2,3) : ) y y A A
EXPMT CMDS (1) ' ' v
KPMT |yt experiment 110 ¥ | Y ‘}7’
HK (123} . T EXPERIMENT DATABUS -
‘Egcﬂ%ngT : : SQTSOER‘ANDF{_ING '
{E: COMPUTER ITO
DDU/KB IF(SZSF E_)_(PMT MPUY {1,2,3)
POINTING
& . ] I
.t :
Il(2.3) SUBSYSTEM 1/0 h SUBSYSTEM DATAJ?US 4
IPS POINTING {1) N E [ 4
|  [sussvs compurer l s‘u;rsvs Su:;SYs
- [ SUBSYSTEM DATA BUS | |30 RAU
> _ r i ~% ] ‘L ¥ ¢
AFD 4 L 4 | RAU ON
cTV . _ TO IFS
4 . suxasvs l SUBSYS | PALLET
E 1 i RA I RAU | TO EXPMT RAU TO EXPMT RAU
vm‘eol - IVIDEC J, T | ,1, T ,L I . :
- ' RAU AT AFD " RAU IN ; '
B SYNC. N IGLOC | SYNC
1 : l& ! .
' gvlv?wggh < Le ] vibEg I VIDED
NETWORK | ° , , | i SWITCH SWITCH
' |~ "ORBITER VIDEO ' ‘,;l [
: - v I I ‘ :
‘ - o g I I . PHOTOHELIOGRAPH VIDEO
Figure §-3-13. Spacelab 2 65-cm Photoheliograph _ i h
L_.;.;.:_ E

e —



Case 2 requires that the command and monitoring activities be accomplished
by the flight crew. In this case, the uplink IPS pointing commands and experi-
ment commands will be eliminated, and the downlink TV and housekeeping
data will not be available in the POCC. Only voice communication will be
provided between the flight crew and the POCC, The commands and moni-
toring will be accomplished at the DDU/KB ox at the dedicated experiment : :
C&D panel, both located in the Orhiter AFD. Interface w'th the IPS and g
experiment will be as in Case 1, through the appropriate computer and RAU,
The hous ekeeping data will be monitored by the flight crew to check the

health and operation of the experiment while the TV will be monitored inter-

©

mittently to verify the target being observed. : : -

In Case 3, it is recommended that the control of the IPS and experiment be
performed by the on-orbit flight crew while the major monitoring of experi-
ment operation and health be accomplished by the PI at the POCC. Flight
crew support can be provided to the PI, as required, and monitoring will
be provided during TDRS data gaps.

The activities of all three cases can be accomplished with no hardware addi-
“tions to the POCC or to onboard systems. Control of the IPS or experiment
will require noc new addition to software onboard; however, additional soft-
ware must be provided at the POCC to provide control of the IPS,

Flight crew utilization is slightly less for Case 1 than for the other cases
because more functions are being performed on the ground; however, in all
cases, the utilization is low because set-uptime is small (1 to 2 minutes)

and monitoring is only intermittent. Ground personnel supporting the experi-
ment would be the same for the three cases except that no pointing engineer

is required for Case 2.

3,1.2.2 Solar Monitor .Package

This experiment is used to obtain high-resolution solar images and to mea-
‘sure solar magnetic fields. During this mission it is used in combination with
other solar experiments. Solar monitor package experiment characteristics |

. and operations applicable to this study are:

y 4
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«  Mounted on IPS.
Data rate of 50 kBPS,
TV camera is part of anit and is used to provide identification
of what is being observed, ) |
o Housekeeping measurements (& 30) are monitored during
operation, '
e Experiment is not shut down between runs,
. Set up includes programming of experiment filters, etc.
Experiment runs fhroﬁ.gh program automatically.
. Crew involvement is small during data run (intermittent
- viewing of TV).
. Some real-time data analysis is required to identify presence

of unique magnetic fields.

This experiment consists of three sensors (Hydrogen Alpha [Ho.] camera,
an x-ray ultraviolet [XUV] monitor, and a magneicheliograph) which are

operated simultaneously.

in Case 1, the solar monitor package will be controlied by ground commands.
The I2S will be slewed to the sun, the experiment program filters and
sequences will be set up and the data.—takiﬁg initiated. The interfaces with
the CDMS to accomplish these operations is shown in Figure I-3-14. The
grou'nduofiginated commands will be processed by the Spacelab computers
and routed through appropriate RAUs to the end item. TV cameras in the
experiment will provide real-time presentation of the target being observed.
Scientific data will be downlinked to the POCC and will be evaluated by the
PI to determine the presence of unique magnetic fields. The TV and house-
‘keeping data will be monitored by the PI to determine proper operation of the
‘experiment, The TV and housekeeping data is also available onboard for
monitoring by the flight crew to support the ground operations, especially

during times of TDRS data gaps.

The flight crew activities accomplished in Case 2 are similar to those per-
formed by' the ground in Case 1. The IPS and experimént are controlled by
crew direction and the TV and housekeeping data are intermittently monitored
to verify bpe'r.éti_on.. However, the data output of the experiment, a 50 kBRS.
~digital stream cannot be continuously processed and analyzed by the onboard

/,
/
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computer. This information, in Case 1, can be handled by the ground com-
puting facility and magnetic fields can be identified. In order to increase the
experimental scientific return of Case 2 identification of unique magnetic
fields which might require additional data acquisition, it is recommended
that a detector be developed as an integral part of the experiment., This
detector will alert the flight crew of the presence and location of unique
‘magnetic fields, and, with the use of the voice link to the PI, permit the crew

to determine if additional data runs are required.

In Case 3, it is recommended that the flight crew control the IPS and thé
experiment. The TV, housekeeping data, and scientific data should be down-~

linked to the POCC for PI evaluation as in Case.l. In this case, as in Case l_,__

the addition of the magnetic field detector will not be required., During data
acqu151t10n, the flight crew will be required to monitor the TV and housekeep-
ing data on an intermittent basis, mainly durlng times When there are TDRS

data gaps#.

The activities of all three cases can be accomplished with no hardware addi-
tions to the POCC and only the addition of the magnetic field detector identi-
fied for Case 2. Control of the IPS or experlment will require no new addl-

tions to software onboard; however, additicnal software must be provided -

" at the POCC for Case 1l for control of the IPS.

Utilization of the fl:.ght crew is sllghtly less for Case 1 operations because.
the ground personnel are controlling the IPS and experiment. However,
flight crew activities are not large in any of the cases, because set up time is

mmlmal and momtormg is requu'ed only mterm:.ttently

Ground personnel required to support the experiment are the same for all

"~ cases except that rio pointing engineer is required for Case 2, . .

3.1, Z 3 Sof‘cX -Ray Telescope

This expenment is used to s‘i:u.dy solar phenomena and physlca.l properties.

It is used in combination with other solar experiments and contains two sen-
.sors;, anx-yay telescope, and proportlonal counters. Soft. xX-ray telescope

experiment characterlstms and . operatmns appllcable to this study ares

. 49
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e Mounted on IPS,

e Data is gathered on film.

e . Housekeeping measurements (~9) are monitored during
operation. .

e Setup consists of a mode selection. Experiment'runs through
program automatically,

. Expe_rimen’c is shut down between runs.

e Crew involvement is small during data run {monitoring).

e No real-time data analysis.

In Case 1, the telescope operations will be controlled by ground commands;
the IPS will be slewed to the sun, the experiment mode will be _aelected, _ and
the data run will be initiated. The interfaces with the CDMS are shown on

Figure I-3-15, Ground commands will be processed by an onboard computer

and routed to the IPS or experifnent through the appropriate RAU. Scientific
data is gathered on film however, housekeeping data will be downlinked to the
POCC so that the PI can monitor the operation and health of the experiment,
'I‘his housekeeping data is also available for intermittent menitoring by the
flight crew, especizlly during TDRS data gaps.

In Case 2, the command and monitoring activities are accomplished entirely
by the fllght crew and the limited voice interface with the ground will be
utilized to assist the crew with the operations, The commands and the moni-

toring will be accomplished at the DDU/KB or at the dedicated experiment

C&D panel, both located in the Orbiter AFD, Interface with the CDMS :equi_.p.—_.

ment will be, as in Case 1, through the appropriate computer and RAU.

Hous ekeeplng data will be momtored by the fl1ght crew to check the health
and oPerats.on of the experiment, ' '

In Case 3, the control of the IPS and e,cper:.ment should be mamtamed by the

flight crew Wlule momtormg of the hous ekeepmg data should be performed by |
POCC personnel Intermittent monitoring will be prov;.ded by the ﬂ:.ght crew
“to cover operations diring 'I’DRS data gaps. : o
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No additional POCC or flight hardware is required for this experimenf in any
of the cases. However, additional software would be required for the POCC
only to provide for control of the IPS,

Utilization of the ﬂighi: crew is nea:f:ly the same for all cases, being only
slightly less in Case 1, becanse all functions are accomplished by grounﬂ
control. However, because set up time is only a few minutes and monitor-
ing of housekeeping data is only intermittent, the overall utilization in each

cage ir low.

Ground personnel required to support the experiment are the same, except
in Case 2 where no pointing engineer is required.

3.1,2.4 Lyman-Alpha White ~Light Coronagraph
The purpose of this experiment is to obtain high-resolution images of the sun
and to study the solar corona, It is used in combination with other golar
experiments and consiste of two sensors, one which analyzes the sun in the
Lyman-Alpha. (La) Wa.velength (1216 A) and the other which photographs
the sun (the white-light coronagraph [WLC] ). Lyman-alpha WLC experiment
characteristics and operations applicable to this study are: e

e Mounted on IPS. '

. Data is gathered on film (WLC) and a 200 kBPS data train (Lo).
| Housekeeping measurements (v40) are monitored during operation.

Experiment is shut down between runs.

No. set up is required. After m:r.tlatlon, experlment runsg. through _
program automatically,
® Crew involvement is small during data run (monitoring).

e Some real-time data analysis ig required on the Le output..

The 0pera.tlor of this e:;penment requires, in Case 1, that ground control
‘glew the LLPS to the sun and activate the séngors. The experimient will run

through the program automata.call’y’ without additional commands. The inter-

faces with the CDMS are shown in Figure I-3- -16 with the ground commands - - .

- being processed by the approprla.te flight computer and routed to the end
items through a subsystem or expemment RAU. 'I'he sca.entzf:.c da.i:a from
the WLC is recorded on film while the data from the Loe is downl:.nked on a

o B2
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200 kBPS data train for monitoring and analysis by the PIL Housekeeping

‘meagurements.for both sensors will be telemetered for evaluation by the

ground per,sonﬁel. The housekeeping data will also be available for the
flight crew, in support of ground personnel, to monitor the health and opera-

tion of the experiment, especially during the TDRS gaps.

For Case 2, the command and monitoring of the experiment will be accomp-

lished by the flight crew. This will be performed in the AFD at the DDU/KB

or at the dedicated experimeht C&D panel. Interface with the end items will

be through appropriate computers and RAUs. The flight crew will monitor the
* health and operation of the experiment using the houseckeeping data. Howevex,

it is necessary to monitor the output of the Lo sensor to determine the occur-

rence of solar phenomena which might require additional data runs. The

. continual analysis of the output data, at 200 kBPS, would require a la.rge

computer capability. This can be accomplished in Case 1 by the ground-
based computer but would not be within the capability of the flight compul:er.
Consequently, it is recommended that a detector be developed and incorpo-

rated into the Lo equipment to detect solar phenomena and alert the flight

¢rew of the pres ence and location of them. The flight crew, in conjunction
with ground personnel via the voice link, can then determine if additional

data rung should be conducted.

In Casge 3, it is recommended that the control of the IPS and the experiment
be maintained by the flight crew and that, as in Case 1, the monitoring and
evaluation of scientific and hous ekeeping da.ta be accompllshed by the PI in
the POCC. The addition of the solar detectors will not be reqm.red for this

cage. During data acquisition, the flight crew will be required to monitor

_housekeeping data on an intermittent basis espetially during TDRS gaps.

No additional POCC hardware additions are requlred for any of the three

'cases, and only the addition of the solar detector wae identified for Case 2.

Control of the IPS or experiment will require no new additions to software

onboard; however; additional software must be provided at the POCC for
Case 1, for control of the IPS.

- Flight crew utilization is less for Case 1 than Cases Z or 3 because ground

‘personnel are controlling the experiment. However, since set-up time is
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small and only intermittent monitoring is required, the flight crew activities

are not large in any of the cases.

Ground support for the experiment is the same for all cases except that no

pointing engineer is required for Case 2.

3.1.2.5 High-Sensitivity X~ -Ray Burst Detector
This experiment is used to 1nvest1gate x-ray emissions of the sun. It is
used in combination with other solar experiments. High-sensitivity x-ray
burst detector éxperiment characteristics énd operations applicable to this
study are:

® Mounted on IPS,

e Data rate of 60 kBPS,

¢ Housekeeping measurements (%10} are monitored during operation.

.  Experiment is shut down between runs. _ _

® No set up required. After activation, experiment runs i:hrough_

program automatically. »
e Crew involvement is small during data gathei'ing (monitoring.).

» No real-time data analysis,

In Case 1, the burst detector will be controlled by ground com_mands,.' which
will slew the IPS to the sun and initiate data-taking. The interfaces with the
CDMS are shown in Figufe I-3-17. The commands will be processed by the
Spacelab computers and routed to the IPS and experiment through appropriate
RAUS. _ Sc1ent1f1c and housekeeping data will be downllnked to the POCC for

| monitoring by the PI to determine proper operation of the experlment The

housekeeping data is also available for onboard monitoring by the flight crew,

 especially during TDRS data gaps.

Flight crew activities, in Case 2, include the control of the IPS and activa-

' tion of the burst detector. The scientific data will be downlinked to the

ground for analysis later in the mission or after mission completion. No on-

board analysis is required, During Case 2 operations, the crew will monitor

the housekeeping measurements to verify experiment operation. Onboard

control and monitoring will be accomplished at the AFD DDU/KB or the

/' .55 .




SVYTONO0a TIENNOAOW

95

S CR20-111
= ORBITER | IGLOO NOTE: NUMBERS IN PALLET
s o PARENTHESIS REFER
== [ > TO CASES IN STUDY
SE — Y [ - =
= ; HIGH DATA SCIENTIF G_P(AE%,__._
‘8 oy KU-BAND |4 || Rare Mon- kBPST1,2, ELECTROMICS
o 1| PLEXER < I
o ?’Gmélésoa p 4 COMMANDS §ws
= v i < | R | 623 RN
& nse ] I l B |
Fo [voree 22
VOIC I I HOUSEKKEEP!NG CATA
CONTROLS AND 1,2.3)
DEDICATED INDICATORS | e
4-—»[ mom | [Pcmmul] c&D ""S’f\ﬁm"—u—nm e — T 1 v
= PANEL | 9.2 | RAU RAU RAU RAU
T UKTToS 1av CASE) ' | Al L s 4 e |
ey T
EXPMT CMDS (1) t t t
S S el PR e v | *,’
HK (1,2,3) | EXPERIMENT DATA BUS
X DATA HANDLING
CMDS [EXPMT COMPUTER HK MONITOR
DDU/KB | o (23) 1,2,3)
POINTING |
;(2.3) SUBSYSTEM 1/0 " SUBSYSTEM DATA BUS I,
IPS POINTING (1) ol | I I
T
’ UBSYS COMPUTER |
| |sussvs SUBYS
N | SUBSYSTEM DATA BUS | RAU RAU
I | RAU ON
P
i i | [Sussvs | Ly PALLET
" l T l | IAUT l | TOEXPMT RAU TO EXPMT RAU
| RAU IN |
SYNC RAUATAFD |  iGLoo | SYNC
> —
VIDEO * - } «
SWITCH | B . L VIDEO
NETWORK o | g SWITCH
ORBITER VIDEO & |
| |
| |
Figure 1-3-17. Spacelab 2 High-Sensitivity X-Ray Burst Detector
t




MCOONNELL DOUGL(A)S&/X_

-dedicated experiment C&D panel. Interface with the CDMS, the IPS, and
experiment will be through the appropriate computer and RAU,

~ In Case 3, the control of the IPS and experlment should be maintained by the

fhght crew while momtormg of the scientific and housekeeping data should

be performed by the PI at the POCC. Intermittent monitoring of the house-
keeping data will be accomplished by the flight crew, especially during times.
of TDRS data gaps.

No additional hardware is requireﬂ at the POCC or onboard to .support this
experiment.,. However, additional software is required for the POCC only

to provide for control of the IPS,

Flight crew utilization is essenhally the same for all cases, with only

slightly less support required in Case 1, Because there is no set up required -

and since monitoring of housekeeping data is intermittent, overall utilization
in each case is low. Ground personnel support is the same for all cases except

that no pointing engineer is required for Case 2.

3.1 2.6 Skylark Cosmic X-Ray Telescope R ,
This experiment is used to map x-ray sources in space. It is used in com-
bination with the LLL TV. Skylark cosrmc x-Tay telescope xperiment. |
characteristics and operations appllcable to this study are: S
& Mounted on MPM,
- . Data rate is 4 kBPS, ‘ _ _
® Housekeeplng mea.surements (a=5) are momtored durlng operatlon. _
» - Experlment is shut down between runs. ' :
e No set up requlred ‘After act:.va.tlon, expenment runs through
program automatically. ,
e . Crew involvement is small durzng da.ta. gathenng (momtorlng)

. No real-time data analys ..

The opération of this expériment, in Case 1, will bé by grqund'command_s;'
the MPM will be slewed to the spatial target, and the data run will be
initiated. The interfaces with the CDMS are shown on F1gure I-3-18., The

ground commands w111 be processed by an onboard compu{:er and routed to

o, 57
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the MPM or experiment through the approprizie RAU, Sc1ent1f1c and house-
keeping data are transmitted to the ground to be analyzed by the PI at the

POCC. The housekeeping data is also available for intermittent mom’cormg
by the flight erew, especially during TDRS data gaps. |

The operation of the MPM and experiment, in Case 2, will be controlled by
the flight crew, The MPM will be slewed and data-taking initiated. Fouse-
keeping measurements are monitored by the flight crew to verify experi-
ment operation, The c'ontn.;ol and'mbnitoring wil.l be conducted at the DDU/KB
er at the dedicated experiment C&D panel, both located in the Orbiter AFD,
In this cas e, the scientific data will not be monitored onboard. because no
real-time analysis is required. However, it will be downlinked for sul-e-

quent analysis.

In Case 3, the MPM and experiment will be operated by the flight crew, but,
as in Case 1, the housekeeping and scientific data will be monitored by the
PI, Flight crew support of the PI can be provided by intermittent monitoring
of the housekeeping data, especially during times of TDRS data gaps.

Activities in all cases can be accomplished with no additional hardware. No
new additional software is required onboard but, additional software is

required in the POCC for control of the MPM in Case 1.

Flight crew utilization is low in all cases because activation time is small
and monitoring is only reguired intermittently. Flight crew utll:.zatlon ig

slightly less in Case 1 because the control is maintained in the POCC,

Ground personnel supporting the experiment would be the same for all three

cases except that no pointing engineer is required in Case 2,

3.1.2.7 LLL TV
This experiment is used in combination with the Skylark cosmic x-ray
telescope and serves as an aspect camera for that experiment. It is also
-used to detect faint objects in the presence of bright stars. LLL TV
experlment characteristics and 0perat10ns apphcable to this study are:

e Mounted on MPM. -

. Data is video.
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¢ Housekeeping measurements (=~ 1) are monitored during operation.

e Experiment is shut down between runs, '

e No set up required. Experiment operated automatically aiter
activation,

[} Crew involvement is small during data gathering (moritoring).

¢ Real-time visual analysis is required on intermittent basis.

In Case 1, this experiment will be controlied by ground commands, | the MPM
will be slewed, and the TV camera activated. The interfaces with the CDMS
are shown in Figure 1-3~19. The ground commands will be processed by the
onboard computers and routed through appropriate RAUs to the end items
Housekeeping data will be monitored by the PI. The video signal will be
monitored also by the PI and will be analyzed by ground computers to identify
any faint objects., The housekeeping data and the video signal will be moni-

tored intermittently by the flight crew, especially during TDRS data gaps.

In Case 2, the MPM and experiment will be controlled and the housekeeping
data and video will be monitored by the flight crew. The video will be down-
linked for subsequent analysis. The control and monitoring will be accom-
plished at the DDU/KB or at the dedicated experiment C&D panel, both located
in the Orbiter AFD,

In Case 3, it is recommended that MPM and experiment control be accom-
plished by the flight crew and that the housekeeping data and video be trans-
mitted to the ground for momtormg and analysis by the PI. The flight crew

can provide momtormg support during times of TDRS data gaps.
The activities of all three cases can be accomplighed with no hardware
changes. The only software changes will require additions to POCC software

capabilities, in Case 1, to control the MPM,

Flight crew utilization is slightly less in Case 1 than in Cases 2 or 3, because

. there is little set-up time and monitoring is only intermittent.

Ground personnel supporting the experiment would be the same in all cases,

except that no pointing engineer is required for Case 2,
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3.1.2.8 Far UV Schmidt Camera/Spectrograph ' ' ' ' l
This experiment is used to perform spectrometry and photometry of spat1a1

objects. Far UV Schmidt camera/spectrograph experiment characteristics ' R

and operations applicable to this study are:
¢ Mounted cao MPM. |
O ¢ Data is gathered on film.

® TV camera is part of unit and is used to provide identification of

What is being observed.

|
-
® I-Iousekeepmg measuremenﬁs (=4) are momtored during Operatmn. o |
e Experiment is shut down between runs. P Jj
e Setup includes programming corrector plates and mirror gratings. ,
Expe‘riment rung through program automatically. 1
¢ Crew involvement is requlred 1nterm1ttently during data runs to

monitor experiment and record time and targets. |
¢ No real-time data analysis, - ?

In Case 1, the MPM and experiments will be controlied by groun& commands.

In operation, the MPM will bw slewed to the target, the experiment corrector
plates and gratings will be prugrammed and data-taking will be initiated.  The 1
; interfaces with the CDMS is shown in Figure I-3-20. The ground commands |
l will be processed by the appropriate Spacelab computer through the RAUs o |
| and ther 'o the end item. The TV camera in the experiment will provide _ &

real-time presentation of the target be.z.ng observed. All scientific data is ' " ‘
recorded on film contained within the experiment, Housekeeping data will be |
monitored by the PI in the POCC. The fhght crew will =upport experiment _ D !
opera.tn.ons by monitoring the video and housekeep1ng data on an intermittent Ll i
basis, especially during times of TDRS data gaps. :

. . . . i
In Case 2, the command anrd monitoring activities will be performed by the ‘
flight crew. A voice link will provide PI support for the fllght crew activities, o
The control will be accomphshed at the DDU/KB or at the dedicated experi- o i
ment C&D panel, both located at the Orbiter AFD. Interface with the IPS ‘

and experiment will be through the appropriate computer and RAU.

Housekeeping data and TV Wlll be 1nterm:ttently monitored by the ﬂlght crew
to verify the health of the experiment and the target bemg observed.

.
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In Ca..se 3, it is recommended that the control of the MPM and e.xp'eriment be
performed by the flight crew while the monitoring of experiment operation
and TV be accomplished in the POCC by the PI. The flight crew will support
the ground personnel by monitoring these outputs clui'irig TDRS data gaps.

The activities of all three cases can be accomplished with no hardware -
additions to the POCC or to onboard systems. Control of the MPM will
require additional software only for the POCC.

Flight crew utilization is slightly less for Case 1 than the other cases
because more functions are being performed on the ground; however, in ali

cases the utilization is low because set-up time is small, a couple of minutes,

and monitoring is required only intermittently.

Ground personnel supporting the experiment would be the same for all three

cases exc:ept that no pon,ntmg engineer is required for Case 2.

3.1.2,9 Transition Radiation Spectrometer
This experiment is used to determine flux and energy spectra of cosmic
protons and electrons. Transition radiation spectrometer experiment char-
acteristics and operations applicable to this study are:
¢ Hardmounted on pallet.
Data rate is 50 kBPS.
No housekeeping data.

Unit is operated continuously throughout mission,

No crew involvement during data gathering except in Case 2,

* & ® e & e

‘No real-time data analvsis, but identification and location of energy

sources are desirable.

The operation of this experiment requires, in Case 1, that the unit be

activated as early as possible in the launch sequence to commence data-taking.

The experviment will operate continuously during the mission until deorbit when

it will be shut down. The interfaces with the CDMS are shown in Figure I-3-21

with ground comrhands bezng processed by the expemment computer and dis-

' trlbuted through the approprlate RAU, ' Scientific da.ta is transmitted at'a rate

B4

PR

No set up required; once activated, experiment operates automatically.

.. ,,
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Figure {-3-21, Spacelab 2 Transition Radiation Spectrometer
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of 50 kBPS and will be monitored by the PL, Subsequent analysis will be

| performed to evaluate the data. The experiment has no hous ekeeping data to. -

be monitored. No flight crew support will be required for this experiment.,

For Case 2, the experiment will be activated by the flight crew, either by
commands generated at the DDU/KB or at the dedicated experiment C&D
panel, both located in the Orbiter AFD, This activation will be accomplished
as early as possible during the launch or orbital phases. The data output of
the experiment, a 50-kBPS digital stream, cannot be continuously processed
and analy:é.ed' by the onbbard'comf.:uter. In order to increase the scientific
return of the identification of specific energy sources which might require
additional data acquisition (Case 2, in particular), it is recommended that a
detector be developed as an integral part of the experiment., This detector
will alert the flight crew of the presence and lo ca.ticin of unique energy
sources, and, with the use of the voice link to the PI, permit the crew to

determine if additional data acquisition is required.

In Case 3, it is recommended that the control and monitoring of the experiment

be performed, as in Case 1, by ground personnel. No flight crew support

will be required.

The activities of all three cases can be accomplished with no hardware
additions to the POCC and only the addition of the detector identified for
Case 2. Control of the experiment will require no new additions to onboard

or POCUC sofl .are.

No utilization of the flight crew is required for Cases 1 and 3. Since there is
' no set-up required and because monitoring is required only intermittently,
flight crew activities are small for Case 2. Ground support for the experi-

ment is the same for all cases.

3.1,2,10 Extreme UV Imaging Telescope
This experiment is used to obtain extreme UV images of stellar objects, It .
is used in conibinatioﬁ with the 65-cm photoheliograph. Extreme UV imé.ging
telescope experiment characteristics and operations applicable to this study
are: '

e Hardmounted on pallet.

e Data rate of 200 kBPS.
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¢ Housekeeping measurements (~4) are monitored during operation.
Experiment is shut down between runs.

® Set up requires monitoring of housekeeping measurements for approx-
imately one minute after activation. Experiment runs autornatically.

¢ GCrew involvement during data acquisiﬁdn includes recording of
Shuttle aspect angles. )

¢ Some real-time, or near real-time, data analysis is required.

In Calse 1, the extreme UV imaging telescope will be controlled by ground
commands, The experimen{: will be activated and housekeeping measurements
will be monitored. After this initial activity, the experiment will operate
automatically. The interfaces with the CDMS for this experiment are shown
in Figure 1-3-22. The grouﬁd commands will be pfoées sed by the Spacelab
computers and routed through appropriate RAUSs to the unit. Scientific data
will be downlinked to the POCC and will be evaluated by the PI to determine
unique sources of extreme UV, .Hou.sekeeping measurements will be mon-
itored to determine proper operation of the experiment. The flight crew will
support ground operations by re@:oi'diﬁg Shuttle aspect angles and by monitor-
ing the housekéepiﬁg data on an intermittent nasis especially during times of
TDRS data gaps.

Flight crew activities in Case 2 will be similar to those performed by the
ground personnel in Case 1. The experiment will be activated and housekeep-
ing measurements will be monitored for approximately one minute prior to
the start of data acquisition. The control of the experiment will be accom-
plished through the DDU/KB or the dedicated experiment C&D panel located
in the Orbiter AFD, Housekeeping measurements will be mo‘nitored‘inter—
mittently and Shuttle aspect angles will be recorded. The scientific data, a
200 kBPS digital stream, cannot be continually processed and analyzed by the
onboard computer. In order to increase the scientific return of the experi-
ment for Case 2, it is recommended that a detector be developed as an
integral part of the experiment. This detector will alert the flight crew of
the presence and location of unigue extreme UV sources and, with the use of

the voice link to the PI, permit the crew to determine if additional data runs

are required.
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Figure 1-3-22. Spacelab 2 Extreme UV Imaging Telescope
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In Case 3, it is recommended that the flight crew control experiment activa.
tion and the initiation of data acquisition. The scientific and housekeeping
data should be dowunlinked to the POCC for P1 evaluation, as in Case 1. In
this case, the addition of the extrem: UV detector will not be required.
During data acquisition, the flight crew will be required to monitor the house-
keeping data on an intermittent basis, especially during times when there are

TDRS data gaps.

The activities of all three cases can be accomplished with no hardware addi-
tions to the POCC and only the addition of the extreme UV detector identified
for Case 2. Control of the experiment will require no new additions to soit-

ware onboard or at the POCC,

Utilization of the flight crew is slightly less for Case 1 operations because
the ground personnel concrol and monifor the experiment. The flight crew is
required to periodically record Shuttle aspect angles and to monitor the

housekeeping data, especially during TDRS data gaps.
Ground support for the experiment is the same for all cases.

3.2 INTEGRATED EXPERIMENT ANALYSIS

Based on NASA MSFC-supplied mission experiment time lines, each of the
individual experiment operating plans for each of the three study cases
developed in Task 1 were integrated to identify mission and/or support system
total demands, Crew demands, including VFI were assessed along the

entire time line. Total demands were assessed by reviewing the entire

time line to select certain critical high-activity periods for more detailed

assessment, System impacts were identified and integrated mission support
requirements were established for each study case (e.g., crew size, POCC

manning, downlink data rates, uplink command rates, TV transmission, etc.).

3,2, 1 &pacelab 1 Integrated Experimenti Analysm
The operation of the Spacelab 1 experiments in an mtegrated mode was
analyzed using a NASA MSFC-supplied detailed mission time line, A
summary of that time line, ihdi.cating e:iperir'n'e'nt operations only, is shown
in Figure I-3-23. While certzin Spacelab 1 experiments tend to operate in
groups (e, g.,, night side viewing AP-09, AP-13, and APE-01), in general,
cperations are independent of ezch other insofar as resource utilization
69
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Figure 1-3-23. Spacelab 1 Experiment Time Line (MSFC Spacelab 1 Strawman, SE-012-020-2H, October 1976)
permits. Most external-viewing experiments require earth orientation and
tend to operate in groups, while most internal laboratory-type experiments
are generally distributed to preclude excessive resource demands. As
indicated in Figure I-3-23, experiment operations are not initiated until
T+12 hours and terminated around T+154 hours. The summary time line
indicates periods of experiment activity; however, these are not necessarily
continuous. APE-01 LIDAR is operating only during night side passes,
typically for 30 minutes per orbit, followed by a quiescent housekeeping
period and then recalibration for the next run, Only a few experiments, such
as SPE-80/85, EO-01, or STE-10, may run nearly continuously for several
hours or more. Even with these experiments, operating demands and
data production peaks are generally limited to only parts of the cycle. As
Figure I-3-23 indicates, seldom are more than two or three experiments
operating during any one period. One of these periods, which appears to be
one of the highest activity periods is the first shift (T+12 to T+20) when
AP-09/13, APE-01, and LS-13 operate.
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Table I~3-6 identifies four time periods identified as high~-demand periods

for deeper analysis of support reqguirements, The detailed time line was

used to sum the combined demands from each of the individual experiments

- over these periods,

In the process, these periods cover all experiments except for the two
camera experiments, EOE-01 and ASE-01l. The camera experiments do
not impose high demands on the CDMS, although they can impose loads on

the crew during their activation or deactivation.

As Table I-3-6 indicates, Spacelab 1 experiment operations place significant

demands on crew support, even for Case 1 where primary experiment
monitoring and control is from the POCC, Crew demand is rounded up to
integral values and does have greater margin fdr Case 1. Case 2 support is
based on a degree of increased data monitoring by the CDMS to ielieve the
crew of excessive monitoring demands. Demands on CDMS and POCC are
all within their capability except for CDMS operating memory demands for
Case 2. POCC channel demands are the minimum acceptable level required
simultaneously to support the experiments Iindica.ted. In practice, an addi-
tional channel may be desired for monitoring other experiments status and

housekeeping.

To support the development of the integrated demands analysis summarized

in Table I-3-6, the highest activity period indicated (GET 12-19) was analyzed

in some detail and is presented in Figure»s I-3-24 through I-3-29., For each
case, there is an onboard integrated time line and a corresponding POCC
integrated time line. The experiment profile presented at the top of the

Figures is the same in each case for convenient reference. s discussed

earlier, experiment operating periods are generally comprised of a series of

operating runs, preceded by adjustment or calibration operations and

intervening shutdown or standby modes. VFI activities are also indicated

during this period since it makes similar demands on the payload crew and/or -

mission specialist as well as the data link. It is assumed to place minimum
demand on the CDMS (except for CDM-03 which exercises the system) and
none on the POCC (VFI is handled on the ground by the MCC). It was not

clear if the VFI ground operafions at JSC would consume one of the four

-y "
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Table I-3-6

SPACELAB 1 INTEGRATED TIME LINE MAXIMUM DEMAND PERIODS

GET 12-19 36-41 60-66 100-105
Experiments AP-09/AP-13 ST-31 SPE-80/85
APE-01 SPE-01 APE-07 SPE-80/85
| | LS-13 STE-10 LS-13 EO-01
Cases - 1 2 3 1 2 3 1 2 3 1 2 3
Onboard - | | -
Crew (PS and MS)* 2 3 3 2 3 2 2 3 2z 2 ‘3 2
CDMS _
Data Bus (kBPS) 25 80 30 10 — 14 84 14 g
HRM (kBPS)* 330~ ~ 140 > 290 ~ 130 »
[isxperiment (K OPS) 30 140 50 10 20 8 12 44 14 13 36 13
Computer ](K Words) 38  80%x 41 12 24 12 14  67%% 16 24 67w 24
DDU/KB Quantity 2 2 2 2 2 2 2 2 2 2 .2 2z
TDRS (kBPS)* - 330 ———>= 140 ————— 290 =~ 130 -
TVE Y v ¥ Y v v vV v
POCC |
Crew {Basic + Experiment) 20. 14 16 18 13 15 19 14 15 16 12 13
Channels ' 3 0 i ' 0 2 2 2
5 0 6

Experiment CRTs 8 0

#Includes VFI - also superimposes playback.

#Not all active simultaneously
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output channels available to the POCC; howeve r, since it appeared possible to
accommodate POCC needs with only three channels (Cases 1 or 3), this was

not pursued further.

Figure 1-3-24 presents the onboard ture line for Case 1. Arg indicated, crew
operations are primarily limited to activation, operation of some VFI, and
LS-13 experiments, Some moniforing support is also provided, especially
during TDRS deta link gaps with the POCC, Experiment payloads generally
control their internal housekeeping functions (and provide display) and some
also control and display their experirnent operations to at least some degree
of autonomy., The CDMS provides for AP-09 pointing support and L.S-13
operations control (AP-09/13 and APE~01 calibration and operations control
are uplinked from the POCC).

Onboard crew support is within the provided time line up to T+16 hours when
only one crewman is on duty - support of APE-01 operations at the same time
as LS-13 and VFI operations should require more than the single crewman

indicated, possibly PS-2 duty shift should be extended.

As discussed earlier, CDMS utilization is moderate for Case 1, Although
operating memory may approach its lirit if all programs for an experiment
are assumed active whenever the experiment is active, in practice, only

some or parts of these programs may be required at any given time,

Multiplexer capacity assumes seven channels active during this period,
including programmed or commanded data provided from the experiment
computer link, Experiment information rates (including VFI and record
dumps) are indicated, although actual data rates on the line will be determined
by the selected multiplexer clock rate. Data downlink is provided for Mode 2
operation by the TDRS to accommodate the high~TV demands characteristic

of Spacelab 1. The channel capacities are more than adequate to handle

even the maximum rate encountered (328 kBPS) which includes playback by
ﬂle payload recorder and p'rovisions for digital voice tag of LS-13 operations

data,

e

. 73

ACDONNELL nouax_(@_ .




K

HRVEA LOOTTON

78

[

AINTIVAD €004 J0
gl AHVd TYNIDIHO

CR20-11
GET [12 |3 14 15 16 17 18 19
TDRS DATA LINK A . . —_ I :
EXPMTS PROFILE A#—  ORIENT|QRBITER +Z-LV, Y — VV| (MAINTAIN}
e AP.0B ELEC ~UCEL i.’i@'.r_‘:'."..--.;__.u ] N U U Y AN DU B
' ACTIVATE & OPERATE| HK CUNFIRM SETTINGS/READINESS HK op
POINTING |
) ,‘ L/ G {OFF) — OFFI {OFF} —
» AP-I3LLLTV { 880 a “CONFIRM PTG/CAL/READINESS
* APE-01 LIDAR 4= WARMUP . OFERATE, HK _ P, MK | ,C, OF p MK _,cCl OP A<l Lc, OF 4
“ACTIVATE/CALIBRATE/CONFIRM PTG :
© 1513 MINILAR _| e _JIM_ ﬂff_/_ﬂ.w_{__ — MR . OPERATE ——br L
: _ PERIODNGC, MONITOR HK SUPPORT
* NON-ACTIVE EXPMTS /= — |— — cmrs e sm — o — — — — — — — === = — b = e[ ——— o
Ve lCFIEW'ACTIVE j—oTR01 1ECS-02 ECs-02 p COM-03 ~ , , ECS.02/01/08 § ; ECS-02
- ' . Xt b
AUTO/PASSIVE ENV-02 ECS-02/01/03; commjca, MAT-01; HAB-O1 TV {AS AVAIL)
ONBOARD CONTROL/DISPLAY
AP AP AP APE-01 AP
wonrron | =L —— AT e T Eecsis g
cRew OPERATE p—oTH |ECS | S 15C8 . .  BCS: ,
CALIBRATE
ACTIVATE | AP,STP | S AP _AP_ APE-D1 AP
EXPMT
AUTOMATED AP AP AP APE-01 AP
QPERATE _——— — e == —= f—r = — = —— =
HEK AP — & LS —
AP s , AP&lS AP COM_, APE0T & LS . AP
DATA HDLG : [] p. 7 ¢t
coms FORMAT
AUTOMATED | ar-08 rr AP-09 LS AP-09 PTG |COMO3 LS AP-09 PTG
OPERATE o 4 F : 4 s - s i )
MONITOR HK AP -y 825 OTHER
OMEQARD 1
CREW X
SUPPORT pss AP LS BT
PS-1 LS AND VFI

Ms Ll OFF DUTY
CDMS UTILIZATION 100--
DATA BUS s0+-
{kBPS)
b —— ;-—-s—l___r———-u—-.——— {
EXPMT COMPUTER
75+
KWORDS 5[}-...,-,. ________________________ e v e A s Em i v eews et el — e S g
{ACTIVE) 25 -_—_ﬂ__l__l_| — I —
0 __l
3004-
260 e — e e e e e s | — o — e — e e — e e
K OPS 2004-
1004
& [ S N Mtausuns SN SN a——— 1 i 1
‘pOUKBE oty (. o 1 | 1 oo - |z | % . T |




v . : . etk Uiy |
MS [LVF OFF DUTY
COME UTILIZATION 1004
DATA BUS so+
{kBPS)
T Ll I
EXPMT COMPUTER
761
+ 64
K WORDS sof o o 4y
(ACTIVE} 25 fy — — 1 ——
0
300-
T+ S S E S FU I S NI DU ———
K OPS 200.-
00+
1 e T 1
DDU/KB aTY 1 1 2 1 2 2 7
**MINIMAL (FOR CASE 1 PRIMARY CONTROL AND MONITOR OF AP EXPMTS IS FROM POCC)
LS-13 (VFl)
APE-D1 e e — v R J —_——— v —— e e e e
AP-09, AP-13, MISC Jomm — — —. o — | el ——— |\USE | SR
VEI TWO CHANNELS — I (52.2) AND il (8,2) - SSUMED CONSTANT
HRM 94 79 64 148 79
INPUT  PLD REC = _ (comoar | —
i CHANNELS AP-09 12,174, 12 1174 12 1174 1.2| 174, 1.2
58.4 4 58.4 4 58.4 4 58.4 4 58.4
I {kBPS) APE-01 ; X —— 8 7 . F +
K 8 3 1 1
F AN L, L z.
LS-13 3 7 @ 1 80, | a2 L
K f
EXPMT 1O UNIT 12 20 412, 20 ; 2 o037, 20 12 4
; MISC EXPMIT HK, STATUS AND LOW-RATE DATA AVAILABLE] — SELECTED BY CMD OR PROGRAM
i ¥
B 126 79 64 148 7
| QUTPUT PLD REC ~ I — — — 2
CHANNELS o128
(kBPS) 133 - 14 126 . 228-133 64 328 - 228133
' DOWNL INK S j p—2ina2s £ —t A o+ -
VOICE
CHANNELS 1 T CcOM e
{CHANNEL B} e o ECS‘ ~ta+s || | ) [ ap+1s+ecs N A
pownLing [ Ls13  |tFuLLcovem i+ B 2
= tcHanNEL 20 § APS L ;
o HAB-01 [* - H— H— (as avail) |
5 b — o LTS s
&
= -
k= Figure 1-3-24. Spacelab 1 Onboard Integrated Time Line -+ Case 1
2
%

|
,

T e ) lad Gmed W




4
4

P

: ””K_ MCOONNELL. baua@ Y

Case 1 POCC time line over this period is shown in Figure I-3-25, This
indicates a high degree of POGC va.ctEivi'ty involved in operating and monitoring
these experiments and is assessed as probably the most active Case 1
period for POCC for Spacelah 1. POCC personnel requirements are summed
at 20 active pos:.tmns (including a Case 1 basic core of 10) up to T+16, Thls
also requires up to eight experiment-dedicated CRTs (above the basic core
and STS displays) as well as use of the two command panels and a pointing
command panel for the POCC control of LLL TV (AP-13) operations in
conjunction with AP-09, POCC computmg support requirements are indicated
~ only by general functions in this section. They are guantified (in terms of
addifioﬁal pr.og'rams'.:and instructions to the basic'hovst-pro'vided capability)

in Subsection 3. 4, 2,

Figure 1-3-26 presents the onboard time line for Case 2 over the same time
period. Additional onboard demands on opera.tions (AP-09/13 and APE~13)
and monitoring raise crew support needs (including VFI) up to three during
the first hour and reguire maintaining a 'i:wo ~man shift requirement into the
 next shift, This assumes only minimal rnomtormg demands on the crew,
'usmg automated CDMS programs to monitor data. The resultant wo:.k load:

on the expenment computer may exceed its current memory capacﬁ:;r.

Estimates of program sizes, based on parameters or bits operated on for

_ each function, at this pomt are debatable and closexr ed:.tmg may reduce the

- scaling factors used. In addm.on, programs may be segmented and. pulled
out from mass memory only during immediate use, reducing the storage
demands on the operatmg memory. At any rate, the overload (factor of 2)
was not sufficient at this time to assess that additional computer capac:.ty
Was requlred for Case 2, automated monitoring. Case 2 requires increased
‘tise of DDU/KB units (still within capacity). Multiplexer use is essentially
the same in all cases, the difference is how the downlink is used 6n 'f.he
grouncl. However, TV downlink is llmlted to those port:.ons of AP- 13/AP 09

 vital to postﬂ1ght anal'yszs.' No LS-13 'I‘V_ is provided since POCC has no

TV display, by definition, VFI TV downlink (HAB -0 1) is assumed available
i i:heMC\...'-----w' - L . e :
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~ However, the data available and the level of analysis could not verify this, - 3
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 Figure 1-3-26. Spacelab 1 Onboard Integrated Time Line — Case 2

{INCLUDING DATA MONITOR ASSESSMENT) SIMULTAN-

EOUSLY COULD EXCEED CAPACITY: HOWEVER SEGMEN-
TATION AND TIME SHARING SHOULD ALLOW ACCOMO-
DATION WITHIN CAPACITY.




‘generated (as in Case 2),.

~available in the POCC for computer and PI analyms.

Case 2 POCC requirements are minimal over any time period. Figure I-3-27
inditates four to six additional specific experiment personnel are required

over a basic POCC core of eight. No equipment, except voice link, is

: requlred.

Case 3 onboard time line CDMS utilization is very similar to Case 1
{Figure 1-3-28).

men initially and a two-man crew on the next shift. If need be, this mlght

Crew support requirements are closer to Case 2, threé

“be reduced to nearer the Case 1 level 'by restoring AP-13 operatlons and

control to the POCC,  (This reflects the flexibility in use of resources
available to Case 3 compared to Cases 1 or 2,) For thz.s study, it was.
decided to retain onboard control 50 long as crew size could be reasonably-
accommodated and no extensive software and CDMS requa.rements were
‘Again, the multiplexer time line is the same.
TV downlink is the same as for Case 1. | -

POCC re'quire'friénts for Case 3 '(Figuro 1—3-.2'9) are ClOSElJ..‘ fo Case 1, Per-
sonnel requirements are less (16 versus 20 up to T+16 hours); however,
display needs are essentially the same {elght expenment ~dedicated CRTS)
but still well within the baseline POCC conhguratlon

or panels are indicated, but ba.ckup or selected use to mmlmxz.e crew oeak

No command funchons

“work loads rrught be considered in later plannlng

In the éssess.ment of the Spacelab 1 experiments, a coﬁc‘ern for the acquisition
of the hlghe st quallty of sc1ent1f1c dai:a identified the need for addltlonal
'monl‘Lorlng capablllty for Case 2. In Cases 1 and 3, the scientific data is
However, during
Gase 2, this data link is not avaa.lable In. addi'(:io_n, even with maximum
payload crew (five 1nclud1ng mission spec1a115t) onlj liniited monitoring
time was ava.llable compared to that provided by a ground facility and team.
The approach used for Spacelab 1 was to sample the’ experlment sc1ent1f1c

data for preprogrammed logic and limit checks by the experxment computer.

.___Th1s approa.c:h was selected heca.use most of the. expenrnents alrea.dy

interfaced with the CDMS to some degrec and many of the experlments were

V' su‘bJe; t to a variety of test conditions including changes durmg the mission
 This would allow changing and updating the value.of monitor program

- parameters depending on the specific experiment test conditions., Except
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~.a relative crew. skill and PI skill and an experlment adaptatlon potent1a1

for AP-09, AP-13, or ST~-31, no image data is involved (hard-copy film
data is restricted to postflight analysis in all cases), For these three
experiments, onboard crew monitoring of image data, coupled with voice
link to the appropriate POCC PI, is used. For other experiments and non-
image data from AP-09, and ST-31, software programs are provided to
assess whether data is being produced or é.cquired when expected and if it
falls within expected ranges of values. Variations or excursions are called
to the attention of the crew for assessment, The quality of this assessment,
from the limitation of the autcrniated check, and the limitation of crew skills
and work load, would often tend to be less than provided in Cases 1 or 3

where a dozen or more qualified specialists can monitor the data at the POCC,

.....

- Table I-3-7 presents an assessment of relative scientific data quality which

might be expccted in each case, using Case 1 as the nominal reference case.
Depending upon their operating and data characteristics, some experiment's
‘quality are more subject to degradation than others. For example, for
AP-09 and AP-~13, understanding of complex and subtle visual data which
cannot be easily verbalized to the ground (POCC PI) would tend to limit

these experiments to the onboard crew's skill and understanding, On the

" other hand, SPE-01 data can largely be easily described and quantified by

the crew over the voice loop, allowing better interpretation of results and
uplink of advice by the POCC P1. An average value is shown as a general
indicatdr; however, since not all experiments produce data of equal value,
the ave‘rageb vé.lue'shbuld not be assessed as a measure of the relative

scientific value in each case, Similarly, the assessment inherently assumes

(capablllty a.nd requlrement) to mission updating.

' The following general findings were derived in the Spacelab 1 payload -

evaluations with the degree of applications varying with payload.

3.2,1.1 Case 1
' A, Control functions and operations management are centralized in
"POCC. POCC controls onboard automaﬁf.on. :

MEDONNELL nbuab(-.'@-
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Table I-3-7
SPACELABR 1 ~ RELATIVE SCIEN CE QUALITY ASSESSMENT

Case 1 _ _
A " (Reference) Case 2 Case 3
1., AP-09 - Electron Accelerator - . 1.0 - 0.5 - 1,0 .
2, AP-13 LLL TV 1.0 0.5 1.0
3...8T-31 - Drop Dynamiecs 1.0 | 0.7 0. 97
4, E0-01 Cloud Physics Lab 1.0 0.7 10"
5, LS-13 Minilab ’ 1.0 0.8 L0
6. APE-01 ~ LIDAR | L0 0.6 0.9
7. SPE 80/85 Space Processing 1.0 0.6 1.0
8. SPE-01 Electrophoresz,s 1.0 0.8 1.0
9, EOE-01  Metric Carera 1.0 L0100
10, APE-07 IR Radiometer 1.0 0.7 1.0
11, STE-10 - Heat Pipe . 1.0 L0 1,0
12. ASE-01  Wide-Ficld Galactic Camera 1.0 0.9 1.0
. Average 1.0 0.73 0.98

B. ‘Flight crew plays role of support technician (activates manual tasks),

C. Flight crew wotrk loads are at minimum (of ‘three cases).

D. POCC equ1pmen1. and manpower is at maximum. , _

E. Case 1 requires that rigid demgn criteria be imposed early in pa.yload
development to prov1de suitable instrumentation and remoté control.

F. Certain kinds of payloads and functions cannot fit Case 1in a practical
way (e.g., life sciences biomedical specim_en extraction and
processing; manual set ups or aEI’VlClng) | -

G. POCC evalua.tes malfunctions and problems and develops conﬁngency

plans with MlSSlOII Operatlons Contml Room (MO CR)

H. Minimum demand is placed on onboard automatic system since ' B

POCC compui.ai.lon and da.i.a monltormg capa.blhty 1s used. S Lo _

L LOS constramt on PO CC control must be accommodated in ﬂlgh’c
pla.nnmg This is difficult for certain experiments requlrlng close

control’ and havmg typmal run times over 1.3 hotrsi:

. ‘83
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Case 2
Control functions, monitoring, and operations management are

c:entra.llzed onboard,

- Flight crew performs technician role plus a more a.ctwe scientific

role (highest skill level).
Flight crew work loads are at maximum,
POCC acts as scientific and engineering advisor, based on verbal

data received from crew.

. POCC assists in evaluating malfunci:mns and prob'lsms and in

developmg contmgency plans,

Maximum demand is placed on onboard data management systems

“(experiment computer),

Case 2 requires design for e.qurpment and fl1ght crew self-suff:.c:.ency
Less sensitive to LOS.

Ca.se 3

~Control functions and operations are concentrated onboard

Monltormg, assessment ‘planning, and advlsory funct:.ons are provn.ded
by PO CC '

Tradeoffs are possible to optimize planned operations as hardware
and operations mature.

Flexlbllz.ty exists to react to contmgency requirements,

Intermediate demand is. placed on onboard automatic system and on
flight crew (intermediate skill level),

Most payl'oéds- which are automated through the CDMS are. readily -

adaptable, via software changes, to control from either onboard

or POGG,

3.2, 1.4
) A:.' -

General

. Except for some real-time TV used only in, Cases 1l and 3 and some .

ST -31 data m Cs.se 1, essentially the same data stres.m is downlmked

in all three cases. The difference is only that for Cases 1 and 3, it is

‘:proces sed for real-time d:.splay and use. Tt is dOWnl:Lnked for

postflight analysis in all cases,

. ‘Crew work 1oac1 is. extens:we a.nd demandlﬁg (multlskﬂl etc ) 1n all

. cases,

MCDONNELL DOUGLC@_
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3. 2.2 Integrated Experiment Analysis - Spacelab 2
The operation of the Spacelab 2 experiments in an intégra.ted mode was

analyzed us'ing a NASA MSFC-~supplied mission time line. The costs related

‘to onboard versus ground real-time mission operations required that the

following details be identified fox each of the three study cases:
A. Flight crew activities and man-loading.
. Onboar‘d. hardware modifications.
Onboard seftware modifications.
- Ground support a.ctw:.’cles and man-loadlng

G round hardware modlflcauons

HED oy

Ground soffware modifications,

This subsection presents the information assessed and the results used in

: analyzmg the cost dlfferentla.ls ’oetween the Lhree study cases for Spacelab

Mls sion 2.

3.2,2.1 Integrai.ed Mission Activities -

The Spacelab 2 experzrneni:s operate in groups dependmg on the d15c1p11ne . -

from which they were selected. Solar monitoring experiments are active -

coﬂcufrer-_itly.i‘n joint operating programs during daylight portions of the crbit
while stellar experiments are scheduled during the night portion. This

results in a m1ss:.on time line tha.{. exhibits a repetitious nature with experiment

gr oups belng active as the Orb:.te:. revolves ‘through day and mght port:.ons '
of the orbit, :

The NASA MSFG'—~éupplied mission time .line. was reviéwed to determine times

- of maximum experlment actlvu.y or um.que expeument combmatmns. Two

representatwe time spans Flgures 1-3-30 and I- 3 31 were selected. to be

used in the study analysis. In theser.flgures and in subsequent subsectlons

© U the experlments and combinations of experiment are 1dent1fled by abbrevz.atmns.

A hstlng of these abbrevw.tlons is prov:Lded in Ta.ble I-3:8.

| 3, 2 2,2 Fllght Crew and Ground Crew Actlw.ues and Mau-Loadmg

The experlment operations (See Subsection 3. 1) do not require full fhglﬁ

crew attention except dutring that portion of the time line when e_xperlmeni.g o

/ g
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Table I-3-8
SPACELAB 2z EXPERIMENT IDENTIFICATION

MPM SLEW Slewing of MPM
scaMm R - _ Far UV Sc’hmi'dt-&a&mfé/s?eétréQraph‘_'
SC SYN (Sun-Centered o 65-cm photoheliograph
‘Synoptic Program) -~ . . . . Solar monitor package
' o - Soft x-ray telescope :
Lyman-Alpha white-light coronagraph

' In Case 1, with the ‘control and ‘moni:to.ring_:_of' all fevxperiment.s ‘being accom~ "

- adv1smg, via the voice link, i:he grotmd of the status of the experlment and

. momtormg housekeepmg data dunng TDRS data. gaps In Case 2] the fl1g]1t

" MCDONNELL DoUGL‘:&@_ : : . _ ERE o , :

- Abbreviation , Experiments
TRS Trans1i.10n Radiation Spectrometer
SC PRO (Sun Ceni.ered Synoptm ‘ 65-cm photohellograph
Program) , - Solar monitor package
Soft x-ray telescope
Liyman-Alpha white-~light coronagraph_- : R
High-sensitivity x-ray burst detector '
SKY TV . _ o Skylark cosmlc x-ray telescope
: K ' S LLL TV . :
IPS SLEW R R Slewing of instrument pointing system .- |
EUV/PH : : Extreme UV imaging telescope : |
. __65-cm photohellograph _ o _
' '.Photo; | ' 65-cm photohehograph , . |
(Photoheliograph Program) Solar monitox package ' : -

Soft x-ray telescope
High-sensitivity x-ray burst detector

High-sensitivity x-ray burst detectox !

are being turned on or off.. Monitoring of the experiment at other times is

required only 1nterm1ttently, Consequently, the ove rall flight :créw.ﬁtiliz_at_ibn

for each experlmeni. is low.
plished by ground personnel, the flight crew is responsible primarily for

crew a.ctlvﬁ:les are a max1mum because they are required to turn on ‘and off

v 87
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each experiment prior to and after each data run, XEven this activity can be
minimized by controlling each experiment through the computer DD U/KB,
Experiments can be set up for a run while the required pointing maneuvers
(Orbiter, IPS, or MPM) are being accomplished and can be activated, as
required, through the computer interface. Monitoring of the experiments
will require slightly more crew time than in Case 1, but, here again, the

computer can be used o automatically perform 11m1t checks on the house-

keeping data and the crew can concentra.te on the momtormg of sc;.enb.fm dai:a..‘

Case 3 precents a crew activity between Cases 1 and 2 because the respon-
sibility for monitoring data is shifted to the ground except during periods of

_TDRS daia ga.ps which average 15 percent of the orbit.

The combining of individual experiments into the mission time line does not -
require sorial addition of crew activities. Set ups and activations can be

accomplished in parallel and more than one experirﬁent can be monitored

_ simultaneously,

'~ The requirements for the ground crew are inverse to those of the flight crew.

Little ground support can be provlded in Case 2 because only a voice lmk is
provided to the POCC. Here, it was determined that only a PI or his ass:.gned

representative need to be assigned to support experiment activities,

In Cases 1 and 3, ‘where monitofing of scientific and housekeeping data can

“be accomphshed in the POCC, the ground support necessary was deterrxunec’l o
by evalua.tmg the ty-pe and quantity of data downlinked and the complexlt'y' of -
the experlment Relatively simple experiments with little data such as the soft

x~ray telescope which records data on film, would not require additional
personnel for this case. ‘Also con'sidered in ground crew man-loading for
Case 1, was the complexlty' of set up and activation of each experlmen‘t

'More complex experlmeni-a," such as the sola.r momtor package wﬂ;h three

‘active sensors, were assigned adchtlonal support:

The mannloadmg of the fllght crew and ground personnel for each of the cases

' 1s assessed in Subsectwn 3, 3
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3. 2. 2.3 Onboard Hardware and Software :

The control and display of the experiments is accompllshed through the CDMS
with commands generated by the ground or on-orb1t through the DDU/KB or
the md1v1dual experiment C&D panels. '

'The small quantity of commands necessary to set up each experiment (i.e.,

filters and gratings) and initiate data acquisition is well within the capability

of the CDMS. Control of the experiment sequences is accomplished within

the experiment. Data produced by the experiments is transmitted through the
computer or the HRM and does not, for Spacelab 2, exceed the capabilities

© of the onboard system. Data profiles for the two representative time spans

are shown in Figure I-3-32 and I-3-33. On Spacelab 2, the VFI hardware

- generates continuous data at a 60 kBPS rate, Since this da.ti is routed to the

HRM for transmission to the ground, it is included in these £1gures s0 as to

‘identify the total data profile.

In the assessment of the Spaéelab 2 é:é:pe rifné:nts, a con_ceiri for the aé_quisitio'ri
of the highest quality of scientific data identified the need for additional '
experiment hardware for Ca.svevvz . In Cases 1 and 3, the scientific data is

available in the POCC for computer and PI analysis. However, during Case 2,

this data link is not available. Although the onboa.rd computer could proba.bly

be utz.llzed to contmusously monitor and process the scientific data of an

individual experiment, it would seriously limit the system from performmg

‘oi,hér functions. Consequentlx_,r, the inability to monitor thls data and 1den1.1fy

unique sources of solar or stella.r phenomena would degrade the sc:tenhflc

. data of selected experlments An assessment of relative scientific data of

:'Spacelab 2 experlments for each experlment is shown 1n Table 1-3-9.

" In order to m.crease the scientific quala.ty of Case 2, itis proposed that -

selected expenments 1ncorporate detectors that will aleri: the ﬂlght crew to

the exlstence of spec1£1c: phenomena Th.‘l.S can be analyzed b;r the flight crew,

and by ‘coordination with the PI via: the: v01ce 11n1c the scheduling of additional .

data runs can be proposed to conduct additional investigation of the phenomena.

, 89
Vs




430

300

350 |~

300

kBPS .

200
154

100

" Figure §-3-32.

109:30  N00 1030 1100

!

Y 69;30. 00 - 70:30 71:00

|

T T200

o SKY TV

— X~RAY BURST DETECTOR

| X-RAY BURST
DETECTOR

SOLAR MONITOR

Lo

e S S —

SOLAR MONITOR

EUVIPH La

] 1
| b SKYTY
| J—l-vé- {

: :SCAM

!
l
I
|

EUV/PH

L SKYTY

LSkt

TBRS

. —— i ——— . — ——— i — it —

VR

Spacelab 2 Data Profile {GET 69:00 Hr ta 72:00 Hr}

—l

Counm 20 . U230
L 1 : )

- . 28268

450 |- -

30—

- kBPS

o

1t

!
i
!
!
f
|
|
|
300 |- }
f

|

|

|

1

|

j

i
|
I
|

]

- %X-RAY BURST DETECTOR

1

SOLAR MONITOR

1
I
l
l
I
|
l.
!
|
l
!
!
l
!

e

|
O b SKYTV
_lsom LS

i st et s e i b

I
!

!
!
l
[
N
]
b
!
l
E
!

© . ¥-RAY BURST|
__ DETECTOR |

Sm HE | LL

W

SKY TV

TS __scm_v_t,/' Nskyv

50 |—

VFI

* Figure -3-33. Spacelab 2 Data Profile (GET 109:30 Hr to 112:30 Hr)

JwGDOﬁMHRJ‘DQUGﬁé%E;:** :

80

28257

SOLARMONITOR |




Table I-3-9
RELATIVE SCIENTIFIC QUALITY ASSESSMENT

Cases
1
A : _ ) (Reference) 2 _ 3

65-crm Photoheliograph - 1.0 1,0 1.0

Solar Monitor Package Lo 0.8 1,0

Soft X-Ray Telescope o Lo o Lo LD

Lyman-Alpha White-Light ' R ,

Coronagraph _ 1.0 0.7 1.0

High-Sensitivity X-Ray' : S

Burst Detector 1.0 ' - 0.9

Skylark Cosmic X~ Ray- Teles cope 1.0 ' 0.8 1.0
' Low-Light-Level TV - PR T JEERE R SRR T SRR

Far UV Schmidt - : _ : _

Camer/Spectrograph 1,0 1,0 - 1,0

Transition Radiation
.ape ctrometer -

____Extreme- UV Imagmg ’I‘elescope

MEDONNELL n'ar.}rc;:x.(@,(_- :

‘The analysis performed for each experiment, to determine if that experiment

Ceigoa c’anclid’a_,te_for the :'L_n_c_:_prpor_a.tion_ofﬂar_l additional detectqr,. is ._prgvided m

Subsection 3.4, 1.

'3,2.2.4 Ground Hardware and Software

The requiremeni:s for POCC control consoles, displa.ys and computing -

' facllltles were. compared to the baseline POCC defmltlon. : The Spacela.‘b 2

data ploflle does not exceed the compui.lng capabﬂlues in the POCC and’ w111

‘réquire no. additional computer facilities. The use of control consoles can -

" be assigned to PIs when individual experiments are scheduled in the time line. . -

The quantity shown in the baseline is sufficient to supp'o rt the activities of

- Spacelab 2,

' It was assumed that the control of the poi ntmg systems (IPS and MPM) is noi:

“within the baseline software: desa.gn Therefore for Case'l, additional

software must be developed to provide the. necessary’ commands This )

ana.lys:.s is provzdecl in Subsactlon 3 4 2.
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3.2,2,5 Conclusions

The assessments of the impacts of Spacelab 2 on ground and flight personnel,
equipment, and software for the three study cases is developed in Subsections
3.3 and 3, 4. It is shown that Case 1, prow.dlng for ground control and
dlsplay, requires that ground costs escalate to support this effort and the

flight crew performs minimum activities, In Case 2, the flight crew is

~responsible for controlling and monitoring the experimentpperations and

the ground personnel serve only a support role using the voice link, In i:his_

case, costly experiment modifications are reguired to provide for detection

- . of solar or stellar phenorhena that, in Case 1, could be detected by POCC

equipment and personnel,

In Case 3, optimum -ut.il.izafiorx of both the flight crew and ground'.sﬁpport is
obtained. The flight crew provides control and activation of the experiments
and the ground monitors and analyzes experiment data. ‘The voice link is,

used in coordinating operational information and for optimizing experiment

 activities.

3.3 MISSION OPERATIONS

3.3.1 POCC Operations

3.3.1,1 Pocc‘sama'ry .

Spacelab 1 and Spacelab 2 POCC Man-Hours

The POC(" related costs are expres sed in man-hours for each of the three o

cases for both the Space.lab 1 and Spacelab 2 missions. These costs include

“both exp’e'rime'hi:'aﬁd“in{:egr'atioxi personnel . required to develop requirements
~and procedures for the POCC as well as the training and staffing of the POGC

A for real- tlme suppori: of the mission, 'I‘hese hours are shown in 'I‘able 1-3-10.

Additional discussion of this table for case compa.nsons are in subsequeni:

paragraphs under Spa.celab 1 and Spacelab 2.

The bottom llne of 'I‘able I-3- 10 lnd:.ca.tes that i:he gra.nd total POCC related

effort is greater for Spacela.b 2 than for Spacelab 1. This condition is caused

"‘by the longer duration of the Spacelab 2 mission (12. da.ys versus 7.days) and.

also by the longer operahon durations of the experiments (1, 09_1 houxrs versus.

e
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§ Table 1-3-10 -
e POCC RELATED OPERATIONS - TOTAL MAN-HOURS
P | S _
E 3_':.' . 5 - Spacelab 1 Spacelab 2
FE‘ Case 1 Case 2 - Case 3 Case 1 Case 2 Tase 3
Q ) - Experiment OPS (PIs) _
N, . : . . . .
- '~ Requirements = = 745 267 382 - 693 334 - 536,
| Procedures | 3,975 1,416 2,035 2,770 1,284 2,096
e Training > 1,245 387 579 1,111 408 798
. 'POCC Staffing ‘933 572 63T 2,620 1,707 2,180
(}\To. of Personnel) - S (38) (23) . (26) (32) - - (20) (26)
Total - 5,898 2,642 3,633 7,194 . 3,733 5,610
“ _ - : :
-+ Payload Integiation (MSFC) _ . : ) __
. Requivemients ., 265 185 =~ 200 221 144 182
- Procedures 1,594 1,114 1,198 1,326 872 1,094
Training . = - - 575 . 345 380 | 477 264 . 325
POCC Staffing . . 1,552 1,162 1,162 2, 680 2,304 2,392
(No. of Personxrel) -~ . (20) . (14) o (4) (20) (14) (16)
o Total 3,986 2,776 2,940 4,704 3,584 3,993
Grand Total = 10,884 5,418 . 6,573 11,898 7,317 9, 603
. b

g
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' The integration portion of the total effort follows ess entially the same pat-~

ACDONNELE. DOUGL(% W

196 hours), The experiment durations for Spacelab 2 cause every experi-
ment to require two-shift operations, thus, considerably increasing the total
man-hours. Other factors which influence the man-hour requirements are
shown in Figure I-3-34, |

The experiment porfion of the Spacelab 1 total man-hours is similar to that
of Spacelab 2; howevei, the POCC staffing man-hours are considerably
greater for Spacelab 2 due to the greater total length of mission and to the i
longer durations of experiments even though the average crew size is

smaller, Generally, the effort:required for development of requirements’

and procedures are greater for Spacelab 1 because of the higher complexity

and less repetition during the mission.

tern with the length of mission causing the greatest difference between

Spacelab 1 and Spacelab 2. Stafflng is generally over 1, 000 man-hours
greater for Spacelab 2 in each of the three cases. ' _ L

CR20411 .
- MISSION DATA {NCREASE {.« ) IN PARAMETER CAUSES
- s | _STAFFING _ R
PARAMETER SPACELAB | SPACELAB| piq | PROCEDURES | TRAINING [FLIGHT |GROUND .
- MISSION DURATION _ 186HR - | 288HR | ¥ A - - -~
TOTAL DURATION OF ALL 195 HR 1.091HR | e L - e
EXPERIMENTS - , |
. NO, OF EXPERIMENTS 11z 10 - - O e - -
NO. OF EXPERIMENTS a 1 ’ - P -
REQUIRING TWO SHIFTS . . | -
VFT CREW INVOLVEMENT ~ |CONSIDERABLY |  LESS -
. C -~ |MORE . o o .
EXPERIMENT GREW CONSIDERAELY | LESS e r
INVOLVEMENT MORE
" COMPLEXITY OF EXPERIMENTS CONSIDERABLY | * 'LESS . o L e e L -
" [MORE o S 2T AT
REFETITION OF EXPERIMENTS | CONSIDERABLY | MORE | ™% . ~
MORE
- Figure 1-3-34, Manpower Influence Factors - -
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POGCC Integration Functions

Management — Two persons are required for each of the three cases for

management, one person manages the POCC personnel activities and the
second has overall experiment responsibility. These functions are raquired

full time for all three cases.

The first function is pei‘formed by' someone who repeatedly is in charge of
the POCC and crew activities during mission ai:tivitieé and does not neces-
sarily follow the payload development cycles, .The second function is per-
formed by the payload manager; and his assistant on second shift, who have

historical knowledge of the development of all the experiments and their four

levels of integration. He is the only POCC member that has overall knowl-

edge of all experiments and the Spacelab systems,

Payloac Operations — Personnel are required for payload operations functions

to perform coordination between the experiment members of the POCC and
between them and outside functional areas such as MCC NASCOM and
MSFC, Outside coordination includes coordination between the experiment
operators in the POCC with the 5TS and Spacelab systems eng1neers for
evalua.tlon and operation of the payload support systems and with the GSFC

network for data flow, These ac’ivities do not change in degree from one

‘case to another, Personnel required in this group are a Spacelab systems

engineer and a pointing systems engineer. The pointing system engineer is

v only requ}.red during mission activities that utilize IPS or payload-provided

pomtmg systems. Data management coordmatwn is required to determme '
the payload data requirements on the STS and TDRSS/STDN. Due to the

- .reduced POCC data requirements in Case 2, the data management function

is reduced‘for"that‘t:ase and somewhat for Case 3.

' Planmng —~ The payload act1v1ty planmng function is requ1red for (1) replan—

ning the remammg activities when changes are necessary, (2) zoordination

. of actlwty planning in the POCC and with MCC; (3) formatting uplink text

for the MS data flle, (4) keeplng a hlstory of the flight, and (5) responding

to plannmg support data. requests These functions are required on each’

sha.ﬁ: for all three cases. _
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POCC Integration Man-Loading
The quantity of personnel that are required for each job function as described

in the previous paragraph is shown in Table I-3-11, Two equal shifts are
required throughout the mission duration. These crew sizes were used to
define the detailed integration man-hours which are described in subsequent

paragraphs under Spacelab 1 and Spacelab 2.

The man-loading was developed assumirg that the training, procedure
developmen{:. and the learning curves for the Spacelab activities were in an
Opera.t_z.onal mode, The level of ground crew activity in the POCC for
Spacelab 1 and Spacelab 2 is not necessarily representative of future flights,
The POCC experiment activity does not include the effort required for the

verification flight test activities. The 'verifi‘cation' ﬂight test activity does, -

’ however, irapose accommodation requirements on the STS, Spacelab sys-

tems, and crew, detracting from experiment operations,

After performing this analysis, it‘becamé ob;e.rious that the POCC integration
effort is nearly the same for all three cases. The effort é.ésociatéd with
these job functions is not appreciably affected by the data that are being dis-
played in the POCC. Since the integration job -:Eunc::xons-a.r.‘e primarily
required for coordination between the payload community and other or ga_x_:i-;_

zational areas, they are required for all three cases, Also, since Spacelab

systems data is being displayed in the MCC Spacelab support room and the

-eXperi'mé'nt data interfaces are essentially the sameé for all three cases, the

coordination activity tends to remain constant across the cases,

POCC E:J:periméhé Team Functions

~ A POCC experiment team is required for each experiment that will be oper-
- ated during the fni_s'sficin.' - The team will be required to be on-station at all .
' times' that their experi:nent is in operation. The size of the téaz:ﬁ varies
- .from one to three in accordance to the cornplemty of the opera‘cmn and to the

techmca.l complemty of the expenment The team consists of the PI Wlth one. -

or two other expenment specialists who monitor and evaluate real-time

- experiment housakeep:mg and sc1ent1f1c data. - Two shifts ave reqmred if i:he _

_rtz.mmg causes personnel to be on-station more than 14 hours (max1mum) at

one time. For most expenments the team is the largest for Case 1 and the
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~ Table I~3-11
POGC INTEGRATION MAN-LOADING

Case
1 2 3
- Management 2 2 2.
Payload Operations 3 2 2
. Planning 4 3 3
Subtotal 9 7 7
Pointing Support (Optional) 1
Total (In_ciudi.'rig Option) 10 : 8 8

MCDOMNNELL Doucz_@'_, :

The POCGC ‘experiment team is responsible to check the real-time data agamst

the predicted data to (1) verify that conditions in the Spacela.b are not advers F’].Y'

affecting the scientific data quality; (2) verify that the experiment instrumen-
tation is remaining in calibration and that it is \#orking within limits; and -
(3) constantly evaluate the data to verify that the data is real (distinguish
between actual and similax data), verlfy that the data is w;thln predlcted

boundarles, identify phenomenon and/or bargets that were not ant1c:1pated

and identify data that would necessitate changes in the remainder of the flight,

Detailed expenment team man-loading is presented 1n subsequent subsectlons

under Spacelab 1 and Spacelab 2,

POGCG Opeérations Ana.l’;'r"e.-is Methdd'dlo'g}.f

Experiments — The. number of man-hours esumai:ed to be requlred for prepa-

ration of procedures are ba.Sed on the number of pages ‘that are requlred for S

the experiment which is a function of the total duration (D) of the experiment,

“its relative technical complexity (C), the. repetlf:mn (R} of subtasks dunng

the mission, and the number of pe'r'sonnel involved.
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The number of man-hours required for preparation of requirements is
closely related to the number of procedures pages that are necessary to

fulfill those requirements. Requirement development is also influenced by

the preceding factors (D, C, and R),

‘Training man-~hours are a function of the total number of persons involved
(both shifts) plus the class preparation time and the instructor's teaching
time, all of which are affected by relative complemty, repetwenesg, and

duratlon of the experiment. The complexity factors were determined for

' the experiments relative to the various other experiments on Spacelab 1 for

POCC Case 1. The complexity was then estimated for each experiment for
the POCC for Cases 2 and 3, relative to Case 1, The higher the complemty,

~ the higher thg cC fa'ctbr. The same techniques were repeated for Spacelab 2

experin:xents and the complexities were determined relative to the complexi-

- ties of Spacelab 1 to provide continuity of analyses for the two missions.,

The repetition (R) factors were determined for experlments relative to the
other experiments on Spacelab 1. These factors are a function of how much

of the experiment activity repeats itself during the mission. Since the R

- factor is a multiplier, the more the repetition, the lower the factor, For

example, if only one procedure is required and it is repeated 10 times during
the mission, then the repetition factor would be considerably smaller than
R of an experiment which has no .r'epéti.tion dﬁring the mission, ' The repeti-

tion factors for Spacelab 2 experiments were determined relative to those of

- Spacelab. 1. for purposes of continuity of analysis for the two missions

Integration — The methodology for performing operations man-power analysis

" for the iﬁ_t'"e'g"'r-at'ion effort is essentially the same as for the experiments

However, lower factors prevail for technical comp;exity and repetition,

- .as compared to the. experlments because the 1ntegrai:10n activities are

| closely assoc:Lated with the Spacelab systems, da.ta systems, and the fllght

crew activities which tend to be similar from one mission to another. Higher

levels of experz.ence ‘and higher 1earn1ng curves also reduc.o the relative

effort of the :Lni:egratlon activity.

Vg S




-

S

-y

. MCDOMNELL aoua@

— ’ 'I

3.3.1.2 Spacelab 1 Mission

Spacelab 1 POCC Comparison of Cases

E;iperim‘ent The total Spacelab 1 man—hours requu'ed for each case were
shown in Table 1-3-10, Subsection 3.3.1,1, Table I-3-10 specifies the
effort required for :t‘equlrements, procedures, training, and POCC st:affmg. |
The total POCC effort was the great‘.est for Case 1, less for Case 3 and

least for Case 2, The larger number of POCC personnel involyed in Case 1

is the prime driver that causes -all_of the activities to be higher, The man-~

loading for the Spacelab 1 POCC experiment team is shown in Table [-3-12,

 The table depicts 8 of the 12 experiment teams as requiring 3 persons for

Case 1 (an average of 2, 5 pé._fsdné). ' Case 2 has seven crews of 2 persons _ B

and five crews of 1 for an average of 1.6 persons per team. Case 3 has nine

crews of 2 persons and three crews of 1 for an average of 1. 8 persons

per crew,

Summation of persounnel listed in Table I-3-12 adds up to 30 for Case 1,

19 for Case 2, and 21 for Case 3. Since two shifts per day are requii'ed for

. threée expera.ments (AP-13, APE-01, and SPE- 80/85), £l 3 total number of
persons required at JSC are 38 for Case 1, 23 for Case 2. and 26 for Case 3.
Additional personnel are requlred in Cases 1 and 3 to monitor real-time data

“and to perform evaluation of the data prov1d1ng maximum experlment data |

quality.
Integration — The effort shown earlier on Table 1-3-10 for POCC 'pa_jrloaﬁd
integration indicates that Case 1 is the greatest. Case 3 is less, and Case 2

is vtlié'leas_i: All three cases are clos er to each: other than - those for the

 experiments. As explained in-an ea.rller subsectlon, the 1ntegrat10n effort
. tends to remain relat:.vely constant across Lhe cases sn‘me it is a fu.nct:.on of '
| 'Spacelab systems and NASCOM da.ta systems which requlre :r:'elat::welyr the :
same effort for all three cases. The basis for this effort for mtegratmn was .

- the man-loading shown earlier in Table I-3- ~11,

a : .._'gg'.
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Table I-3-12
SPACELAB 1 POCC EXPERIMENT MAN-LOADING

Casé_
| 1 2 '3
1. AP-09 3 2 2
2. AP-13 10) O, . @
3, ST-31 - 3 2 2
4, EO-01 3 2 2
5, LS-13 3 2 2
6. APE-01 2 1 1
7. SPE-80/85 3 2 2
8. SPE-01 3 2 2
9. EOE-01 1 1 1
10, APE-0Q7 3 2 2
11, STE-10 2 1 2
12. ASE-01 1 1 1

Two éhi.f.{:s requii*e.d.
2, 1, and 1 when run with AP-09.

o)

| RICDOMNELL bou'c-‘x.:@-_' e

Spacelab 1 POCC Substantiating Data -
Table I-3-13 displays th'e'_”n'ekt lower lével of data that were used to prepate

Table I-3-10. It shows the effort required for each experiment for prepara-

- tmn of procedures and requlrements a.nd for fulfllllng the neces sary training

_ requ1remenf:s of Spa.celab i, ‘I‘hese quantltles were de.rlve.d from factors

based on experlment duratlon (D), complexlty (C), repetltz.on (R), and

'quant}.ty of personnel lnvolved

" Man-hours. for stafflng wa.s based on quantlty of personnel and duratmn of the

experlments Preparatlon tlme prlor to operatmn and evaluation time dunng

"pos’coperatlon was added to the experiment duration for a more accurate esti-

.""ma.f:e of stafflng for the expenments “This technique was not ut_ll__lze_d for the .. ..

integration crew since ‘that crew maintains stations around the clock on a

- two-shift basis and the nature of thé_'w_or_k__c is more rputin_ét

/s 100
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S o ~ Table I-3-13 -
SPACELAB 1 POCC RELATED MAN-HOURS FOR EXPERIMENTS

bt Mo a5 3 At s it -
e ar e am————e e e

_ - - o E_Xperiment Proc_:edures'. Requirements Training
E}épé’riment"l -'_Cn:e.x:&gr Size | Dura.:'i:;ion ~Man-Hours ~ Man-Hours ~Man-Hours
R Gase 1 2 3 Hour 1 2 3 1 2 3 1 2 =
1. AP-09 3 2 2 6.6 201 59 119 37 11 22° 54 15 .9
2. AP-13 3/3 171 272 . 16.7 261 51 153 48 10 29 108 15 56
3, 5T-31 3 2 2 8. 8 310 121 152 57 23 29 90 30 40
4. EO-01 3z 2 19. 3 587 231 231 108 43 43 162 55 55
5. LS-13 3 2 2 12.2 296 145 204 55 28 39 84 35 50
6. APE-01 2/2  1/1 171 24, 8 345 . 101 101 63 19 19 112 35 35
7. SPE-80/85  3/3 2/2 2/2 56,4 - 785 308 540 144 58 101 324 105 182
8. SPE-01 3 2. 2 6.2 243 120 120 45 23 23 72 30 30
9, EOE-01 111 5,2 113 33 33 21 6 b 24 8 8
10, APE-07 3 2 2 15. 0 456 135 270 84 25 25 126 35 65
11, STE-10. ‘2 1 2 20.3 265 79 79 49 15 15 65 16 20
. 12. ASE-01 1 11 4.3 113 33 33 21 6 6 24 8 8
Experiment Total 38 23 26 3,975 1,416 2,035 745 267 382 1,245 387 579
" Integration Total 10/10 7/7 7/7°  166.0 1,594 1,114 1,198 265 185 200 575 345 380
:

e
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3.3.1.3 Spacelab 2 Mission

Spacelab 2 POCC Comparison .. Cases

Experiment ~ The POCC comparison of cases for Spacelab 2 is very similar
to Spacelab 1. Again, the total POCC effort was the greatest for Case 1,
less for Case 3, and least for Case 2. These results were primarily influ-
enced by the number of personnel involved in each case. The three cases
were relatively closer together on a percentage basis than for Spacelab 1.
The man-loading for the Spacelab 2 POCC experiment team is shown in
Table I-3-14. The average POCC team for each experiment is 1. 6 for

Case 1, 1 0 for Case 2, and 1, 3 for Case 3. These man-loading levels were
lower for Spa.celab 2 tha.n Spa.celab 1 because Spa.cela.b 2 experlments are

generally less complex and tend to be more seli-contained.

Summation of personnel listed in Table i—3-14 adds up to 16, 10, and 13 for
Cases 1, 2, and 3, respectively. Since all experiments reqmre two shifts

per da.y, the total mumber of POCC experlment personnel that are reqm.red
at J5C are 32, 20, and 26 for Cases 1, 2, and 3, respectively.

Again, the additional personnel are reguired for Cases 1 and 3 to monitor

control and evaluate real-time da.ta so that the quality of sc1ent1f1c data is

~atan acceptable level.

ntegratmn — The case~b3r~ca.se relationship for Spacelab 2 POCG payloa.d
integration is similar to that of Spacela.b 1. Agam all three cases are closer
together than those for the experiments due to consistency of job functions

in integration. The basis for the integration effort was the man-loading.

srhown garlier in Table 1—3—11.7

Spacelab 2 POCC Substantiatinig Data

Table I-3-15 displays the next lower level of data that wer & used to prepare
Table I-3-10. It shows the effort required for each expgrimant_to prepare
procedures and requirements and to fulfill th-e ﬁét:es sary tfaiﬁing req_uii'e—
_ments for Spacelab 2. These q‘uantzt].es were derived from factors based on
experiment diiration (D), compleXIty (<, repet:.i.lon (R.) s a.nd quantlty of ..

personnel involved.
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'I‘able I-3 14

SPACELAB 2 POCC EXPERIMENTS MAN- LOADING ®®

Case

1 2 3

l. Transition Radiation Spectrometer 1 1 i

2. Far UV Schmidt Ca.mera/Spectrograph 1 1 1

3. Extreme UV Imaging Telescope 2 1 1 .
4. Skylark Cosmic X-Ray Telescope 2 L 1
5. LLL TV . 2 1 2

6. 65-cm Photoheliograph 11 1

7. Solar Monitor Package 2 1 2
8. Soft X-Ray Telescop‘evv- 1 11

9. Lyman-Alpha White-Light Coronagraph 2 1 2

10. I-Iigh—-Sensitivity X-Ray Burst Detector 2 1 1

. Pointing required (POCC support is requlred only for

Cases 1 and 3
_ @ Two shifts required for all experiments on SL-2.

Man-tours for staffing was based on quantity of personnel and duratisa of

the experlments Prepa.ra.tion time prior to operation and evaluation time
durmg postopera.tmn was added to the experiment duration for a more accu- -
rate estimate of staffmg for the experiments. This technigue was not
utilized for the integration crew since that crew maintains s_t_at_ions .ar;c_n_;nd_

the ciock on a two-~shift basis and the nature of the work is more routiné.

3.3.2 Flight Operations

3.3.2.1 Onboard Summary .

Delta Man-Hours

' The onboard related costs are expressed in delta man-hours.
defined as the reference base (zero), and the delta man-hours of Cases 2

e é_.ndS. are relative to Case 1. . The man-hours shown in Table I_-3-_~_16. are for

MCODONNELL nouc@ .
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,:; Table I-3-15
E” SPACELAB 2 POCC MAN- HOURS FOR EXPERIMENTS
3
r
5 Experi- : _
§ : S : o ment Procedures Requirements  Training
E - Experiment - Crew Size - = Duration = ~Man~Hours ~Man-Hours = ~Man-Hours
| - Case 1 2 3  Hr 1 2 31 2 '3 1 2 3
. 1. 'Transition Radiation . : : _ : : _
_ Specf:rometer _ vl/l g 1/1. Vl‘/l' 279.0 89 89 89 22 22 22 28 28 28
2. Far UV Schmidt ' : ‘ . |
o Camera./Spectrogra.ph /1 1/1 1/1 12.5 ' 48 24 .48 12 6 12 21 19 21
'3, Extreme UV Imaging ©~ = ; ) | | | o
Telescope - z/z /1 171 12,4 60 20 - 20 18 5 5 26 9 9
4, _Sky‘la.rk GCosmic _ S o A- ' : o : : '
3 'X-Ray Telescope ~ 2/2 - 1/1  1/1  110.0 211 70 141 53 18 35 92 22. 44
| 5. LLL TV 2/2  1/1  2/2  110.0 - 211 - 70 178 53 18 44 92 22 77
6. 65-cm Photo-- : - o : 3 . .
 heliograph 1/1 - 1/1 1/r 136.0 392 131 392 98 33 98 122 41 122
7. Solar Monitor - : . ' ' ' : .
l . Package 2/2 l]'l 2/2  123.6 791 396, 593 198 99 149 346 124 260
» 8.  Soft X-Ray ; - o | g | |
- Telescope ‘ Ly /1 /L 123, 6 316 - 158 158 79 40 40 99 50-: 50
. ' 9._":';Lyman-Alpha. White~ o ' : ‘ ’ ‘ ST
- Light Corona.g_;aph 2/2 1/1 2/2 47.2 302 151 302 76 38 76‘ 132 47 132
10. High-Sensilivity “ B - | | |
- X-Ray Burst Coo o : : : : :
._Detector ' 2/2 _ ___-_1/1 .l/l 13 6.6 350 175 ‘175 87 b5 55 153 55 55
Experm:lent Total 16/16 10/10 13/13 1, 090 9 2,770 1,284 2,096 693 334 536 1,111 408 798
Integration Total - 10/10 7/7 8/8  288.0 1,326 872 1,094 221 144 182 477 264 325
e S A B &




| Table 1-3-16
ONBOARD RELATED OPERATIONS — DELTA MAN-HOURS

_ Spa.cala.b 1 _ Spacelab 2 .
Case 1 Ca.se 2 Case 3 Case 1 Case2 Case3
Operations
Requirements ' : S BUREE e -
Definitions ‘ 0 160 - 60 0 160 60
Crew Activity 0 4,431 1,791 0 1,753 809
Total | 0 4,591 1,851 0 1,913 ° 869

Flight Crew Requlred
for Experiment = - o T ‘ I
Operations o 3 5 5 3 3 3

MCDONNELL o’oum.(@_

(1) the crew activity which is réquire:d to dev ello‘p requirements and pro-

cedures for the payload crew and to provide training and for (2) the pre-

‘planning activity by MSFC for the definition of reqmrements for equipment,

- software, a.nd operations support.

The féiatéd onboard delta man-hours’ for integration of additional onboard
hardware and software for Cases 2 and 3 have been folded into the respective

hardware a.nd softwa.re costs whl.ch are pres ented in Subsectlon 3. 4 of this

' report.

‘The crew activity mcludas the effort required to develop reqmrements and

procedures, to train the crew, and to staff the crew. The delta man-hours

for Spa.cela.b l was cons:.dera.bly hlgher than for Spacelab 2 as a result of

additional crewmen bemg requlred for Spat:ela.b 1 due to h:.gher technical =

complexity and less repetition of the Spacelab 1 experzments Spa.c:ela.b 1

- required three, five; and five crewmen for Gases 1,2, anc’l 3, respectlvely,

- while Spa.celab 2 requlred only three crewmen for all three cases.  Even

with addlf:mnal crewmen on Spacela.b 1, the utilization is at a h}.gher level

" then for Spacelab r The bulk of the delta man-hours for crew a_.ctw_:tt_y' _z.s__ o

for training.
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The crew activity does not include all of the costs associated with the crew-
‘men. In particular, the impact from raising the payload crew from three to

five was not assessed for the flight crew support. This support includes

(1) medical (doctors, nurses, technicians, medical equipment, and fac111t1es), |

(2) tra.mmg equipment (flight simulators, classrooms, trammg materials,

on-theé-job type training, etc.), and (3) flight support equipment supply and

-control and maintenance (personnel hygiene, waste management, food and

beverages, wearing apparel, stowage, atmospheric control, ete.).

'The effect of these considerations maﬁ ra.'nge"from' essentially no effect to

considerable effect. For example, if the planned medical facility can pro-

- - vide support for two additional erewmen without expanding, then the effect is.
minimal., On the other hand, if expansion of the medical facility is necessary,

. then the effect is significant.

The net effect of these costs, which were not c0nsideréri would increase .

. Cases 2. and 3 delta. costs ma.ku.ng them relatively more expe.nswe than

Case 1.

The delta integration effort for definition of equipment,' software, and sup-
port reciuirements is relatively small as éompar'ed to the crew related effort.
A delta of 160 man-hours are estimated for Case 2 and 60 man-hours for
Case 3. Smce i‘.he chosen case will be defined well in advance of the pre-
planning effort a11 of the effort is initial effort and not replanning effort.
‘The total number of man-hours for thls defmltmn is. not s:.gmf}.cantly
influenced by a small percentage 1ncrease m e.:.ther onboa.rd hardware or

software. The only s:.gmflcant increase is for crew support requxrements-

" definition,

. Payload Grew Functions -

For Case 1, the majorlty of the rrew functlons are concerned Wli‘h house- -

| keeping, setups, calibration, pointing, data control, and handhng, sa.i:z.sfymg
. physmal requlrements during operation {e. g:, changing film magazmes,
taking blood samples, adjusting equipment, etc.), deactivating and securmg-,'

- and/or storing equipment and samples.
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In addition to these duties, for Case 2 the crewmen are also responsible

for performing all experiment operations. This activity includes monitoring

and controlling experiment data. These data are checked against the pre-

dicted data to (1) verify that conditions in the Spacela.b are not adversely

affecting the scientific data quality; {2) verify that the experlment instrumen-

‘tation is remaining in calibration and that it is working within limits; and

(3) constantly evaluate the data to verify that the data is real {distinguish
between actual and similar data), verify that the data is within pfedicted
boundaries, identify phenomenon and/or targets that were not anticipated,
and identify data that _Wduld: necessitate changes in the remainder of the -
flight. '

In Case 2, items (1) and (2) preceding .ma.y be either automated or provided -

by the flight crew to the same level of quality as in Case 1. On the other

‘hand, item (3) cannot be autemated except to a small degree. Item (3) can-

not adequately be provided for by the flight crew due to insufficient flight

crew personnel or due to insuffi&:ient knowledge of the experiment.

Case 2 is not acceptable for a numher of experiments of high technical com-

plexity. For example, Spacelab 1 has several experiments that are judged

to return scientific results for Case 2 of only about one-half the quality of
Case 1, o |

Crew a.cf:i.vities for Case 3 fall between those of Case 1 and Case 2. For

those experlments that either do not require rea.l-—tlme evaluation or havea

low techmca.l complexity, they may be either automa.ted or operated by’ the

crew (if personnel are avalla.ble) On the other hand the remalmng experl- '
"-'-ments are monﬂ:ored on the ground tor a.tta.m the necessary Tlevel of exper:i.- )

- ment quality.

-. 'Payload Crew Utlllzatlon _ .

For the purpose of this study, the pa.yload crew is defmed as the PSs a.nd the
. MS: o The commander and pilot involvement was held to a mlm.murn, usmg _

_ them only where a.bsolutely' necessary. The MS ha.s the prlmary' resp0n51-

blllty‘ for control and monxtor of the VFT and for lnstrurnent po:.ntmg The
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" which do not have a MS available, the PS also assumes his duties.

Crew real-time effort was estimated for each experiment and for each opera-

" .required for every hour of the mission for Spacelab 1l and Spacelab 2,

!

|

‘similar to that used for POCC-related estimates (reference Subsection 3,3, 1.1 ‘
- POGCC Opera.tlons Analysis Methodology) for the experlrnents Similar e 1
1

1

1

1

|

' for the POCC, Case 1. Gomplexl.ta.es of the ﬂlght crew a.c:i:nrltles for Cases 1

. and 3 were determined relative to Case 2 (flight). e : : 1

MCDOMNNIELL nodcz_& L . ) - ) o | . ‘
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PSs have the primary responsibility for the experiment functions. On shifts

tion required for VET. The individual experiment man-loading levels were

analyzed on ar integrated basis to determine the quantity of man-hours

Assuming 100% utilization of the crewmen while they are on-station, the e

quantities of crewmen were determined as listed previously on Table I-3-16,

The flight payload crew level-of-effort is considered the normn for Gase 1
for which the delta man-hours are zero. Cases 2 and 3 flight man-hour

delLas are determined in rel.a,tl.onahw.p to Ca.se 1.

Cases 2 and 3 p'eyload activities should be reshaped in ac¢cordance to their

ground rules to increase the effective utilization of the crew for those cases.

For analysis purposes, the flight crews were assumed to never be sick ' » j j
during the mission. Also, a backup crew was not considered for determin- '

ing man-hours. R R S : o —

‘ Onboard Operations Analysw.s Methodology i

The methodology utilized for onboard-related man-hour esf.lma.tes Was VEJ.Y

techniques were used to determine the man-hours needed for prepa.ra.tlon of

crew requirements and procedures as well as for crew ‘training.

Factors for duration (D), technical complexity (C), and i’epetition (R) were _ -
also used. The complex:.ty' factors were f].rst estimated for the flight crew
a.ctlv1i:1es for each’ expe;r:lment in Case 2 since that is the most complex case

for the fllght crew, These were the same comple}:lty factors as those used {

¥’ - jo8
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The repetition factors utilized for flight operations analyses were identical
to those used in the POCC operations analyses since repetition of the experi-

ments is not dependent upon relafive flight or ground activities.

3.3.2.2 Spacelab 1 Mission

Spaeela.b 1 Onboard Comparison of Cases

The crew activity delta man-hours for each case was shown in Table I-3~ 16
The most significant components of crew activity are development of crew
requirements and procedures and espec:.ally crew training. The case
relationships are exemplified by ratios of these efforts of Cases 2 and 3 to
Case 1., The ratios to Case 1 for requirements development are 1.9 for .
Case 2 and 1.5 for Case 3. The ratios are the same for procedures

development. The ratios to Case 1 for training are 4.5 for Case 2 and 2.2

-for Case 3. The greater crew involveinent {larger number of crewmen) in-

Cases 2 and 3 is the prime driver that causes the ratio to be higher (greatest

in Gase 2 and least for Case 1).

The ability to monitor and control payloads from the gzound (Case 1) provides
a significant degree of flexibility not available in Case 2. Should onboard

problems (e.g., crew sickness or dwers:.on of atfentiur from one payload to

~problem investigation of another payloa,d or STS support system) prer*lude

' accompllshment of scheduled payload activities, ground control could be

assumed with a potential of salvaging significant payload data.

Table 1+3-17 shows the ma.n-;loading re'qﬁii'ed for the twelve experim.ents
aboard Spacelab . This table was used in conjunction with the Strawman

time -lirie: to integrate the real-time man-loading requirements throughout the

‘flight. Each hour was assessed to determine the total quantity of crewmen

requlred to perform all crew funct:mns The results indicate that three, _

fwe, a.nd five crewmen are requlred for Cases i, 2, and 3, respectwely-

The Case L crew activity requirement for three men was in agreement with -
_the Strawman documentl. However, the _schedﬁle and .the gquantity of experi-

- ments cause the utilization of only three crewmen to be very high.

I CDOMNELL nousx.c%

lSpe.cela.b 1, Strawmaﬁ, MSFC, SE—OIZ—OZO-Z& C.)ctober"1976,
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Table I-3-17
SPACELAB 1 FLIGHT PAYLOAD CREWMEN UTILIZATION@

Case

1 2 3

1. AP-09 0.2 0.9 0.8
2, AP-13 0.2 0.9 0.8
3. ST-31 - - 0.4 - L0 0.8
4. EO-01 0.4 0.7 0.7
5, L1S-13 1.3 1.3 1.3
6. APE-0L 0.4 1.2 1.2
7. SPE-80/85 0.3 0.7 0.4
8. SPE-0L 0.5 o 0.8 0.8
9. EOE-01 ) 0.1 0.5 0.5
'10.  APE-07 0.2 0.4 0. 4
11,  STE-10 . 0.1 - . .0.5 0.5
12. ASE-01 0.3 0.5 0.5

@Va-lixes are crewmen reciuired (1.0 "3&1’11&15' one man) during
operation {higher during activation, deactivation, etc.).

Consideration should be given to redueing the number of experiments on

Spacelab 1 to help alleviate that problem.

Case 2 showed an increase of crewmen to five due to the greater involvement

of the crew with the experiments. Even with five crewmen aboard (two on

2 .oné-ﬁs'hift' and three on the other), the utilization was unreasonably high to the

poiﬁt that scientific requirement fulfillment was qu'estionable.l

" Tt is not possible to get the same experiment scientific return in Case 2asit

is in Case 1 or Case 3, The very uature of scientific experimentation

- requires frequent evaluation 6f experiment outputs with readjustments of
- inputs to obtain the desired results. Evaluation of outputs often requires
~ years of education, training, and experience available only through fhe _

'dedicated scientist, Experimentation time availability coupled with the

inherent problems of verbal communication required in Case 2 does not allow

the crewmen to provide an acceptable quality of return for the experiments. -

.
] 4
. 'Mcﬁdi\iﬂ;k_i.lnouaxtq%
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The required scientific knowledge can partially be translated to onboard
operations by increasing crew size (allowing more time per experiment),

providing »xtensive crew training, and providing complex automated

scientific data processing and evaluation programs. These approaches

increase the cost yet still fail to give the same degree of scientific return
as available through the well-informed ground-based scientist of Case 1 and
Case 3.

Case 3 also requires five crewmen, however, utilization is much lower.

- With more in-depth analyses, one crewman may be eliminated for this case,

leaving two crewmen on each shift, Having unbalanced shiffs may create
problems in scheduling experiment activity. This could become 2 real con-
straint in real-time replanmng of fll.ght experiment opera.tmn activities
(e.g. a target-of-opportunity Surfaces c'lurmg a shift that has ‘only one pay-

load crewman on-station).

For Cases 2 and 3, a very strong relationship exists between crew training,
onboard software, and q_uallty- of scientific data return. It is physically
1mpos sible for 2 additional crewmen to pe rform the same level of effort tha.t‘ ‘

12 to 15 extra POGC personnel perforrn in Case 1. It is also unreasonable

" to expect that all of the scientific. knowledge of those 12 to 15 persons could

be transferred to the flight crew. Some of the difference may be made up by
additional onboard software to handle the routine tasks during experiment
ope rations. Increased tralmng will also increase the qual:.ty of expenment

retarns.

Several 1terat10ns were made that increas ed both software and trammg,

_howevar, many experl:ments still had unacceptable levels of quality for Ga.se 2.

In Case 3, those experlments that were. unacceptable in Case 2 where

changed to utilize the POCC as in Case 1. The requirements for increased
crew Lrammg and the increased complemty of onboard hardware and/ or soft-
ware requzred b'y' Case 2 would minimize the flex:.blllty for changlng payloads

late in the prelaunch preparatmn phases.

The increased demand for added hardware, software, and crew to support

»Case 2 ma.}r s1.gn1£1cant1y deplete S'I‘S provuied resources for payload support

/ m
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Gase 2 would tend to increase weight, power consumption, data processing,
and habitation support usage. The result of these demands may necessitate a2
decrease in payload-carrying capability. The introduction of the more
sophisticated payloads beyond those studied for Spacelabs. 1 and 2 would

accentuate this problem.

Spacelab 1 Onboa.rd Substantiating Data

Table I-3-18 depicts the next lower level of data that went 1nto preparatz.on
of Table I-3-16. It shows the man-hours of effort which are needed to

prepare crew requirements and procedures and to complete the necessary -

crew training for the payload flight crew of Spacelab 1. The quantities were.

deri_Ve& from factors based on experiment duration (D), complexity (C), and

~repetition (R) along with the quantity of crewmen involved.

Man-hours for staffing was based on the quantity of crewmen and duration

.of the experiments. - This techmque of staff estimating is in accordance with

the ground rules; however, it does aot account for the real costs of having

astronauts on the payroll. Accounting for these costs Wlll drive Cases 2

and 3 hlgher and make them less viable.

3.3.2.3 Spacelab 2 Mission

Spacelab 2 Onboard Comparison of Cases

. The crew activity delta man-hours for each case was shown in Table I-3- 16

The most significant components of crew activity are development of crew

requirements and procedures and especially crew tramlng The case

'rela.tlonshlps are exempllfled by ratios of these efforts for Cases 2 and 3 to.

Case 1, The ratios to Case 1 for requirements de.velopment are 2.2 for

-Gase 2 and 1.5 for Case 3. The ratios are the same for. procedures

-developrnent The ra.f:los to Case l for trammg are 2.8 for Case 2 a.nd l 8

for Case 3. The pnme driver that causes the training ratl.o to be hlgher

- ig the '_greé:t_er; crew involvement (greatest in Case 2 and least for Case 1).

Tahle I-3 19 shows the man-loadmg raqulred for the nine experlment group-

- ings a.board Spa.celab 2. This table was us ed in conJunctlon writh the Stra.wma.n .

time 'h.ne to mtegra.te the rea.l—tlme man- 10ad1ng requ1rements through out’

S 2
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. ' ~ Table I-3-18 . |
SPACELAB 1 ONBOARD-RELATED MAN-HOURS FOR EXPERIMENTS

Experiment .

Crew - .- Procedures Requirements Training
Size  Experiment ~Man-Hours ~ Man-Hours ~ Man~Hours
Case Duration : _ ) : .

1 2 3 - Hour ~ 1 2 3. 1. 2 3 1 2

- 10.
1L,

1z,

AP-13

ST-31

E0-01

. ‘LSéls _
| APE-0L
. SPE-80/85
. SPE-01
. EOE-01

APE-07

STE-10
ASE-10

: Ex’pej:i.ment
-~ Total-

3 55 6.6 105 73, 53 20 14 10 18 240
35 5 16.7 . 48 96 80 9 18 15 36 288

5 8.8 e 115 89 12 22 17 48 360
3055 193 129 216 216 24 4l 41 102 648
55 12.2. 68 109 151 13 21 28 . B4 336

3 55 . 24.8 - 48 127 127 9 24 24 - 174 384

3 5.5 564 72 289 108 14 54 20 156 864

3 55 6.2 sl 9L 91 10 17 17 . 252 288
355 52 26 43 43 5 8 8§ 24 144

3 5 5 15.0 120 168 120 23 32 23 90 504

3 55 203 65 165 129 12 31 24 30 312

3 5 3 4.3 28. 41 28 5 8 5 24 144

112

160
176

432

192
256
168
192

96

240
160
b4

824 1,531 1,235 156 290 232 1,008 4,512 2,248
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o hlgher utlhza.twn is. req_u:.rec‘l Tha.f: hl.gh—utlllzatlon rate approa.chea the

three crewmen are required for all three cases.

' of experiments allow a reasonable utilization of the three crewmen.. .

~limit, but by minor changes and/or minor Orbiter crew utilization, the

three crewmen can fulfill the crewmen requirements. .

Table I-3- 19
SPACELAB 2 FLIGHT PATYLOAD CREWMEN UTILI'ZATION@®

- Case

Groupings . : : 1 2 .3

.

sCSYN 0.1 0.2 0.2
SC PRO 0.1 | 0.2
PHOTO 0.z 0.2 .
EUV/PH 0,1 0.1 0.1
 SKY TV 0.4 0.4 o .
8 CAM 0.3 0.3 0.3
ms B L A
M Slew@ : Lo 1.0
ISlew® S L0 Lo

-

+

" Pointing required for all cases.

©

Support utilization is enly 0.1 mé.‘n' (é.fi:ér 'fé'sl'e“ﬁ'ng).

jolc)

Durmg experlment operations (I:u.gher duration activation,
.deactivation, etec. }.

the flight. Each hour was assessed to determine the total quantity of crew-

men required to perform all crew funétions. The results indicate that

The Case 1 crew activity 'req'ui'rement for three men was in agreement with

the Strawman documentl. Unlike Spacelab 1, the schedule and the guantity

Case 2 also showed a req_ulrement for three crewmen; however, a much

7 Case 3 also utlllzed three crewmen, but at a more rela_xed ut:.llzatlon rate.

Use of the Orbrter crew is not requu-ed for this case.

S_pa.cela.b '2., Stra.wmau, MSFC‘, SE—OlZ.—-OZZ-ZS, Dec’erribér 1976.
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Spacelab 2 Onboard Substantiating Data

Table I-3-20 depicts the next lower level of data that went into preparation

of Table I-3-~16, It shows the man-hours of effort which are needed to
prepare crew requirements ahd procedures and to complete the necessary
crew training for the flight payload crew of Spacelab 2. The quaﬁtities were

derived from factors utilizing experiment duration (D), complexity (C), and

- repetition (R) along with the quantity of crewmen involved.:

Man-hours for staffing were based on the quantity of crewmen and duration
of the experiments. As stated earlier, it does not account for the real costs
of flying personnel which would drive Cases 2 and 3 higher and make them
less viable. | |

3,4 SYSTEM MODIFICATIONS

3.4.,1 Hardware Modifications

3.4.1,1 Spacelab 1

This stuay identified no hardware modification requirements for Spacelab 1,
The POCC baseline plan is- a.dequate for ground support (control, monitoring,
and analysm) of the experzment operatlons in all three study cases. Flight
systems and experiment hardware design requlrements are adequate to
support mission act1v1t1es for each of the study cases. However, in Case 2,

increased use of the Spacelab experlmeni: computer resulted in near saturation

_.of the compui:er s capacﬁ:y Added expemment or operational. complemty of

' later mis s:Lons may result ina reqmrement for additional computer capac:.ty

~+3.4,1.2 Spacelab 2 .

The POGC baseline plan, as for Spacelab 1, is adequate to support grou_nd

operai:mns for Spacelab 2. Ground computers Wlll be used to analyze
' experlment scn,entlflc data. to 1dent1£y unique solar or spat1a.1 phenomena |
(i.e., solar magnetlc fields or stellar extreme UV sources}, The consoles
~identified in the POCC will be adequate if experiment support personnel
.' (PIs, etc.) are assigned to specific consoles only at those times that the:tr

__111&1V1dua.1 expenment is scheduled on f:he ﬂlght tlme 1me.
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_ Table I-3-20 _ :
SPACELAB 2 ONBOARD-RELATED MAN-HOURS FOR EXPERIMENTS

Crew _ Procedures Requirements - 'I":ra.ining.
Size Experiment ~ Man-Hours ~ Man~Hours .= ~Man-Hours
: o - Duration . : o
Experiment Case 1 2 3 Hour 1 2 -3 1 2 3 - 1 2 3
1. Transition Radi- 3 3~ 3 279.0 44 44 44 8 8 8 33 43 40
- ometer : - -
Spectrometer :
2. Far UV Schmidt - 3 3. 3 12.5 12 24 12 3. 5 3 9 23 11
Camera S :
Spectrograph
3. ExtremeUV 3 3 3 12. 4 9 29 29 2 6 6 7 29 26
Imaging : '
Telescope :
S -Skyla.rk Cosmic 3 3 3 110.0 35 104 70 7 21 13 26 103 62
X-Ray ' '
Telescope
LLL TV - 3 3 110.0 .35 104 52 7 21 10 26 103 48
65~cm : 3 3 .. 136.0 65 196 65 12 37 12 49 191 . 60
Photcheliograph - : B ' L
7. Solar Monitor © 3 3 3 123.6 197 396 297 37 74 56 - 1438 380 266
Package: ' ' :
. 8. Soft X-Ray '3 3 3 123.6 79 159 159 15 30 30 59 155 143
: Telescope - : _ :
9. Lyman-Alpha . 3 3 3 47.2 76 151 76 14 28 14 57 147 = 68
White- Light |
CQrona.gra.ph _ - _ _
- 10. High-Sensitivity 3 3 3 136.6 88 176 176 16 32 32 66 170 157
X~Ray Burst . : : : '
- Detector _
" Experiment Total 640 1,383 980 121 262 184 480 1,344 BBl
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There is no requirement for additional onboard hardware to support study
Cases 1 and 3, This is because scientific data can be analyzed and monitored

by ground computers and personnel. However, in Case 2, it js recommended

- that additional hardware be incorporated into specific experiments, This

hardware 1s necessary to increase the scientific return of these expern:nente
and to ensure that any unique phenomena occurring during the mission will be
observed, To determine which of the Spacelab 2 experiments would be

candidates for additional hardware to increase the scientific return, the data

~output of each was analyzed to identify those which can be momtoreﬂ on-orbit.

Four experiments (65-cm photohelmgraph soft x-ray teles: cope, white~light
coronagraph portion of the La/WLC experiment, and far UV Schmidt camera/
spectrograph) record the scientific data on film which will be processed and
analyzed after the mission, Three experiments \hlgh-senmtlwty X-ra.y burst
detector, Skylark cosmic X-ray telescope, and LLL TV) transmit data which

is not processed in real time but is analyzed by more rigorous methods.

Four experlments, solar monitor package, L}rman—Alpha portion of the
ch/WLC experlment, transition radiation 5pectrometer, and extreme UV
imaging telescope, should be considered for the addition of special havdware

for increasing the scientific return for Case 2,

The solar monitor package, along with other data acquisition, measures the

solar magnetic field. Tt is desirable to monitor the output of the magneto-

- graph for detection of unique magnetic fields which might require further
- investigation during a data run. After this signal 1s digitized and routed out

of the experiment, the data cannot be contmuously ‘monitored by onboard
computers to detect magnetic fields. It is proposed for Case 2 that a detec-
“tor be designed and incorporated info the experiment. “This detector will
monitor the sensor output, and, by syachronization with the sensor, will
locate sources of unique magnetic flelds. The detector will prov1de a signal
to the Orbiter AFD to alert the fl1ght cr e\kr of the occurrence a.nd locatlon of -

the magnetic field.

The Lo sensor monitors the sun in the 1216 A waﬁelength During expe'ri-

. ment operations, this sensor will detect solar phenomena which could requn'e

further mvestlgatlon In Cases 1 and 3, ‘the da.ta. will be transmltted to the

ground for computer--analys:.s in the POCC. However, in Case 2, where there

' y 117 -
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is no link to the POCGC, zll data must be monitored onboard. Continuous
monitoring and analysis of the ouiput of the La sensor would not be compatible
with flight computer usage. Itis recommended that the output of the Lo
sensor be monitored by a specially designed detector which would indicate

to the flight creiv the preseﬁcé and location of any unique events of the sun.
Then, using the voice link with the PI, the crew could determine if additional

data-taking should be planned..

 The transition radiation spectrometer is an experiment which operates con-

tinuously throughout the mission and is used to determine flux and energy
spectra of cosmic protons and electrons. Ground monitoring computers in

the POCC can be used to analyze the continuous stream of data to identify
spatial locations where the concentration of these phenomena might require
additional data acquisition. In Case 2, this continuous data link to the POCC
is not available, consequently, the detection of these radiation sources must
be accomplished onboard. Monitoring of this data would limit flight computer
support of other experiments. Therefore, it is recomrhended for Case 2 that
an energy detection system be incofporatéd into the experiment to rmonitor the

spectrometer output and alert the flight crew of the presence of unique radia-

tion sources.

The output of the extreme UV 1ma.g1ng telesco;:e, used to obta:m extreme UV

images of stellar objects, is transmitted to the POCC for analysm in Cases'l

~and 3. The analysis will identify the existence of extreme UV sources which

~could require additional data acquisition, In Case 2, where da.ta monitoring

is accomplished entirely onboard, it would impact the operat:t.on of other

experiments to use the experiment computer to continuously monitor the

" output of this experiment. -Gdhs'équentljr, for Case 2 it is. recommended that

a detector be developéd and incorporated into the experiment which would

‘monitor the telescope. output and alert the flight crew of i:ha locatz.on of any

unique extreme UV sources. Wlth the assistance of the PI ‘.:b.rough {he voice

link, 1t can be determined if addltmnal runs should be scheduled to acquire

S data on the extreme UV sourcés.

- 3.4,2 Software Modificatious

Software cost delta.s for both the onboard and the POCC functmns were

determined for each of the three cases. Inaddition, a Case 2 onboard option

' involving automating some of the operator funct;.ons ‘was also estlmated

/ 118

NP —_




vy
{ it

|
e f

e g
i

Experiment computer capacity was assessed for adequacy in each of the trade
cases, The requirements were determined from estimates of the fotal num-~
ber of program instructions, sizing a worst-case second, and the computer

operations per second.

Experiment data management functions were estimated in seven functional
categories for Spacelab 1 and Spacelab 2 for each case and converted to
software program instructions and computer operations per second., These
estimates were based on ekperiment and instrument descriptions and on
discussions with investigators expéfiéﬁced with each experiment. The "
categories were: '
A. - Limit check and alert operator of anomalies {parameter per
second), R
B, Gather and format data for telemetry (‘I‘M) - kBPS) this did not
include TM data sent directly to the HRM. B
C. Gather data and convert for display or CRTs (parameters) -~ update
once per second maximum,
D. Send commands to expernnent - either pr eprogrammed uolmked, |
or operator initiated - (CMDS).
E. . Communications with the Orbiter computer - uplink commands, data
transfer, etc. {words per second). )
F. Data reductmn a.nd evaluation - (functlonal def1mt1on)

G. Spec1a1 computu.tmns - (functional definition).

A summary of the data after conversion to program instructions and opera-

tions per second is shown in Tables I-3-21 and I-3-22.

For the automation on Case 2, scientific data was monitored by the experi-

ment computer to determine if the experiment was 6perationa1 'rand data of

~some qualli:y was bemg transmltted on the downlmk It reflects an attempt

- to reduce the crew work load required to accomphsh the mission. It was not

1ntended to evalua.te the scientific da.{:a as a PI on the ground would be

' -expected to do.

- 'I'he standard programs. available (11rn1t check 1/0, DDU/KB message

'program, data conversmn to engmeermg u:rnts, telemetry data forrnat1ng,

and other utllltles) will handle most of the experiment ho.uSezc_eep1ng functions.

MCDONNELL noa;—:.@_;
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| PROGRAM INSTRUCTIONS

Case 1

Case 2

Case 3

. Type
Spacelab 1 Basic - = = ENG . 14,974 15,000 15,003
Pointing Data - SYS ANA - 500 500
Heat Rate : - SYS5 ANA - 100 100
‘Automated ' ; o EBNG ¢ 15, 343 -
SYS ANA 5,183 -
; - POCC Spacelab 1 ENG 17, 152 - 13,293
| Pointing Data | ” ' A 500
Heat Rate 100
Spacelab 2 Basic ENG 4,041 5,981 5, 981
| POCC Spacelsh 2 - ENG 7,386 - 5,376
| IPS and MPM Pointing | SYS ANA 400 - -
. Table I-3-22 .
EXPERIMENT GOMPUTER GPERATIONS PER SECOND
. Case 1 Case 2. Case 3

Spacelab 1 (Ali Experiments) Basic
Automated (A1l Experiments)

 Worst Case 4 Experiments, (2) Basic

Automated Worst Case 4 Experlments

(2) (3) _ o
Spacelab 2 (All Expemments) Bas:.c o

85. 92K

100.56K.

eo. sax M16g.85% Migs. 65K
| 139.4K
137.75K
86.4K

-

| 10_0.56K

Note 260k OPS/sec avallable.

(1) TIncludes some hlgh-rate sc1ent1f1c data on the experlment computer TM o e

downlink.

(2) Experlments AP- 09, EOQ- Ol 1.5-13, anc'i APE- Ol

o (3) No more than two of these experlments are ever on together .

MCOONNELL pOU.GL(A@_
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It is assumed the experimenter will provide the data (parameters, limi%s '

etc. ) required for these programs to operate. Any closed-loop control

program would have to be entirely supplied by the experimenter, For ease

of development, it would seem that most closed~loop control would be self-

_contained within the experiment One experiment (EO- 01, Spacelab 1) used

the experiment computer for closed-loop control

Similarity between Cases 1, 2, and 3 is created by:

A,

The downlink TM being required for ground recording for offline
analysis (Cases 1, 2, and 3} in a.cldltlon to its use at POCC (Cases 1
and 3). o

The monitoring and limit test of housekeeping parameters are
required du_r_fng TM blackout periods. This results in programming
for onboard monito.riiig and limit testing for Cases | and 3 in addi-
tion fo ground monitoring and limit testing.

It is felt that if the onboard displays (CRTs) are utilized for any

phase of experiment operations, any parameter available to the

~experiment computer will be available to the CRT display. The

CRT is used in some phase, in all cases. From a programming

standpoint, the amount of information entered for display use is

- dependent on the experiment and not on the trade. case, .

Certain functions were not included in the onboard software for any case.

A,

Resource Planning. The resource analysis of any online rescheduling

" of experiment operations was ground ruled as beingdone on the: .

ground. The onboard computer capacity is not adequate for this type

of number- crunchmg program.

Pattern Reco gnition of Scz.ent:1f1c Data to Ident1fy Events. This type

of program would exceed the capability of the onboard computer and

" be very expensive to prepare.’

With the present deflmtmn lev el of the experiments and the indication that
the experlments seem to be mostly self-—con{.amed the CDMS computer system

appears capable of handling the computing load for ail experiments, For the

. basic operations for both Spacelab missions, the margin {OPS/sec) is ade-

quate when all experlments are operated 51mu1taneous1y. For Case 2, When

the a_utoma.tlon is added to the basic operation, the available OPS/sec are

MCDOONNELL DOUGL(J%
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exceeded. As shown in Table I-3-22, the worst case four expériments,' basic
and automated, were estimated and their sum is within the available (OPS/sec),

~ Alarge margin is established because a review of the Spacelab 1 time line

revealed no more than two of these experiments are ever operated together.

' Memp;’*y (K words) for the experiment comp'titer were ‘estiﬁiatec‘[, based on the
instructions and functions for each experiment. The results are summarized

in Table I-3-23. It was assumed any problem with rapid access memory
could be solved by segmenting the operational program and bringing in seg-

ments from mass memory as required. If this is required, it will impact

“the I/0 and reduce the available OPS/sec in the central processing unit

(CPU). As the experiment computer has direct memory access (DM A),

I/O should not be a problem unless too many memory access cycles are

stolen from the CPU during DMA utilization.

Table I-3-23
- EXPERIMENT COMPUTER ACTIVE MEMORY ESTIMATE (K WORDS)

: _ Case 2

Spacelab 1 _ Case 1 (Automated) Case 3
All'Experiments” o 71 229 . 89"
Worst 4 Expemments (1) - 32 104(2) ' 41

2

- The instruction conversion factors were as shown in Table 1—3'—-24_.-.

Note Capacﬁ:y' (at 64%) = 41K Words

(1) Experiments AP-09 and AP-13, APE-01, a.n& 1.5-13
(EO-01 operates alone or with SPE-85 only)

(2) Assumed accommodated by accessmg program segments from mass
memory, only as required.

Standard Spa.celab programs are assumed to exist for limit checkmg, CR’I‘

- dis play, uplink commands, and TM formatting. The engineering type of-
 programmer enters information into an existing program using formats-

- defined by the ex1st1ng programs - The system analyst works from ba51c

requlrements and demgns programs to accomphsh spec1fled functions. For

' the POCC software, the same nurnber of instructions were used for similar

'- funcinons accomplished on the ground and onboard.
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Table I-3-24 .
INSTRUCTION CONVERSION FACTORS (HOURS’ENSTRUCTION)
Onboard Computer - POCC Computer
System Analyst 2.7 . 0.68
Engineering Data - 0,54 o 0.14

Mcﬁbmmr.‘:.z.-‘nouaxz@__' .

The conversion factors are for checked-out instructions written in a higher

order language. They also reflect an additional complexity factor of four for

. the onboard programs which is primarily involved with the test and integration

with the onboard system.

The total software hours were derived from the estimated programming
instructions and conversion factors. These are shown in Table I-3-25 for

each mission and case,

Special programs for evaluating and monitoring data (heat-rate calculations)

“or aiding operator decisions (experiment pointing) must be written for the

onboard experiment compuier for Case 2 and for the POCC (computers) for

~Gase 1. In either case, the basic programs would be the same. The cost

deltas would occur primarily in the development and integration process.
This could be heavily influenced by the availability of compatible computer
systems at the experlmeni:er s facility. For i:he st:udled missions, veryr few

special programs were 1deni.1fled
3.5 COST ANALYSIS

3.5.1 GCost Approach

A rough-or der- of~magn1tude (ROM) cost estu'na.i:e was made of all hardware .-
Cand software modifications required to support real-time mission operations-

- for euch of the three assumed cases of onboard versus: ground real-time

mission operations (see Subsection 3. 4 for definition of hardwa.re and

8 ofi:wa.re modlflcatlons)

For cost estiﬁ:tating, the baseliné system was assumed to be the currenf: '

. 'system design and POGCGC and NASCOM facilities pres ently' planned for earl'y'

Spacelab missions. Al costs were ests.ma.ted as dlfferences to thls basellne.

/ 7123
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Table I-3-25 | S
SOFTWARE HOURS

Typé Case 1 Case 2 Caée 3

Onboard Software Spacelab 1

Basic (No Special Automation) ENG 8,138 B8, 152 8, 153
Pointing Data SYS ANA - 1,351 1, 351
Heat Rate SYS ANA - 270 270
Automated (22, 347-Hr Total) ENG - 8, 339 ,
SYS ANA -~ 14,008 '
POCC Software Spacelab 1 Basic ENG 2,334 - 1, 809 '
Pointing Data ) SYS ANA 340 - - )

Heat Rate _ SYS ANA 68 - -

Onboard Software Spacelab 2
Basic ENG 2,196 3,251 3, 251

"Automated
scientific
data
monitoring
is met by
added experi-
ment hard-

: ‘ware
- POCC Software Spac:lab 2 ENG 1, 005 - 731
IPS and MPM Pointing SYS ANA 272 Should be
S - o . ' : p;wtof
‘ Spacelab
o o : : subsystem

Operations support costs were estimated in total man~hours for POCC
operacions and in delta (A) man-hours to a Case 1 baséline for onboard

operations.

' A cost work breakdown structure was established as shown in Figures I~3-35 =

and I-3-36.

The coéﬁng exercise was gdiré'rnéd.l.afﬂ'.l.e following g-':t*-ou.hd rules’
A,  Accommodations for onboard data processing requirements exceed-
" ing the capability of the Spacelab CDMS were assumed as part of -
each instrument design for all cases. S o
y; 124 w7
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28248
POCC
RELATED
COSTS
HARDWARE 2% TOTAL
(DESIGN, 28 SOFTWARE (AHR AND OPERATIONS | man HOURS
MOD, TEST) SKILLS)

=POCC (OSF/JSC)

DATA PROCESSING

DATA DISPLAY
COMMAND AND CONTROL
SPECIAL COMPUTATIONS

OPERATION AND
IMAINTENANCE OF ADDED
L QUIPMENT

L. NASTOM (OTDA/GSFC)

e DAY & TRANSMISSION
EQUs®MENT

« OPERATION AND

MAINTENANCE OF
ADDED EOUIPMENT

PERATIONS SUPPORT
(OSF/JSC)

» DATA PROCESSING
2 COMMAND PROCESSING
e SPECIAL COMPUTATIONS

Figure 1-3-35, Cost Work Breakdown Structure, POCC Related Costs

~EXPERIMENT OPERATIONS

(0SS/Pls)

¢ REQUIREMENTS DEVELOPMENT
e OPERATING PROCEDURES

e TRAINING

e POCC STAFFING

~PAYLOAD INTEGRATION

(OSS/MSFC)
¢ REQUIREMENTS DEVELOPMENT
— EQUIPMENT REQUIREMENTS

— DATA ACQUISITION
SUPPORT REQUIREMENTS

— SOFTWARE REQUIREMENTS
— OPS SUPPGAT REQUIREMENTS
— PROCEDURE REQUIREMENTS
¢ PROCEDURE INTEGRATION
e TRAINING
e POCC STAFFING

HARDWARE
(DESIGN, MOD, TEST)

AS

e AIRBORNE EQUIPMENT
— INSTRUMENTATION
— DATA PROCESSING
— DATA DISPLAY
— CONTROL

- CHECKOUT REQUIREMENTS
» GROUND SUPPORT EQUIPMENT

— SIMULATION AND CHECKOUT

— SPECIAL TEST

— HANDLING

=-SPACELAB/ORBITER MODS
{OSFMSFC/JSC)

@ AFT FLIGHT DECK PSS ADDITIONS

e SPACELAE SUPPORT SYSTEMS
¢ GROUND SUPPORT EQUIPMENT

— SIMULATION AND CHECKOUT

EQUIPMENT MODS

=EX* ?PERIMENT MODIFICATIONS (OSS/PI)

— SUPPORT SYSTEMS (POWER, ETC.)

28249
ONBOARD
RELATED COSTS
SOFT! E Ty 8
WAR (AHR AND OPERATIONS ;
SKILLS) MAN-HOURS

= EXPERIMENT (OSS/PI)
o AIRBORNE SOFTWARE
— DATA REDUCTION AND DISPLAY
— DATA ANALYSIS
— OPERATIONAL PROCEDURES
— DATA STORAGE AND RECALL
¢ GROUND SOFTWARE
— SIMULATION, CHECKOUT,
DIAGNOSTIC
=SPACELAB/ORBITER (OSF/MSFC/JSC)
® AIRBORNE SOFTWARE

— INTEGRATED PAYLOAD DATA
REDUCTION AND DISPLAY

— REPLANNING/RESOURCES
EVALUATION

— OPERATIONAL PROCEDURES
— DATA STORAGE AND RECALL
o GROUND SOFTWARE

— SIMULATION, CHECKOUT,
DIAGNOSTIC

Figure |-3-36. Cost Work Breakdown Structure, Onboard Related Costs
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= MISSION OPERATIONS

e OPERATIONS REQUIREMENTS
DEVELOPMENT (OSS/MSFC)

— EQUIPMENT REQUIREMENTS
DEFINITION

— SOFTWARE REQUIREMENTS
DEFINITION

— OPERATIONS SUPPORT
REQUIREMENTS DEFINITION

e CREW ACTIVITY (OSS/MSFC/JSC)
— OPERATIONS DEFINITICN
- PROCEDURES DEVELOPMENT
— TRAINING
= REAL-TIME OPEARTIONS

= GROUND OPERATIONS
(OSS/PI/MSFC/KSC) (PROCEDURE
CHANGES AND A TASK EFFCTT)

e LEVEL IV SUPPORT
e LEVEL II1, 11, | SUPPORT
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All costs were ROM normalized to FY 77 dollars.

Costs were determined as increments to a baseline system. The

_(‘)'

baseline system was considered to be the current system design and
POCC and NASCOM facilities presently planned for early Spacelab
missions, | '

D. POCC facility deletions that are possible for Case 2 {minimum
POCC) and Case 3 (minimum systems POCC) were not costed,

E. Onmnboard equipment reductions were not considered for any of the
three cases. _

F, Utilization or opera.tm.g costs were explessed in man—-hour&.
Man-Joading will include both Government and contracfor services.

G.  The basic operations and maintenance of POCC facilities, com-
munications, and ground data systems were assumed to be constant

for all cases, and were provided wholly by JSC as the POCC host.

H, Real-time software used in POGC computers were to be dévelope'd,
maintaiﬁed, and funded by JSC, Software for offline analysis and

oftware for user- prowded equlpment were to be user prov1ded,
mami:ame& and funded, '

L ' Computa.tmns support for pay‘load activity repla.nmng were to be
performed by MSFC computer using terminals located in the POCC
and the software system used for premission pla.nmng

J. Cont1nuous POCC manning was required throughout the mission for

all cases, but manning levels were dependent upon specific payload'

activity requirements.

3,5,2 Hardware Costs

_The only hardware modifications required were in supporf: of Gasa 2 of the

.'Spa.cela@b 2 missibn. The solar monitor package, Lyman-Alpha port:.on of -
the La/WLC expenment, tran51t1on radiation speci:rometer, and the extreme
UV imaging telescope were moda.fled to add detection systems to enable
onboard monitoring of their output See Subsection 3. 4, 1 for the des c:mptlon

of i:hese modlflcauons. The ROM costs :Eor these modlflcatlons were arrived

at by est1maf:1ng the modlflcatlon as a percentage of total 1nstru1nent des:-.gn. o

Design complexlty, verification requirements, etc., were considered in

- arriving at this percentage factor: The £1na.1 cost.(see Ta.ble I-3- 2.6) was

arrived at by multlplylng this factor times the total cost of a similar instru-

ment as actual 1nstrument costs were unavaﬂable.

7

AMCDONNELL DOUGLCI&

126

H




[i“;-..!

S .

[

—

]

Table I-3-26
SPACELAB 2 HARDWARE MODIFICATION COSTS

Solar Monitor Package | '$ 54, 000
Transition Radiation Spectrometer $ 54,000
Lyman Alpha ° : . . $ 93,000
Extreme UV Imaging Telescope $ 93,000
Total $294, 000

3.5.3 BSoftware Costs
Software modifications were required to support both onboard and POGC

operations. These modifications included limited onboard monitoring of

scientific data, onboard automation of certain functions to reduce crew -
workload, and limited ground analysis of scientific data for Cases 1 and 3,

See Subsection 3,4 2 for a definition of the software modifications and a

: breakdc_-w’n of the software r_nan—hoqr costs.

Man-hours were arrived at by determining the number of instructions
required for each modification and converting this to man-hours. ‘Man-hours -

were then converted to dollars using a factor of $30 per hour for engineering

. and $20 per hour for the system analyst efforts See Table I-3-27 for software

cost swmmary.

Table I—-3 27
SOFTWARE MODIFICATION COSTS

" MEDONNELL ﬁoua:t% :

POCC Software Onboard Software
- (A8) : (a8
Spacelab-l
. - Casel - . $78,000 . - - 0
Case2 .~ 0 . . $563, 000
Case 3. $54,000 '$ 33,000
Spacelab 2 | o - _ o
Case 1 $36,000 . 0
" Casez . o0 e U $.32,000
Case 3 $22,000 o - $ 32, 000 B
y; 12?




3.5.,4 Operations Costs .

Mission operations support was estimated in total man-hours for POCC
operations and in delta man-hours to Case 1 for onboard operations., See

- Subsection 3,3 for a detailed description of the mission operations support
tasks and man-hour estimates. See Figure I-3-37 for a summary of oper-

ations costs.

The prelaunch operations cost for integfa.’cion verification of the airborne

‘hardware and software modification are included as part of the total hardware

and software cost figures.

3,5.5 Cost Summary

The final results for hardware, software, and operations costs are summar- -

ized on Figure I-3-38. It should be noted that due to the relative mmpl:.cﬁ:y
of the payloads studied, the currently planned hardware systems for the
POCC and Spacelab were adequate (except for onboard Spacelab 2, Case 2) to
éﬁpport the operations without modification for the three assumed operating -

modes studied.

Since Case 1, a full data and command centralized POCC was used as a cost-
ing baseline and requires the most software for POCC operations, the soft-
ware costs for Cases 2 and 3 were presented as a cost savings over Case l.

Note that the operations support is presented as total hours for the ground

POCC support and in delfa hours to a Case 1 basehne for onboard operat:.ons. "

Thevquantitativvev results of this studﬁr indicate that use of the POCG (with
" -data processmg capability) to support rea.l—-tlme operations would be most
cost effective, Converting operatmns hours to dollars at $30 per hour)
. the total cost differences between Cases 1 and 3 were about $100, 000 for
" either n mission, Case 2 costs were higher ($200;€00 to 500,000). An "
evaluation of the more complex downstream Spacelab payloads, which
were not studied in this analysis due to.a 1ack of defmltmn may prowde

more 51gn1f1cant cost differences.
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) Fi_gﬁre 1-3-38. Onboard vs Ground Operations Gost Summary

29

. ' . ‘ o . 28136
_ C STAFFING PERSONNEL TOTAL OPERATIONS SUPPORT***
o POCC* FLIGHT** POCC ONBOARD
ST : _ MSFCIPIs CREW {TOTAL HOURS) {AHOURS}
i SPACELAB 1 i
i (T DAYS)
B CCASEL 20138 3 10, 884 0
- CASE2 Wi 5 5,418 4,500
 CASE3 14/26 5 6,573 1,851
A SPACELAE 2
- (12 DAYS)
-~ CAsEl 20132 3 11, 898 0
A CASE2 wo | 3 7,317 1,913
- CASE 3 16126 3 9, 603 869
& * TWO-SHIFT TOTAL -
. : ** FOR EXPERIMENT DPERATlONS :
- T i STAFF!NG PLUS REQUIREMENTS DEVELOPMENT, OPERATING PROCEDURES AND TRMNING
i Figure 1-3-37. Operations Results -
‘ , 28137
roCC ONBOARD TGTAL
i HARDWARE | SOFTWARE | OPERATIONS | HARDWARE | SOFTWARE | OPERATIONS| . COSTY
i {AS) 1A8) (HR) (s} {A%) ©qawRy W
_b CASE 1 0 0 10,880 0 a 0  $326,000
su1 casez | 0 ggi??g; 5.420 : .u Ssas,dub ' .-'s,'sau"""' $786,000
o cAsEa| 0 éﬁfj-l?q"gé | - esm o $33,000 1,850 $262,000
cAsE1| g o 11,900 0 o o $367,000 :
4 suz cAsEz| o é‘:gﬁg& ik .7,32(1 | 294000 $32,000 1910 $567,000
o CASE3 0 ?gé-&“gé - 8700 0 $32,000 870- | $332,000
- 'OPEFIA.-TIDNS HDUHS CONVERTED TO DOLLARS US!ﬁG ﬁOIHR
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3,6 QUALITATIVE ANALYSIS
Qualitative evaluation of several additional factors should also be considered
in arriving at a decision as to the degree of onboard versus ground~based
operations. A listing of these factors follows.

A, Scientific Return . o

B, Operational Flexibility

C., Onboard Equipment Resources
D. Flight Crew Utilization

E. Growth Potential

F. Reliability |

G. Safety

H, Marketability

These factors are very difficult fo quantify to allow for cost comparisons,
However, a qualitative analysis was conducted for several of the more

significant factors.

3.6.1 Scientific Return

It is not possible to get the same experiment scientific return in Case 2 as it
is in Case 1 or Case 3. The very nature of scientific expe'rimentation- '
requires frequent evaluation of experiment outputs with readjustrhents of

~ inpuisto obtain the desired results, Evaluatmn of outputs often requlres
vears of educa.i:s.on, tralm.ng, and experience available only through the
dedicated scientist. Experimentation time availa,dlity coupled with the
inherent problems of verbal communication required in Case 2 preclude

the ground-based scientist of providing the most effective interface with his

.experiment,

The réquire.d scientific knowledge can partially be transmitted to onboard
‘operations by (l) increasing crew size (allowing more time per experlment),
(2) providing extensive crew training,.and (3) providing complex automated
scientific data _proc_:essu.ng and eva_lua.tlon programs. These approaches
increase the ¢ost jret still fail to give the same d'egi-é"'e ‘of scientific return as
available through the well-informed ground-based scientist of Case 1 and
Case 3. '
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Relative scientific data quality assessments were performed for each of the

experiments on the two missions. From these assessments, it can be
determined if experiment operations in each of three cases can be performed
and evaluated to produce the best scientific return possible, In'this effort,
Case 1l was used as a reference for evaluating Cases 2 and 3. As an example,
experlment.s which gather scientific data solely on film (e. g., metric camera
and soft x-ray telescope) would not have a reduced scientific return because

the data is not real-time analyzed. Other expemments which do not record

. data on film provide, in one form or another, the capability for real-time

analysis which could identify changes in experiment operation as the mission
progresses to increa.e the scientific return of the experiment. This scientific
quality indicates (1) the a.b:le.ty of the fhght crew, in Case 2, to perform this

real- mme data analysis with the equipment provided onboard or (2) the ability

- of the fl:t.ght crew and the ground personnel, in Case 3, to perform real- t:Lme

da.ta analysu.s within the constraints of this case. These assessments are

presented in Tables 1-3-28 and I-3.29. Note that the average nuinbers of

“these tables do not consider the relative value of the various experiments and

therefore do not neces sarily represent the scientific return for the total

mission.

3.6.2 Operational Flexibility

The ability to monitor and control payloads from the ground (Cases 1 and 3)

~provides a significa.nt degree of flexibility not available in Case 2, Should

onboard problems (e.g., crew sickness or diversion of attention from one

) pa.yload to problern investigation of another pa.yloa.d or STS support system)

preclude accomphshment of scheduled payload activities, ground control could

. be assumed with a potential of salvaging significant payload operations.

The requirements for increased crew training and the increased complexity

"of onboard hardware and/or software required by Case 2 would minimize the

flexibility for changing payloads late in the prelaunch preparation phases.
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Table I-3-28
SPACELAR 1 —~RELATIVE SCIENTIFIC QUALITY ASSESSMENT

Case 1 o

(Reference) Case 2 Case 3

. AP-09 Electron Accelerator 1.0 0.5 1,0
2. AP-13° LLL'TV a 1.0 0.5 1.0
3. ST-31  Drop Dynamics 1.0 - 0.7 0.9
4, EO-01 . . . Cloud Physics Lab 1.0 0.7 1.0
5. LS-13  Minilab 1.0 0.8 1.0
6. APE-01 LIDAR 1.0 0.6 0.9
‘7. SPE 80/85 Space Processing Lo 0.6 1.0
8, SPE-01 Free-Flow Electrophoresis 1,0 0.8 1.0
9. EOE-01  Metric Camera 1.0 1.0 1.0
10. APE-07 IR Radiometer L0 0.7 - 1.0
11, STE-10  Heat Pipe 1.0 1,0 1.0
12, ASE-01 . Wide-Field Galactic Camera . 1.0 0.9 1.0
| Average 1.0 ' 0.73  0.98

Table I~3-29 | | -
SPACELAB 2 — RELATIVE SCIENTIFIC QUALITY ASSESSMENT

_Casel . |
(Reference) Case 2 Case 3 -
.1, 65-cm Photoheliograph 1.0 1.0 1.0
2. Solar Monitor Paﬁkage o 1.0 0.8 1.
" 3, Soft X-Ray Telescope 1.0 1.0 1.0
-4, Lyman-Alpha White-Light Coronagraph . . Lo 0.7
- 5., High-Sensitivity X'-Ray Bur*st_]jétectoi- 1.0 0.9
6. Skylark Cosmic X-Ray Telescope 1.0 0.8
7. LLLTV . L0 0.7 1.0
8., Tar UV Schmidt Camera/Spectrograph 1.0 1.0
~ 9. Transition Radiation Spectrometer ' 1.0 0.6
10. Extreme UV Imaging Telescope | 1.0 0.8
| ' | Average 1.0 0.83 1.0
132
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‘increased crew utilization is reflected in Case 3 of this study. The crew

‘work load, particularly for the Spacelab ! type payloads. - B S

3.6.3 Onboard Re.éources |
The increased demand for added hardware, software, and crew to support

Case Z:ma:y significantly deplete ST/5-provided resources for payload support.

‘Case 2 would tend to increase weight, power consumption, data processing

resources, and habitation support rescurces. The result of these demands

may necessitate a decrease in payload-carrying capability. The introduction

of the more sophisticated payloads beyond those studied for Spacelabs 1 and 2
would accentuate this problem. |

3.6, 4 Flight Crew Utilization

There are certain payloads where an increase in crew utilization can result
in a reduction of ground support requirements and still produce the same-
scientific return. Recognizing these situations and planning accordingly '

should result in an overall reduction of real-time operational costs, This |

activity required to suppoft Case 2 was determined to be an extremely heavy

/
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Section 4
CONCLUSIONS AND RECOMMENDATIONS

Major conclusions including qualitative evaluation for these missions are
summarized on Figure I-4-1. As stated previously, the cost analysis favors
Case 3. With respect to scientific return, it is not possible to get the same

experiment science return in Case 2 as in Cases 1 or 3. Extensive flight

- crew education, training, and experience would be reqw,red to match the

knowledge of the well-info rmed ground-based scientist, In adcht:.on complex

onboard science processing equipment would have to be added to aid the

flight crew to process data‘and monitor and control certain experlments.

Case 1 with maximum ground support should provide the greatest scientific
return with Case 3 being a very close second, With respect to operational
flexibility, Itlh‘;e ability to monitor and cOnt‘rol: pé.yloads from the grbun'xd’and
onboard (Case 3) provides more flexibility than Cases 1 and 2. Onboard.
“p'rhblenis, such as crew diversions or sickness, could preclude accomphsh-

ment of scheduled payload activities in Case 2. Furthe rmore, the require -

. ments for increased crew training and increased complex:.ty of hardware and

‘software would minimize the flex:.bll:r.ty in Case 2 for changmg payloads late

in the prelaunch period.. The potentzal loss of ground control because of

communication difficulties would minimize the flexibility of Case 1.

 With respect to onboard résdﬁrces, ‘both Cases 2 and 3 will require increased

onboard weight, power, data processing, and habitation support which will
reduce STS resources for payload support as well as payload capab:.ll’cy'.
Case 2 would impose the g,xea.te st impacts. Wlth respect to flight crew

. utiliza.tiqh, the flig_ht crew work load for Spacelab 1 type missions is extremely

o héa{‘ry for Case 2. In Case 3, ‘the work load is less and with proper planning

there could be a reduction in ground support requirements without a. decréase _
Sin sc1ent1f1c return._ Case 3 is favored over Case 1 because of mcrease&
effectweness durmg selected payload operatmns when the value of a hands ~on

operation is exploited. In conclusion, Case 3 was determined to be the

" recormmended a.pp.:i:Oa'(.:'h.'
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CASE1 CASE2 CASE3

(MAX ~ (VOICE (PARTIAL

POCC) POCC)  POCC)

CoST - : - _ ' Y
(HARDWARE, SOFTWARE, OPERATIONS) I
SCIENTIFIC RETURN | __ A
(TRAINING, INFORMATION PROCESSING) '

OPERATION FLEXIBILITY v
* (LT OPS SCHEDULING, PRELAUNCH CHANGES) | -

ONBOARD RESOURCES ' vV
(WEIGHT, POWER, DATA PROCESSING, HABITATION SUPPORT)

FLIGHT CREW UTILIZATION - J
(WORKLOAD, HANDS ON ADVANTAGES)

OVERALL CONCLUSION — CASE 3 RECOMMENDED

Figure I-41. Onboard vs Ground Real-Time Mission Operations Conclusions

Overall recommendations for the onboard versus ground real~time mission
operations analyses are shown on Figure I-4- 2, Itis recommended that a.
ground crew be used for real-time mission support of selective sczent:.flc
payloads, particularly those that require special data analysis in order to
continue ‘real-~time operations during the mission, The flight crew should be
used (with backup ground capability) for real-time housekeeping operations of
experiments to ensure that they are working properly, and to conduct any
s;.aeucia'l. operetions that 'ma"y' be required. Flexibility in i:h'e::m'o_de of -

operations (onboard versus ground) should be maintained depending upon

- the mission .or experiment. ' Onboard operations will be better for some .. -

missions and experiments, whereas ground operations will be better for

others. The oui:come is very mission and equlpment dependent, Therefore,

it is recommended f:hat follow on studies be conducted to evialuate these modes

of operation for downstream Spacelab missions, Additional study may also

“be advisable to analyze how special payloads groupings could optimize crew

o oo 436
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. DIRECT ACTION:

o USE GROUND CREW FOR REAL-TIME MISSION SUPPORT OF SELECTIVE
SCIENTIFIC PAYLOADS (SCIENCE DATA REQUIRED TO CONTINUE REAL-T|ME
- OPERATIONS)

® USE FLIGHT CREW FOR REAL-TIME HOUSEKEEPING OPERATIONS OF EXPERIMENTS
(PROVIDE GROUND BACKUP CAPABILITY)

o MAINTAIN FLEXIBILITY 1N THE MODE OF OPERATIONS (ONBOARD VS GROUND)
* DEPENDING UPON MISS|GN/PAYLOAD TYPE

~ FOLLOW ON STUDIES: - | _
* EVALUATE THESE APPROACHES FOR DOWNSTREAM MISSIONS

* e GROUP PAYLOADS TO OPTIMIZE THE UTILIZATION OF FLIGHT CREW

Figire I-4-2, Onboard vs Ground Real-Time Mission Operations Recoramendations
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B  PART I
CROUND DATA MANAGEMENT ANALYSIS

(TASK 2.2B)
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Full -

. that detail requirements*could not be produced until late in a payload's develop-

~ to extract applicable requirement type datz. Various personnel within the

) 'pejrloa'd_' community were surveyed to supplement this information.  Effort was

. nnd 1980's as these payloads a.re more demandmg on the ground data proc-

MCDONNELL, nouax.(@_

/
PART II - SUMMARY
The high quantity of data expected from the Spacelab payloads will create a
51gmf1cant problem for hoth the real-time data processing redquired to support
mission operations and the non-time-critical data processing needed for -

experiment data analysis. The purpose of this study was to better understand

the ground data management problem and to recommend potontial solutions.

m:tﬁally, an information search was performed to determine what studies had
been conducted and what plans established within the payload and Space
Transportation System (STS) cormnmunities relative to payload ground data
management. The results of this search indicated that a significant amount
of work had already been accomplished in this area. Appendiz A provides a
list of si':ﬁdjr'.re‘port's and other related documents accumulated daring the

information search, - ' , <

One of the most significant fin&inge of the information search was a lack of

definitive payload ground data processing requirements. It was recognized

ment phase; however general requirements could be predicted and were
necessary to allow for the long lead times requlred for development of the
'complex grmmd data processmng sys’cems Therefore, in Phase 2 of this task,
efforts were concentrated on the development of the generalized payload ground
data reqmrements pa.xtmularly’ those that tended to drive ground data system

design. The reports collected durmg the information search were reviewed

concentrated on the payloads and types of instruments anticipated to fly in the

essing systems. 7 :
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The more significant ground data requirements of the future which exceed
the data processing capabilities currently planned for the early Spacelab
missions are summarized below: . ’

s Imaging instruments will generate d:Lg:Ltal data rates far in excess -
(potentially in excess of 1, 000 MBPS) of-current recording,
transmission, and processing capa‘bllltles

. Real-time image processing will be required 1'.0 a.llow interactive B
control of the image producing instruments. (it is anticipated that
a 1-MBPS real-time image processing capability will be acceptable. )

. Simultaneous transmission of video and high-rate digital scientitic
data {(much greatar than the 2-MPBS capa.blhtv currently planned)
will be requir ed V . :

® Data quantities (potenﬁally in excess of 1 x 1013 bits/ day) will far
exceed the current capabilities to record and process data within a

. reasonable period.

During the final phase of this fask, various data processing concepts were
evaluated to determine which concepts could most effectively satisfy future
requirements. The total data processing system was considered, including
onboard processing, air and ground transmis sioﬁ systems, real-time data
processing, and the non—tirhé-critical prosfflight data processing. One of

these advanced end-to- end'con'éepts is depicted in Figure II-1,

The major conclusions from this analys:v.s was that high data. quanntles from

a few Spacelab payloads are the most 51gn1f1ca.nt parameters that drive ground-
data system design. Thus, recommendations range from means to reduce’
these data quantities (e.g., onboard compression and selective proces sing)

to large data processmg computing complexes des1gned with growth potentlal
as a key requirement,. It is re;:.ommended that integrated payload data
requirements be "d'ekﬁél'oped and that guidelines related to integrated payload .
data mana.gemeﬁt capabilities and limitations be prepared for the payload
-community for ‘both real—tlme and postfllght data ‘proces smg. NASA should
promote the future use of payload m:.crocomputers (plus memorles) rather o
than the use of an onboa.rd centralized computer for scientific data proces 51ng.I

' Complete pa.yload data autonom'y should be the goal.
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Section 1
INTRODUCTION

Spacelab experiment operations are expected to genera.’i:e a great deal of data
which will be transmitted to the ground via the Tracking and Data Relay
Satellite (TDRS). These data will be digital data up to 50 MBPS and will .
contain real-time data multiplexed with previously recorded data. In addi-
i::.on, analog and video data will also be transmitted to the ground via TDRS.
The proper approach to the ground data manage*nent problem must be

established in order to most cost effectively support real-time operatmns as

“well as postflight analyses. .

1.1 PUR POSE

The purpose of this task was to conduct an analysis of the Spacelab experiment .

operations ground data management problem and to establish the most effec-

tive approach for ground data processing and dlstrlbutmn to supp01t rea.l—-tlme

operations as well as postflight analyses.

1.2 . SCOPE - :
This task was conducted during the permd from July 1976 i:hrough March 1977 .
Durmg the early study phase, efforts were concentrated on determining what -
plans had already been established and what studies had been conducted rela-

tive to the ground data handling problem. The subsequent study tasks relied

" heavily on the data gathered during this initial phase..

It was determined early in the study that the payloa.ds which would tend to
drive the ground c‘la.ta. proces smg system design were those with image-. -
producing instruments transmitting thelr data via the digital data sysﬁems.
Study efforts were then concentrated on the processing of data from these
instruments. A.n,in’cegra.’éed s_'et of pé.jrload 'ground data 'requi.rerxient's ‘wa.s
developed which Wé.s'rrepresenfative of anticipated user needs. These
réq;uix:errients mw.f_are 'g-enera'l in pature and concentrated on those areas which

tended to drive ground data systems design.
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The final study phase to establish effective'approacﬁes to payload ground
data management was limited in scope to conceptual definition only, Several

existing concepts were evaluated and some new concepts were introduced.

1.3 MAJOR GROUND RULES AND ASSUMPTIONS

Ma.Jor ground rules and assumptlons are as follows: :
A. Emphasis will be concentrated on the Spacelab missions and payloads
- of the mid-1980's and subsequent time frame.
B. Only Spacelab expera.ment data transmitted via the 'I'DRS will be

addressed.
C. No major deviations from currently planned data handling systems
will be made during the new concept deve opment (e.g., maintain

high rate multiplexer, Ku-band signal processor, TDRSS).
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Section 2
APPROACH

The general approach followed for this task is outlined in Figure 1I-2-1,

20292

PHASE 1 PHASE 2 - PHASE 3
INFORMATION ' REQUIREMENTS ol SYSTEMS
SEARCH DEVELOPMENT ANALYSIS
® EXISTING PLANS @ DEVELOP PAYLOAD @ ONBOARD DATA
AND STUDIES DISCIPLINE DATA PROCESSING
REQUIREMENTS
® FLIGHT AND GROUND _ @ AIR AND GROUND
DATA SYSTEMS ® I DENTIFY REQUIRE- TRANSMISSIONS
DEFINITION MENTS WHICH DRIVE SYSTEMS

GROUND SYSTEM DESIGN _ o
© GROUND REAL-TIME
® COMPARE REQUIREMENTS PROCESSING.

WITH EXISTING PLANS

® GROUND POSTFLIGHT
PROCESSING

Figure 11-2-1. Study F_low’

2.1 PHASE 1

‘An information searéh_- was performed to determine what studies had been
conducted and what plans esta.blislied within the STS commgnii:y relative to
real-time and postflight ground data management. These findings were
irite'gra't'ed.to determine where gaps and potential problems existed and to.

develop follow-on tasks to concentrate on these areas.

2.2 PHASE 2

One of the most significant findings of the Phase 1 information search was a
~ lack of definitive payload ground data processing requirements, It was
recognized that detail requirements éould not be prdducéd' until late ina
payload's development phase. However, general requirements could be

predicted and were necessary to allow for the long lead times required for
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development of the complex ground data processing systems, Fhase 2
concentrated on the development of the generalized payload ground data

requirements.

A definition of the desired requirements data needed was developéd and
checklists and tables to aid in the collection of this data were made. The
various payload disciplines were evaluated to determine which had the
greatest demands for ground data processing. A priority listing was
established and the more demanding payload disciplines were given greater

attention,

The information collected during Phase 1 was searched and all applicable
requirements data were extracted. Where data were not available, personal
contacts wer e made within the payload community to provide the necessary
data. | '

After the generalized ground data requirements from each payload discipline
were collected, .they were intégrated to identify those requirements which
would tend to drive ground data system design. These requirements were
compared with existing ground data processing plans and the in;ompatibﬂi’cies

were identified.

2.3 PHASE 3

Using the requirements established in Phase 2, various data processing
concepts were evalvated to determine which concepts would most effectively
satisfy the requirerhents. The totéQl data proce‘s sing s?stem was considered,
including onboard processing, air and ground transmission systems, real-

time data processing, and the non-time-critical postflight data processing.
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Section 3
STUDY RESULTS

3.1 INFORMATION SEARCH

The Spacelab payload ground data management problem has been of concern
to the NASA for several years. Significant effort has already been expended
among the various NASA centers and their contractors to address specific
segmenté of the problem. The purpose of the information search was to
gather the documented reports of the various studies already conducted,
integrate and evaluate their findings, and determine where additional efforts

were needed to solve the overall ground data management problem.

3,1.1 Data Sources - o
GSFC, JSC, and MSFC have been the prime NASA centers concerned with

ground data management of Spacelab payload data. Xach of these centers

was visited, key personnel were interviewed, and available reports were
collected. This activity was coordinated through the appropriate STS Payload
Requirements and Analys1s Group (SPRAG) members., The MDC personnel
located at JSC p*ﬂv1ded significant support in the collection of data at that
location, In adrition, other NASA centers and support contractors were
contacted by telephone to request reports related to the ground data manage-

ment problem.

3.1.2 .Informa;tion Located :
Appendix A provides a listing of all material located either directly related

to or significantly contributory to Spacela.b payload ground data, management

3.1.3 Data Integration

Documented results of the various studies and NASA planning documents were =

reviewed and significant data related to Spacelab experiment ground data
management were extracted. -These data were then integrated w:.th 1nf01'-

mation gathered through dlscussu)ns with NASA personnel. For ease of .
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display and cross reference, the data were gathered and summarized on a
single large work sheet. The work sheet and reference documents reviewed

are displayed in Figure II-3-1,

- 1 —

Figure 11-3-1. Information Search Documents and Work Sheets

3.1.4 Significant Findings

Many limited -scope studies of payload ground data management have been

made; however, no overall assessment work has been conducted and many

questions remain unanswered. It became obvious during this review that
experiment data generation and data transmission technology are significantly
more advanced than ground data processing technology. Consequently, experi-
ment data will be generated and transmitted through the STS and TDRS system
(TDRSS) at rates up to 50 MBPS. Ground data management systems will have
to be developed to cope with these high rates for support of real-time opera-

tions as well as postflight analysis.
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Spacelab experiments are lacking a total integrated set of operational require-
ments, As a result, post flight and real-time ground data processing

requirements have not been suffiently defined for ground hardware system

definition, Some of the general raguirements of significance included a strong

desire by the pa.yloa.d community to monitor, and in some cases exercise,
ground commands to the payloads from remote facilities where their payload
development activities have been concentrated. In addition, some experi-

menters {e. g., solar physics) have expressed a need for ground monitoring

of high-rate image data in real or near real time to allow for reprogramming

of payload mission operations.

Several studies resulted in rough order of magnitude (ROM) cost estimates for

ground data handling systems (Table II-3~1). Since actual payload user
requirements had not been defined, requirements were parameterized in
terms of mission use, turnaround time, data vblﬁme, and system»&:roughput
data rate. A set of design points was selected which spanned the possible

system performance requirements explaining the wide range in ROM costs.

The ROM costs noted are, therefore, a function of possible user requirements,

Table II-3-1

ROM COST ESTIMATES FOR SELECTED PAYLOAD
GROUND DATA HANDLING SYSTEMS

ROM Facility ROM Operating
Sensor/Payload - Cost¥* Cost¥ per Year

Interferometer Spe‘ctrometer/ 1,8 to 8.1 2.6
Atmospheric and Space Physics
(Ref 25)

Ultraviolet Spectroheliometer/ 10.5 to65.4° 1.140 17.0°
Solar Physics ,
(Ref 29) '

Synthetic Aperture Radar/Earth 24 to 111 3.2 to 34.6
and Ocean Physics : ,
{Ref 6)

Farth Viewing Remote Sensing 36.1 to 107.2 - N/A
Using Multispectral Scanners/Earth : '
Resources

(Ref 34)

*#Cost in millions of dollars (1975 to 1976}, =
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In each case, a sensor was selected from a payload discipline for evaluation
which was considered to drive the overall cost. ROM cost numbers were

uxtracted from the referenced documents.

The dominating conclusion from the studies reviewed is that the high data
- quantities from a few Spacelab payloads is the most significant parameter
driving ground data system design. Proposals range from means to reduce
‘data quantities (e. g., onboard compression and selective processing) to large
groum.i".da.ta' pr’ocessing cdmpleiv:es with high associated costs designed with -

growth potential as a key requirement,

5.2 PAYLOAD DATA REQUIREMENTS

One of the more significant findings of the information search was a lack of "
definition of payload ground data requirements. It was recognized that e
development of detailed requirements is often impossible until late in the
payload development stage when measurement programs are defined and
payldad operatihg plans established. However, general requirements.can be ' i
anticipated and are necessary to allow for conceptual design and long-range

planning of the ground data processing facilities. The reports collected.

during the information search were researched to extract applicable require-

ment data. Various personnel within the payload community were surveyed

to supplement this information, Effort was concentrated on the payloads and

types of instruments anticipated to fly in the mid-1980's, -

A questionnaire was formulated (see Appendix B) to be used as a guide for
data gathering from the existing documents and from the personal interviews,
This questionnaire was not distributed to the payload community for them to
complete as this approach had been previously attempted by others and was o
unsuccessful., It was usedas a checkllst during documentation search and |
p.ers'onai interviews. In con_]unc’non W'lth the questionnaire, a table was

constructed to organize the requirements datz (see Appendix C). e

3.2.1 Documentaﬁon Search
~An automatic search of the NASA Payload Planning Data Bank (PPDB) wa.s

'performed (a sample computer search is shown in Flgure 1-3- 2} ta deter-'.

mine which payloads in particular and which scientific dlscz.plines in general
generated the greatest digital data rates'and quantities.: F1gure I-3 3

summarizes the data from this search.
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CR20-11
do davin2
AUERY HGU PROCESSINHG H5125 . 300000+07
FILE CONTAILNS BES570 RECORDS .
QUERY SELECTED 85 RECORDS -
ENTER nUTPOT REPORT SITE 1D 1H1QUTPUT IHTERRUPTtx -
dprint 30
ae 50125 250000407
EHNTER OUTPUT REFODRYT SITE ID
JPRINT=38 S0H145 163000407
0,5E4ARCH-1,5PL .P AND 57422 P. 50218 160000407
5,57422 D, <
P,FULL,SPACE 1 PL,57422. 50815 132080407
PAYLOAD NBP 11AX DDWMN RsT DIG RT (PrsS) 50115 . 132000+07
50185 230000402 ASS1S +126805+07
AS4lS 100030+07
50195 210000462
AS485 Lleagad+dy
AS50S .185000+08
. ¢lz2es 100800407
As3is »1C2608+08
As32s ,102600+08 so17s +100002+97
’ : AS106 LS0R0R0+05
ASE4% +102000+08
: : . . AG435 LCO0000+06
.AGB4S 100060408 . 8
CH18S 100000408 AS495 LS00PA8+Q8
HE27S 100609408 s0135 + 320000488
: . orags 2668004856
S0155 LST00BR+07
ASAT7S . 310066+07
Figure 11-3-2, PPDB Sort to Support Payload Sel__ect_ion
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MAX DOWNL INK DATA
DIGITAL RATE VOLUME
SOLAR PHYSICS PAYLOAD (MBPS} {MB/DAY)
SO-18S  SOLAR ATMOSPHER[C WAVE PROPAGATION 23.0 2.0% 1012
S0-195 PHYSICS OF FLARING BRIGHT POINTS 21.0 9,7 x 101!
S0-155 _SOLAR ACTIVITY EARLY PAYLOAD 5.7 2.6x 1011
ASTRONOMY
AS-505 10.5 4.6x 10(1)0
AS-31S 10,3 5.6x%10
AS-325 - COMBINED UV AND IR TELESCOPES 10.3 5.7 %109
AS-545 ' 10.7 2.0x 1010
AS-M4S . UV OPTICAL TELESCOPE 10.0 3.1x109
HIGH ENERGY ASTROPHYSICS o
HE-23S  GAMMA RAY SURVEY 10,0 8.6 x 1011
COMMUN ICATIONS AND NAVIGATION
- CN-185 - ADAPTIVE DIGITAL VIDEO COMPRESS[ON SYSTEM 10.0 3.6x 1010

OBSERVATION - GROUND DATA PROCESSING SYSTEMS ARE DRIVEN BY PAYLOADS WITH IMAGE
PRODUCING INSTRUMENTS (SPECTROMETERS, PHOTOHELIOGRAPHS,
'INTERFEROMETERS, MULTISPECTRAL SCANNERS, IMAGING RADARS)

Figure §l-3-3, High-Data-Rate Payloads from PPDB Search
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The documents gathered during the information search were reviewed and

data requirements extracted., A summazry of estimated scientific data

characteristics is presented in Figure 1I-3-~4, Figure II-3-5 lists the pri-

mary references used in the search. The housekeeping data characteristics

were all very low in data rate and appear compatible with current plans for

processing this data,

Appendix C provides the detailed results of the documentation search in tdble

form.

The table is organized by subject matter responsive to the require-

ments questionnaire discussed earlier.

3.2.2 Personal Interviews

Various personnel throughout the payload community were interviewed to

determine their ideas and opinions as to what future payload ground data

requirements would be. The more significant findings of this survey are

summarized below:

AMTCDONMNELL bouaz.(.@_'

The payload community in general has a strong payload operator
concept. In many cases they believe each instrument should

have full parallel confrol from onboard and from the ground. They
would prefer to have ground control from their home site for
reasons of (1) availability of support equipment and software,

(2) availability of support personnel and data, and (3) time and
travel budget constraints, This concept results in heavy require-
ments for real-time ground data transmission and processing
systems. :
Historically, much data tha.t has been transmitted to the ground
and processed has been useless to the scientist, because of poor
quality or lack of scientific value. There are many methods to
reduce production and transmission of this data which should be
explored. For example, development of a cloud analyzer could be
beneficial to several payload disciplines. Dependent of the experi-
ment objectives, there are cases when data should be generated
only when clouds are-absent or when.clouds are present, Develop-

ment of such a device may be too expensive for the individual

payload but may prove cost effective when used for several payloads

with the resultant reduced: ground data handl:mg and processmg -

‘costs.
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ASTRONOMY

HE ASTROPIIYSIES
SOLAR PHVSICS

AMPS
EARTH OBSERVATIONS

EARTH AND OCEAN
PHYSICS

SPACE PADCESSING
APPLICATIONS

—

DATA RATE

<1MBEPS

200 BPS TO 800 KBPS

13,2 MBPS
* (PHOTONELIDORAPH)

1.8 XBPSTO 7.3 MBPS
(UV SPECTROMETER)

2.6 8PS
320 BPS TO 120 MEPS

<240 MBPS
150 T4 250 MEFS

=107 MBHS

14,5 XBPS

ADVANCED TECHHOLOGY <1 8PS T0 420 MRPS

3

Figure 11-3-4. Estimated Scientific Data Characteristics

REFERENCE
DISCIPLINE NO.

ASTRONOMY 1
HIGH ENERGY ASTROPHYSICS 1
SOLAR PHYSICS 2
3

ATMOSPHERIC, MAGNETOSPHERIC 4
AND PLASMAS IN SPACE {AMPS} - :
EARTH OBSERVATIONS 5
2

EARTH AND OCEAN PHYSICS 6
SPAGE PROCESSING APPLICATIONS 7
.. SPACETECHNOLOGY . -~ LB

.

rd
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. Figure [1-3-5. Primary References used for_ Data Beqhiremehts Analysis
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REF
DATA VOLUME SPECIAL CONSIDERATIONS RO
1071106 X 1013 BITSIVEAR  DATA HANDLING REQUIREMENTS 1
(SPECTROGRAPH) DRIVEN BY DATA VOLUME
101310 10" BiTS/YEAR DEMANDS AS OPPOSED TO HIGH
{INTERFERGRETER) DATA BATES
4.7 X 107 BITS/nAY 1
2

2% 1087044 % 107% " BATA FORMAT COMPATIBLE 3
BITS/S DAYS WITH SHUTTLESTIFULATED

TH FORMAT, B BIT-BYTES

Il
6% 101 BIvs/oay DATA TO BE RETURELD 8Y SHUTTLE g
{THERATIC MAPPER)
27% 1012 BITS/5 DAYS ti0 ON-OREIT DUNMP CONSIDERED 2
tax 1010310 x 2013 AODITION OF DNBDARD PROCESSING 1
 BITS/GDAYS REQUIRED FOR DOWNLINKING DATA

28% 101270 206 X 1012 SENSOR USE DURING MISSION 6
BITS/5 DAYS VARIES FROM 2.5 T0 26 HDURS
3% 109 BITS/G DAYS DATA DUMPWILL RANGE FROM 7

23 KBPS TO 1 MBPS
8.6 x 1017 miTsroay DATA FORMAT 15 BYTE {8 BITS) 8.

OR MULTIBYYE ORIENTED
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The long-term archiving of unprocessed (raw) data was not believed
to be cost effective. Pastusage of this data has been extremely
low. It was suggested that one to three months should be adequate
for archiving of this raw data by NASA,

It was recommended that all scientific data be available at the
Payload Operations Control Center {(POCC) for potential real-time
or near real~-time monitoring in support of mission operations,
Image processing will be required at the POCC to allow interactive
control of the imaging instruments. It was believed thata 1-MBPS
real-time image processing capability would be satisfactory.

A requirement will exist for simultanebus downlinking of TV and
high-rate (greater than 2 MBPS) digital data. 'The current STS
wide-band data transmission systems preclude this simultaneous
transmission.

Up to 10 manually switchable inputs to the Spacelab video network
will be required to accommeodate 10 pointing instruments which

could fly on a five~-pallet mission,

A text and graphics uplink capability of 1 MBPS should be provided
for star charts, new observing plans, etc.

Onboard data storage capable of storing high rate data (much
greater than 50 MBPS) for relatively short periods and for
subsequent playback via TDRS at slower rates should be provided.
Central data analysis facilities make sense for the large users
with similar image-producing instruments; however, concern was
éxpressed over ipoi:enﬁal saturation by a iew instruments.

Onboard centralized computer support is aot recommended due to
complexity and cost of software integraiion and verification. Use
of microcompﬁters with individual instruments is preferable,
Complete data autonomy should be a goal for each payload.

As instrument design improves and as scientific objectives become
more demanding, data rates will increase, Figure II-3-6 depicts
a typical example of how a facility class in_strument planned for
ﬂight in the mid-1980's and a scientist's desire to evaluate solar
flare associated shock waves at a velocity of 1, 000 km/sec could
result in a data rate of 1,800 MBPS,
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INSTRUMENT 0.1 ARC SEC Y
RESOLUTION \ {73 km AT SUN'S SURFACE)
ACTIVE REGION
HELIOSCOPE /‘ TOBE
ELARE ASSOCIATED MONITORED
CK WAVES
SHOCK WA SUN'S
DIsc
- DESIRED PLANNED
PARAMETERS CAPABILITY CAPABILITY
INSTRUMENT RESOLUTION X 0.1 ARC SEC 0.1 ARC SEC
SHOCKWAVE VEL (300-1500 km/SEC
1000 km/SEC TYPICAL} ITEI ' 1000 kaSEc A00 kaSEc
FREQ OF OBSERVATION REQUIRED :
(FRAME RATE) : A 14 PER SEC & PER SEC
ﬁ'_‘éﬁ‘éf.;gﬁ‘ggéo BE MONITORED 400 ARC SEC 100 ARC SEC
NUMBER OF IMAGE ELEWMENTS (Y2/%2) B 1.6 X107 1% 108
BITS PER ELEMENT {256:1 GRAY SCALE) ¢ 8 8
ToTAL DATARATE 1 (ax B X C) 1800 MBPS 48 MBPS
REAL-TIME DATA RATE
(QONE IMAGE EVERY 10 SEC) 12,8 MBPS 800 kEPS

{1} (F INFORMATION REQUIRING SIMULTANEOUS OBSERVATIONS IN DIFFERENT WAVE
LENGTHS AND POLARIZATIONS IS DESIRED, THE NUMBER IS CORRESPONDINGLY HIGHER.

Figure 11-3-6. Solar Physics 1-Meter Class Helioscope Data Rate Definition

3.3 SYSTEM CCNCEPTS

3.3.1 Current Plans

The Spacelab Payload Data Network is seen to primarily consist of the

Orbiter and TDRSS data link, the terrestrial telecommunications system
between the TDRSS ground terminal and NASCOM terminal systems at GSFC
and JSC, and a return data link via a domestic satellite (DOMSAT) from the
TDRSS ground terminal to JSC and GSFC, as shown on Figure II-3-7. in
addition, low-rate payload data integrated into the Orhiter's bit stream may

be obtained in a backup mode via the Space Flight Tracking‘and Data Network

(STDN) consisting of stations in Frirbanks, Alaska; Goldstone, California;

Rosman, North Carolina; Orroral, Australia; Madrid, Sgain; and the launch

control stations at Bermuda and Merzritt Island, Florida. Using the Merritt

Island station and pad facilities, it will also be possible to transmit payload
data to the network via the TDRS for checkout purposes.

Real and non-real time data will be provided to users at JSC and the tape

mailing system is indicated as cohtinuing in use at GSFC, In addition, it has

been projected that users may wish to employ their own DOMSAT terminals

for direct high-rate data reception although no firm plans have been develcped.
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Figure 11-3-7. Spacelah Payload Data Network

3.3.1.1 Onboard Systems

Payload data will interface with the Spacelab and Orbiter systems via remote
acquisition units (RAUs), the high-rate multiplexer, and an input to the
Orbiter's Ku-band signal processor (see Figure.JI-3-8). The data processing
assembly; consisting of the computer, input/output (I/0), main memory unit
(not shown), data display units (not shown); and the RAUSs perform the
functions of command processing and distribution, data acquisition, data

processing and transmission, and data displav.

The RAUs constitute the low-rate payload data interface. The maximum

capability of this interface, as indicated on the right-hand side of Figure II-3-8,

iz compatible with the data bus average simplex rate of 600 kBPS and maximum

transfer rate of 1 MBPS in the burst mode. The figures shown for command
and data acquisitions were obtained from the CDMS Specification, Document
No. S5-ER-0004, and are believed to be maximum individual rates with pro-

gramming apportioning the bus capability as necessary for actual operaiion.

The average output rate of the system to the Orbiter pulse code modulation
(PCM) units for experiment ground control is 64 kBPS as indicated by the
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Figure 1i-3-8. Onboard Systems Spacelab Payload Data Flow

upper left-hand capability data, Actual maximum transfer rate is 1 MBPS in
the burst mode. The data is integrated with Orbiter data to comprise a
128-kBPS data stream which may be transmitted via 5- or Ku-band systems.
In addition, the capability for command uplink and Orbiter state vector update,
which would include position and velocity vectors, mission elapsed time
(MET), ‘Greenwich Mean Time (GMT), and attitude as well as target update
(position, velocity, GMT), via the multiplexer/demultiplexer interface are

shown.,

The high-rate multiplexer (HRM), éhown at the bottom of Figure II-3-8
constitutes the interface for high—i'ate data. It also includes a data input from
the I/0 at 1 MBPS which is essentially the data bus rate. QOuitputs interface
with the High Data Rate Recorder {HDRR), payload recorder, and the

Orbiter's Ku-band signal processor. Interface information was obtained

from The System Concept and the System Requ:.rements for the Spacelab ngh

Data Rate Multlplexer/Demulta.plexer, Documsent No, SLP/2107 dated
May 11, 1976 (Reference 37).
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Figure I1-3-9 shows the detailed functional data flow of the HRM interface
between the Spacelab experiments and the Ku-band signal processor. The
HRM can operate in seven distinct modes for downlinking the Spacelab data
{see Reference 37):
A, Multiplexed data in real-time transmission on one of the three
Ku-band signal processor {KUSP) inputs.

B. Multiplexed data recorded on one of the two tape recorders.

o

Combined tape recorder dump and real-time transmission of

input data.

D. Recorder direct data dump and multiplexed input data on separate
KUSP inputs.

E, Directaccess to the 50 MBPS input and the multiplexed input data
transmitted on separate KUSP inputs or recorded, B

F. Direct access recorded, data and multiplexed input data trans-
mitted on separate KUSP inputs,

G. Mnuliiplexed input data or direct access input data transmitted and

recorded (on the high data rate recorder) in parallel.

The characteristics for the two onboard tepe recorders are listed in
Figure II-3-10. The two key characteristics to make note of are (1) data
rate input and (2) data storage capacity which is a maximum for the HDRR,
32 MPBS and 3. 6 x 1010 bits, respectively,

The KUSPs functional flow charts are illustrated in Figure ITI-3-11 which
indicates the switching logic available to downlink the Spacelab's experiment
data. The KUSP may operate in two different modes as illustrated in the
Table II-3-2,

3.3.1.2 TDRSS

It is the intention of the TDRSS to be effectively transparent to the Spacelab's

data network. The TDRS acts as a bent-pipe to the Ku-band return link and
relays the data to a ground station located at White Sands, New Mexico. The

ground station provides the bit synchronization for the return link and decodes

the TDRS encoded data, This data is then retransmitted to .J.SC'and GSFEFC
via a NASCOM land line (at 1. 544 MBPS) or a proposed DOMSAT (at a data
rate comparable to the TDRSS raturn data link). A TDRS ground station
functional flow block diagram is shown in Figure II-3-12.
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Figure 1{-3-9, High Data Rate Functional Data Flow
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Figure 11-3-10, Characteristict of the Two Onboard Tape Recordets
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Figure {}-3-11. Functional Flow of the Ku-Band Signal Processor _
:
Table II-3-2
KUSP OPERATING MODES
Modes Channel 1 Channel 2 Channel 3 .
PM Digital: 0.016 to Digital: 0.016 to Not available ii
2 MBPS 50 MBPS _
Time Shared: e Wideband PLD
e RT PLD Data Data
e RT OPS Data
e Recorder Dumps
M Digital: 0.016 to Digital: 0.016 to Digital: 192 kBPS -

2 MBPS

Time Shared:

e RT PLD Data
o Recorder Data
Dumps

4 MBPS
« PLD Digital Data

Or Analog: CCTVor
4,2 MHz

¢ PLD Analog Data
e PLD TV
e Orbiter TV

e RT OPS Data -

s
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Figure 11-3-12, TDRSS Ground Station Functional Flow

3,3,1.3 35C Ground Systems
Real-time ground support of Spacelab payload operations is currently planned

” to be supported from a centralized POCC located at JSC.

— JSC plans to acquire the wide-band scientific data from the TDRS ground

P station via a DOMSAT. The operational data stream (and low-rate scientific
data) will be received via land line capable of 1. 544-MBPS data transmission.

. The operational data will include the voice loops and will be processed and

available to the POCC in real time. It will be possible to display 500 param-

eters of the operational A2ta on cathode ray tubes (CRTs) and/or strip charts.

This data will be available for immediate recall for a 6-hour period.

b The wide-band scientific data will be demultiplexed and up to 4 channels of
- data extracted. Processing data from three of these chanrels will be limited
]L to 256 kBPS each and the fourth channel limited to 2 MBPS. Five hundred

parameters from exch of these channels can be displayed (CRT capability will

limit total display to 800 parameters at any instant)., Data scheduled for

EEE

dispiay is available for immediate recall for a 6-hour period. Other data on

b
i

these channels will be recorded and can be made available within 4 hours of
any 6-hour period.
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Television data which is compatible with the Orbiter system can be displayed.
Current plans do not account for processing of payload analog data or for
image processing of digital data, Text and graphics uplink capability will be
limited to 8 kBPS for the early Shuttle flights and upgraded to 128 kBPS
effective with Shutfle flight 17.

The J5C POCC will provide standard unit conversion, limit sensing, and
simple logic-arithmetic computations. Special online and offline payload

computation support can be provided on a case-by~-case basis.

The following information on JSC ground data processing was extracted from
Reference 24.

Mission Control Center (MCC) and TDRSS Interface
The MCC and TDRSS interface is comprised of voice, telemetry, video, and

command data. The voice interface will include single or dual air-to?ground
and ground-to-air duplex voice links between the Orbiter and MCC, and also
postpass transmission to MCC of all recorded voice tapes. The telemetry
interface will include real-time landline transmission to the MCC of up to

1 MBPS of payload data. Transmission to MCC of multi-megabit scientific
data will be provided by a TDRSS/DOMSAT /MCC interface, The video inter-

face at MCC will accommodate both real-time and postpass video data.

The TDRSS/DOMSAT /MCC interface will be identical to the TDRSS and MCC
interface and will allow for a throughput (including the multi-megabit data
stream) of the entire Orbiter and payload downlink streams, as received by
the TDRSS ground station.

MCC and POCC Interface
The exact configuration of the circuits and interface characteristics between
the MCC and POCC'are not determined at this time. However, the POCC

must have nearly unrestricted access to the data at MCC, The interface will

be comprlsed of voice, telemetry, and video data. The voice data will
vonsist of two full-duplex voice ‘channels for payload support. The telemetry
data interface will be comprised of housekeeping low-rate sensor data, along
with a high-rate scientific data link (currently one channel of 2 MBPS and
three channels of 256 kBPS of data), The wideo interface will consist of a
one-way transfer from the MCC to the POIC of Orbiter video data.
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3.3.1.4 GSFC Ground Systems
GSFC is responsible for the Spacelab payload non-time~critical data pro-

cessing, Processing functions currently planned at GSFC for the early

Spacelab missions are (1) data capture (record) of all payload data telemetered

on the wideband link and (2) verify, format, and forward data to experi-
menter's facilities for reduction, analysis, and archiving. The full pro-
cessing system will be sized to process and deliver all data within 30 days.
Firm plans for later Spacelab missions have not yeft been made. More
detailed information on GSFC ground data processing can be found in

Reference 24,

3.3.2 Incompatibilities of Current Plans vs Future Ground Data
Requirements

It is clear from the data requirements itemized in Subsection 3.2 and the
corresponding ground data processing capabilities listed in Subsection 3. 3. 1,
that new data handling techniques will be required to accommodate the
Spacelab experiments during the 1985-1990 time frame. Reducing the instru-
ment data rates arbitrarily to match current ground priocesAsing capabilities
will cause a significant reduction in the instrument's performance. This is
illustrated in Figure 1I-3-13 for the synthetic aperature radar (SAR) sensor.
The desired ground resolution for the SAR sensor is equél to or less than
100 meters which relates to approximately 50 MBPS for this example. A
further reduction in data rate would produce a disproportionate degradation

in resolution.

The raﬁge of expec.ted data volumes and data rates for four key image sensors
is shown in Figure 1I-3-14, This plot illustrates the combined data handling
requirements for these instruments, Also, the area representing the

current ground data handling capabilities was signified by cross-hatching the
appropriate values on the same plot, The data volume limitation was deter-
mined by a survey of the digital s‘torage technology pérfborrhed during this
study (see Subsection 3, 3. 3). Apgain it is ¢lear that more advanced data
handling techniques will be required to properly process the data from these

instruments.

" The more significant ground data requirements of the future which exceed

the data processing capabilities currently planned for the early Spacelab

. mission are summarized below:
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" Figure 11-3-14. Estimated Sensors Digital Data Output Characteristics
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# Imaging instruments will generate digital data rates far in excess
(potentially 1, 000 MBPS) of current recording, transmission,
and processing capabilities.

s Real-time image processing will be required to allow interactive
control of the image producing instruments, (Itis anticipated
that a 1-MBPS real~time image processing capability will be
acceptable. )

o Simultaneous transmission of TV and high-rate scientific data
(much greater than the 2-MBPS capability currently planned)
will be required. |

¢ Data quantities {potentially in excess of 1 x 1013 bits/day) will
far exceed the current capabilities to record and process data

within a reasonable period of time,

3.3.3 Proposed New Concepts

A perspective flow diagram of a conceptual Spacelab data link is shown in
Figure II-3-15, The major elements in the end~to-end data link are (1) the
onboard systems (Shuttle), (2} ground sysfems providing real-time prc-
cessing (JSC), and (3) ground systems providing data processing that is not
time critical (GSFC). ' '

The functions proposed to be performed onboard the Shuttle are data storage,
data compression, interactive control and display with both hard and soft-
copy capability and data transmission. The functions recominended for the
real-time processing site are quick-look analysis, diagnostics, and
temporary storage. The non-time-critical processing functions that are
recommended are 1mage process1ng (limited), data hase processing, creation
of instrument data files, and provision of a complete data interface with the

user.

3.3.3.1 Digital State-of~the-Art Storage Survey (References 43 to 56)
F:Lgure I1-3- 16 presents a table summarizing the results of a briei survey
made of available and proposed (1980's) digital storage devices. It will be
noted that we have made no distinctions between airborne and ground equip-
ment, An analysis that includes such distinctions would be a useful follow-on
effort,
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50 MBPFS

{

TDRSS ) GSEC
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Figure }-3-15. Spacelah Data Downlink Flow Capahilities

RESPONSIBLE FOR
NON-TIME CRITICAL
DATA PROCESSING

CURRENT T .
URRENT TECHNOLOGY 1980'S 28164
DIGITAL DATA capaciTY |[BITRATE | access TiME - |costrER 817 | capaciTy|  BIT RATE
STORAGE DEVICES {(BITS) {BPS) {MICROSECONDSHICENTS/BITI | (BITS) {BPS) APPLICATION
4. MAGNETICCORE [ 7x103TO | <1 Msps 0.15T0 10 ~0.50 10 1MBPS MAINFRAME MEMORIES
8x107 - :
2. MAGNETICTAPE | 3x10° TO{ SMBRS 104710 Bx 108 < 0.0001 1012 20 MBPS PERIPHERAL MEMORIES
1.5x1011
3. MAGNETIC DISK 10870 | 7.5maes 2x10§ T0 ~{.0075 1012 4TO PERIPHERAL MEMORIES
5x107¢ 8x10 10 MBPS
4. METAL OXIDE 104 T0 | 0.8MBPs 01708 ~0.30 108 1TO10MEPS  (MAINFRAME MEMORIES
SEMICONDUCTOR | 8x1D BUFFER AND CACHES
{Mos) PERIPHERAL MEMORIES
5. BIPOLAR- 10270 |16.5MBPS 0,02TO 0.8 ~150 109 > 10 MBPS MAINFRAME MEMDRIES
SEMICONDUCTOR | 108 BUFE£ER AND CACHES
PERIPHERAL MEMORIES
6. MAGNETIC 10870 | <uwers 100 TO Bx10% ~ 0,05 10270 10 MEPS SPACEFLIGHT RECORDER
BUBBLE 10° _ : 1010 MAIN MEMORY EXTENSION
LARGE FILE DATA BASE
BUFFERS
7. cHARGE courten| 10570 | 170 10 T 500 ~ 0,30 10° 32 MBPS SMALL STORAGE
pEVICES (ccp) - | 10 6 MBPS BUFFERS AND CACHES
CONTROL DATA STORES
8. ELECTRONBEAM | 107 TO [~1SMBPS| D3TOSD ~ 005 107 o | 150MBPS IMAGE STORAGE DEVICES
1010 1013 1,000 {PARALLEL
CHANNELS) "
9. LASER BEAM 1613 6 MBPS 570 20 1 104 1013 | > 200 MBPs YIMAGE STORAGE DEVICES
{PARALLEL ‘
: CHANNELS) i
Figure 11-3-16. Table of Digital Storage Technology
' ]
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Magnetic~core storage is widely used for the main storage and is direcily
accessible by the computer'!s processing unit. The daia is stored in a spatial
array of elements; in this case, each elezﬁent can sfore a single bit and
physically consists of a tiny donut-shaped object, which is the magnetic core.
Some of the techniques of storage organization used with core storage
{e.g., 2D, 3D, and 2-1/2D schemes) are also applicable to other technologies,
especially magnetic films. As a rough indication of speed and capacity avail-
able in the year 1974, we took ﬂae Ampex ECM (Reference 43), as an example,
with controller modules of 107 bits:

e Read/write cyls - 1 MBPS

¢ Capacity - 109 bits

1t is estimated that the magnetic core technology will not advance significantly.

There is much “¥ritten in the literature on the various types of magnetic tape
systems (References 43, 47, and 55) and the values in the tables are reasou-
able estimates of both airborne and ground devices., Access to these
machines takes place in a sequential fashion. Data are recorded as magnetic
spots on typically 9 to 28 positions across the width of the tape. Such a met
of nine positions may, for example, represent eight information bits and one
bit for parity checking, Corresponding to each bit position is a read and
write head used for recording or sensing information on the tape. Thus data
are retrieved or sent one bit at a time (nine bits in parallel) to the recording
heads, When the tape is at rest, recording or reading can start only when
the tape is accelerated to, or near, maximum speed. This delay is called
start time; it is on the order of 5 msec. An example of a high speed capacity
system is the Ampex Terabit memory which has an input and output bit rate
of 6 MBPS and a capacity of 3 x 1012 bits/3800-ft reel. Further advances in
this technolkdgy is also expected to be limited.

Magnetic disk is available in a variety of arrangements. One scheme uses
the recording surfaces on rotating disks; all disks rotate together at a fixed
speed — the arc not stopped or started for access purposes. Read and write
heads are mounted in a comb arrangement and each comb has one head for
each recording surface, Data are typically stored serially .by bit along each
of the multiple concentric circles (i, e., tracks’ of each disk. Since all heads
are positioned together, a single comb position makes a set of tracks avail-
able. This set of iracks is referred to as a cylinder. Since head-positioning

1
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or seek time requires the longest delay for random access, the capacity of

a cylinder is important. In addition to seek time, random access also
requires a rotational delay which is approximately in the 10-msec range.

For high-speed capacity mnachines, the input and output bit rates range from
2.7 to 6,5 MBPS and have capacities of approximately 10? bits (reference 43),

Developmental disk devices have increased capacities of up to 1012 pits,

Semiconductors, at the present time, do not serve the mass memory market;
however, they do provide a solution for temporary storage {e. g., buffers),
Metal oxide semiconductor (MOS) and bipolar transistors are fabricated as
monolithic integrated circuits, which is defined as an inseparable assembly
of circuit elements in a single structure which cannot be divided without

permanently destroying its electronic function.

The MOS transistor is an active semiconductor device in which a conducting
channel is induced in the region between two electrodes (source and drain)

by a voltage applied to an insulated electrode (gate) on the surface of the
semiconducting material {chip). Bipolar devices such as transistor-transister
logic {TTL), emitter-coupled logic (ECL), etc.,, use the conventional p-n
junction effect to establish integrated circuit (IC) gates which can act as
memory circuits, The junctions are formed by application of alternating
steps of various masks and diffusion depths to 2 semiconductor material.
Charge~-coupled devices (CCDs) are similar to the MOS shift-register devices
but depend on the controlled movement of electrical charges rather than on
transistor-like circuits. CCDs are more conpact, simpler, é.nd lower in
cost than integrated circuit deviges., The primary application of CCDs is

high-density, low-cost storage.

The values used in this survey for semiconductor memories are the result of
surveying published documents (References 43, 46, 47, 50, 51, 52, and 56).
The advantage of these devices are their high packing densities. The results
indicate that semiconductor memories will be useful as data buffers, low-
capacity main memories for microcomputers, and caches for frequently used

data.

Magnetic bubbles, with the" same logic design as shift registers, are developed
in a single-crystal layer of a ferro- or ferrimagnetic material and data can

be made to move along paths on the surface. This technique offers low-cost
/ 168 '
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‘reduces the size of a 1012 bit memory to 10, 000 in,

~superior performance.
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plus high density (i, e, , Reference 43 stipulates 109 bits/in. 2 forecast), but -
is considerably slower in access time than the semiconductor technologies,
This device may be a likely candidate for spaceborne recorders because of
their high relia.bility and increased stdrage density v:}ith corresponding |

decrease in weight and power.

Optical recording and readout memory systems consist of a beam source

. (laser), beam control device, memory medlum, beam deflector, focusmg

and p:wotlng medium, focusing and pivoting optlcs , and a light detector. “The

high packing density potential of optical memaories of more than 108 bit/in. 2

2-of recording surfa.ce :

(Reference 43). However, these capab1l1t1es have not been realized because

of the followmg problems.
A, Development of a su:l.ta,ble, nonvolatlle, elasable, optn.ca.l :
storage medium,.
B. . Development of high-speed, _high-repetition-rate, low-cost
digital deflectors which can aédress a large number of o
o resolution elements.
C. ' The addressability of a field of 108 bits presents a difficult
problem due to diffré.ction, depth of field, depth of focus, etc.

Electron beam devices seem to be far more attractive as a recording device

than laser beams {References 54). Electron beam recording utilizes a spot

size of the order of 102 um which produces densities of 1012 bits/in.2; The
_ B P its The .

electrical signal to be recorded modulates the intensity of an elec’tron beam

which is directed at a silver halide recording medmm (other medmms are

being used, e.g.,; MOS S102/S:|. interface). In the readout process, the same

scanning pattern is used as that used to record. When the beam, acting a.sr'a.

' constant current source, strikes the film, a spot of light (equal in size to the

cross section of the beam) is generated by a scintillator coating 'o'v"e:c"' the

emulsion, The 1nten51ty of the light, when v1ewed through the film is modu-

.lated as the spct is’ scanne& along the récording. ~ Finally, a photo multiplier
~collects the photo_ns, that have penetrated the f:lm and converts them to an

. electron flow, |

" In the 198_0'1'5, 'elec'tjron beam memoriés are considered to be cost competitive

" with all 6i11iﬁé. random access stored devices (Reference-54), butwith far
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3,3.3.2 Array Processor Survey
Our study included a survey of the technology of high -data~rate image pro-
cessmg in 1974 76 Flgure II 3-17 summarizes some of the results of this

survey.

The array processor is usually cornprised of an array of special purpose

. microprocessors containing process:tng elements (PE), V:I.Z., algebram,

trigonometric, or exponentlal operatlons, wh:.ch process data in parallel
along separate paths on a b11.-by-b1t basis. The array processor cperates in
conjunction with a host computer which provides overall progra.rn control. |
Figure I1-3-18 illustrates a typical configuration for an array processor {data
path flow diagram for the AP-120B Array Transform Processor from Float-

ing Point Systems, Inc)

One of the major applications of array processors is d1g1ta1 1mage processzng.

- Typical computational funct1ons which can be solved with this processor

1nc1ude image matchmg, correlatlon, spatial transformation, image regis~

‘tranon, rad:Lome’cr:.c corrections , change detection, statistical c}.ass:tf:tca.-«

_tions, and various image enha.neement techniques. Also, the array processor

may be used to control the image display e.nd recording equipment.

© 3.3.3.3 New Data Handling Concepts in the Literature
- Initially, two new data handling conceptis were examined that were’ deserlbed
_in the published literature: (1) GE's Onboard Exper:.meni: Data Su.pport
_ Fac:Ll:Lty (OEDSF) (Reference 9) and (2) the Instrument Telemetry Pa.cket

(I'I‘P) Concept a GSFC repori. (Reference 10)

The QEDSE concept is shown in Flgu:.e I1-3- 19 This. concepi: uses a matr:tx-
strucmred plpellned proces sor that 1n1:erfe.ces dlrectly between the sensors

and the Specelab's CDMS, viz., the hlgh -rate mu1t1plexer, h1gh-rate data

: recorder, and the experlment computer. ‘This- processor operates 51m11ar1y
to an array processor; in addltlon, it handles multlple sens or Complements
-and comb:naﬁlons of low -~ and hlgh -date rates. The OEDSF would be fabrl- ,

_v;cated Wlth la.r ge-scale 1n‘cegra1:10n (LSI) c1rcu1ts (ueually deﬁmed as > 100 gates

per chip) and would dedicate an entire matrix to each sensor. This concept

o _would do mosgt of the data processing onboard the Shuttle: - -

/ -
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- Figure 11-3-18. The AP-120B Array Transform Processor
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BEHCHMARK CALCULATIONS 28155
- INMSECS
WORD MEMORY MULTIPLY ] FAST CoNvaLuTioN | ™o ]
LENGTH | CAPACITY INPUT/OLUTPUT | TIME FOURIER [1]34 DIMENSIDR | WEIGHT | POWER
MEG/LOEATION MODEL MO, | (BI7S] {WoRDSs) WDRN BATE . . | (NSEE) TRANSFORK { CORRELATION | BFT {Le) (WATTS)
. 1. FLOATING PDINT AP-120B DATAS 1. 3MWES 500 29 6.0 1550 - 28 025
SYSTEMS, INSTR-B4 {1,024 REAL (1,024 232 {512 % 512
PORTLAND,OR POINTS) POINTSY REAL
POINTS}
2. CONTROL DATA, FLEXIHBLE 32 1,0241 ZMHPS 250 - - - - 226
MPLS, MN -PROCESSOR - _ .
3, ESLINE, ADUANﬁEﬂ . 32 G5K 1,25 MWPS <430 |63 o 250 : '5.3.“ ) - © 1,000
SUNNYVALE, CA SCIENTIFIC {1,024 REAL {1,024 x50 {256 » 256
ARRAY POINTS) POLNTS) REAL
PROCESSDA POINTS)
4. {SPINE: : MAP 300 32 -102K° i MWPS 210 2.8 . 2.0 - - -
BURLINGTON, MA S ' {1,024 pEAL (.. (028 232 - |
POINTS) POLNTS)
|
| MULTIPLE PATHS l )
PROCESSOR ' [ »1i0
4 HOST
E CENTRAL
. BVTESLiGESH B PROCESSING
R _ TEl T
. : 121 =
PROCESSOR Elg ! &
MEMORIES - A
|
EXAMPLE OF ARRAY PROCESSOR BLOCK DIAGHRAM
F?gure 11-3-17. Array Processor Survey (1974-76)
o ' . © 98288
AP-120 FLOATING-POINT e
~ DATA PATHS
- S 1o | oma .
- +—1 al
B [ INERPACE | . |
l MULTI PLEPATHS v A 38-BIT | l
| otmeE “DATA |- DATA MAIN N
 MEMORY PAD _ PAD DATA _ |
4 Y MEMORY
LR 2 MULTL PLE v v R |
My ome | PARAHEL o )a2 FLOATING .
: o .- 38-BIT PATHS L o
I 1 - STAGE 1 o o STAGE'1 - ADDER
' | smage2 | FLOATING STAGE2
: l B —————— MULTIPLIER. -
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AUXILIARY ATTITUDE EPHEMERIS [ | .
DATA DATA DATA GHT MET
[ L - I
> TAPE
SENSOR1 ' _ . RECORDER _
J : : KU-BARD
y 1» \ 4 w‘r | SIGHAL
SENSOR 2 —-[ o FROCESSDR
| > EDSED Emi:{;' .l
: | 0EnsFoATA AT
SERSOR3 = »| FADCESSOR Mux o
SENSOR 4 d _Lb'l suB: J >
. | . RATE
\ J J MUX
| : Y Yy j _ _ v
SENSOR 20 - ‘| REMOTE o T exrerment
: ACOUISITION » P
e o T COMPUTER
MATRIX STRUCTURE

THE MATRIX STRUCTURE!S A FIXED NETWORK OF FUNCTIONAL
ELEMENTS WHICH 15 RECONFIGURED ELECTRORICALLY TO .
FORM PIPELINES TAILORED TD THE SERSORS DATA PROCESSING |-
RENUIREMENTS, RESULT: THE FLEXIBILYTY DF A COMPUTER
WITH THE SPEED OF A PIPELINE PROCESSOR

NOTE THIS DESIGN IS RESTHICTED TO AN ONBOARD CONCEPT
F|gure ll-3-19. GE's Onboard Experlment Data Support Faclhty Concept {(OEDSF)

There are .some possible disadVantages to this concept and they are:
A. The data throughput of the OEDSFE systen’l may be 11m1ted to
o cctpa.bﬂltles of the onboard recording dev:l.ces. '
B. There would be a limited capability to select significant

(1mporta.nt) portlons of the strea.m of image data for transmlssmn

to the ground
C. " The matrix structure must be carefully des1gned to avcud conﬂlctmg

mat_hematlca.l o_p erat1ons ,bemg performed on data from different
‘sensors. ' A

"I‘he ITP .con.cept was described in a GSFC r'epbr't.s;'nd' p'rdba._ﬁljr was addxésséd T
speua.flcally for automated earth-orbiting spacecraft. Figure 1I-3-20 shows a
o s1mplziled block diagram of the ITP concept; note tha.t most of the data pro-
cessing takes place on the ground The ITP concept is envisioned to handle
data f::om a s1ngle sensor. In1t1a11y, the ITP would assemble the sensor data
Valong with any required anc111ary data and then buffer this. combmed format L
for subsequent downlmkmg or for_fu.cther processing, Later versions Would.. :

"likely include mote s ophisticated forms of efficient coding techniques.
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msTRUMENT | | INSTRUMENT
NOJ > TELEMETRY | WFBUS
PACKETOTH) [
PROCESSOR
GENERAL SYSTEM DATA ¥
INsTRUMENT L | (7P IfF BUS INSTRUMENT
NDZ - ™|. PROCESSOR ¥|  TELEMETRY _ _ INSTRUMENT
BACKET (ITF) TELEMETRY DATA - ANALYSIS
MULTIPLEXER PROGESSING FACILITY CEXTERS {IAC)
: GENERAL SYSTEM DATA A L » TLMSYNC AND DERODE = ANALYZE SENSOR
: H TELEMETRY « SORT ITF'S DIATA
: : DOWNLINK [ * REORDERITP'S > e E%%ggggga
: P « TIME CORRELATE - | cauieRATIONS,
wsTRUMENT | | 1P UF BUS » CREATE ITP FILES ETE,
NO,N 1 PROGESSOR « COORDINATE WITH 1AC
f « TRANSMIT DATA TO
- R ADPROPRIATE IAC
GEMERAL SYSTEM DATA - o

GROUND PROCESSING .

NOTE 1: MICROCOMPUTER USED AS ITP PROCESSOR
NOTE 2: MOST DF THE DATA PROCESSING TAKES PLACE ON THE GROUND

Figure ll-3»20. Proposed Data Acqulsst:on and Processmg Subsystem Concept
{A. Fervis and E, Green, A Proposed Concept for Improved NASA Mission Data Management Options, GSFG
X-533-76-81, October 1976)

The onboard equipmént will be Acomprised of multiplé ITP processors and a |

single multiplexer which is used to route the ITP data to designated output

~devices (e. g., transmitter or recorders), The ITP processor may be imple-
-mented as 2 microcomputer comprised of a microprocesscr; a semiconductor

- memory, read-only memory for program execution and random access

memory (RAM) for buffer storage; and a I/O control unit.

7 3.3,3.4 New Advanced Concept:

A third concept was devised during the last pha.se of the si:udy and is ShO‘Wn in
_F1gure IT-3-21. This concept is proposed to a.ccompllsh the onboard data '
handling task for a hlgh -data rate image sensor. A new equlpment complement

is required that includes (1) a special-purpose microprocessor used as a

-+ pattern recognizer, (2.) a high-speed flrst-m/flrst out buffer, (3) a p1pe1med

array processor, (2) a2 hlgh speed and ca.pac1ty recorder, and (5) an inter-

active quick-look display,

-,Onboard Processing

Most of the 1m¢ge sensors are observing. phenomena (e. g s solar flares) tha.t

occur only occasmnally for short periods of time, but at extremely h::.gh data

rates. A pa,ttern recognmer, coupled ‘to a first-in/first-out buffer memory;

oy - A73.
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. IMAGING SENSOR'S: - | HIGH-SPEED BUFFER : ' , _ 28166
DIGITAL SIGNAL .| (FIRST-IN/FIRST-OUT) 5 7 _
- »| + CONTROLS DATA INPUT ARALLEL DATA PATH
{DATA RATES RATE TO ARRAY .
> 1 MBPS) PROCESSOR
‘ 0 'y S PIPELINED ABRAY PROCESSOR
: * DATA COMPRESSION/LINEAR
o ArOSE - DIGITAL FILTERING
MICROPROCESSOR CONTROL SIGNALS « GRAY LEVEL TRANSFORMATIONS
« TREND DETECTOR = STATISTICAL ENCODING
» PATTERN RECOGNIZER -
¢ IMAGE SEGMENTER . | I J
» INITIATES CONTROL
SIGNALS _3| BuFFER AND
®  SIGNAL CONDITIONER
INTERACTIVE | . ol R : '
L HIGH-SPEED CAPACITY GROUND
QuicK LOoK | L

_ . KEY ITEMS
1} DATA COMPRESSION: TYPICAL ACHIEVABLE GOMPRESSION RATIOS ARE 4 TO 10: 1-

2} THE RECORDER MUST BE ABLE TO RECORD SHORT-DURATION HIGH-DATA-RATE SIGNALS AND PLAYBACK
AT SLOWER SPEEDS (.9, BIPOLAR, BUBBLE, AND CCD MEMORY 5YSTEMS)

3) PATTERN RECDGNIZERIIMAGE SEGMENTER CAN ISOLATE SIGNIFIGANT EVENTS AND LISCARD THE REST

4} ACAPABILITY SHOULD EXIST l'.~'OH ONBOARD INTERACTIVE GRAPHICS WHICH CAN ALSO BE TRANSMITTED
TC THE GROUND (NOTE: THE DISPLAY WILL ILLUSTRATE PROCESSED/CODED DATA)

5) FOR HIGH RELIABILITY OF THE EXPERIMENTS, SPECIAL SOFTWARE DIAGNOSTIC SCHEMES WILL BE NEEDED

" *THE DATA FOR THE QUICK-LOOK DISPLAY [S$ TIME SHARED WITH THE TRANSMITTED DATA
{i.e., DATA STEALING); HENCE, THE HIGH-SPEED. RECORDER SERVES A DUAL ROLE

Figure 11-3-21. New Onboard Data Handling Concepts

an array processoﬁ: used to compress the data; and a high-speed digital

recorder will permﬂ: detecting the appropriate s1gnals and recording for

subsequent transmission at a low- data rate. The pattern recognizer will be

implemented by 2 microprocessor which can also be used for irend analyses,
image segmentations, and the initiation of contr ol 51gnals to the rest of the
image sensor processing equipment. This m;.croProcessor will isolate the
51gn1f1ca.nt events and discard unnecessary data. The h1gh speed buffer

simply controls the mput rate to the array processar. ,

: ’I‘he array processor. will be used for image data. compressmn. Ima.ge com-

pressmn techmques (References 57 to 67) can achieve a reductmn in data.
rate and volume of 4:1 to 10:1, Examples of such techmques are: (1) 10W-
spatié,l;ffeqﬁ'u‘ahty notch f:ltermg f"ollow_e.dlby conirast stretching.and -
(2) Hadamard transformations (Reference 65) combined with removai of
3 hlgh low-valued _sequency components (a].so called zonal .ﬁltenng) '__[‘he '

1ata 1s then routed to a h1gh sPeed capac:.ty recorder.

/ I, I V2R
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The recorder must be able to record short-duration high-data-rate signals
and playback at slower speeds, B1p01ar, CCDs, or magnetlc bubble systems
may be used for this device. The recorder's output will be routed to the

Orbiter transmitter and to an interactive onboard display. The data for the

quick-look display will be time shared with the transmitted data which means

that the same data will be sent to both locations, It should be noted that the
display will have to accommodate compressed and encoded data.

Special uplink commands will be required for interaction with the quick-look
display and simultaneous transmission of the display signal to the POCC
which will provide a real-time check of the experiment and permit early

remedial actions to take place. This establishes a requirement for onboard

interactive graphics,

- Because of the importance of assuring the correct operation of the experi~

ments, some form of diagnostic .soft&a;re should be placed onboard for detebting

a failure and recommending corrective actions.

Ground Data Proc essing

. The followmg data handling concepts are recommended for the real-time

Spacelab processing site (e. g., JSC) which also :mcludes the POCC.

Hadamard {or other transforms, see Reference 42) decoders will be requlred

to. decode the quick-look data transmitted from the Spacelab. An array

processor W111 be used. to perform the 1nverse transformatlon necessary to
_ dlspla.y the v1sua1 1mage. Ima.ge processmg at the JSC POCC Would belimited -
o qmck -look analys:xs and evaluating the quality of the downhnked data. C

It is also suggested that users Who wish to commuﬁicafe" &iréctly With’ the

-- ‘ Spacelab be alloca.ted a coded audio signal (e.g., a voice-print signal match)
" that the user can enter into a’ ielephone line for facmhtatmg identification and
| organwatlon of the eligible us ers. A central switchboard at the POCC will

- determine the orden: in whlch the users W111 have access. to the Spa.celab

" The iiéérs' at the JSC POC:C"are:va"subset of the complete set of Spacela,b :

- experiment users, These users-will want a quick look at thelr data.

Dlsplaymg this da.ta to them will reqmre fast decodlng, a.rray processmg,

s 175 o
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and interpretation of the users'! high-level-language commands. Thus, 4
- responding to the users requires a substantial amount of fast digital infor- , o
mation processing, The amount of this processing available to the users is :
limited, thus, the users must compete for the available digital processing.

The scheduler/ éontrollér will arbitrate among these users! confliciing

demands. Depending on each user's commands, the format of the user's

data, the information density of the user's data, the relative imporiance of ‘

the data, and the amount of preceding computing time consumed by the user, e
the scheduler must arrange (1) the sequence and sizes of the data blocks to

be stored in the high-speed mass storage (see Figure 1I-3-23), and (2) the

sequence and frequency of the running of each user's display program. The

schedule will be implemented as software in the scheduler/controller,

Storing the data blocks in the high-speed mass memory requires a reservation

- of segments of the mass memory for the elements of these blocks as they

‘arrive from the decommutator. The addresses of the heads of thesé blocks

are conveniently stored in an a.ssoc1a.t1ve memory {see Reference 68) within

the sc_:heduler/controller. The associative nature of th1s memozry facilitates : ~,

responding to each user's request for various types of data.

Where a user's program, say user A's program, is suddeniy’ interrupf:ed by
another us er, B, a.nd user B has a higher prmrlty than user A, then user A's
intermediate data may be stored at the top of a stack memory (Reference 68)

(or; equivalently, a push ~down memory). The intermediate data of user A

. will be retrieved when user B's program 15 completed. If a still higher-

P"‘lOl‘lﬁy’ user, G, interrupts user B, then user.B's 1ntermt.d1ate data are

stored at the top of the stack {pushing down the data of the other users in the

stack) until user C's program is completed. - ~This computer algorithm , ‘
.structure will not only determine priorities but facilitate day- to-day changes : -

- in the schec_l'u.ang of the experiments.

' Because of the importance of correcting experiment failures as rapidly as = = .

- possible and since a full- diagnostic and repair capability will not be feasible -

- onboard the Shuttle, it will probably be necessary to have a full failure _
_. a.na.lyz.er on the grounrl (J‘SC and MSFC) 'The analyzexr will assist .TSC POCC

to advise the Spacelab on remed:.al actions for hardware and saf"ware failures 7 -

that the onboard system cannot C("Pr“- with,
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-needed to restore the images into a visual scene,

| Figure I[-3-22 is a table that lists standard digital image processing

| Reference 42 and will hot be elaborated on in this report It should be noted et

example, associative’ Inernoryir des1gns may be used to facilitate dynamic

C . MCDONNELL pouat{@;

Suppose a hardware failure occurs in the data processing section of the Space-~
lab and either (1) this hardware failure cannot be diagnosed onboard or (2) the

hardware failure can be diagnosed but a repair procedure cannot be discovered
onboard — perhaps because of a lack of an appropriate spare part, Then a full
simulator of the onboard data "p'roce.s sor, including a capability for simulating

hardware failures, may enable the POCC crew to suggest alternate schemes

for at least a partial repair,

Suppose a software failure occurs that is too complex to be diagnosed onboard.
Then, a full simulation of the system is needed at JSC or MSFC, To enable
this simulation to take place, a full'memory dump from the onboard computer
system to the JSC simulator would provide the JSC programimers the infor -
mation they need for a d1a,gnos:|.s of the fajlure, and for finding schemes for at

least a partial repair.

The analysis of hardware and software feiiur es is likely to be greatly helped

by special software wr1t1:en as a dlagnostlc aid, We refer to thls as dla.gnostlc

software,

The following data processing techn;.ques are suggested for non- tlme—-cr:r.tlca.l

processing of Spacelab data at GSFC Also, array processors will be

required to implement the a.ppropr1ate (e.g., I—Iadamara) decoding technique

At this site, the data is received in the form of a var1ety of waveforms mult:.-—
plexed together, nonmuluple‘ced s:.gnals, rhedium-rate data, and h1gh -data-~
rate image sensor data. Most of the new data handling concepts presented

here are only concerned with :r.mage processing since the analysw of non-.

1mage sensor date is well within the current state of the art.

techniques which should be consider ed for GSFC and examples of their

correspond1ng apphca.h.ons - These teohnlq_ues are dlSCuSSEd in detall 111
that some real-time proces smg algomthms may be included at this site. For
loading of new programs, Also, data base Processmg (Reference 41) ma.y ‘be

B BN
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FUNCTION EXAMPLES OF APPLICATIONS

L) DECODING INVERSE HADAMARD (OR FOURIER) TRANSFORMATION INTO
VISUAL SCENES,

2.) IMAGE SEGMENTATION |SCENE ANALYSIS; E. G, DISCRIMINAT[ON BETWEEN TERRAIN
' FEATURES LIKE FORESTS URBAN AREAS, BODIES OF WATER

: ROADS, ETC,
3.) NOTCH FILTERING REMOVE SHADING EFFECTS CAUSED BY NONUNIFORM ILLUMINATION
~4,) GEOMETRIC CORRECTION |CORRECTIONS OF DISTORTIONS IN SCANNER OR TELESCOPE (OPTICS)
.) INTERFRAME = ELIMINATE FLICKER IN SLOW MOTION VIEWING OF RAPID EVENTS |
- RECONSTRUCTION  |(E.G., SOLAR FLARES),

6,) DEBLURRING ' CORRECT!ON OF DISTORTIONS DUE TO IMAGE MOTION AND
ATMOSPHERIC TURBULENCE, :

7.) IMAGE CORRELATION  |CONSTRUCTION OF TOPOGRAPHIC MAPS FROM STEREQ-PAIRS,
8,) DATA BASE PROCESSING |ANALYS]S AND CORRELATIGN OF SENSOR DATA FROM SEVERAL
(SENSOR) FILES,

NOTE: MOST OF THESE NEW DATA HANDLING TECHNIQUES APPLY TO IMAGE PROCESSING ONLY,

Figure 11-3-22, New Data Handling Concepts, Non-Time-Critical (3FSG}

used for correlating data from several sensors and can have applications for

both quick-look ana.ly-ses and visual image processing _eva.luations (GSFC).

© 3,3.3.5 End-to-End Concept
This final section will address a complete Spacelab experlment data link wh:tch :

is compr1sed of (1) onboard systems and (2) ground systems — real-time

processing (.]'SC) and ground systems and non~time - cr:.t:l.cal processmg (GSFC‘.

"Th:.s énd ~to-end concept is illustrated in Flgure I1-3-23.

‘Onboard Pr ocessmg

Since the low-rate data will be recewed at the onboa.rd da.ta. ha.ndlmg 1nterface

’ w11:h Wldely varying speeds and waveform spectra, th1s data will be processed ’
' by L.SI~ demgned mmrocomputers The process:mg will be. comprlsed of

o vbuffermg, formating plus data correlation, and 51mple forms of data com~

pres: smn, 1f desired, The low~rate data. str eams will be multlplexed 1n1:o a -
s1ngle bit o tream which is in ‘turn combmed Wlth the hlgh da.ta. rate 51gnals '
in the HRM. ' o : '

Because of the immense ddta rates produced by some of the image sensors,
_ :Lt is necessary to use pa.rallel processmg i.e.chn1ques Where poss:.bT e, Thls

" can be 1mplemented by array processors in which ‘the mathema.ﬂcal operatmns "
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Figufe 11:3-23. Model of an Advanced End-to-End Data Handling Concept

are distributed throughout an array structure and the data is p:.pellned {at 1 to

4N words per second data rate) through the processor. Use of high- capac:.ty,
fast-access memory devices {e. g., magnetic bubbles) will be used as buffers
between the high-rate data processing and the HRM. A scheduler wzll be

- included in the HRM to provide remote control of the downlmk data.

Ground Data Processing -

Since the same or related objects are often observed by two or more imaging

g.s'en'sors,- it is de-sirable to correlate the'data from these sensors, . For this

purpose, a data base processor will provz.de a method for correla.tmg da.ta
with va.rmus formats and codes. Use of programmable read-only memories
(PROM) or oth er fo_r:ms of flrmwa.re will expedlte the implementation of the

data base processors, Ground use of the array processors will prov1de the

.:mverse tranaformauon of ‘che 1mage data, correspondmg to the selected

onboard data. compresslon techn:r.que. Arra.y processors may be used for both’

qulck -look analysm and data quality evaluatlons.
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~which designates the available space.

' of observations immediately following a solar flare: (1) the magnetic field

MEDOMMNELL DOUGL‘:@—\

Computer -assisted experiment scheduling will make use of stacked and

associative memory (software) designs. Much of the scheduling of experi-
ments for data acquisition may be carried out by stack or push~-down mem-~

ories (i.e., last-in/first-oui), These memories store the addresses of

- programs for initiating the acquisition of data. Associative memories are

used to facilitate the dynamic loading of new programs, When a change in a
program takes place, the new program must be loaded into the main memory
from a mass storage unit (e.g., disk), The addresses of the statements in

this new program may be allocated with the help of an associative memory

Database Processing

When data arrives from the decommutator, it is in 2 variety of formats,

depending on the numkter of bits per sample, the time bhetween samples,; the
number of samples to be viewed in each frame of a display, the number of
samples pexr word of memory, and the information requested by the user,

For example, the user may wish to ase the correlation between two sequences

along an earth meridian coplanar with the sun, and (2.) the amount of cosmic
ray partlcles in selected energy intervals, These data need to be placed into
a data structure to fe.c:l:.fa,i:e the retr1eva1 of the desired information and to

facilitate correlating simultaneous data.

The database processor facilitates this task by placing zll the data into a
consistent data structure, in biocks covermg a specified time interval.
These data. are then retmevable for output processmg and/or corse.l.auon, o

even though the tser requesting the data may not be familiar with the data's

format and data structure.

» S0 e e




- Conclusions from the ground data management analysis are shown on Figure

" claim, "This is what we would like, but tell us what we need to live within,"

' neces sr—iry gr'ou'n_d-.data management system. .-

It has been stlpulated b'y- NASA. that ﬁhe Orbl‘.:ez' /TDRSS link Wll_l accommodate
“data rai:es up to 50 MBPS, and the subsystems to a.CCC)mpllah. this rate are -

,»m:‘gssionisupport requirements. .(~?.‘._MBP_S) and, therefore, these systems are

MEDONNELL péuax.(;@'__ ) o ) : S ' : j

_Section 4
CONCLUSIONS AND RECOMMENDATIONS

Major observations related *o the Spacelab pa.yloa.d data processing system
requirements are shown on Figure II-4-1, The most overriding observation
is that the high data rate and volume from a few Spacelab payloads are the _
most significant parameters driving ground data system design. A high per- '
centage {greater than 90%) of Spacelab digital downlink datz is image data. -
It is expected that image data rates will increase in the future to levels well
above the 50 MBPS rate as science and technology activities in orbit are in-
creased. Simultaneous video as well as high-rate science data will be re-
quired which will further increase transmission and handling requirements.
In addition to these incompatibilities, other program issues are still unre-
solved, such as the fact that most users prefer real-time mission support
from their home sites rather than at a centralized facility. Althbugh many o
questions remain unanswerad, considerable effort is being eXpendéd at this

time by NASA and the payload community to solve these incompatibilities.

1l-4-2, Payload data procéssing.requirenients are expected to increase, but

firm requirements are not yet available, Most users are very flexible - they

Thus, data requirements are largely conceptual, and firm requirements will
have to be evolved with pa.yload hardware and softwa.re development. This is
the paradox of the problem because 1ntegra.ted payload data requ:trements,

which are not yet developed, are needed now in order to properly plan for the

well defined. However, the ground processing systems are limited to early
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" e HIGH DATA RATE AND VOLUME REQUIREMENTS DRIVE GROUND DATA SYSTEM
DESIGN

® HIGH PERCENTAGE OF DOWNLINK DATA 1S IMAGE DATA {GREATER THAN 90 PERCENT)
@ IMAGE DATA RATE REQUIREMENTS WILL INCREASE IN FUTURE (> 50 MBPS)

e SIMULTANEQUS VIDEO AS WELL AS HIGH RATE SCIENCE DATA WILL BE REQUIRED
" FOR INTERACTIVE CONTROL .

® MOST PAYLOAD USERS PREFER TO PROVIDE REAL-TIME SUPPORT FROM HOME SITES

e PAYLOAD COMMUNITY AND NASA AWARE OF AND ACTING TO SOLVE PROBLEM
Figure 1!-4-‘_1. Key Observations

* USER DATA PROCESSING REQUIREMENTS ARE LOOSELY DEFINED

o PAYLOAD SENSOR QUTPUT AND DATA TRANSMISSION CHARACTERIST[CS_
- EXCEED CURRENT PROCESSING CAPABILITIES .

. REAL TIME lMAG;. PROCESS!NG (S A VALID REOUIREMJ:NT
o USE OF CURRENT TECHNOLOGY ADVANCEMENTS ARE NECESSARY
e EFFECTIVE DATA F‘ROCESSiNG REQUIRES END TO END SYSTEM PLANNING | o

* ONBOARD PROCESSING WILL BECOME A NECESSITY

A STRONG USER/PROCESSOR UNION 1S REQUIRED

Fi_gure 11-4-2. Ground Data Managemeﬁt Cancluisons
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not as advanced as the TDRSS. The projected data rates greater than 50 MBPS

-will require imiproved onboard as well as ground processing systems., The

ability to process image data in real time will be required to support inter-
active payload mission operations. In order to meet the higher data rate

payload requirements, several proposals have been made ranging from more

: sc:phistiCa.ted data processing designs and computing complexes to the use of
- advanced technology data recording techmques. Data compressalon and filter-

‘ing (selective processmg) at the source will become necessary using micro-

processors that reflect the rapid developmenﬁs in integrated c1rcu1ts and
other 5peciliZed é’quipment. - A strong union of the payload c.cimmiini_ty and
the data processihg community is required xo allow end-to-end system plan-

ning for an effective data processing system.

Overall recommendations for the ground data management analysis effort are
summarized on Figure I1-4-3. It.is recommended that direct action be taken
to develep a system inr the simulta.neous' downlinking of video and digital

data at a rate much greater than the current constraint of 2 MBPS. Methods

to further reduce the process*ng of useless data should be encouraged such

as the combination of onboard/ground interactive graphics combined with
compuier- a.ss:Lsted scheduhng.- In general NASA should promote the. future
use of payload mlcrocomputers (plus memorles) rather than the use nfan

onboard centralized computer. Complete payload a.utonomy sheuld be the

‘ goal of future planm.ng.

LA follow-on study is recommended that would develop 1ntegrated payload data

' processing requ1rements and user g.udellnes related fo pay‘load data manage-

ment capabilities for use by both the payload and data processing communities.

An investigation of new electronic technology advancements needs to be con- -

‘ducted for applidation within the pa.yld:ad data processing system. Imprbved

computer demgns, such as array processors, could be used to 1mplement

data compres sion techmques. In addition, high capacmty/ speed rnemt:u:jar }
) systems could be used as buffers (such as magnetic bubbles; blpolar semi-

- conductors, or charged coupled demces) and. as 1mage stm age dev:.ces (such

as laser and electron beam 5ystems) S
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DIRECT ACT]ON

e DEVELOP SYSTEM FOR SIMULTANEOUS DGWNL[NKING OF VIDEO AND HIGH
RATE DIGITAL DATA

¢ ENCCURAGE TECHNIQUES TO REDUCE THE PROCESSING OF USELESS DATA

® PROMOTE PAYLOAD DATA AUTONOMY WITH ONBOARD MIGRO-COMPUTERS
FOR SCIENCE DATA PROCESSING

FOLLOW ON STUDIES:

'@ DEVELOP INTEGRATED PAYLOAD DATA PROCESSING REQUIREMENTS AND
USER GUIDELINES - '

e INVESTIGATE USE OF NEW TECHNOLOGY
"= IMPROVED COMPUTER DESIGNS FOR.DATA COMPRESSION

— USE OF HIGH CAPACITY/SPEED MEMORY SYSTEMS AS BUFFERS
AND IMAGE STORAGE DEVICES

Figure 11-4-3. Ground Data Management Recommendations

nMEDONNELL bbu&‘xﬁés&._-_-;- -




0

th

I

ez omn nri.
§]
"

-

- 14.

~-,Interna.t10nal Business Machines Corp. {IBM). . Synthetic Aperture .

 NASA-MSFC. " Spacelab Design Reference Mission Analysis, Mlssmn ,
Aeronufronic Ford. Langley Application Experlments Data

‘Management System Study. Fmal Report NASI 13657 December 1975

~10.
vv:Document No X- 533 76 81 October 1976

12, "'vNASA MSFC Spacelab Opera.tl.ons Requlremem:s (Prellmlnary)

- SP-275- 0935 September 1975.

.+ Requirements for Early Spacelab Mlssmns. NASB-29462, PDS-SE-073,
, May 1976 e T

Lee o 7 T AICDONNELL bOUdn@'_ S

Appendix A
REFERENCE DOCUMENTS

International Business Machines Corp. (IBM). Ground Support
Requirements for Selected Shuttle Payloads August 1975,

International Business Macha.nes Corp (IBM) Spacelab User

In’cera.ctlon Study, Phase 2 Review. NAS8-31167, May 1975.

Ball Brothers. Shuttle Era Ground Data Processing Parametmc
Requirements for the Discipline of Solar Physlc s. PHO-1-446,
August 1975, '

Martin Marietta Corp. Atmospheric, Ma.gﬁetosphenc and Plasmas in

Space (AMPS) Spacelab Payload Definition Study. NAS8-31689,
November 1976.

General Electric Co. Earih Viewing Applications 'L.a.bor'atorj (EVAL)
Concept Definitions/Partial Spacelab Payload. ' Technical Report No.
NAS5-24022, September 1976, -

Radar (SAR) Ground Data Processing Facility Definition Study.,
NASA-JSC, January 1976.

C...Space Processing Applications. Vol. IV, April 1975.

General Electric Co. Onboard Experiment Da.ta. Support Facility.
NAS9 14651, September 1976.

Albert G. Ferris and Edwa.rd P. Greene A P'reposed chneept for
Improved NASA Mission Operations Data Management. -,NASA—-GSF‘C

International Busmess Machmes Corp (IBM) Spacelab Ground Da.ta
Managernent NASS 30651, 74W 00199, August 1974, -

June 1976.

Sperry Rand Corp. . Operations Data System Overv1ew NASS 21812

General Dynam:.cs Coxp. /Convalr Payload Operations COntj:ol 'C'envte'r

s 185




ls.

16,

17.

18.

19,

20,

21.

22,

2.-3;

24,

25,

26"
27,
28,
29,

30,

MCDONNELL DOUGLAS /z_

NASA-MSFC, NASA/ESA Joint Spacelab User Reguirements.
MSF C~PD-74-2, March 1976.

M&S Computing, Spacelab Payload Operation Control Center Concepts.
NAS8-31416, August 1975.

General.Dynamics Corp. /Convair, On Board Data Mvatiagement
Requirements for Early Mission Spacelab Payloads. NAS8-29462,

April 1976,

NASA—MSFC. Summamzed NA.SA Pa:yloa.d Descnptlons, Sortie Payloads.

Level A Data. July 1975.

NASA-MSFC., Payload Descriptions, Sortie Payloads, Level B Data. .
Volume II, July 1975,

European Space Agency (ESA). Spa.celab Payload Accommodation

- Handbook. NASA/ESA May 1976.

Jet Propulsion Laboratory, Pasadena. Deep Space Payload/STS
Operatlons Concepts and Requlrements. 760-140, Aprll 1976

NASA GSFC. Pa.yload Operatlons Concept and Requlrements for
Earth-Orbiting Automated Payloads Launched by STS. May 1976.

NASA-GSFC. Tracking and Data Relay Satellite System (‘I’DRSS) Users

Guide. May 1975.

TRW Inc. STS Payloads Mission Control Stu.dy-—Fmal Report.
NAS9-14484, December 1975.

Aeronutronic Ford, A Parametric Analysis of Shuttle Era Data

'-Proces-sing Su-pport NAS9- 1261 November 1975

Interna.tmnal Bus:l.ness Machines Corp (IBM). Ground Support

Requ:.rements for Selected Shuttle Payloads. August 1975.

Phl].l:Cl Ford Corp A Stud;r of Ground Data Handhng Systems for

Earth Resources Satellites. Volume VI, Executive Summary,
NAS? 1261 PHO- ’I‘R576

Aeronutromc Ford A Pa.ra.metrlc Costmg o£ Shuttle Ground Data
Processing Equlplnent Required for the Descipline of Atmospheric and

~ Space Physms NAS9 1261, JSC 10046 March 1976

'Internatlonel Business Machmes Corp. (IBM) Ultra.ij.et

Spectroheliometer Ground Data Proces s:.n.g Fac:.l:.t-y Definition S’cudy.
H76 011~ M July 1976

‘Internatlonal Busmess Machlnes Corp (IBM) A Dlgltal ‘I‘echmque o

for Developing Synthetic Aperture Radar Images. - NAS9-1435D,

December 1975




S R

31,

32.

34,

35.

. 36,
37,

38.
- JSC=07700, Novembf-‘r 1975,
’ 39-
40,
4l

42,

43,

44,
45

46,

MCDONNELL Douah@_ :

TRW Inc. Mission Control Communications Interface R'eg_uii’eménts
Study, STS:, Vol. II, (5 documenis), NAS9-14709, 28042-H002-R0-00,
February 1976.

TRW Inc. ‘Spacelab Cost Reduction Alternatives Study. NAS9-14484,
26904-6002-TU~00, February 1976. :

-NASA-JSC. - STS Operations Baseline Operations Plan (BOP).

May 1976.

Philco-Ford Corp. A Study of Ground Data Handling Systems for
Earth Resource Satellites. NAS9-1261, PHO—TR—576,_- August 1974,

Aeronutronic Ford and International Business Machines Corp. (IBM).
Mission Control Center System Specification for the Shuttle Orbital
Flight Test Timeframe, NAS9-1261 and NAS9-14350, FSC~10013,
February 1976. ' R

NASA CADSI Panel and Aeronutronic Ford. Communications and Data

Systems Integration (CADSS) End-To-End Configuration Book.
J5C-10074, May 1976.

European Space Agency (ESA). The System Concept and the System

'‘Requirements for the Spacelab High Rate Multlplexer/ Demultiplexer.

SLP-2107, May 1976.

NASA.JSC. Space Shuttle Program Payload Accommodatmns Vol., 14,

International Business Machmes Corp. (IBM). Spacelab Instrumentation

. Handbook NASS 30651, November 1974

. NASA-GSFC Pa:y'load Operatlons Concept and Requlrements for Earth-

Orbiting Automated P‘a.yloa.ds Launched by Space Transportatlon System.
GSFC-76-001, May 1976,

- D, Kroenlce. ._ Da.ta.base Processing Sc1 Research Assocmtes, 1977

A, Rosenfeld and A, Kak. Dlgltal Plcture Processulg Academlc
Pless, 1976.

J. LllS'ng (PlOJect SE'IE) W-i.deba':.nk,' ngh—Speed -Jja.i::a;.Ré;‘Ee"Re'c"o_i'.dihg- -
© Concepts and Sy'sterns Final Report, Navy Contract N00123-73-C~0253,

June 19?4

L. Altman. -Merribriés, ' :Sp.ét:ia’.i B..ep-dn.:t, Eléc:'ti'bnics;"'.]:a;ﬁ'uai;y 20, 1977, e

P 81-96.

Bobeck, Bonyhard; and Geusm Magnetlc Bubbles. - .An Emerging .
New Memory Technology' IEEE Proc ‘No." . 8, .August 1975, P 1176- 1195

L, Altman. Charge - Goupled Devices Move inon Memorles and

fAnalog Signal Processmg Electrom.cs, AugustB 1975; P 91 Lol.

: /.. "-18?-




AMCDONNELL. bbdéfz@_'; e

47, ILuecke, Mize, and Carr. Semiconductor Memoxry Design and
Application. 1973, P 6-12. . ,

48, Robert Wickham. Projections of Data Proces.smg Memozxy Usage.
IEEE Proc, No. 8, Augusf' 1975, P 1096-1103.

49, Jules H Gllder. It's a2 Year for Bubble Memorles, Prototypes will
Appear Shortly, Electronic Design 3, 1 February 1973, P 22-24,

B0, L. Terman and L., Heller. Overview of CCD Memozry. IEEE J, of

Solid State Cireuits, Vol. SC-11, No. 1, February 1976, P 4-10,

51, Mohsen, Tempsett, Fules and Zimany. A 16-Bit Block Addressed
: " Charge-Goupled Memory Device. IEEE J, of Solid Sta.te Circuits, -
Vol., SC~11, No, 1, Febluary' 1976, P 40-49, :

52. R. Allan. Sem_iconductq: Memories. IEE Spectrum, August 1975,

P 40-45,

53, Gillis, Hoffman, and Nelson. Hdlograpl&c, Memories - Fantasy or
Reality. AFIPS Conf. Proceedings, Vol. 44, 1975, P 535.540,

54, D. Speliotis. Bridging the Memory Access Gap. ATFIPS Conf.
: Proceedings, Vol., 44, 1975, P 501-508,

55. M. Wildman, Terabit Memory Syét'ems. A Des:.gn History. IEEE
' Proc. No. 8, August 1975, P 1160-1165,

56, MOS Memory Systerns Electromcs, 1 Apnl 1976, P 74 81

57. J. Sklansky. Image Segmentation a,nd Feature Extractmn. Pattern .

Recognition Proj. of the Univ. of Calif. a.t Irvme, Technical Report '

- TP- 76 6, November 1976.

58. T, I-Iuang et al. Image Processmg. IEEE Proc. Neo. 9, November
1971, P1566 1609. ' ' S

B9, T Se:.dman (TPL). Sdme Prac::ticﬂ.ApéHéé;ﬁons" of Digital Filtering

in Image Processing. Proc. of Computer Image Processing and .
Recogm.tlon, Vo]. 2, Angust 1972, P 9-1-1 to 9 1- 16

60, L. Wllklns and P. Wmtz Blbllography on Data Compressmn, ‘
‘ Picture Properties and Picture Coding. IEEE Trans. on Info. . Theory;

'_ _March 1971, P 180-197.

61. . A, Habibi and G Robmson A Survey of Dlgl’ca.l Plci:u.re Codmg

Computer (IEEE), May' 1974, P 22-34.

'_:-.’-‘62'."?: A. Rosenfeld and T, Weszkaj.: Plc’cure Ren.ognﬂ:mn and Scene Anal}rsz,s

Computer (IEEE), Ma.y 1976 P 28-38.

S 63 G, Nagy Digital Image - Processmg AC‘tl.Vltles in Remote Sens:.ng

" For Earth Resources.. IEEE Proec., Vol. 60, No. 10, October 1972
P 1177-2000.

o m




-

64:‘

65.

66.

Y

68.

MEDONNELL: DOUGL‘:@_\

R. Bernstein., Digital Inia.ge Processing of Earth Obseﬁ:vation Sensor

- Data. IBM.T Res. Develop., January 1976, P40 5?.

Ww. Pratt et al Hadamaxd Transform Image Codinr:. IEEE Proe. ,‘ |
Vol. 57, No. 1, January 1969, P 58-68.

T.S. Huang (Editor). Picture Processing and Digital Filtering.
Springer, 1975, .

T.S. Huang, PCM Picture Transmlssmn. TEEE Spectrum, December

1965 P 57-63,

Yashan Chu. Computer Organization and Mlcroprogrammlng.

Pren'l.lce Ha.ll 1972, P269 284




. V.O‘-A." "

S MEDONNELL Doué?@_; s

—
ey
| ——
[ S
¥ anwm—
T e

Appendix B

SPACELAB PAYLOADS GROUND DA’I‘A HANDLING
REQUIREMENTS QUESTIONNAIRE

This appendix outlines a questionnaire used during this study as a checklist

to gather ground data handl:.ng reqmrements via a documentation search and

personal interviews.

L. PRELAUNCH

Are there any prelaunch actlvnnes (1 e., Level I II or III Wh:r.ch require
g_round data handling operations ? If so, is data handling support required in
real time 6r near real time? Do any of the prelaunch tests require command

and control from remote locations (e.g,, POCC)?"

IL LAUNCH ASCENT DESCENT AND LANDING

Are there any data handling requirements needed during these mission phases ?

Are there any command and control operations reqm.red durmg these pha.ses ?

Al

SO A PR MISSION OPERATIONS
' Whai method of downl:.nkmg the experiment housekeepmg dataris =

desm:ed‘? What format, word size, and data rate is reqi.nred‘?

- -1s real-or near-real-time scientific data requlred by the Spacelab
:_expenmen‘cer ? Wha.t method of downlmkmg is desirable? Whai:

: will be the da.ta. format word size, data rates, and repetltlon :

" rates?

Are ground commands and/éf two-way voice required for payload
oPeratmn‘? What will be the format, word size, and uplink data -
rates? What is the desired command vahda.tmn method? .

Is {offline) temporary storage of SCJ.BntlflC, housekeeplng, com-

. ma.nd and voice re.qulred‘? What is the estimated data volume, :

duration of storage, and repet:.tmn rates requxred for thls storage?'v'i BRI

£ SlalE HNOR hj;y;ﬁy‘:j'“y .4 e

/ 19T




/-

S DMCODONNELSL DQUGLLA&._

E, Is real- or near-real-time experiment data desired at a remote
site (other than the POCC)? Where? What type of data {e. g ;
voice transcripts/tapes, scientific, and correlated engineering
data) and how pronﬁpt'is it required ?- '

F, Avre there any special computational techniques desired for use on
the scientific data, near real-time? How often is the technique
required? What is the quantity of data reqm.red? Computatmnal
speeds and output products ?

" G.' What are the desired outputs from the POCC (e.g., computers
compatible tapes) ?

- H. What type of engineering or housekeeping data is desired to corre-
late with the experimerit data {(e. g., Orbiter traje_ctory, Spa;c-élab

N attitude, instrument pointing angles, and mission timing) ? Ave

. there any special requirements for this data, viz; data accuracy

and method of integrating the data with the scientific data?
I.  Is archiving of the scientific data required? Define réquirements,
e.g., data form (computer compatible tapes, film, etc,), data
volume, and duration of storage?
Iv. POSTMISSION OPERA'I‘IONS

A. After the mlssmn, are there any spec1a1 processmg techmques

‘and data_output formats requlred by the Spacelab experlmen’cer(-s),

either for downlinked data or data returned via the Orbiter?
B.. Are there any constrainis on the postmxssmn data volume and the
time 11nes of the data dehvered to the experimenters ?
C. What type of housekeep:.ng-(or engineering) data is ﬁesned to
. correlate with the -Scientific data and are there any unique '

requirements for this data (e. g. ; data accuracy) ?

D.. ) Would a centra.hzed da.ta processmg and analysz.s facﬂlty be useful_ '

to you, if prov1dec'l ? |
'E. What type of onboard data processing and operations would be
. useful to make the ground data handling process more cost -

effective?

7 1.92'
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Table C-1 (Page 1 of 6)

|

GROUND DATA HANDLING REQUIREMENTS ON-ORBIT

QUESTIONNAIRE RESULTS FOR THE GROUND DATA HANDLING OF SPACELADB EXPERIMENTS | ‘

Spacelab Infortmation  Methodand Form  Method and Form Method of Performing ~ Temporary Storage  Remuote Site Data Ap|
Science Payload or Source or .- of Downlinking -of Downlinking the Comminnd & Con- -~ Reqmis for the - Requirements I
Discipline  LExperiment Contaet the Scientific Data Housekeeping Data tral of Experiments Downlinked Data  (othsr than POCC) J
1. 8olar  80-0L-8 IBM “Space- 13.2 MBPS dipital  Piesclected engr par-  Video display used for  Wrap-around record- Scies
Physics Dedicnted _ Iab User output (photo-. ameters for failure . proper target selection  ing teelinique storing from
Solar Sortie Interaction  heliogiaph). detection—onboard - and dccurale instrument  only cuirrent data - elimi
Mission Study, Phase TV display for or ground monitor, painting. history io reduce onboi
2 Review,”  crew/gronnd averall data volume— pIoce
1975, display. :‘Snmple full targot onboard or ground ¢
iy ; : images, saving only om
s 786 framesforbit - jmage changes of a pre= - SCHEMe.. and
Digital data sent to scribed magnitude, dupl
- pround via trans- X i sing.
mission Hink or to Devise cunvemen't (cm.- Soft
high-speed recorders.. board) sensor calibration men‘!
_ techniques to improve _,
the overall scientific e |
data quality, data
: data
Prepl
ducti
dat:\§
2, 8alar  Dedicated Ball Bros. Data rates range Telemetry overiiead A video uplink is pro- Storingdata from 2 Data from the Magr
Physics Solar Physies  “ShuttleEra  from 1.82kBPS - and housekeeping . posed for processed - 1o 7 days; for ex- TDRS gratmd sta- A dw
© " Payload (eg.  Grnd Data - to 7.28 MBPS. data assumed to be imapes to be used by the  periments including . tion will bie relayed tech
Conventionnl  Processing Shuttle stipulated 10% of the scientific  payload specialist to aid _ the imoping UV spec-  to a preprocessor Sec.
and Imaging Parametric . TLM format: data rate, in experiment operations. trometer requires facility, then sent I{efo
UV Spectro- Reqmts for 8 bits/word orinte- The telemetry data Data storage and turn- data storage capability to a control facility scieq
. meter the Disei~ - gér multiple.: isintegrated with - around time require- - of =1x10"* bits (see _and placed on com- whic
pline of Frame is an integey  the Scientific data. ments may preclude Table 4-2). puter-compatible  raste
glnlar multiple of 16 bits, the use of the 50 MBPS tapes which are (see :
1ysics,” . data link for control sent ta an analysis ]
1975. gﬁ;;;r;m e length: purposes and the facility. i‘gzﬁ
o ' 115, A T CL . L L ;
Nonby . d 2 MBPS downlink The functions to cg
) :tzlgzlcg;e::em- may have to be used designated for the Iisnui
ized into total : nstead. preprocessinp and 4,53
lengths which are control facilities can Engi
- inultiriles of 8 Bits ~ be considered to be: - g
multipies 0 ! included in the POCC ]oolé
The rn’n%e tc:f thte (see See. 4.2 and 4.3) cnnv
average data rates
for thge. cases i'zudied The analysis facility equai
“are presenited in (which may be in- Mem
O cloded i the POCC) mg

Tabla 34,

will: (1) archive

f

Images with little sci- i
entificinfoand @)

- process images of scj- .‘;mg
- entific value (see . . aty
Sec44.1) Ploty
algo

Stat

- FOLDOUR FRAME |

N ,.amm% PAGB 8
. OF POOR QUALTT“?i
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Table C-1 (Page 1 of 6) -

 FOR THE GROUND DATA HANDLING OF SPACELAB EXPERIMENTS ~ MISSION OFERATIONS
GROUND DATA HANDLING REQUIREMENTS — ON-ORBIT

_ _ : ' _ Method and Type
-Form Metliod of Performing ~ Temporary Storape  Remtote Site Dotz Application of Special ) Correlated House-  Data Storage
nking the Command & Con- Reqmts for the Requirements Computational POCCTresired  keeping Data with  Requirerents
1z Data tsol of Experiments Downlinked Data  ~ (other than POCC) ‘Fechniques Outputs Scicatific Data at the POCC
arpar-  Video display used for  Wrap-around record- Scientific datn sampler - Sample instrument
ilure proper target selection  ing technique storing from high-rate output to fine noise vehicle
board  and ageurate Instrunient - only current data eliminate useless data— controlfstability and
ritor,  polnting. history to reduce onboard or ground hardware gimbul
Sample full target averall data volume— processing. . S _jit;er._ ‘
images, saving only onboard or ground Comparison of current Sample payload
imags changesof apre=  SHeme. and past data to avoid sensor outputs to
scribed magnitude. duplicate datn proces- supplement target
* Devise convenient (on- siog. L seleetion function.
baard) sensor calibration Software editing of instra-
technigues to improve ment data eliminating,
the overall scientific €.5., instsument saturated
data quality. data and out-of-tolerance
S : " data, - .
Preplanned dato range re-
duction due to evolved
data system confidestce,
therd A video uplink is pro- Storing data from 2~ Data from the Magpnitude deeoding: -~ - The outputs Inifially the infegrated  See Table d-2.
ing posad for processed to 7 days; for ex- TDRS ground sta- A data compression from the pre- housekeeping/scientific
tobe  imapesto beused by the periments including  tion will be relayed  technique (see ' processingfcon-  dnta are time corre-
entific  poyload specialist to oid  the imaping UV spee-  to a preprocessor Sec. 4,5.1}. trol facilities Iated and separated
. in experiment opesations. . trometer requires - facility, thensent | Reformatfing: sepatating will be (see. intotwo data records,
datn Diata storage and torn- ~ data storage capability to a control facility  scientific data info arrays Fig. 4.3 and Housekeeping datn -
ith aronnd time require- of >1x10"'? bits (see. and placed on com-  which correspond toa .~ Table 4-3) are converted io
lata. ~ ments may preclude Table 4-2), puter-compniible - rasier orspectral sean - @ Scientificdata  enpring units prior to
the use of tht- 50 MBPS tapes which are (see Sec 4.5.2), ~ Hiph-guality being recombined
data link for control sen.t' _t'o an analysis Tmage regi'str'ziﬁnns:- traps-. visual displa_y with the sclentific
purposes and thie facility. formation of image points hard copies data. _
2 MBPS downlink The functions to correct for pre-estal- -~ Hard copies - - The formatter com-
miay have to be used designated for the  lished criterin (see Sec. o CRTplots,  bines the appropriate

instead,

preprocessing and

4,5.3),

_ histograms, and

housekeeping data

~ cantrol fucilities can g0ty 00cing unit conver- G012 SUMMATIES it the scientific data.
be cansidered tobe gop: (1) converston via -~ PUESPE  Tere shall be reat or
included in the POCC jogtyp toplesand (2) ~ PAMSr 9BUIS peny regl-time Limit
(see Sec, 4.2 and 4.3) conversion via math tions checking and trend
The analysis facility " equations. ' - Image and analyses perfornted
(which may bein- - porcnrement Fimit sens: tabular micro- on the housckeeping
cluded in the POCC) go0 s ougside timits o0 data for display and

will: {1) archive
images with little sci-

- entificinfo arid (2)

are flapped.
Visual display proces-

« Housekeeping
data

hard copy recording,

—Hurd copies ~

process images of sci- .::;ng: Scale §cien?i[ic of CRT plots,
entific value (sce . ot and drive displays..  pistograms, and
Sec 4,4,1} Plotting and histopram - dota summiaries
S - dlgorithms, ... - High-speed
Statistical computations,  prinier tabula-
tions
— Tabular

microfilm
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TA HANDLING OF SPACELAB EXPERIMENTS |
GROUND DATA HANDLING REQUIREMENTS - ON-ORBIT |

© Tnformation
Source or
Cantact

Spacelab
Science  Payioad or
Discipline Experiment

Method and Form
of Downlinking
the Scientitic Data

Method and Form
of Downlinking
Housckeeping Data

Method of Performing
the Command & Con-
trol of Experiments

Temposary Storoge
Reqmts £ the
Doveginked Data

"Remote Site Daty

{othex than POCC)

Applic
Ce

IBM “Ground
Support Re-
quircments
for selected
theticapera-  Shuttle Pay-
‘ture and the - loads,™ Aur
multispectral 1975,
scenner (MSS;

— thte MSS was

evalupted in

the EO dis-

cipline study.

1.Earth  Two Key in-
and struments
Qcean  are! imaging
Physies rader (syn-

The synthetic aper-
ature radar (SAR)
is estimated to have
an overall (i.e., 4
channels: 2 wave-
lengpths/Z polariza-
tions) data rate
ranging from 150
to 250 MBPS

- (see Fig4.5.10). .

The housekeeping
data will be multi-
plexed with the
sensor data.

The housekeeping
data was estimated
ta contain 100
parameters, Sample
at 5 times per sec ~

" atapprox 3 kBPS

The dxta vol for a
S-doy mission (@R =
215 MBPS) is ex-
peeied to range be-
tween 1,11 x 1013
and 3.10% 1313
bits — fora duty
cycle between 13

and 40 hrfmission -

(sce Fig 4.5-10).

The addition of on-
board data process-
ing is required to

. provide for down-

linking for sensor
data for quick-look

- analysis,

2, Earth  Synilietic
and Aperture
Ocean  Radar (SAR)
Physics '

IBM “SAR
" Ground - -
Data Pro-

cessing
Faeility Dei-
inition
Study,” JTan
1976,

Use of sensor dus-

“ ing the mission -

varies from 2.5 to
26 hours,

-The sensor data rate

is approximated at
197 MBDS,

_The data volume is
‘estimated to vary

data ate,

from2.84 x 1012

10 29,6 x 1012 bits-
per mission. ’

. This funetion will be: .

handled by airferound
voice channe} supple-
mented by sensor
housekeeping datn —
processed real-timed
and quick-Iook sensor
data — processed

near realtime (e, if
the downlink is
available),

Beeause aof the high
data rate the data
may be stored on-
board the Orbiter by
means of special high
density tapes (HDT) ~
the HDT are 12,500
ft long, 33,000 bitfin,
packing density with
44 scicntific data -
tracks, The mission
will require more than
50 tapes,

For re;
ing da
(1) de
dati ey
checki
plotn‘ﬁ
vchicle'
tade,

status

£roung

For qu
ing - }
compr
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PACELAB EXPERIMENTS - MiISSION OPERATIONS -
[ENTS — ON-ORBIT
L . : . Method and Type N .
Remote SiteData - Application of Specinl Correlated House- Data Storage
Requirements Computational POCC Desired  keeping Data with Requirements --
(other than POCC) Techniques Outputs Scientific Data at the POCC 5.
1 Nene plven, For s2al-time housckecpe  One of the Multiplexed with the Imoge daty -
' ing data processing major facets of  scientific data, ‘stored on -
(1} decommutationand  the system is ' HDT's moy :
Yy data conversion (2) limit  to providea total between ,
eh checking, trending and storage/retrievat 50 and 200
e plotting, (3) tabulate capability of the tapes per mis- -
i vehicle position and atti-  scientific data sion, (Sce -
fin, tude, (4) establish sensor  for the experi- Fig, 4,5-10). L
th status, and (5) manage  ment user, ‘This same datd '
ground secorders. : would require . .
l : ' between :
han For quick-look process- 27,000 & :
ing — evaluation of data 75,000 com- -
compressed rador images, puier-compati- -
. R . ble tapes :
(CCT} which
are chareter- "
ized as 2,400
fect long with -
9 tracksata 3
packing dens- Co
ity of 1,600
bitfin. .
o
i
N -
|
I
Lol ]
1947.D0UT FRAME Bl - l
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QUESTIONNAIRE RESULTS FOR THE GROUND DATA HANDLING OF SPACELAB
GROUND DATA HANDLING REQUIREMENTS - (

Spacelab " - Information = Methodand Ferm  Method and Form  Method of Pe:forming Temporary Storage: Rer

Science Paylord or Source or of Downlinking ~ of Downlinking the Command & Con- : Reqn!ts for the R

Discipline  Experiment Contact the Seientific Data  Housekeeping Dam trol of Experiments ‘ Downlinked Daty {oth
1.Eaorth  Earth Viewing GI “EVAL 'Assumihg 11 sensors ‘ The standard equip-

Observa- Applications  Concept” are on simultaneously,
tions  Laboratory Definitions/ the dota rates vary
: (EVAL) — Pay- Pariial Space- from 320 BPS to
tond Analyzed, lab Payload 120°MBPS.
Consists of - Tgchnic'::l The data rate of the
15 Sensors Report, thematic mapper
(Sept1976. (i) isestimated to
’ be 120 MBPS.

The sum of the data
rates (exciuding the
‘TM) is approx, to

" be 636 kBPS.
The TM sensor is
estimated to gen-
erate 6 x 1011
bits/duy.
Although downlink-
ing the data is fea-
sible vin the TDRSS
at 50 MBES, th _w
feel the cugrent
EVAL requirements
can be satisfied
simply with the data
returned by the
Shuttle;

2. Earth - EO-068 - IBM “Space~ - The estimated data’ . On-o1bit control only
Obser-  Seven-Band lab User ‘rate < 240 MBPS, . with MSS displays and
~ vations Multispectral - Interaction  Afldatatobere- = - L - controls mounted
" Scammer Study, turned via the , " within the Spacelab.
(MSS) Phase 2 Shuttle and noon- ' Provide a televised
Review,” ~  orbit dump of the o telescopic view of the
May 1975.  datais anticipafed. terrain being observed
o o I . ' bytheMsS: -
Use onboard pmcessor

providing data sampling

technique to screen un-
oow o desimbledata..

ment onboard the
Spacelab can neither
buffer nor directly

handle the 120 MBPS.

It is recormmended
that a very bigh-tate
data recorder
(VHRDR) be addea

“onboard the Space:

lab characterized

by:

e Datn rate—~120 .
MBPS

» Packing denéity-

20 kBPS

» Recordfplayback
speeds~150/50,
20 in.fsec

* Data Storage—
-2x1011 bitsfreel

- Nominal flight dura-

tion.of 7 days
estimated,

30 observations
intevals/mission
with a 255 duty
cycle for each

hour of the mission. -

Data to be recorded
onboard the-Space-
Iab and will require
approx 27 reels of
“tape for an esfi-
mated 2.7x1012
bits of MS5S data. |
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SULTS FOR THE GROUND DATA HANDLING OF SPACELAB EXPERIMENTS — — MISSION OPERATIONS
GROUND DATA HANDLING REQUIREMENTS — ON-ORBIT '

o Method and Type
ithod and Form  Method of Performing Temporary Storage Remote Site Data  Applcation of Special Correlated House- Data Storage
f Downtiaking the Command & Con- Reqmits for the Reguirements - Computational POCC Desired  keeping Data with  Requirements
usekeeping Data trol of Experiments Downlinked Data (other than POCC) - - - Techniques Outpiits Scientific Data at the POTC

The standard equip- The current EVAL
ment onboard the system was esti-
. Spacelab can neither mated to have
bufier fior directly 18 tapes (@
handle the 120 MBPS. 2 % 1012 bitsfreel)
It is recommended Z;udmu;tet:g:RDR
that a very high-rafe .
" data tecorder ' from the stand-
(VHRDR) be added rd Spacelab
“onboard the Space- HDQRR (E3.44x
Iab characterized 107 bitsfreel)
by: - plus film from
" » Data rate~-120 the large
MBPS format camera
* Packing depsity— fu'r e'ach 6-day
20 kBPS mission. _
wRecoyd/playback -~ - ’
speeds—150/50,
20 in./sec
* Data Storage--
. 2x1011 bitsfreel
On-orbit control only Nominal flight dum—
-with MSS displuys and tion.of 7 days
controls mounted estimated.
within the Spacelab. 30 observations
Provide a televised ntervals/mission
telescople view of the with a 25% duty
- ternin being observed  cycle-foreach
by the MSS, hour of the mission.
Use onboard processor - Data to be recorded
providing data sampling - onboard the Space-

techinique to sereen un-

_'f.lusirabla data,

lab ‘4and will require
approx 27 reels of
tape for an esti-
mated 2,7x1012

bits of MSS data, .- .- -
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. QUESTIONNAIRE RESULTS FOR THE GROUND DATA HANDLING OF SPACELAB EXPERIMENTS - MIS
i
!

* Buffe: requlremems in bytes (8 bxts!ward) Total =

#3400’ tapes, 1,600 characters per inch

851,044

Max: EQ-3—814,464; EO-7/8--17,588
~Mean (excluding EO- 3[7/8) 904 :

Std. dev 942

* Vaice duplex links
POSC[JSC '

GROUND DATA HANDLING R.EOUIRI:MENTS ON-ORBIT
Spacelab S Information -~ Method and Form - -Method and Form Method of Pesforming . -Temporary Storage RemoteSiteData . Application
Science  Payload or Sourceor  of Downlinking " of Downlinking “the Command & Con- Reqmts for the Requirements- Comput:
Discipline Experiment Contact - the ScientificDaty ~ Housckeeping Data trol of Experiments Downlinked Data  (other thian POCC) Techni
1. Ad- . EG3, Aeronufropic The.datsformatls Telemetry data will  LRC personnelat ISCto  *Minimum input DRS reqdtoaccept  The compui:
vanced EO-7/8, Ford “Lang-- byte (8 bits) or.~  include Spacelab sys- do the ATL command- - buffer reqmts for the' qand reformat the . quirements (
Tech- NV-1, ley Applica-  muitibyte oriented; tems data, experiment  ing; limited command data reformatting recorded data for ot the DRS)
nology NV-3,and tion Experf- = for format strue- ~ equipment data, and capability should exist- . systein (DRS) are each experiment  Tables 5.2-6;
Labora- EO-9 are Five mentsData  ture (see sec. Shuttle systems data,  at LRC for specinlized  given per experiment  (located st LRC, ~ for each exp
tary of the High Management  4.,3.1.2). Coee experiment manage- in Table 5.1-1. J5C, or GSEFC).
(ATL) DataRateEx- System c Overhend/housekeép- ment and contingency o
Mis- periments Study Final Fordatarateand  ing allocated data situations—the com- The data volume for A paylond control
sion (see Table Report,” dati vol, sec ‘Tates are given in mands will be routed 5 experiment group-  center (PCC) reqd
4.3-1, ref) Dec 1975, Table 4.3-35 Sec4,3.2 t0 4.3.7 via ISC. ings ars given in to remotely moni-
: - . - L : -, per each experiment, ) ‘Fables 5.2-1 thru tor and contro! the
Data jate reqmnt” ' Alit-to-ground voice 5.2-5 on a per mission checkout sequence |
in bits per sec Estimated data rates  capability for scientific - basis—the data vol- " of the ATL at K§C |
max: for info 1eqd at the operations at the POSC.,  ume ranges from (located at LRC or |
EO-323MBPS  POSC: _ _ 424% 10° 10212 KSO). |
EO-7/8426 MBES e Air/ground voice' - The following data cate- X102 bits per Lo i
each at 32 kBPS gories are required at missiot. A payload opere 1
Min: <1 BPS » Analog or digital the POSC; tions support center ;
duplex voice (4 ¢ Telemetry dota (ie.,  Approximately 88 (POSC) reqd to f
- Data volume is _ channels) POSC Spacelab/Shuttle reels (7,200 ft/reel) -~ support missions j
estimated tobe -~ JSC . systems data and for a medium ca: " pperations (located {
8.8 X 10'"! bits « Telemetry: experiment equin- pacity recorder (at at LRC or38C). |
per day. Spacalab—~5 kBPS ment data) 10 k hitsfin.) are re-
Shuttle~5 kBPS ® Trajectory data quired for the major l
. Expmt—20%BPS . e Command portion of the ex- i
o Trajectory data » Video ' penmems fona 1
at 5 kBPS a Mise {i.e., commy ~d mission basis) ,
# Command data - historfes, data logs, o !
at 8 kBPS . status/verification ;
s« Video analog at - messages, environ-
4.2 MHz bandwidth ~ mental dats, simula- :
» Miscellancous at tion, training data, )
5kBPS and consumable usage

rouo0 sy |
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F SPACELAB EXPERIMENTS — MISSION OPERATIONS
EMENTS — ON-ORBIT '

' o : . _ Method and Type - . :
mge  RemoteSite Data *  Application of Special : Correlated House Data Storage
he Requirements Computational POCC Desired  keeping Data with ~ Requirements
ata (ather than POCC) Techniques Outputs Scientific Data at the POCC
1t DRSreqd toaccept Tite compufationatre- - Decom of pay- Theno. of
or the  and refosmat the quirements (to be done  load data CCTs** for
g recorded data for ot the DRS) are given in  streams (up to - each exper-

e each experiment Tables 5.2-6 and 5.2-7 2 MBPS). ment is given in
ment  (tocated at LRC,  for each experiment. Table 5.2-8 —
© I8C, or GSFC). S " Deliver payload total of 16,584
data preater CCTs (at 1,600
efor . A paylead control than 2 MBPS in characters per
alp-  center (PCC) reqd raw data format. in.).
l to remotely moni-. oL
. tor and centrol the Generation of
nission  checkout sequance computer-com-
val- - of he ATL at KSC patible tapes -
n (tocated at LRC or (CCT) for offsite
12 KsQ), sefentific data
' processing. -
A payload opera-
tions support center Provide hard
88 (POSC) reqd to copy of payload
eel) . support missions dataless than -
- operations (focated 2 MBTS.
(¢ atLRCorISC). _
& re- Communication
1ajor . links between .
X .- the POSCand
~ JSC are reqd
for voice TM, -
TV, and trajec-

tory data.

i

’A}QLDOEFE’ ] - : |
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Table C-6 (Page 5 of 6) _
QUESTIONNAIRE RESULTS FOR THE GROUND DATA HANDLING OF SPACELAB E:
GROUND DATA HANDLING REQUIREMENTS — ON-

Spacelab Information Method and Form  Method and Form -~ Method of Performing Temporary Storape - Remote S
Science  Payload or Source or of Downlinking of Downlinking the Command & Con- Regmts for the Reguire
Discipline Experiment Contact the Scientific Data-  Housekeeping Data irol of Experiments Downlinked Data (other tha
1, Astron- 3m Losge-Space IBM “Ground The ground data  The data rate attribu- The major data system The expesi
omy  Telescope Support Be-  handling system ted 1o the pointing  driver will be thie com- data proce:
quirements . requirements for operation of the mand and control of will be don
1.5m Cryo- for Selected  astronomy will be-  Echelle spectrograph  the experiments and command |
- genically Shutile estublished by data  wasestimatedtobe  the diversity of sensor which is co
Cooled IR Payloads,” volume as opposed 20 kBPS (see applications. with remwo
Telescope Aug 1975,  tohigh datarates,  See 3.2,3%.b) common ir
{Sec 3) ’ A PI requites real- ment effec
30m IR Data dumps may The housekeeping time control of the the spectru
Interferom- . ocecur at fixed data rate for the . experiments. Jdata,
eter intervals with Echelle spectro- S AU
dump durations graph was consid- Real-time control
ranging from a ered g smal! frac- 1equires accurate
few sec to min at tion of the pointing of the tele- |
data mtes approx scientific datn, scopes aitd monitor- |
1 MBPS. N ' ing the housekeeping |
data from each |
The raw downlink instrument.

data is placed on
compuier-com-
patible ot high-
density iapes.

The frequshcy of

the pointing operation
depends on the drift
of the attitude control
system.

g Mo |
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ULTS FOR THE GROUND DATA HANDLING OF SPACELAB EXPERIMENTS — MISSION OPERATIONS
GROUND DATA HANDLING REQUIREMENTS — ON-ORBIT

[P
'
et pipe

. _ ) i - Method and Type

uid Form Method.of Performing ~ ‘Temporary Storage Remote Site Data  Application of Speeial ' Corratated House- Data Storage
nlinking the Command & Con- Reqmts for the Requirements Computational POCC Desired  keeping Data with Requirements
eping Datd trol of Experiments Downlinked Data (other than POCC) Techniques Quiputs Scientific Data at the POCC
rate attribu- - The major data system The experiment The data system wilibe . The outputis . Use mean and standard The estimated -
2 peinting driver will beé tlic com- data processing - required forinstrument  CCTsofscien-  deviations of certain  data volume for
 of the mond and control of will be done at a limit checking, trend tificdntafor  housckeeping data, the Echelle
pectrograph  the experiments and cortmand facility  analysis, plotting, and use in scien- e.z, spectrograph and  spectrograph
ated tobe  the diversity of sensor which is concerned  histogramming, fific analyses,  vidicon temperatures, will range from
(see - applications. ' with removing o : valtages, atiifude 10' o6 X100 %
12.b) common instru- Evaluate the fustetional reference datn, ete, bits per year

A I requires resl- ment effects from  performance of the cali- : (sce Figure
ekeeping time control of the the spectrum bration sources. Quick-look checks 3.2-12);
for the experiments. data. - . . . should be made of in- ' .
Jectro- - ) Make sure the target formation on the sys- ‘The estimated”
s consid- Real-time control source of radiationis s tem pointing and in -~ data volume for
all frac- equires accurate member of the class- spectral- and spatial-  the mid-IR
0] pointing of the tele- being studied. - (telescope spacing) ~ Fourier spectroms
data, scopes and monitor- - sampled data, eter will range

ing the housekeeping
data from each
instrument.

. The frequengy of * -~

the pointing aperation
depends on the drift
of the attitude control
system,

The processing is divided
into two categories: ana-
Iytical and experimental
data processing.

The analytical data pro-
cessing will be used by
the PI to make command
& control decisions.

Statisticel alporithms are

required to estifmate the
spectral SWRs.

 Prepracessing of the maw -

data consists of format.
and unit conversions
image distortion and

radiomietrie corrections,

data filtering and data
compression,

Image processing will re-

quire spectra convelutions,

fast Fourier transform and
discrete Fourfer transform

algorithms and spectrum
SNR caleniations, - .

Instr mc'deling a’lgosithmé'

will be used t6 monitor
gradual instr degradation

¢ -, v during the misston.©” - -

The telescope .ephem-
eris data should be
merged with the pro-

. oessed images which
“are placed on CCTs.

The CCTs shouid con-
tain a profile of the
calibzation speetrum.

fiom 1013 to
104 bits per
year (see Fig,

3.3-5).

The spaﬁal inter

ferometer wail

approach 0,5 X
10° bits per

mission (see. ...

Sec 3.4.7).
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QUESTIONNAIRE RESULTS FOR THE GROUND DATA HANDLING OF SPACELAB EXPERIMENTS — |
GROUND DATA HANDLING REQUIREMENTS ~ ON-ORBIT |

Information

from either recorder.

Spacelab Method and Form - Method and Form ~ Method of Performing Temporary Storage Remote Site Datz. - Applicas
Science  Payload or Source or of Downlinking of Downlinking the Command & Con- Reqgmis for the Requirements Com
Discipline . Experiment Contaet - the Scientific Data  Housekeeping Data trol of Experiments Downlinked Data (other than FOCC) Te
1.Space’ SP-145Com- NASA-MSFC Thercisno reqmt  ‘The housckeeping . Voice communieations = ‘The onboard record-
Pro- prised of the  *‘Spacelab for annlog, TV, or  dafa tate is estimated  may be used to control  ing rates and stori
cessing - following Sub-  Design Ref,  film data to be to be less than 10 the experiments, capabilities of .atit “
. Appli- elements: Mission downlinked, up- BPS. the Spacelab recorder
cotions (1) biological, =~ Analysis - linked, or stored (rate in: 1,2,4,8,
- (2) general Vol IV Mis- ) . 16 & 32 MBPS and
purpose, sion C ~ The max data storage of 3.6 x 1010
(3) automated . Space Pro- - rate anticipated. bits) and the Orbiter’s
furnace, cessing 45 14.5 kBPS, payload recorder 0 ¢
{(4) automated  Applications” . (rate in: 25.5 to 1024
levitation, The datd vol for KBPS and storage of
(5} core, and a -day mission is approx 3.4 x 109 bits
{6) power and  expected ta he total) are more than
cooling. 3.035 x 102 bits adequate for storing ;
’ .(annotation and . the data during the 4
* ¢alibration data- mission, - : '.
has not been i
included). For a more efficient i
design, the high re- }
The expetiment - cording rates of the 1
data will be down- . onboard recorders i
linked both in real- may be adjusted to g
time and near real- gccommodaie the ;
_ time (i.e., recorder Iower data rates of
- dnta playkick), the scientific data.
The transmission
per day is estimated
to be 56,8 x106 . .
bits and the xates
may range from
23 kBPS to 1 MBPS




ACELAB EXPERIMENTS -- MISSION OPERATIONS
ENTS — ON-ORBIT

Remott_: SiteData - Apphcation of Special
R_equlrements ~ Computational POCC Desired
(othier than POCC) Techniques . -QOutputs

Method and Type

Correlated House-

keeping Data with
Scientific Data

Datr Storage

Requirements

‘at the POCC

r’s
24
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Table c2 (Page 1 of S)

QUESTIONNAIRE RL'SULTS FOR THE GROUND DATA HANDLING OI‘ SPACELAB EXPERIMENTS POSTMISSION OPERATIONS

Méﬂmd and Type

sy o000 ﬂlwnda;»w

. e e ‘ Recommended
" Spaceldb o 2 POCC Spedinl Anticipated Data - of Corrclated Desirability Supplemental
- Science Payload or ~ Information Processing and Desired Volumearid =~ Housckeeping Data of a1 Central Onboard Data
" Discipline - Experiment Source or Contact  Scientific Data Outputs ~ Time Constraints witl Scientific Data Processing Facility  Processing/Operntions
1. -Solar ' SO-01-§ Dedicated IBM * Spacelab User ‘Vehicle attitude dota. Onboard navigation
Physics "~ Solar Sortie Mission Iﬁtcraction Study should he delivered ag scheme for automatic
o : " Plmge 2.” Review, soan as possible either- conizol with ground
1975, : separately or consoli- . updates for data
dated with the scienti- collection,
fic data. . .
Radiation monitor
added to eliminate
- degraded datn sensi-
tive to radintion
effects,
Instrument for detec-

6L

tionfprediction of
solar flares to reduce
data volume and
improve scientific
return.

Need for improved
mflight calibration of
instruments, -

e Lt . - R P

T e
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Table C-2 (Page 2 of 5)
QUESTIONMIRE RESULTS FOR THE GROUND DATA HANDLING OF SPACELAB E}H’ERIMENTS POSTMISSION OPI'.RATIONS

N Eﬁrth and”

Ocedn .-
Physics -

oiid the MSS — the.
M85 was evaluated
in the Eurth

Observations
discipline study

Radar

Synthetic Aperture .
.+ Dats Processing

Payloads,” Aug 1975,

‘small segments of the
- dnta.

The scientific data

" processing was con-

sidered beyond the
scope of the study.

~ However, becuuse of
* the large amount of

image data to be
processed it was sug-

*gested to implement
.@ spacial program-

mable signal prozes-
sor to perform
(1) development of

" anindex tope

IBM “SAR Ground

Facility Definition

Study,” Jan 1976,

-(2) develop selected

data segments from

_the raw SAR data.

May require _siate-af-

~ the-art teclinigue for
- registering imape with

jdentifiable pround
control point.

_ The anticipated

turnaround time

- will range from 1
- to 6 months,

. The proceasing

time'in sec may be

* computed on the
“hasis of 16 hr/day

= at 22 daysfmonth
- which yields » sys-

tem throughput -
data rate range

- between L5 and
o 245 MBPS. -

Nm_c:"it was consitered likely thd’_t the system:would use high-density tapes to stose the SAR raw data and that
the minjor part of the scientific data processing would toke plsce during the postmission phase.

S ; - Méthod and Type Recommended
Spacelati. L . : : ) POCC Special ~Anticipated Data of Carrelated” Desirability Supplemental
Science Paylead aor Information " Processing and Desired Volume and Housekeeping Data of a Central Onboard Data
Discipline Experiment Source or Contact - -Beientific Data Ouputs - Time Constraints with Sclentific Data Pracessing Facility  ProcessingfOperations
-1, Earthand Two key instrumonts © IBM “Ground Sup- - The system should pro- In order to provide
. Ocean - are: iméging radar - port Requirements - vide the PI with the any real-time down-
© . Physies - (synthetic aperture) . . for Selected Shuitle - capability to observe linking of the imgge

data some form of on- -

board data compras-

sion techniques must .
" be pravided.
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: . .Table C-2 (Page 3 of 5)
QUESTIONNAIRL‘ RESULTS FGR THE GROUND DATA HANDLING OF SPACL‘LAB EXPERIMENTS POSTMISSION OPERATIONS
o : Method and Typé ; , Recommended
Spacelab: o : S POCC Speeial Anticipated Data of Correlated. Desirability Stpplemental
Science Payload or Information. - “Processing and Desired - .~ Volume and Housekeeping Data of a Central Onboard Data
Discipline Experiment Source or Contact - Scientific Data Outputs = Time Constraints with ScientifieDatn ~ Processing Facility . Processing/Operations
1, Earth Eurth Viewing Appli-- - GE, “EVAL Concept . . - The current EVAL sys- They tecommend
Otservations  cationsLaberatury - Definitions/Partinl tem recommendation placing a VHRDR
' (EVAL) — payload - Spacelab Payload will require the proc- onbonrd the Spacelab
analyzed cansists of- ~ Technical Report,” esying of 18 VHRDR - (for specs see P 6-5).
15 sensors - Sept 1976, tapes of TM dutp and ,

- T 1 high-rate dnip ".. Forlater EVAL systems,
recorder tape con- they recommend plac-
taining the data from ing an onboard exper-
the other sensors.* " jment data support

- s facility (OEDSF) in
The data are to be the Spacelab which
made available to the would provide proe-
o experimenters within essing for quick-look
8 - 6 1o 7 dnys of and dain compression
- acquisition, techniques
2. Earth - EOQ-06-S. .. IBM “Spacelab User
Observations  Seven-Band Multi- -+ Interaction Study
) spect_mI Scanner . Phnse 2 Review,”

#*Based on a six-day mission

May 1975. -

Fraw
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"Table C-2 (P.lge 4 of 5) o
QUESTIONNAIRE RESUJ..TS I'OR THE GROUND DATA HANDLING OF SPACELAB IIXPL'RIMENTS - POS I'MISSION OPERATIONS

Method and Type

- duta Tate experiments  Dec 1975. _ datate the PL

- - Recommended
“Spacelnb : ) S POCEC Special Anticipated Daia of Correlated Desirability Supplemental
Science ~_Payloud ar Information ~ : Processing and Desired Volume and Housekeeping Data of a Central Onboard Data
Discipline . Experiment . Source ur Contact ~ Scientific Data Oulputs Time Constraints with Seientific Data Processing Faucility Processing/Operations
Advanced EO-3; Aeromitronic Ford ~ The DRS gencrates Bastd onagingle  Inaddition to The DRS will do the
“Technology  EO-7/8, “Langloy Application CCTs and associated -mission approxi-  zeformatting, the DRS  major part of the
Laboratory NV-I Experimicnts Data . tabulations of refor- mately 7,000 CCTs  will perfomm: experiment process-
Mission:: NV-3; and Monagement System  matted experinient {at-1,600 characters o Data and system ing and can be located
' EO-9are 5 of the: -~ Study Final Report,”  data and deliversthe - . perin.) would he health monitoring  at LRC, J8C, or GSFC

generted by 5 ligh e Syncloss and data |
daia rate exper- quality checks
ments (sce Sec » Screcning capability
41142174 o Experiment data

' annolatica

Note: The datn reformatting system [DRS) parfprms (1) ATL integrntionhnd checkout and (2) Postilight processing.
The payload operations support center (POSC) performs the'mission operations processing.

LR T



g

[y
r

Table C-2 (Page 5 of 5) -
QUES’I‘IONNAIRE RESULTS FOR THE GROUND DATA HANDLING OF SPACELAB EXPERIMENTS — POST MISSION OPERATIONS

Rccoinmeﬂded
Supplemental
Onboard Data

Method and Type -
of Correlated Desirability -
of a Central

Spacelab . © POCC Special
Information

Anticipated Data
Volume and

B TONOO TIENNOGDE

ooz

-Science ) Paylond or

" Discipline

Experiment

Source or Contact

Processing and Desired

‘Scientific Data Outputs ~ Time Constraints

Housekeeping Data
with Scientific Data

Processing Facility ProcessingfQperations

o As_&onomy

‘3m Large-Space
“Telescope

1.5m Cryogcnicnlly
-Codled IR Telescope

C3mIR
. Interferomi{er

IBM “Ground -
Support Reqmis for
Selected Shattle.

Payloads,” Aug 1975.

(Sec 3)

The most extensive
mass data analysis is
required for deter-
mining stellar abun-
dances from the spec-
tral lirie strengths.

The following are

examples of table

look.ups to be used

for dato evaluntion -

» Tonizatlon state

- and excitation level

~ for each element

o Make a table of
stored imape recti-
fication functions
to determine image
manipulation
réquired {o align
the received spee-
tral lines with the
calibratioun lines

» Toble of radiomet-
Tic correetion fac-
tors for the Fourier
spectrometer data

¢ See Mission Opera-

tions Table, C-1.

All the analytical data
processing to be
accomplishedata’
central facility (as
opposed to the pre-
processing of the
data).
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Appendix D

PAYLOAD OPERATIONS FLOW AND MALFUNCTION IMPACT ANALYSIS
(TASK 2, 24)

Early in the contract period, MDAC was directed to condﬁct a brief systems
analysis of the flow of payloads from the developer through integration and
éper'é.tidns. The purpose of this analysis was to determine ways to minimize
the complexity of the payload integration process, and specifically to minimize
the risks of integration-related payload malfunctions that could bottleneck

the flow or result in major. compromises in launch availability, etc. The

scope of the task effort was limited by MSFC direction to a brief overview of

two areas of interest, malfunction analysis feasibility and lessons learned.:

D,1 MALFUNCTION ANALYSIS FEASIBILITY

A study was conducted to determine the feasibility and practlcahty of usmg
reliability analyses of pla.nned pa:yloa.ds to predict the quantity and types of
malfunctions which might occur during Levels III, I and I payload integration
in order to identify preventive upsfream measures, The results of the stﬁdy
indicate that sufficient data do not normally exist for experiment hardware

to pé;::t‘rii.t' the reliability analysis to.occur in time to im‘pleménf preventive

actions In addition; the quantitative results of such analyses would be

g sub;ect to interpretation and difficult to B.ppl‘y to planned 0peratlon.s, designs,

and budgets. Alternate techniques were evaluated with the General Applica-

tion of Previous Experience to payload design and operations planning appear-

ing 1:6‘ be the most practical approach to both prevent and cope with malfunc~.

tions during any level of integration, Section 1 of this Appendix D documents

the detailed results of the siudy.

' D.2 LESSONS LEARNED
. A-brief review was conducted of prewous program. operauons for experience

factors and specific lessons learned to identify those with possible applica-

‘bility to Spacelab payload operatipns_ flow planning 5o as to minimize the

/ : ©2208
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probability of flow-.stopping problems. The r.eview and analysis for applica~
bility yielded many operational lessons learned which can be applied to the
Spacelab program. They are summarized and discussed in Section 2 of this
Appendix D along with a series of checklists developed to be responsive to |

the lessons learned at discrete milestones during payload flow,

/ A
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Section 1
MALFUNCTION ANALYSIS FEASIBILITY

The Space Transportation System (STS) is expected to operate routinely,

somewhat like a modern airline, with regular schedules to be maintained.
Many of the payloads, however, have the.potential for being nonroutine due
to their inherent research and development nature, and could disrupt or

bottlemeck the flow schedules if not carefully planned, This study was con-
ceived to determine if reliability analysis techniques could be used to pi’e-
~ dict the pumbex and type of mteg:r:atmn—related ma.lfunctzons 'Wh:l.ch mlght
occur durmg Lievels III, 1L, and I payload integration in order to ldeatlfy
preventive upstream measures. Objectives and general approach are

" gnmmarized in Fi‘gure' D-1, )
21318

MALFUNCTION PREDICTION '
OBJECTIVE - DETERMINE FEASIBILITY OF PREDICT!NG MALFUNCTIONS 1N
 LEVEL {11, 11, AND | INTEGRATION AND SUBSEQUENT IDENTIFICATION

- OF UPSTREAM PREVENTIVE ACTIONS -
APPROAFH 1HREE TECHNIQUES WERE EXPLORED

1 DESIGN AND STATISTICAL ANALYSIS OF PLANNED HARDWARE
2. STATISTICAL ANALYSIS OF PROBLEM DATA FROM PREVIOUS

© - -RELATED PROGRAMS . - '
3, GENERAL APPLICATION OF PREVIOUS EXPERIENCE

REFERENCES 1P&MP lNFO NOTE 5, DATED 6-16- 76
"|P&MP INFO NOTE 16, DATED 7-15-76

Flgurn D-1. Objectives and Approlch

- Initially, dié_cussi,ons were held with senior reliability ah'a;lyéis' personnel to

geek background information and guidance, Tt was found that the conduct of

‘a malfunction analysis for a specific experimient or experiment group would

require k'nowledge of the- ha.rdwa,r'e' desigm, the design of the Spat:elé;b and
- Shuttle test eqmpment 1nterfa.ces , and the operatmna.l usa.ge in i:he va.r:.ou.s
- test levels. Further, it was expected that spec1f:u: design rel:.ablllty da.ta.

A 207 -
i, 207
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‘'would not normally be available at the required time to permit rigorous

analysis leading to malfunction predictions for which preventive measures

could be identified and implemented in a reasonable time frame. Were it

not for this incompatibility in timing, such analysis would be feasible.

After ipitial discussions, three techniques were identified as possible candi-

dates for predicting mtegratmn-related malfunctions:

A, Design and statistical analysis of planned experzment ha.rdware.

B. Statistical analysis of problem data from previous related programs.

v C. ‘General application of previous ‘experience to payload design and

operations planning.

L1 .A'\IALYSIS OF PLANNED HARDWARE
A rxgorous design analysis of the planned expemment hardware, couplea with

available analysis data from Spacelab hardware systems, could yield relia-

bility data for use in subsequent statistical probability analysis. The result-

ing malfunctions (and rates)could then be assessed for effect on the planned

operations, thus completing the Failure Mode and Effects Analyms (FMEA&).

The following points, summarized in Figure D-2, should be noted for this

technique.

EXPERIMENT DESIGN DATA NECESSARY FOP THlS AI\ALYSIS NOT GENERALLY

. AVAILABLE ATTHIS TIME

NUMER1CAL RESULTS OF ANALYS!S MAY NOT BE DECISIVE AND WOULD
- REQUIRE EXERCISE OF CONS | DERABLE JUDGMENT.IN APPLICATION

ANALYSIS DOES NOT !NCLU DE EFFECTS OF POSS1BLE QUALITY PROBLEMS,

- OPERATOR ERROR ETC,

' ALTHOUGH NOT NOW POSS 1BLE, THiS TECHNIQUE MAY LATER PROVE TO BE
. FEASIBLE BUT MAY NOT BE PRACTICAL DUE TO COSTs AND SUBJECTIVE NATURE

“OF ITS APPLICATION

) 'Figure D-Z. Deagn and Statistical Analysis of Planned Hardware

‘A, Experiment desigh data was not g’ené”fal'i'y:a’.vail‘:—ib'le'“ﬂni'in'g.'i:hé co

study to the depth necessary to support sample analyses The

i "_da.ta, needed includes schematms, component design a.nd rellab1l1ty

data, hardware descr:.pt:.ons,_ operating requa.rerne_nts, .txme lines,

interface data, development test data;, etc. Further, it was not

MCDONNELL DOUGL@;
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expected that this type data would normally be available for given
payloads in titme to permit timely implementation of analysis and
of resultant corrective measures.

B. Analysis does not include effects of possible quality problems,

' operator or procedure errors, and the cascading effects of other -

e —

hardware failures.
Numerical results of analysis may be difficult to interpret

O

sufficiently to drive decision makers decisivély.

| D. This technique is éxpected to be feasible 6n13r if unusual efforts

- are exerted early in a payload program, but, it may not be pract-

~ ical due to costs and the subjective natare of its application, It
was thought that consideration should be given to analysis of
selected high-cost, complex, .high-p"r.st'ehtial impact payloads as

a means of further exploring feasibility while limiting expenditure

of resources.

1.2 STATISTiCAL ANALYSIS OF PREVIOUS EXPERIENCE
~ If data from previous payload integration experience, applicable to Spacelab,
were available in sufficient quantify and consistency, a statistical analysis .

could produce numerically related classifications of malfunctions which

- could lead to numerical predlctmns of Spa.celab integration malfunctionsg
where hardware and/or operational equ1va1ency can'be reasonably ascer-

tained. The following comments {summarized In Figure D-3 apply to this

technique. .

21320

_ - . ALTHOUGH LOTS OF DATA APPEAR TO BE AVAILABLE, MOST OF THE DATA
o REVIEWED THUS FAR EXHIBIT INCONS!STENCIES AND CONFUS 10N FACTORS
R WHICH WOULD MAKE DIRECT APPLICATION TO SPACELAB DIFFICULT,
o - E.G., SKYLAB DATA CLOUDED BY NONINTEGRATION*RELATED FA!LURES

o RETRIEVALOF DATAFROMEXPERIMENTSUPPLIERS MAY BE DIFFICULT |
CANDCOSTLY o o | S

- ' - THIS APPROACH WOULD NOT LEAD TO SPECIFIC DESIGN SOLUTIONS
‘ UNL! KE TECHNIQUE 1

. APPL[CATlON OF NUMERICAL RESULTS WOULD ALSO BE DIFFICULT

- . Figure D-3. Statistical Analvsls of Previous Equﬂgnce

I ' ' - ) 208 )
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A potentizlly large amount of data exists for review. The review

“ (up to the point of task termination by MSFC) appeared to indicate

some inconsistencies and confusion factors which would make for
difficult applicability to Spacelab, For example, the most directly
applicable data available, that from Skylab, is clouded by non-inte-
gration-related failures of many experiments.

Retrieval of raw data from experiment suppliers regarding malfunc-

tion cause and corrective actions was not attempted and could be

dlfflcult time consuming, and costly

Unlike technique number one (subsection 1. 1), this technique would

" not lead to specific design solutions for expected problems but

would provide clues and criteria for generic approaches to minimiz-

_ mg problems.

As with techmque number one, numer:.ca.l results of th:.s techmque

could be quite subjective in application.

This technique appears to lack feasibility due to inconsistencies in

data and lack of data directly applicable to Spacelé.b. - o

1.3 GENERAL APPLICATION OF PREVIOUS EXPERIENCE -

A thorough review by qualified personnel of previous experience applicable

to Spacelab could be accomplished similarly to technique number two, (sub-

section 1,2), but with less emphasis on numbers and ‘more emphasis on ex-

perienced judgment. This technique could lead to predictions of generic types

of malfunctions and problems and overall guidélines and criteria for minimiz-

ing them. The following points (summarized on Figure D-4) should be noted.

o THIS TECHNIQUE WOULD BE SIMILAR TO NUMBER 2 BUT WITH LESS s

EMPHASIS ON NUMBERS AND MORE EMPHAS{S ON EXPERIENCED -
JUDGMENT

e THIS APPROACH WOULD APPLY PREVIOUS OVERALL EXPERIENCE FACTORS
(QUALITY, DESIGN, HUMAN ERROR, ETC.) TO THE SPACELAB INTEGRATION

. NUMERICAL PREDICTIONS NOT POSSI BLE, BUT RANKED CATEGORIES AND
TREND PREDICTIONS COULD BE MADE

& THIS TECHNIQUE APPEARS FEASIBLE, PRACTICAL, AND LEAST EXPENS IVE

» |JSE OF HiGHLY QUALIFIED AND EXPERIENCED PERSONNEL TO PERFORM
STUDY 1S OF PARAMOUNT- IMPORTANCE

FIQUI’B D-4, General Appllcatmn of Previous Expenen..a

MEDONNELL. DOUGXZ%__
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A, ‘This approach could apply the previous overall experience factors
{quality, design, human error, test conditions, etc.) to the Spacelab
intégration effort. ‘ o

'B. Numerical predictions are not possible but ranked catégories_ and
trend predictions can he made.

.C. This technique appears feasible, practical, and least expensive.

D. The use of experienced and qualified personnel to perform this study
and its subsequent implementation is of paramount importance. This,
if coupled with the use of similar personnel in the actual lintegration'
activities, should minimize the problems to be encountered and

expedite solufions as necessary.

-/ 21




| MCDONNELL pouaz.@;

- PR ECEDING PAGE BLANK NOT FILSIED

~ Section 2
LESSONS LEARNED

When fully opéra.tional, the STS will be required to support a high launch rate

" (up to 60 per year) in a regularly scheduled airline-type operation. To avoid

bottlenecks in the payload integration flow it was thought that experience gai.neﬂ
on past prqg‘r'.ams should be probed fox possible applicability to Spacelab flow
planning. Toward that end, a brief study was authorized by NASA to review,

in concert with Spacelab flow plans, lessons learned on previous programs,

-and to compile those applicable to Spacelab, This section provides the results

of that study.

Spacelab flow 'pians, as documented in many studies by NASA and contractors,

were studied first in order to provide the background against which to evaluate

, a.ppllcablllt'y‘ of previous program!'s lessons learned. The programs rev:.ewed
 (see Figure D-5) included Skylab-OWS, Skylab- AM/MDA Saturn/Apollo,

Gemini, Mercury, and the AMES ASSESS Program. The types of data re-

Yiewed included lessons learned documeni:s from both NASA and contraci:ors,

technical reports of program operations, hardware re_]ectwn hlstorles, and

personal interviews with veteran program personnel.

® PREVIOUS PROGRAMS REVIEWED FOR APPLICABLE EXPERIENCE 282

« SKYLAB-OWS - -
o SKYLAB-AMIMDA
® GCEMINI
e MERCURY
. & AMES ASSESS -
o DELTA ,
* SATURN/APOLLO
. SPARTAN

. TYPES OF DATA RE\![EWED

- [ESSONS- LEARNED - MDAC .
* LESSONS LEARNED —NASA - '
* TECHNICAL REPORTS OF PROGRAM OPERATl ONS
» HARDWARE REJECTION HISTORIES
S0 .o« . PERSONAL INTERVIEWS OF KEY PROGRAM PERSONNEL
Figure D-5. Lessons Learned ' o - -
P 13
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. problems were. due to ha.rdware system malfunction a.nd that 9% Were mech-

Although a wide rénge of source conditions and discrete lessons learned were
evidenced, there was a general similarity in some areas from program to
program. For example, nearly all programs stressed the importance of
early orientation and involvement of ope‘ré.tibnal persbnhel in order to obtain
their input to design and flow f)la.nning and to help them in preparations to
perform their function. Safety planning was noted to be required in early -

phases of design and flow planning, not a tag-on afterthought requiring com-

- promising solutions to problems. Another ekample of similarity is that

nearly all programs recognized the need for a well planned, highly discip~
lined, and timely technique for both visibility and control of all program

‘activns affecting hardware availability, confz.guratmn problems and test

requirements. Nearly all programs developed such techmques as their
operations matured. Early plannmg and program d:.rect:.on provides momen-

tum, usefulness, and eff1c1ency to such techmques. Another example which

appears to be of great significance to Spacelab is that nearly all previous

programs underestimated the magnitude of effort required to plan, support, -

carry out, document, and 'contrdl loose flight equipment (stowage items) both . ° _

before and during flight. Spacelab will add the dimension of between flights

to this troublesome area.

A list of those lessons learned thought to be dlrectly appllcable to Spacelab

payload mtegratlon f}.ow pla.nnmg, is contalned in Table D-1. In adchtmn a
series of checklists (Tables D-2 through D-7) has been compiled to be respon—
sive to the lessons learned at discrete milestones in the payload hardware

flow planning.. L R .

An account of problems encountered during-'checkbut of the Skylab Orbital

- Worksliop'(OWS)- at Huntington Beach was reviewed. The distribution of

problems was of interest, indicating that only 11% of the total number of -

anical fit problems. 'I‘he remalnmg 80% were due to factors unrelated to

hardware malfunctions. These were largely problems generated upstream

.in manufacturlng, engineering, and documenta.tlon processes, and all .Eound .

by the integration team. A breakdown of the problems can be seen in - e
Table D-8. " ' ' ' '

, 214
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Table D-1 (Page 1 of 3)
1, ESSONS LEARNED

1. Early orlentata.on and J.nvolvement o£ all functlonal personnel is
desirable to obtain their input and help them get prepared to do their
job.

2. Flight crew involvement is a speciel epplica.tion of item 1 to be
emphasized.

3. Early identification of organizational relationships and specific
individuals responsible for certain functions is mandatory to effect
a smooth, efficient flow:; This includes all NASA agencies and
contractors, C : : :

4, A single, unified technique is necessary for both visibility and control
of all program actions affecting bardware availability, configuration,
- problems, and test requlremeni.s Should span all agencies and
locations, and be automated. : ST L

5. A design journal should be kept to document the design evolution,
~ reasons for ehauges,' etc. :

6. A concept should be considered in which all hardware is identified as
falling into a subsystem with an assigned subsystem engineer manager
- who is responsible to the chief engineer and program manager for all
program operations affecting subsystem hardware.

7. . The hardware designer should be in-the-loop from de51gn-1.o~ _
. -manufa.ctunng -to-test and checkout-to- operation.”

8. A clearly identified document should be The Source for all test
requirements for gwen systems. :

9. .Gheclcout requireménts and provisions must be consuiered in the des1gn

phase. Built-in test points and access features should be provzded for
- test end troubleshootmg

- 10, Early use should be made of mockups and development flxtures to

foresee problems, tram personnel ete,

11, Safety pla.nmng a.nd reviews. must be bu1lt in from the start and not be

a tag-on afterthought.

L 12, TUniformity of terminology,. dlsc1p1mes, and test procedures is desir- . ..

able at all locations o rnore easily compare operations, use transferred
- personnel, ete. :

13, - Flight hardware should be mated and tested as a system as early as .

possz.ble, even though subsequent operations such as slnppmg may
require disassembly. : ,

, .
. <
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Table D-1 (Page 2 of 3)
LESSONS LEARNED

14,

15.

16l

17.

18I

19,

20.

21.

22,

23.

24.

25

26.

27,

Include debugging of flight operations procedures in ground checkout
operatlons

Use identical GSE at dlfferent locations fo enable procedure 51m11ar1ty,
comparison of data, personnel familiarity, etec.

Bench testing of complex hardware should be of high fidelity, represent-
ing, to the extent possible, in~use conditions and interfaces., Use of
other rela.i:ed ﬂlghi: hardware in test set-ups is desirable. '

Less reliance on simulators and more emphasm on mstalled, all-up
systems tests is highly desirable..

Discipline is pecessary to force spares to be properly configured and
r:.gorously temed to the same requlrements as the primary flight units,

‘Guidelines to experlment developers are necessary for both technical

planning and operational planning, (Reference Ames ASSESS Program
Experimenter's Handbooks). '

A central experiment repair, maintenance, and minor modification
facility is necessary to avoid unnecessary hardware shipping, recycling,
etc.

' Loose equipment to support experiment checkout must be identified and

tracked for each location (includes GFE, CFE, miscellaneous GSE,
etc )

Loose flight eqmpment (stowe& in various wa.ys) represents a huge plO—.

blem needing special treatment for logistics, documentation methods,
stowage location, schedalmg, change traff;c, etc (both before and
during flight). . ‘ , o

A fit check matrix should be planned for all critical interfaces of loose

_ equipment tools, etc.A o

Every previous program ha.s e::perlencecl gevere contarnma.tmn problems.
Contamination control, and personnel education therefore must start
early- (mcludes both mternal and external systems)

Special a.ttentlon and education for all. personnel Who handle hardware
is required to preclude damage by prov1d1ng tender-loving-care

. attltudes. y

Modular packagmg, access for planned 0per¢\.t10ns and repalrs, and
vulnerability to damage should all be conslde.red in demgnmg for mini-

- mum operations problems.

Organization and operating d15c1p13.r1es are required to insure rapld
feedback of problems to the appropna.te personnel and to insure a rapld
résponse and solution. = - : : : :
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Table D~1 (Page 3 of 3)
s LESSONS LEARNED

28,

29.

30.

31,

Commonality of design for connectmg dev:.ces must be panred with
consideration for the hazards of crossed-connections and appropriate -

choices made,

Formal test plocedul es and d:.smplmes are 1nexpenswe compa.red w:.i:h
the alternatives. :

Every redundant path must be isolafed and verified to know that it works,

Electromagnetic interference canbe a big problem. Electromagnetic
compatibility must be sugineered.

MCODONRMELL DO UGL(%
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Table D-2

PRELIMINARY LIST OF PAYLOAD FLOW CONSIDERATIONS —

HARDWARE ATP

1, Provide Hardware Developer with Fdl_lowing;

Overall management plan

Overview and familiarization with STS

- Detailed organizational interfaces

Operational requiremeni:s
Sysﬁems test requlrernents
Safety Critetia

Design criteria checklist

Detailed hardware interface requirements

Detailed flow plan

2. Provide all Affected Agencies and Contracters with:

Familiarization with planned payload and hardware -

Specific organizational contacts

. Schedule anticipated

Ta.ble D-3

PRELIMINARY LIS’I‘ OF PAYLOAD FLOW CONS»IDERATIONS—- V

DESIGN DEVELOPMENT

1, ‘PDR - Plan for tems Iisted Below

CDR - Measure Performance to Items Below .

3. Cnterza to be ConS1dered

 Systems _i:es‘tfrequiréments_ -

Desngn criteria checkl:.st

Safety criteria

Operational requirements

Deta.ll hardware mterfa.ces

- 'Ident:.flcatmn of potentially hawardous operations

Identification of damage-vulnerable hardware

Malfunction and. failure effects on operat1ons

Identification of test equipment requlrements throughout flow

Initiate and maintain test control plan

Initiate and maintain design and analysis journals {logs).

~ Initiate and maintain design requirements mpu.t to wsz.blllty
system

MCPORNTLL pouc:..(@_
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- Table D4 ‘
PAYTLOAD PLOW CONSIDERATIONS DURING FABRICATION

4,

Initiate and Maintain Fabrication Status Input to Overall Visibilit}f System
Close Follow-Up by Designers
s Solve problems

e  Verify design intent satisfied

. Initiate and Maintain Quality Control Plan

Initiate and Maintain Configuration Control Plan

e Open items reported via visibility system

Table D-5

PAYLOAD FLOW CONSIDERATIONS DURING DEVELOPMENT TESTING

1. Initiate and Maintain Development Test Input to Overall Visibility System
- 2. Designers ReS'pons:.ble for Development Tests o |
3. Operators and Users Monitor Tests
s Develop inputs for downstream operations
e Training |
4, Develop Inputs for Quality Control Plan -
- 5. Monitor and Feedback Information for Configuration Control Plan
Table D-6
PAYLOAD FLOW CONSIDERATIONS DURING ACCEPTANCE TEST
1. Initiate and Maintain Test Status Input to Overall Visibility System
2. Designers Tnvolved in Acceptance Test ' :
3. Operators and Users'Mon:'Ltor (Perfoim) Tests
‘. Develop :anuts for downstream operatmns
¢ Training '
4. Review Development Test Problems and React, as Reqmred
- B, Maintain Quality Control Plan

n  Problem repe:rt:.ng via v:.s:.ba.ht;r sys{'.em

MCDONNELL. DOUGL{:‘@_
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Table D-7

PAYLOAD FLOW CONSIDERATIONS DURING LEVEL V & IV INTEGRATION

1. Initiate and Maintain Integration Status Input to Visibility System

2. Maintain Quality Control Plan

Problem reporting via visibility system

3. Review Acceptance Test Problems and React, as Requ1red

4, Opera’cors and Users Monitor Tests

5. Maintain Configuration Control

Report via visibility system

6, Hardware Test

MCOONNELL DOUGL@_

o  Fit check all interfaces (real, if possible)
— High- £1del1t5r templates, fixtures, etc,, if requlrpd '
. Exercise all functional paths _
‘e Identify all systems and subsystems and treat individually and
‘ ‘collectively
— Identify complex interfaces and ftest realistically, e.g., composite
_ data-check with RAU or high-fidelity simulator, etc.
. .Exercise all mechanical devices possible.in 1-g environment
— Provide 1-g adaptors and supports for selected payloads
» End-to-end calibration verifications
. Verify redundancy elements.
. Verify data channelization
e Include all loose and stowed flight hardware =
) Consider system proof tests
Table D-8
OWS PROBLEM DISTRIBU'I‘ION
. OWS No. 1 Experiment Checkout Problem Summary
19% - Improper identification
E -3'3% - Test procedure deficiencies
28% -~ Minor discrepancies (loose, scratched, damaged)
- 9% - Mechanical fit or interface
11% - Hardware system malfunctlon
100%
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