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PREFACE

Objectives. The task I objective was to develop and implement, in a
new geographic area, timber inventory procedures using data sources including
Landsat, conventional aerial photography, and direct measurements. The
task II objective was to develop and begin testing a planning model for
evaluating sanpling and remote sensing measurement factors as they interact
in sampling-estimation systems.

Scope of work. The Sam Houston National Forest (145,332 acres) in
Texas was surveyed to estimate parameters, as nearly as practicable, required
by the U.S. Forsst Service Forest Survey. The plamning model used a
multivariate approach to sample survey design, a population representation
based on Landsat and supporting data, and concentrated on sampling systems
which could utilize remote sensing data sources.

Conclusions. Because of vegetation and terrain homogeneity, Landsat
data sources were not useful in identifying vegetation class in the detail
required by the Forest Service. However, for less detailed classifications
Landsat may still be useful. The survey system utilized Forest Service
vegetation stratification data and large scalc sample photography in a
system which estimated many of the parameters required by Forest Survey.
Growing stock volume was estimated as 384 million cubic feet with a relative
error estimate of 7.8 per cent. Shortcoming: of the inventory system as
well as estimates provided in addition to those required by Forest Survey ane
discussed. ¥

The planning model developed here represents a formalization of the
interrelationships which must be considered in planning sample surveys for
geographic multivariate applications. Verification tests and an application
of the model to the Quincy Ranger District in California have been completed,
In management applications where a cell-by-cell population model, such as the
Landsat-based model developed in this study, is available, the planning
model permits evaluation of the effects of a number of factors as they
interact in a particular sampling context. These include 1) size and shape
of sample units, 2) selection probability, 3) precision and probability
levels, 4) sampling strategy, and 5) cost variables. Finally,application of
the model could easily be extended to other disciplines using geographic
populations such as agriculture, range, forestry, and regiomal plamning.

Summary of recommendations. With additiona! training and specifications
of variables required for measurement, the kind of sampling system used
in this study should be able to provide estimates of all parameters required
by Forest Survey. A joint application by both Forest Service and research
personnel woild provide the necessary details to bring this approach into
operational use. Additional work on the planning model is needed to 1)
increase computational efficiency and the size of populations and parameter
sets which can be evaluated by the model, 2) incorporate additional capabilities,
especially more sampling and measurement alternatives, and 3) further test
and evaluate the model with changing assumptions and input parameters.

o

P R R

!".:A...n



Preface e e e e e e i
Table of Contentg-—=——mmm e e e e e ii
List of Figures-—meerom o e e e e v
List OF Tables——rem oo e e e e = vi
1.0 Introduchion-——— = e o e e e e e —m e e 1
1.1 Contract Background-——-=eeemcmm e e e 1
1.2 Wildland Management and Information Systems-—--=------------ 2
1.2.1 The information system: A major management
SUDSYSteM -~~~ e e e e 4
1.2.2 Data acquisition and information production----mw—-- 7
2.0 Sam Houston National Forest Inventory--~--—-==-r-oe——cememcaane——— 12
2.1 Estimation objectives-=——rmr—c—mmm e e e e 12
2.2 Development of the sampling system-------==-wesmmmemmoomeaw 12
2.2.1 Population and parameter specification-----------=-- 13
2.2.2 Auxiliary variables available---~-c-crmemouomneaemeeo 13
2.2.3 Sampling technique and estimators—----wemm—meaecene—w 13
2.2.4 Measurement procedureS——-—————smamemmme e e s ———— 15
2.3 Analysis procedures--—----—----—mmeeen—a- o ——————— s e e o 15
2.4 ReSUltSmr—— e e e e e e e 17
2.5 System evalualtion-----rreommam e e e s 17
2,5.1 Comparison with Forest Survey-------=----=omcoeomeas 17
2.5.2 Cost effectiveness-——————moomim o e e i9
2.5.3 Stratification----=-=r—r—wmmmm————- e 20
2.5.4 Sampling technique and design considerations-----—--- 20 -
2.5.5 Large scale photo measurementS---————u=mmm—mooo————— 21
2.5.6 Ground mMeasurementS—rr—r———=m—mmmm———— e m——— e — - 21
2.5.7 Photo-Ground relationships-—=---wr-cmmmcmmce e 22
3.0 Suprvey Planning ModelH---_ﬂ_____------h____u__________,;_uﬁ_,___24
3.1 Sampling and the survey design probleMeaaccmmmomcancaoao224
3,1.1 Univariate survey deSiglecweeoe—ccmm—ccmocmmme—————— 24

TABLE OF CONTENTS




3.1.2

3.1.3

Design for estimation of several parameters---------
3,1.2.1 Objectives and the design criteria---------
3.1.2.2 Allocation of effort--—m————cmmmememe o

Formulation of a multivariate survey planning

3.1.3.1 The population representation-------r-n-m=-
3.1,3,2 Allocation of effort---------mr—mmmmmmnn—o

[V

Page
27
28
29

3.2 The multivariate survey planning model for geographically
referenced populations=-=====c-=—mmommmo e oo 36
5.2.1 Plamninz model data requirements---——s---=oeeaaona—. 36
3.2.2 The population representation~--==----—----m-r-—w-—- 38

3.2.2,1 Population simulation---~--====r~w=-me--—w——— 39
3.2.2.2 Preparation for sampling and allocation
of effort----=v--s-e-mrmmmmm oo e 40
3.2.3 Allocation of effort----r=--—m-mmmmmmmmmmmm e e e 41
3.2.3.1 The allocation problem formulation--------- 41
3.2.3,2 Example of an allocation problem~---------- 42
3.2.3.3 The allocation algorithm-----------------—- 43
3.2.4 Development of an optimum sampling system----------- 43
3.2.4.1 Identification of alternmative feasible
SYSEEMS— == e e e e m e 44
.2.4,2 Optimization of alternatives--------------- 45
.2.4.3 Selection of an optimum sampling system-------- 45
.2.4.4 Specifications for the optimum sampling
SYSTEMm = === ===~ e e e 46

3.3 Model verification and application----=-==wwocwm—moma e 47
3.3.1 The study area and data inputs---wwe-c-e—-om—mmoooom- 47
3.3.2 Verification tesStsS-—r~——-—m-—mmmcmmem e 52
3.3.3 Application restltS- e e 55

3.3.3.1 Factors evaluated-c-oemomom oo 56

3.3.3.2 Analysis, Phase Iecrmemeomcmcmmmoa e 58

3.3.3.3 Analysis, Phase II--ccmmc e 58

3.3.35.4 Sensitivity analysiS— - mommcmiaa o 59

3.3.3.5 Optimal model output---co-ommmmme 64

3.4 Planning for a Level II inVentory-—-e—we-eeomcmmmcoooomaoccoan- 67
iii




Page
4.0 ConcluSiom s o o m oo e e  —————— 68
4.1 Sam Houston National Forest INventory-—---——ememmommmmmmmeanee 68
4.2 Multivariate survey plamning model cee o om 68
4.2.1 Implications for management and survey '
Plannim g — e e e e 68
4.2.2 Model 1imitations e 69
4.2.3 Recommendations —— e —— oo e 70
4.2,4 The fUtiure e e e e 71
o = o= 1o = T 72
Appendices
A. Sam Houston National Forest Inventory degcription
B. Sam Houston Natiomal Forest Inventory estimates
C. Survey planning model Version I, summary ;
D. Nonlinear program formulations for sampling strategies @
E. Plumas National Forest cost data
F. Mean-covariance summaries for classification of Plumas
National Forest
G. Sampling simulation summaries for two populations
H. Quincy Ranger District planning model application results
I. Inputs and sclution output for the planning model
J. JImplementatiom plan for the optimal Quincy Raﬁger District

sampling system

P

iv




List of Figures

Page
A Wildland Resource System-—--—-—mmemcmcm e m e e 3
An Information System-———e—mmmm o e 5
A three dimensional.data base and model for an
BCOSYS LB —— e = e et e et e e e — 8
Sam Houston National Forest inventory overview-—-----—--- 15
Basic planning model COMPONENES oo oo e 32
Generalized sequence of planning model activities--—------ 37
The Plumas National Forest in Californig-----e-e-owm——ea- 48
Landsat MSS data color composite of three spectral
bands for the Quincy Ranger District.------vmememcmemnano- 50
Discriminant anzlysis results for the Quincy Ranger
District-==crm e e e 51

T, i




wr

x.x

ht g

*
[

10.

11.

12,

List of Tables

Page

An example management-information profiles association

MA L L X e e e e e e e e e e e e e el §
Forest survey tabular output SUMMATY --—--=m=c—we—mmomesm——anoe i4
Sam Houston National Forest 1976, Summary of Estimates-—---—- 18
Correlations between ground variables and photo variables----- 23
Summary of population simulation resultS-—--—m-cm—mmmmocmma e 53
Results of allocation algorithm test problem------m—w-cememmoo 54
Factors and descriptions of factor Ieévels utilized in
application of the planning model to the Quincy Ranger

DA StETACt e e e ——————— 57
Decimal percentage change in cost function, F, when

correlation changes from 0.8 to 0.9 for different levels of
tther FactorS o e —————— 60
Decimal percentage change in cost functiom F, when PSU size
changes from 10 x 10 to 40 x 4 and from 40 x 4 to 60 x 6 for
different levels of other faciOrS——-emr e 61
Decimal percentage change in cost functiom, F, when allowable
error changes from 0.2 to 0.1 for different levels of other

i 1y 100 oS O g 62

Decimal percentage change in cost function, F, when probability
level for confidence statements changes from 68% to 95%
for different levels of other fackOrS—— oo mc e 63

Planning mwodel summary for optimum sampling system Ffor the
Quincy Ranger District-- oo oo 65

PPN e ot e o e hm e e e one




Py

1.0 INTRODUCTION

The Remote Sensing Research Program (RSRP) at the University of
California, Berkeley, has been involved in remote sensing-aided inventory
systems research since 1973, first through the ERTS investigation
program and most recently the Porestry Applications Project. This research
has been directed towards solving the problem of meeting informational
needs of the resource managers utilizing remote sensing data sources
including satellite data, conventional aerial photography, and direct
measurement on the ground in such combinations as needed to best achieve
these goals. It is recognized that sampling plays an important role in
generating relevant information for managing large geographic populations.
The central problem, therefore, is to define the kind and amount of
sampline and the place of remote semnsing data sources in that sampling
syste. to do the best possible job of meeting the manager's informational
needs,

-

Perhaps the most significant recent event which shows the increasing P
importance of implementing comprehensive procedures for describing and D g
monitoring wildland systems, is the passage of the Forest and Rangeland :
Renewable Rescurces Planning Act (RPA) of 1974 and related legislation such
as the Multiple Use-Sustained Yield Act of 1960 and the National
Environmenfal Policy Act. This legislation is directed primarily towards
management activities of the U.S. Forest Service, but the implications
for other federal and state agencies as well as 1ndu5tr1a1 and
nonindustrial private lands are present. In particular, the RPA specifies
procedures to be followed in developing comprehensive policies and :
programs with respect to wildland management and requires frequent
resource assessments to evaluate progress towards these ends. The
necessity to consider all the varied uses and products associated with these
lands has shown the need for extensive broadly-based information on a
variety of wildland characteristics including forests, range, fish and
wildlife, recreation and wilderness, land and water, and human and -
commnity development. It is mot at all clear what type of information
production procedures will evolve to meet these needs, but the strong
implication is that sampling systems will play a significant role and
that multiple characteristics will be of interest (Hyde, 1876, p. 283).
With this premise, a systematic procedure for evaluating sampling
alternatives, where the objective is to estimate several parameters, is of
obvious importance. &

1.1 Contract Bacgground

Work under the current contract included two separate but related
tasks., Task I imvolved timber inventory of the Sam Houston National Forest
in Texas, and Task II was the development of a multivariate survey design 5
planning model. Chapter Two reports on the survey of the Sam Houston NF, '
Chapter Three describes the development of the planning model including
verificdtion tests and application to the Quincy Ranger District of the i
Plumas NF in California. Chapter One provides background on the informational E
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needs of wildland resource managers and Chapter Four summarizes and makes
recommendations for future research.

Task I also involved developing procedures for a I'level IIY
inventory of small selected parcels within the Sam Houston NF. This work
as well as a part of Task II concerned with developing a plan to test
the planning model in the same area was not possible since Landsat MSS
data were not capable of providing the kind of population data,required
by the plannlng model, Instead, planning for a "level II" inventory is "
considered in a general context in Chapter: Three as' a possible application
of the planning model in areas where such data is avallable.

1.2 Wildland Management and Information Systems

A wildland resource system may be partitioned into two interrelated ()
subsystems: the forest ecosystem and the management system, as shown in
Figure 1.

The ecosystem is the physical entity to be managed. It is defined
by geographic limits and implies inclusion of the atmosphere gbove and
the interior of the earth below. An example would be the ecosystem
specified by the boundaries of a typical Forest Service Ranger District.
Two aspects of the ecosystem are of major concern to the forest manager:
site -- components including atmosphere, -climate, soil, geology, and
topography, and community -- the 1living component of the system, plants
and animals, In addition, the ecosystem itself must be considered as’
part of a larger system, which has a certain influence and creates the
environment within which the ecosystem exists. Macroclimate, fauna,
and other natural processes from this larger system affect the ecosystem,
and conversely the ecosystem may affect the larger system.

L

The management system consists of man's activities and efforts to
manipulate and control the ecosystem. Historically, he has manipulated .
the ecosystem to acquire the things he needed or wanted with little

- regard for the long term consequences of his actions. However, as the
scale of demands on the ecosystem has increased so has understanding
of ecosystem complexities and interactions. The effects of past
activities have shown that often the short-term achievement of needs
has adversely affected long term availability of other necessary resources. £y
Consequently both our evaluations of the ecosystem as it exists, and our
view of what the system should look like must be ccnsidered as we evaluate
treatments which might be applied to the ecosystem. "Treatment™ is an
all-inclusive term meaning "an activity carried out by man to alter
the system. It could be a complex maintenance and harvesting plan extending
over 5 to 10 years, or it could be the opposite extreme, no activity.

The desirability, or necessity, of applying treatments depends on (1) the
apparent state of ‘the system and (2) the desired state of the systenm.
The latter is a transformatlon of policy, phllosophy, and polltlcal objectives




Figure 1. MANAGEMENT SYSTEM and the object of
management, the ecosystem.
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into some specific desired or optimal state of the system. A comparisdon
of the apparent with the desired state allows evaluation of the need for
treatments to remove or redice existing discrepancies. Additional
decision-meking techniques may then be used to determine the
operational specificztions of treatments. The apparent state is based
on an interpretation of the actual state; however, this
interpretation is imperfect and subject to errors of various types,
~ including possible bias. The term apparent state recognizes this
potentially important distinction between what we think is there and
‘what is actually there. Further, while the ecosystem includes all the
varied components of the physical and biological complex, the desired

- and apparent states typically include only a limited number of particular

aspects or components of the overall system.

Both the ecosystem and the management System may be viewed as
composed of a number of subsystems. In Figure 1, the management system
is shown as.interacting with the ecosystem primarily through the
information system and direct applications of treatments. It is the
information system which provides policy-makers and decision-makers
with estimates of current conditions so that informed management decisions
may be made and appropriate treatments applied to the ecosystem.

1.2.1 The Information System: A Major Management Subsystem

- The information system is linked with the ecosystem through

data gathering, as well as the decision and action system that utilizes
the information provided. The kind of information required by the

decision system determines the nature of the information system and the
kinds of activities which are necessary to produce the desired information
products. If well-established decision inodels exist, the specific informa-
tion requirements will be known. Oa the other hand, in the early stages of
management, when little is known about the ecosystem and treatment
alternatives are not known or specified, then the requirements may be
vague. In this case the description phase may amount to obtaining
information believed to be important in understanding the system prior

to determining treatment possibilities.

Major activities and components of an information system, Figure 2 ,
relate to data acquisition, handling and storage, information production,
and maintenance. The common factor linking all the components is the data
base itself. In addition to all of these, an internal control or
management function is also essential for larger systems.

Data Acquisition is the first step in a series of activities which
ultimately provides information products. As with the other activities it
is important that acquisition be focused on obtaining data which is
appropriate for the decisions that must be made by the manager. Many types
of acquisition are possible ranging from almost continuous monitoring to
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periodic sample observations or complete enumeration. However, the quality,
amounit, and relevance of the data base must be managed within economic bounds;

hence the importance of developing procedures for the use of sampling
techniques.

Data handling and storage has received considerable attention in
literature on geographic information systems (Tomlinson, 1872). Many
options exist for data manipulation and storage; the important point
however, is that the particular data structure selected must be flexible
and that a good geographic reference system be incorporated as an integral
part of the structure. This is particularly significant where special
purpose summaries require combining data from several sources. Such a
requirement would arise, for example, in answering the question, where are
lands with 1) slope less than 35%, 2) soil type A, and 3) less than
1320 feet from the nearest road?

Maintenance and update of data files are particularly important
so that when new information requirements arise maximum advantage is
taken of currently available data. Sample survey design can be much more
efficient if useable data files are maintained. All too often, however,
the basic data is lost or confused as time passes, requiring costly
independent sampling. A real commitment to informaticn system maintenance
is required to provide data continuity for long term management use.

Information production includes analysis, reduction, and display
of output products in a convenient format for use by decision-makers.
Usually both graphic and tabular ocutput is required and some indication
of accuracy or precision of information is desirable. A stratified
sample could provide all these if the strata arve mapped as an overlay to
& management base map, and the sample estimates are tabulated as a
complement to the strata map. Prognosis for future developments could
be handled either as an information system function or as part of
decision system activities.

A data base is the common thread which ties the whole system
together, and must relate on the one side to management needs and on the
other to basic ecosystem characteristics. Specific types of information
required vary for different management areas, but all basically relate to
particular ecosystem components, and to the time, place, and manmner in
which treatment activities will be applied.

Based on its definition, three primary informational components,
or dimensions, of an ecosystem are evident: 1) time, 2) location, and
3) characteristics, or profiles of information. A time dimension is

necessary since it influences all of man's activities. Geographic location

within the system is useful since activities are planned for specific parts
of the system. Finally ,characteristics, or profiles of information, are
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required for use in management plamning and decision-making. An information
profile is simply some characteristic of interest, such as vegetation

type, elevation, slope class, soil type, or any other variable which is
location specific, These three dimensions define a model of the system,
portrayed graphically in Figure 3. Time and profiles may be considered

on an ordinal scale, e.g. time t], tz etc. and profile 1,2, etc. with
appropriate explicit definitions for each.

Definition of ecosystem profiles may be accomplished using a
hierarchical structure to whatever level of resolution is desired. Given
specific management activities (which may also be defined hierarchically)
it is possible to relate profiles and activities through an "association"
matrix (Leopold, et al, 1971) which may identify influences or reference
the nature and magnitude of the influence. Table 1 gives an example of
an association matrix for a wildland ecosystem. The character in each
cell of the table determines the relative nature of relationships between
the profile and activities. It would also be possible to use the cell
entry as a "pointer" to a more specific quantitative statement of the
relationships.

1.2.2 Data Acquisition and Information Production

Information production is the process of translating basic data elements
into a useable summary format, and methods are largely dependent on the
maimner in which basic data is acquired., Data acquisitica may be accomplished
in many ways, and opportunities for error are associated with each.

As will be seen in the fellowing paragraphs, sampling is one technique

that permits control of errors while at ithe same time providing a measure
of precision associated with information products. The population size and
ease of direct measurement as well as other considerations, such as

time and money available for making measurements, influence the decision

on what acquisition methods might be used. Three possible sources of error
affect information production: specification, measurement, and sampling
error.

Specification errors occur in cases where some incorrect decision
in the planning phase is made which means that although sampling and
measurement errors may be small the required information is still not
provided. This situation can arise if there is insufficient communication
between people who use information and those involved with its production.
Hurried planning efforts often prevent full analysis of information needs.
Changes in requirements during the information production phase, and
occasionally misunderstanding can lead to improper specification of what
is needed. 1In addition, it is possible that incomplete specificatiocmns
of the sampling population could lead to a survey of the wrong subjects.
Use of an inappropriate statistical model would alsc be a specification
error since even though estimates might be provided, they would be
inherently wrong. -
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Table 1. Management - Information Profiles Association Matrix
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Measurement error occurs to some degree because of instrumentation
limits or human errors in recording data. The first can be measured, but
errors in using the instrument are very difficult to evaluate. Errors can
be made in taking readings, recording data, transferring data, and
summarization. Also some items might be omitted completely. A final
unpredictable factor is the physical and emotional state of the
individuals making measurements.

Sampling error is introduced in those cases where only a part of the
population is examined, Inferences about the population based on a
single sample may or may not provide a good representation of the true
characteristics. However, sampling error can frequently be measured since
it is possible, at least theoretically, to take repeated samples from a
population and evaluate variability in inferences.

All error components can be controlled to some degree. However,
increased accuracy and precision often results in higher costs, hence
there is an economic interface with the level of error desired in a
measurement system. Specification errors can be eliminated by careful
consideration of the information needs and appropriate translaticn -into
data requirements and statistical models. Instrument error can be
kept in line with the magnitude of other error components by selection of

appropriate measurement equipment. For example, several possibilities for-

tree volume measurement are available including diameter tape and volume
tables, relascope, dendrometer, and cut-and-measure. Human errors can
be controlled toc some degree by selection of who is to make measurements,
the training given them, and the environment in which they work. Double
sampling and field checking of measurements can help to estimate and
reduce these errors, but they are the most difficult to evaluate.

Sampling error is usually measured by the variance of an estimator
and is a function of sample size. Intuitively, the larger the sample the
more precise the estimates are. At the limit, the entire population is
measured and sampling error is zero. Measurement error is present
even with sample data, but since these data sets are usually much smaller
than the population more care can be takem to control measurement error.
Judicious allocation of the number and kind of sample observations helps
insure that the required information is obtained for the least cost.

Considering these error sources and opportunities for their control,
it is obvious that in many cases sampling is an excellent tool for

information production. It is usually less expensive than complete enumeration

and permits one to reduce the measurement error substantially. By
considering tradeoffs between costs and precision of the information
derived, sampling error can be controlled to the degree requireil

(or to the iimit of budget resources). Population inferences are then
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"better' than would be obtained with complete enumeration since measurement
errors are substantially reduced and sampling exror is estimated.

Sampling represents an important first step in a sequence of
activities which ultimately may have a significant impact on the ecosystem.
The effort that goes into designing a sampling system should therefore
reflect the relative significance of decisions which are to be made. With
the importance of sampling and its place in management clearly established,
the central problem of this study is now considered: how to design the
best possible sampling system, within the limits of objectives and
constraints imposed by management and the ecosystem.




2.0 5AM HOUSTON NATIONAL FOREST INVENTORY

The Sam Houston National Forest (SHNF) is located in the southern
pine region and was selected by NASA as a second area for potential
application of remote sensing data in a forest inventory. Initially, the
orientation was to be toward meeting the needs of the national forest
managers for timber management planning data. Midway through the
project but before the survey design had been finalized the emphasis
was saifted from local requirements to national data needs as outlined
by the Forest Survey Handbook (FSH 4809.11). This change in emphasis
was made in response to the requirements for frequent evaluations of the
forest resource as required by the Resources Planning Act, of 1974. At the
same time there are two related aspects which were addressed in this
study as well. First was the need for broad based resource surveys
rather than timber or range surveys conducted separately, and second was
the possibility that local manager's needs may still be met, partially,
if not completely, in the same process that acquired data required by
the Forest Survey.

2,1 Estimation Objectives

Forest Survey estimation requirements are currently under revision,
but the most recent available version of the Forest Survey Handbook was
used as a gnide for implementation in this project (FSH 4809.11 dated
February 1972, Amendment No. 6). Estimates are required for the entire
forest and include 1) areas, 2} number of trees, 3) volume, 4) growth,
and 5) mortality with each estimate broken down into various subclasses
based on species, size class, tree class, and several others. (For the
most definitive statements of the requirements reference to the handbook
is required.) A number of output tables are given with specifications
for each. These same identifiers are used in the output from this
project. Evaluations are included for each case identifying what was

provided in addition to requirements,as well as shortcomings and possibilities

for their correction,in an operational system, The major additional
item provided by this survey is an indication of the precision achieved
for each estimate.

2,2 Development of the Sampling System

Given the estimation objectives outlined above a sampling system was
constructed which would, as nearly as practicable, meet those objectives
by taking maximum advantage of auxiliary information available. The
potential auxiliary data that were considered included satellite data,
aerial photography data, Forest Service type delineatiomns, and precise
yield data for trees on the SHNF.
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2.2.1 Population and Parameter Specification

The SHNF including only Federal lands constitutes the population
of interest. Table 2 summarizes the set of tables which contain estimates
of parameters as required by the Forest Survey. In addition to the 28
tables (broken down broadly into area statistics, forest estimates,
product outputs, and projections), are generalized type maps. For a
variety of reasons not all the tables are produced by this study and for
tables produced the specifications given by FSH 4809.11 are not always
obtained, Where discrepancies uccur they are identified and discussed.

2.2.2 Auxiliary Variables Available

The aim of this study was to design a survey to take maximum
advantage of available auxiliary data. 8SéVeral data sources were available
including remote sensing data of the type utilized in the Plumas 1974
inventory {Titus et al, 1975, Colwell, 1974), Landsat MSS data provided
useful information in the first stage of the Plumas inventory. For
the SHNF, however, after considerable effort was expended in attempts to
relate spectral data to vegetation classes (timber type/condition classes)
it was concluded that the uniformity between vegetation classes as sensed
by the satellite prevented meaningful discriminant analysis of the data.
This conclusion was supported by a subjective comparison of terrain,
vegetation, and climatic conditions on the SHNF as contrasted with the
Plumas. On the SHNF terrain is very flat, climate is humid and wet, and
vegetation is very homogeneous. Even differences between hardwood and
softwoods were difficult to detect on large scale aerial photography except
at certain times of the year. Forest Service vegetation data were available,
including maps and acreages by a detailed vegetation classification.

Large scale photography of the type used in the Plumas study enabled
measurement on a selected sample area. Individpal tree photo measurements
were considered impractical because of vegetation density and difficulties
of seeing the ground for parallax measurements. Species separations other
than hardwood-softwood were impossible; even on the ground species
differences for pines can be difficult to detect. Instead, stem counts and
percent crown closure of conifers, hardwoods, and snags were taken as

well as an average difference of parallax which was relatively well
correlated with stand height in a small pilot study. Finally, precise
on~-the-ground measurements of Volume are costly tc obtain so typically
local volume tables are used. A previous study for the SHNF (Baker, 1975)
provided dendromeier measurements for a sample of trees. The volume
relationships shown in Baker's study were so good that additional dendro-

meter measurements as part of the SHNF inventory were considered unnecessary.

These local volume relationships use DBH as the independent variable and
predict cubic foot volume of the tree.

2.2,3 Sampling Technique and Estimators

The sampling system for the Plumas 1974 inventory was basically
a stratified multistage system in which Landsat data were used to make
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Table 2. Forest Survey Tabular Output Summary

Forest Survey

Table Number Description

1 Area by land classes

2 Area of commercial forest land by ownership

3 Area of commercial forest land by stand size and ownership

4 Area of commercial forest land by stand volume apd ownership

5 Area of commercial forest land by stocking classes and tree
class

6 Area of commercial forest land by stand condition and ownership

7 Area of commercial forest land by site and ownership
Area of commercial forest land by forest type and
owpership

9 Area of commercial forest land by forest type

10 Number of growing stock frees on commercial forest land by species
and diameter class

11 Net volume on commercial forest land by softwood and hardwood

12 Softwood net volume of growing ‘stock and sawtimber by ownership

13 Growing stock volume by species and diameter class

14 Sawtimber volume by species and diameter class

15 Sawtimber volume by species and quality class

16 Grow%ng stock net growth and removals of growing stock by
species

17 Growing stock net growth and removals of growing stock by
ownership

18 Sawtimber net growth and removals by species

19 Sawtimber net growth and removals by ownership

20 Mortality of growing stock and sawtimber by species

21 Softwood mortality of growing stock and sawtimber by ownership

22. Mortality of growing stock and saw timber by causes

23-27 Product output tables

28 Projections
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the stratification as well as define the primary sampling units, (Colwell,
1974). For the SHNF the use of Landsat data was not feasible so the

Forest Service stratification was utilized instead. For this reason as
well, sampling units consisted of variable size clusters located at

random within the forest areas and with allocation among strata
proportional to area. The clusters were defined by location of 0.4 acres
circular plots on large scale aerial photos acquired September™20-21, 1975.

The number of photo plots in the cluster was determined by the
proportion of the line which fell in the strata of interest up to a
maximum of 10. A subsample was taken from the set of photo plots for
direct measurement of variables by a field crew. Figure 4 shows
schematically the various activities; a technical summary of the
system including the estimates is provided in Appendix A.

2.2.4 Measurement Procedures

Measurements were made to summarize the stratification scheme, to
obtain photo variables, and to obtain direct measurement of variables of
interest on the ground. Stratification data were summarized directly from
Forest Service records. Photo measurements were made of average parallax
difference {a proxy for height), number of trees by various categories
and percent crown closure by the same categories. Individual tree
measurements were not considered necessary or practical owing toc the
extreme uniformity of vegetation conditions. Ground measurements included
tree species class, diameter, ten year radial growth (softwoods only)
bark thickness (softwoods only), and tree quality class. Site class,
stand age and average height were recorded as well as necessary
administrative data, Detailed measurement procedures are summarized.

2.3 Analysis Procedures

Bstimates and tabular output products were generated using a series
of FORTRAN programs to summarize the basic data and generate estimates.
Two eomputers were available for the actual computer processing of the
inventory data: (1) the large computer complex (CDC 7600) at the
Lawrence Berkeley Laboratory, which was used for processing the Plumas
inventory, or (2)a Data General dedicated computer using a real time disc
operating system (RDOS) recently acquired by RSRP for machine processing
of MSS data. The latter system was chosen for the analysis since this

- project offered an opportunity to evaluate the utility of such a system

for a medium scale analysis effort involving a large quantity of
numerical data. The dedicated computer system offered the advantage

of almost real time turnaround of processing as well as the potential for
cost savings over the larger computer facility. Computational limits

of 3-4 significant digits were encountered unless double precision
computingmwgguysed. For this research study single precision computations
were used. e
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Figure 4. SHNF Inventory Overview
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Activity

Stratificaticn

A partitioning into units of
relatively homogenous vegetatlon.
Based on USFS data.

A random cluster sample within
each stratumwhere cluster sample
units consist of up to 10 plots
along a flight line.

Measurements of Photo Variables
made for each of the 0.4 acre
photo plots

A random sample of 0.4 acre
plots from the set of all photo
sub plots for direct measurements
of characteristics on the ground
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2.4 Results

Using the formr*t and notation of the Forest Survey Handbook, the

inventory results are presented in Appendix B. Eight tables are included and are

mubered, according to the handbook tables references, 10, 11, 12, 13, 14,
16, 18, and 20. They relate to number of trees (10), volume (11,12,13,14),
growth and removals (16,18), and mortality (20)}. Each table also

includes relative error, (the standard error of the estimate divided by

the estimate), for each table entxry. For comparisons of theseestimates as
they relate to the USFS specifications,see section 2.5.1, Tables

23-28 relate to production outputs and projections and are not derived

from the same sources as the standing timber statistics. Tables 1-9,

15, 17, 19, 21, and 22 are not included for various reasons as outlined

in section 2.5.1.

Table 3 shows a summary of estimates for the five basic parameters
of interest. Precision of the estimates compares favorably with the goals
of Forest Survey (five pexcent relative error per billion cubic feet of
volume, growth, and removals) which are given for very large areas. Goals
for smaller areas, such as a single national forest would be expected to be?
larger. Both growth and volume relative errors are less than 10 percent and
error for number of trees is about 5 percent. The estimates for both .
removals and mortality are much higher than the other estimates because both
are sporadically distributed over the area and the sampling scheme is not
oriented towards obtaining this kind of information.

Additional estimates would be available on a stratum basis since these
estimates are obtained in order to calculate overall estimates. They have
not been included here since the primary interest is on Forest Survey
requirements.

2.5 System Evaluation

The succes: of the Sam Houston inventory is indicated in the previous
section. In addition, however, it is necessary to compare this inventory
with the Forest Survey requirements as well as evaluate the cost and
offectivencss of the survey. Finally various components of the system
are evaluated to determine what directions future research efforts might
take,

2.5.1 Comparison with Forest Survey

FSM 4809 provides very detailed specifications for various
parameters to be estimated. As nearly as vpractical these specifications
were the objective for the SHNF inventory. A number of items were not
provided by this study in as complete a detail as required
by FSM 4809. Volumes were summarized as gross rather tham net because

-17-
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Table 3. Sam Houston National Forest 1976,
Summary of Estimates and Comparison with
Simple Random Sampling

- E Stratified Ratio Simple Random
: Parameters of Interest "Estimate Estimate Relative Estimate - Estimate Relative Increase
Mean/Acre Total Error(%) Mean/Acre - Error(%) in
: Relative
_ Brror (%)
?r Area (from USFS records) - 145,332 - - - .- -
‘ Number of trees 160 23,300,000 4,93 165 23,000,000  8.74 47
Growing stock volume
(5" + DBH,Ft3) 2642 384,000,000 7.76 2810 408,000,000 9.71 24
' Sawtimber volume3 '
by (11v + DBH, Ft™) 1975 287,000,000 10.8 - - - -
it
! Volume growth (10 year, : -
Ft.9) 76 11,100,000 6.84 81 11,800,000 8.52 25
éﬂ Volume removed (10 year, :
E‘ Ft. %) 56 8,070,000 55.1 55 7,990,000 67.8 14
i* Mortality volumg
K (10 year, Ft.9) 41 6,020,000  74.4 33 4,800,000 92,5 25
D - = < o 4 i .
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assessing defect was difficult for the field crew which was from Califormnia
and had only a limited amount of time for training. Through the use of
local foresters this difficulty could be removed and on-the-ground
measurements of net volume obtained. Most tables requiring species
breakdown use several hardwood classes. Species identification was
difficult because of the time of year when field work was conducted and
because of unfamiliarity of the field crew with local species types.

For these reasons only two species groups were considered, hardwoods and
conifers. Log grade as well was not evaluated because of the time
required to train a field crew. Growth, removals, and mortality were
all evaluated at least partially. The growth estimates do not include
two components of net growth as defined by forest survey: 1) ingrowth
(small trees which pass the 5.0 minimum diameter limit)and 2) increment
in trees which were cut, died or became culls. Also growth, removals,
and mortality estimates are 10 year rather than annual values.

A number of Forest Survey tables were not included in the output
from this study. FS tables 1-3, 8,9 require area data readily available
from the USFS vegetation records. FS tables 4,5, and 6 Tequire areas by
volume class, stocking class, and stand condition class. These items
were not incorporated into photo interpretation results but could
be generated given definitions of the various classes, FS table 7
requires area by site class and these data are best obtained from another
source since once obtained they are not likily to change. FS tables 17,
19, 21 and 22 require estimates already available in other tables; thu.-
tables renresent summaries by ownerships and this study only included
USFS lands, FS table 15 requires volume by quality class and the
difficulties of obtaining quality data have been mentioned. Since
permanent plots were not available and it was considered undesirable to
use an increment borer on hardwoods, growth was not evaluated for hardwoods.

Permanent plots which are remeasured over time are generally
considered desirable for estimating change. The possibility exists that
large scale photographs of specific sample locations could be used for
specific location of the sample areas for photo acquisition at a second
point in time. If the details of precise location could be worked out,
measurement of photo characteristics might correlate well to change in
volume etc., It is even possible that some electronic device might be
utilized for precise location of certain permanent locations, However,
even without such elaborate measures a short interval between
measurements, for example five years, would enable relatively easy
location of sample areas using previously obtained imagery.

2,5.2 C(Cost-Effectiveness
Cost effectiveness comparisons between this survey system and USFS

procedures in the Southern Region are difficult due to our unfamiliarity
with local practices and even Forest Survey procedures in that area.

-19-




Independently of this, however, statements relating to approximate cost
in dollars and time are possible, All figures given in this section
jignore manpower and other costs associated with other tasks of this
contract. In addition, the effort expended in attempting to extract
useful information from the Landsat MSS data 1s excluded. Report
preparation costs and problems associated with changes in the objectives
of the study are also excluded. Considering manpower, flying time,
photographic supplies, computer processing costs, and administrative

and overhead costs, the survey cost was approximately $25,000 if software
development 1S included and roughly $20,000 excluding software develop-
ment., Manpower time requirements were 8.5 man months for survey
activities, and 1.5 man months for software development. The ratio of
ground plot cost to photo plot cost was roughly 5:1 excluding per diem
and travel to and from the SHNF and including much greater labor costs
than the Plumas inventory expenses. If all activities could have
proceeded with the best possible timing the estimates could have been
provided in about a 6 month time frame.

2.5.5 Stratification

As already pointed out the initial objective was to utilize
Landsat M85 data in the stratification of the study area. Instead,
existing USFS vegetation classification results were used. That
classification showed ten different combinations of vegetation and
condition., It is interesting to note that fifty-five percent of the area
occurred in one stratum, namely loblolly pine immature saw timber. The
second largest stratumincluded only eleven percent of the area and the
smallest stratum was only 0.07 percent of the area. Hardwoods occupied
only five percent of the area. For sampling purposes some Stratum
had to be grouped together. With such a skewed distribution in the
stratification, consideration should be given to possiblz alternatives
for a better stratification. On the other hand this does tend to confirm
earlier observations on the general uniformity of the area.

2.5.4 Sampling Techniques znd Design Considerations

Results of ihe survey in terms of relative precision estimates
are satisfactory ror all except removals and mortality estimates. For
these parameters some other allocation, stratification or selection
probabilities might prove more useful. It is also possible that unless
low precision limits for these parameters are acceptable it may prove
more reasonable to conduct separate surveys or consider alternative
sources of information for removals. The use of ratio estimators was
based on theoretical results and it would be desirable to consider
post survey analysis of the relationships implied to determine if other
estimators are more appropriate. See also section 2,5.7.
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2.5.5 Large Scale "hoto Measurements

Aside from tae uniformity of the vegetation complex, two other
factors contributed ro problems in interpreting the large scale, small
format/photos. First, in the mixed hardwood type, the season of year in
which the supporting photography is obtained is critical and is
dependent upon what characteristics are to be estimated. For this study,
photo acquisition occurred in September when many of the hardwoods still
had their leaves and were easily confused with the softwoods. It should
be noted, however, that if the photos had been acquired later in the
year after the hardwoods had dropped their leaves they could not have been
separated from the snags in the forest. Second, because a small
format (35mm) camera was used to acquire the large scale photos, stereo
triplets were required to ensure that complete stereo coverage of the
sample plot, located in the center of the middle photo, was obtained,

For a number of the plots two stereo set ups were required, viz., photos
1 and 2 and photos 2 and 3, to complete the interpretation of the plot
this was not only time consuming but required the added effort of
maintaining a double recording procedure. This problem might be solved
if the photo plots were relocated in the overlap area.

As shown in Table 3 the relative increase in the estimated error
when only simple random sampling was used was dependent on which variable
was estimated. It is possible that some other photo variables or
combinations of variables might lead to even greater efficiencies for the
ratio approach. Previous cutting (harvesting or thinning),was not
evaluated on the photos, but both types of activities could be
identified and subjectively at least,it may be possible to estimate
relative amounts of timber removed.

2.5.6 QGround Measurements

The only significant problem encountered with ground measurements
was that of physically locating the sample arsas on the ground.
Experienced photo interpreters were able to overcome this problem
reasonably well. Variables which were required by Forest Survey but not
measured were excluded largely due to limited time for training the
field crews.

-21-




2.5.7 Photo-Ground Relationships

Empirical relationships between five photo variables and five
ground variables for the 29 paired plots are summarized in Table 4, The
correlation coefficients show only moderate relationships between phote
and ground variables except for number of trees which is much stronger.
However the usefulness of photo variables in the sampling system depends
on both correlation and the relative variability of the photo variables.
Coefficients of variation are included in the table to provide the
additional information needed to determine if ratioc estimation would be
an improvement over simple random sampling. According to Cochran (1963)
ratio eStimation will provide greater precision if

_ 1 Cov(x)

o > pD where p = 7 V) and CV is the coefficient of variation.

For the data in Table 4, (1-% con.) and growth yield p ®=0.7835 and for (DP) and
growth p®=0.3543. Thus since in the first case p=0.4641 these would be

no gain and in the second case p= 0.4014 so there would be a gain in using
ratio estimation. Based on this comparison DP was used as the photo

variable in a ratio estimate of growth. Similar calculations are possible

for the other photo variables.
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Table 4. Correlations Between Photo and Ground Variables for 29 Plots in the
SHNEF .
PHOTO GROUND C“ffi;‘ ent
Variation
# Trees DP 1 - % Con.| # Snags |1 - % CC| # Trees | Volume | Growth |Mortality| Removals %
G # Trees L7510 1.000 39.1
R Volume -.0703 | .5004 .3476 1 1.000 _ 43.4
0 Growth .2244 | .4014 L4641 .5220 | .6201 1.000 38.1
I} Mortality p .0223 |-.0221 | ~.1673 L4266 -.0405 | .3343 -.2598 | 1.000 280.9
N Removals L1094 |-.2687 | -.1462 L1823 . 2320 .0748 | ,31572 -.2478 |-.08592 1.000 413.5
D
P # Trees 1.000 50.6
H DP .3592 .000 27.0
0 (1-%Con.) .8718 .1554 1.000 59.7
T (# Snags) L4134 1-.2303 .1890 1.000 34.5
0 (1-%cc) -.5597 .1882 | -.7845 -.1771 1.000 - 136.4
DP = Average difference in parallax
1-% Con = 1 minus per cent crown closure of conifers
# Snags = the number of dead trees .
1-% cc = 1 minus per cent crown closure expressed in hundredths, (all species)



3.0 SURVEY PLANNING MODEL

Survey planning is by nature not restricted to one particular kind
of application or population type. The work described in this chapter
was undertaken in an attempt to better define the procedures required
to design sampling systems utilizing remotely sensed data; hence much
of what was developed is presented in those terms. At the same time
the sampling background and conceptual development are independent of
these considerations. The population model used, however, is strongly
remote sensing oriented in that it implies considerable information about
the population in a digital format which can be analyzed by computers.
This kind of information has only recently become available through the
ERTS and Landsat programs. Early results have shown that these digital
spectral data can be analyzed and provide useful land use data with
resolution elements of roughly one acre. This chapter contains 4 major
sections which 1) present the sampling problem framework and planning
model conceptual development, 2) describe the components and functions
of the planning model, 3) present the verification tests and application
results, and 4) discuss potential applications to small wildland
populations.

3.1 Sampling and the Survey Design Problem

Logical questions when considering a sampling task are: How do we
design an optimal sampling system and what does "optimal' mean? In
answering these questions, three topics are discussed in this section.
First, basic approaches to univariate sample design are included for
historical background. Second, sampling for estimation of several
parameters is discussed as an ‘increasingly important aspect of sampling
wildland populations. Third, the conceptual framework for a multivariate
survey planning model is presented. Orientation of the model is towards
geographically referenced populations. The population model used in the
planning context is derived from multispectral data obtained from the
Landsat satellite and combined with supporting data acquired by direct
measurement of specific variables.

3.1.1 Univariate Survey Design

Survey design is the process of putting together appropriate sampling

and measurement techniques to estimate a parameter of interest for a
particular population. According to Raj (1968, p. 31) the fundamental
principle of sample design is related to the fact that:

"With every sampling and estimation procedure is associated
the cost of the survey and the precision (measured, say, in
terms of the mean square error) of the estimates made. Only
those procedures are considered from which an objective
estimate of the precision attained can be made from the sample
itself. And the procedures should be practical in the sense
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that it is possible to carry them through according to de-
sired specifications. OQOut of all these procedures of
sample selection and estimation (called sample design), the
one to be preferred is that which gives the highest
precision for a given cost of the survey or the minimum cost
for a specified level of precision. This is the guiding
principle of sample design.' (Raj, 1968, p. 31)

Thus the objective is a sampling system which will estimate the parameter
of interest with the greatest precision and the least cost subject to
whatever constraints may be imposed by the management system. This
formulation, bowever, assumes perfect knowledge of exactly what is
needed and how precisely it is needed, or equivalently how much it is
worth, in the context of decisions which are to be made using the
information. This assumption, however, is rarely, if ever, met and
considerable additional research is needed on this important questiom.
In addition, it must be pointed out that a minimize cost objective
ignores many benefits which might be associated with one system compared
to another over and above the cost effectiveness similarities.

The objective can be translated into specific terms for sampling
so that a "cost effective" system would provide the desired sample
estimates for the least possible cost, subject to time and other
constraints. For design purposes, the obvious performance measure is
the cost of the system which meets all the specified constraints. The
decision rule, depending on whether cost or precision is considered
fixed, is to select the system which gives minimum cost subject to a
specified precision level, or select the system which gives minimum
variance subject to fixed cost. 1In a broader decision-making sense
however, it must be noted that considerations in addition to system
cost will necessarily be incorporated into the final decision on a
particular alternative, These factors would include technical
constraints such as the time of year when measurements can or must be
made, availability of necessary measurement equipment, training and/or
experience levels required for various techniques, and capital costs
associated with setup for particular sampling or measurement techniques;
social factors relating to motivation and willingness to alter existing
procedures; and political factors relating to organizational structure,
function, and responsibility. Additionally, the decision may be based
on an array of solutions with varying assumptions about the nature of
the population and measurement relationships.

Without any knowledge of population conditions survey design plays

a minor role and sampling is largely restricted to random sampling.
As observed by Mahalanobis (1952, p. 40):
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"It is only when some previous information (which may be only
approximate in nature) is available about the field that the
problem of the sample-design becomes important. The object
then is to use the available information in the most effective
way to prepare an improved sample-design (in the sense that

it would be an improvement over the best design that would
otherwise be possible} so that it can be reasonably expected
to reduce the cost of the survey as much as possible without
sacrificing the accuracy, or alternatively, reducing the
margin of error (or uncertainty) to the greatest possible extent
for the same expected cost."

Remotely sensed data, as from aircraft and spacecraft, provide auxiliary
information which is inexpensive relative to direct measurement costs
and is often related to the variables of interest. This kind of data
offers the possibility of improved survey design as well as the
opportunity to minimize the need for costly direct measurements,
particularly when dealing with large geographic populations.

Identification of alternative sampling strategies depends on the ¥
nature of the population, the parameter of interest, cost or precision
constraints, and other institutional factors. The system will be
greatly influenced by the definition of 1) the sampling frame, 2) the
sampling units, and 3) supplementary information and its availability.
Within the same problem gontext, variations are possible in the way the
sampling frame and units are formed; this influences the amount and
type of auxiliary information which determines the appropriateness of
different sampling techniques. Previous sampling experience and an
understanding of the nature of the population and problem context aid the
designer in limiting the set of feasible systems to a small mumber of
likely candidates., Since selecting some subset of alternatives offers
the possibility of excluding the best one, considerable care must be
used in selecting the set of alternatives for detailed evaluations.

Given a set of alternative sampling systems, it is still necessary
to determine the optimum allocation of effort for esch.

The decision rule stated earlier requires minimizing cost (or variance)
subject to a constraint on precisiom (or cost). For any given sampling
alternative it is possible to evaluate both the cost and precision in terms
of mathematical relationships, which are functions of sample size. Then,
using the techniques of LaGrangian multipliers the combination of sample
sizes which will yield the minimum cost, while still achieving the
desired precision levels, may be determined. After repeating this
procedure for each of the alternative designs, the one with lowest cost
may be identified.

- g

I PR

T MR . A v = i A ARt el R v are @ TSy b T —pen v o ™ P




With the population specified and estimation objectives defined, the
design problem for any system is solved by fixing:

1) the sampling frame and stratification

2) the sample units and measurements required

3) the selection probability scheme and procedure
4) the estimator functions

5) the variance estimator functions

6) the sample size and allocation.

Success of the optimization procedure is dependent on how closely population
conditions are reflected by approximations used in allocating resources.
Since estimates of population conditions are subject to considerable uncer-
tainty, it may be desirable to adjust them to reflect optimistic eor
pessimistic attitudes towards their value. Several methods can be used

to modify these estimates to account for uncertainty (Duerr et al., 1975).

Considerable research has been done on theoretical comparisons between
sampling techniques and methods (Cochran, 1963; Raj, 1968; Sampford, 1962;
Hansen, Hurwitz, and Madow, 1953). Most discussions of survey design are,
however, devoted to listing and describing the various techniques (Raj, 1974)
Ek (1968) and Schreuder, et al., (1963, 1971) have made comparisons among
a number of sampling techniques using forest populations, but design
and allocation of effort were not included. in their work.

Aldred {1971) is one of very few who has attempted to put a number of
techniques together with a particular population representation in a
planning model, His work was limited to univariate methods and did not
consider any multistage sampling techniques, but it provides an excellent
example of a systematic approach to the problem of univariate survey design.
The performance criteria, P, was defined as the variance of the estimator
u,V(ﬁkL where k represented the identifier of a particular alternative
sampling procedure., The objective for each design was to minimize P subject
to a fixed budget constraint; a linear budget function was assumed. For
each design the least-cost allocation of samples was used in a simulation
of sampling from z population model to evaluate both sampling methods and
their interactions with various aspects of the measurement process.

3.1.2 Design for Estimation of Several Parameters

Even though most surveys are designed for only one parameter of
interest, data are usually collected on other variables as well, since from
the manager's viewpoint there is increasing need for information on a
number of characteristics. It is logical to acquire this data as much as
possible within the context of one sample survey since a large segment of
wildland survey cost goes to preparations and travel time. The incremental
cost associated with additional measurements on selected sample units is
quite small by comparison. On this basis it is logical to ask: how can we



Y ST MR 0T st bpmIagnemy i TR W T

design a survey to estimate several parzmeters, considering cost and/or
precision desired for all the parameters estimated? To solve this problem
requires use of the basic decision-making procedures used in the one
variable design problem but with new objectives and performance criteria.

When discussing statistical procedures dealing with several variables,
certain definitions of terminology are desirable to avoid confusion.
YMultivariate", taken in its general sense, simply means several, or more
than two, variables; however, it also refers to a body of statistical
analysis procedures dealing with the multiple variables as a set (Kendall
and Stuart, 1968, p. 239). The key feature of multivariate data is that a
vector of observations is associated with each sample element in the data
set. Multivariate analysis makes inferences based on the set of variables
as a whole rather than separately. On the other hand there are cases
where several variables are considered but the data sets are definitely
not multivariate in nature, and these may logically be referred to as
"multiparameter' data sets. For example, if data on gross yield for a
set of N trees are available, but net yield is only recorded for a
small subsample of the N trees, then the data is not multivariate since
there is no vector of observations. The data sets would more
reasonably be referred to as multiparameter. The terminology problem is
further complicated by the analysis procedures which may be used to generate
estimates and make inferences based on the data sets. Multivariate data
sets could be analysed using either the usual univariate estimation methods,
with each variable being treated independent of the others, or they could
be analysed as a set using standard multivariate procedures (Moxrrison, 1967).
The survey planning model developed here has been termed a multivariate
model since the sample data set is in fact a vector of observations for
each sample unit., It must be qualified, however, since analysis procedures for
evaluation of alternative designs are based on univariate estimation methods
for each of the variables. Multivariate analysis could be incorporated if
simultaneous inferences (Miller, 1966) were needed for management
decisions, However, at this point the decision problems have not reached
a level of complexity where simultaneous inferences are useful. In this
study, the term multivariate will be used in its general sense and will
not refer to the very specific multivariate statistical analysis context.

3.1.2.1 Objectives and the Decision Criteria

Since sampling for several variables is a natural extension of the
univariate case, optimization objectives and the dacision criteria reflect
- most of the limitations outlined in the previous section on univartiate
- methods. These included 1) the possibility that the set of alternatives
considered in the design process might not contain the true least-cost
alternative, 2) the assumption that the precision desired reflects the
utility of information derived, 3) the use of a decision criteria which
does not evaluate benefits, as well as cost, of one system as compared to
the other, and 4) the need to include exogenous variables in deciding which
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One objective, which evolves naturally from univariate procedures
would be to minimize cost subject to variance constraints for some or all
of the parameters to be estimated. Others have been suggested including
1} minimize cost plus loss {Cochran, 1963, p. 120) where loss is a
weighted function of variances for each parameter; 2) a variation on the
approach of Wensel (1974) which is to minimize a weighted function of
relative variances subject to a constraint on cost; and 3) minimize cost
subject to constraints on the generalized variance, the determinant
of the covariance matrix (Chakravarti, 1954; Ghosh, 1958, p. 162; Arvanitis
and Afonja, 1971). Only the first approach places precision constraints
individually on one or all the characteristics to be estimated. Each
of the others implies use of rather novel performance criteria oT
constraints. If, for example, appropriate weights could be specified,
the composite variance function of Wensel's approach could be used.
However, definition of loss fumctions, weighting factors and the meaning
of the generalized variance require additional evaluation and testing
to determine how they might best be used, if at all, in the context
of current decision-meking and management activities.

Minimizing cost subject to constraintson variances, or providing
estimates of each parameter within desired precision limits, is useful in
the current management context since parameters are generally not all of
equal importance. Additionally, managers can usually specify precision
levels which reflect the relative importance of the different parameters.
This objective and the implied performance criteria, system cost, will be
assumed in the later development of the survey planning model. The
decision rule will be to select the alternative design with the lowest cost.

3.1.2,2 Allocation of Effort

After specifying the precision desired for each variasble and the
minimm-cost objective, several approaches can be taken to determine the
best allocation of effort. Univariate methods could be used to make a
sample allocation determination for each parameter and then by some
process derive a sampling procedure which would provide for all required
estimates, Examples could include 1) separate independent samples for
each parameter, 2) several independent samples to survey groups of
related characteristics, 3) a single sample but with measurements taken
only on the minimum required number of sample units for each parameter so
that certain units would not be measured for all variables, and 4) a sample
selecting the maximum mumber of units required for any variable and still
measuring all characteristics on all units. These univariate procedures
offer some control on precision, but do not necessarily minimize the cost.
Further, opportunities for simultaneous inferences are limited and strict
multivariate analysis procedures are not possible except for the fourth
alternative which generates a multivariate data set.



Assuming that all characteristics are measured on each sample unit,
a multivariate allocation based on a mathematical minimization procedure,
referred to as programming (Hillier and Lieberman, 1967), and discussed
extensively in later sections, may be employed. Using that approach, the
objective is to minimize the cost of the survey, expressed as a
mathematical function of sample sizes, subject to constraints (usually
variance) for each parameter of interest. Programming is the mathematical
procedure of finding that allocation of sample sizes which yields the
lowest cost. Huddleston et al. (1970) descyibe application of this
technique to stratified sampling and compare it to two other allocation
procedures. Their example showed that with an allocation based on the
fourth univariate method listed above, over-sampling occurred and
estimates were more precise than required. Using another allocation,
based on the average of sample sizes for each variable by strata, sampling
failed to meet all precision constraints. In Huddleston's stratified
example, allocation by the programming technique yielded the lowest
cost while still meeting all constraints.

Comparing the programming allocation approach with the third
univariate method is difficult due to problems of identifying differential
sampling ratesand incremental measurement costs assoclated with each
variable for the univariate allocation methed. For z stratified example
comparison is possible by considering the general form of cost functioms
for both methods of allocations. Consider the two functions for total
variable cost (TVC) for the programming (PRO) and separate {SEP)
aliocation altermatives:

L M
TVC(PRO) =2 (n.c, + I 2
h=1 h®ha * Th i=1 “hi
L M

TVC(SEP) =h21 (o (Cha * ) * 'zl CpiMe)
= 1:

where L = the number of strata
M = the number of parameters h
n, = the sample size by programming for the h™ strata
o = the sample size by optimum allocation for the

hth strata and variable i

Thmax M8X (nhi’ i=l,...,M)

Cpa access cost for units in strata h

Cpp = cost of implementing differential sampling rates
in each strata
Chi T incremental measurement cost for varizbie 1 in

strata h.
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The second term in the cost function will be greater for the programming
approach since all variables are measured for each sample unit. But, the
first term will be greater for the separate approach since 1) the *
maximum number of sample units for each variable must be visited in each
strata and 2) there is the additional cost due to differential sampling
rates. The actual values of the cost coefficient determines which
alternative is less costly; however, if access costs are high compared

to measurement costs and the cpp tewm increases as the number of
variables, it is likely that the programming approach will be the most
cost-effective way to allocate effort.

3.1.3 Formulation of the Multivariate Survey Planming Model

Given the important role of sampling for resource management and the
increasing emphasis on multivariate sampling applications, it is evident
that a formal planning mechanism is needed to document and improve the
selection of techniques and procedures to be used in meeting estimation
objectives. One approach to providing such a mechanism for multivariate
survey design is the planning model develeoped in this study.

A basic function of the model is to systematically evaluate
alternative sampling schemes using available population and cost data.
Results of this evaluation include estimates of cost and implementation
specifications for each of the alternatives. One significant benefit of
the planning model approach is that assumptions, inputs, and evaluation
techniques are all formalized and subject to review, modification, or
improvement.

Two assumptions are crucial to the model development. First, advance
data is needed for each of the variables of interest. In addition, the
data must be geographically referenced in detail so that it can be
combined and summarized as required by sampling alternatives. This kind
of population data, even if it is somewhat crude, allows
flexibility in evaluating, among other things, size and shape of sampling
units and methods of stratifying the population. Second, the goal is to
minimize cost subject to precision constraints for each of the parameters
to be estimated. Generally a survey budget is fixed in advance by
administrative considerations, but desired precision and expected cost
must be consistent with overall budgeting limitatioms. A minimize-cost
objective is useful even if a budget is fixed since it will show the
expected survey cost, If this cost is greatly different from the fixed
budget, either above or below, the budget or precision limits need to be
modified, otherwise money would be spent acquiring extra data not really
needed, or the full budget would be spent and the result would be far from
meeting precision objectives.

Figure 5 shows the basic components of the planning model. Advance
population data and problem specifications are the primary inputs required,
and a central control mechanism is needed to coordinate the other model
components. The complexity of the population model depends on the nature
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Figure 5., Basic plamming model components.
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of available population data. In an extreme case the data could be
complete so that only an input device would be required; on the other hand
it is more likely that several data sources would be combined to form a
population model, possibly with simulation of missing or incomplete data
elements. A preprocessing activity summarizes population data in a
specific form required for a particular sampling alternative. Then,

given the summzry data on the population and other inputs, the allocation
of effort component identifies, for a particular alternative, the

sample sizes which minimize cost while meeting precision constraints.
Aside from model control which coordinates and governs the scope of the
model, allocation of effort is the most complex component, with

preceeding components preparing data for its use and subsequent components
using its results. Finally, in preparation for mzking summary outputs

an evaluation of the set of alternatives is made to rank them by cost.

Because of the large amount of data required and the complexities
of the solution algorithm, implementation of *the model reguires access
to a large scale computer.

3.1.3.1 The Population Representation

A population representation, such as described in Chapter One provides
a very important starting point for the planning model. It must preserve
the spatial distribution characteristics, a key feature of geographic
populations, which may have a significant impact on the sampling
methods used. 1In addition, if the data base has been well designed and
maintained, available and pertinent data for the population will be
readily accessible. With this data as a starting point, simulation
techniques may be used to fili any data gaps.

Most geographic data base structures use either the polygon or grid
approach. The first uses a series of polygons, with coordinates of
vertices in some convenient system, to code information on locations of
the data elements. The major advantage is that less data storage space
is required, but this is offset by the requirement for more complicated
analysis methods. If the area is partitioned into mutually exclusive
cells, data elements may be assigned to each unit in the populatiom.

Size, number and shape of “he cells determines how much detail is reflected
in the data base. A 40 acre cell size would give a very different
representation than a 4 acre size. A major disadvantage of the grid system
is that more storage is required since each element in the population

must be identified and labeled; however, this is offset by simpler analysis
methods.,

Simulation is often useful since numerical data relating to the
parameters to be estimated are based on relatively small sets of sample
data for various classes of cells within the area. The cell assigmment
may be known for each element in the population, but estimates of
specific parameters are usually based on limited sample data. A cell-by-cell
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class assignment, or stratification, is an excellent tool for
evaluating spatial distribution as it influences sampling methods.

In this study such a digital data base is available as the result

of a discriminant analysis of multispectral data, acquired by
satellite. Each cell, roughly one acre in size, is assigned to one
class in a land use and vegetation classification scheme.
Complementing this partitioning into Iand uses and vegetation classes
are sample data providing estimates of specific parameters of
interest for each of the classes.

With appropriate assumptions about the probability distribution
of the variables over the population it is possible to simulate
individual cell values with average characteristics maintained and
spatial distribution influences preserved. This technique seems
very useful where population sampling units are likely to be clusters
of cells rather than individual cells since the variability due to
simulation is reduced by clustering the cells. The most obvious
distribution for simulation is the multivariate normal which is often
not too realistic, but is easily simulated. Other distributions
derived from the multivariate normal including multivariate chi-squared
and t could be simulated to account for some types of departures
from normal, With a cell-by-cell population representation, summaries
are easily made to obtain variance components required for the
sampling alternatives to be evaluated.

3.1.3.2 Allocation of Effort

Answering the questions, How to sample?, and what cost?, are the
goals of the allccation of effort component. It requires as input
summary data and produces as output, for a given alternative sampling
system, the sample sizes and allocation as well as implementation cost.
To achieve this goal requires, more specifically, 1) mathematical
representations of variance relationships for a specific sampling
scheme and cost of sampling activities, 2) estimates for cost coerfficients,
3) estimates of population variability, and 4) a method for finding
the least cost allocation of sampling resources. Mathematical models for
cost and variance relationships can be obtained for particular
sampling schemes. Cost of various sampling activities can be obtained
from previous experience., Nonlinear programming, a mathematical
procedure for determining an optimal allocation of resources subject to
certain constraints, provides a means for allocating sampling resources.
The general nonlinear problem has not been completely solved; however,
«0st sampling problems fall into a special class of problems for which
solutions are possible, Success or failure of the planning process
depends largely on how closely the inputs to the planning model correspond
to the actual relationships in the population to be sampled.

In summary, the planning model utilizes a population representation
which is derived from thedata base of the information system and it
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incorporates as much of the basic data as is possible including

sirmlation of certain detailed values on a unit-by-unit basis., This
representation then forms the basis for generating specific inputs for

an allocation model, a convex nomnlinear programming problem formulated

for a specific sampling system. The resulting allocation of effort

minimizes the associated cost function. With these basic elements, the scope
of the model is limited only by the alternative systems which can be
formulated for allocation and by the details of cost or other comparisons
which are possible among alternatives.
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3.2 The Multivariate Survey Planning Model for Geographically
Referenced Populations

From a technical viewpoint the planning model utilizes a series i
of input data sets and is composed of several computer algorithms
which create the detailed population representation and enable ’
evaluation of various sampling alternatives. This section outlines
the cemponents of the planning model including data inputs, the
population representation, and the resources allocation technique
as well as the process of developing an optimum sampling system.
Figure 6 summarizes the sequence of activities which leads to
deveiopment of optimum sampling system. These activities relate to
1) generating a population representation, 2) identifying alternative
sampling systems, 3) allocating resources for each, and 4)
selecting the best alternative, A brief summary of the computer
software package based on the planning model is included as
Appendix C.

3.2.1 Planning Model Data Requirements

A number of planning model inputs are required to define the
problem context and sampling alternatives to be evaluated. The
success of any design effort depends on the amount and quality of
advance information about the population. At the outset the exact
limits of the population must be defined so that the sampling frame
may be identified or constructed. For geographic populations this
means delineating boundaries, especially any areas to be excluded
from consideration because of physical or other considerations.
Examples would include such things as water bodies, ownership boundaries,
urban areas, or special areas reserved from management for political
or ecological reasons.

The specific parameters to be estimated and relationships among
them may have a significant impact on the allocation of sampling
effort. If the variables are highly correlated the sample allocations
may not be substantially different from a univariate allocatior. On
the other hand, lack of any strong relationship will mean that one of
the parameters will require more sampling than the others, and the
cost of acquiring this larger sample will be the lower limit on
implementation cost. In any case, however, the parameters to be
estimated must be defined explicitly so that measurement procedures
and population estimates used in the planning phase are consistent.
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Figure 6.

Generalized sequence of planning mcdel
activities.

specify population and parameter set

}

generate population elements

}

identify feasible alternative sampling
systems l

summarize population representation for
input to allocation process

allocate resources for each alternative

!

compare system costs and select the best
system from the set of alternatives

}

summarize specifications for the best
system
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Along with this definition, the desired precision assoeiated with

each parameter must be determined since these form the major -
constraints which the system must be designed to meet. Of course,

the actual implementation of a sampling system based upon this design

may or may not achieve the desired precision. This cou;d be caused by

errors in assumptions about the population characteri§t1cs, or by ?he

possibility that an "unrepresentative' sample is obta%ned, Specifica-

tion of desired precision must take this possibility into account .
since the level of precision specified affects the likelihood of a

wild" sample.

With the sampling population limits defined, and parameters
specified, the next requirement is an estimate of the population
variability for each of the parameters. Since this input data is
dependent on the nature of the population representation it is discussed
in the next section. Finally, sampling alternatives and the associated
activity costs must be provided so that overall system costs can be
evaluated. Absolute cost values are not necessary as long as relative
relationships are maintained between alternatives.

3.2.2 The Population Representation

Several possibilities exist for population representations which
would be useful in survey design. Aldred (1971) for example, used a
large sample of data obtained from medium scale aerial photography in his
univariate planning model. With an interest in stratification, clustering,
and a set of parameters, however, the approaches that can be used are
more limited. This study utilizes inputs from several sources and a random
variable simulator to obtain a spatially referenced population represen-
tation which can then be stratified and clustered im many ways.

The input sources for estimates of population conditions include
interpretations of digital multispectral data obtained by satellite as
well as complementary sampling data for specific parts of the population.

The simulation of individual population elements assumes a
multivariate normal distribution which is very convenient for simulation, but
may not be indicative of actual distributions which are often nonnormal
and skewed. Simulation of multivariate nonnormal distributions might
be desirable in some cases but is considered a refinement which could
be incorporated later if data on distributions of the variables becomes
readily available,

The Landsat data base provides a cell-uy-cell model of the population

where each cell is roughly one acre in size. Estimates of the actual
parameters by strata are provided from other sources which could include a
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special pilot survey or previous surveys in the same or a similar
population.

Perhaps the single most important planning model assumption, apd the
one least subject to verification is that the population representation
is a reasonable reflection of the true population relationships. Sampling
based on a design developed using this planning model would provide
one possibility for evaluating sampling system population model, bgt
even this is subject to sampling variability which may still not give a
true representation of actual population cenditions. Thus, even though
the sampling system found to be optimum relative to the planning
model is used, this system may not be optimumm with respect to the
actual population.

3.2.2.1 Population Simulation

The population simulation is based on 1) a spatially referenced
gridded data base, 2) a vegetation or land use class assigmnment for each
data cell, and 3} parameter estimates for each of these vegetation and
land use classes. A set of parameter values is simulated for each cell in
the population.

The Landsat (NASA, 1971) multispectral data structure provides a
convenient representation of large geographic areas (100x100 nautical miles)
for menipulation using computer systems. The data base may be viewed as
a Cartesian coordinate system with each pair of coordinates representing
the location of a single data cell. These cells are commonly called '"pixels',
or "picture elements", The Landsat system acquires four items of
spectral reflectance data for each pixel and provides the starting peint for
generating the population representation. This data base is very
convenient for computer manipulation and may be related to any number of
other "profiles", or levels of information such as elevation, aspect, coordinate
systems, ownership, or other institutional and organizational data which
are referenced to the Landsat coordinate system.

In order to relate the population limits to the Landsat data base,
the MAPIT data handling system (RSRP, 1976) has been utilized. Among
other things, MAPIT permits the intersection of two or more profiles of
information so that a particular study area can be defined and extracted
from the larger full scene base. This is accomplished by translating a
representation of the study area in one coordinate system to that of the
Landsat data base. A least squares procedure is commonly used to fit
a mathematical function using « set of contrel points with coordinates
observed in both systems and well distributed over the study area. These
same control points can also be used to determine the empirical average
cell (pixel) size for a particular study area since there are inherent
variations in scale for each different lLandsat scene.
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With the study area physical limits defined, and the basic
spectral data available from Landsat, the problem is to identify the
land use or vegetation class for each pixel from some appropriately
defined classification scheme., Dealing with wildland populations this
scheme would include such classes as water, agricultural, urban, and
various classes of vegetation related as nearly as possible to major
vegetation types and conditions. Several techniques for accomplishing
this classification are available and they all involve the statistical
techniques of discrimination and classification (Kendall and Stuart,
1968, p. 314). Discriminant analysis would assign to each pixel a class
from a predefined set of classes. Classification would group the
elements into clumps or classes which would be as distinct from each
other as possible. These classes however, would be obtained
independently of any predefined scheme. Additiocnal work would then be required
to relate classification results, sometimes referred to as 'computer
classes,”" with the predetermined class structure.

Given the classification (meaning either discrimination or classification)
results, and the estimates of the population average parameter set (by strata)
individual parameter sets are simulated for each pixel in the population.
Simulation is based on the assumption that the parameter set for
each strata has a multivariate normal distribution with parameters,
mean vector and covariance matriy, determined by class assignment.

Loosely speaking, the simulation is of a stratified multivariate normal
distribution with the classes representing strata and each pixel preassigned
to a class. This simulation, following a technique outlined by Naylor

et al, (1968}, preserves the relationships among the variables which

are represented by the covariance matrix. Additionally, certain classes
may not be of interest for sampling, e.g. water, urban, agricultural areas,
2te,, and these may be effectively deleted by giving a zero vector for

the parameter set. Estimates of the mean vector and covariance matrix for
each of the land use or vegetation classes are usually based on some kind
of sampling procedure either previously on the same area or another
similar area. Since these advance estimates are based on sample data
which may not even be from the same population area, it may be desirable
to modify them to account for either optimistic or pessimistic attitudes
about their quality or validity. No provisions exist in the planning model
for changing those variability estimates, rather they must be modified
prior to input.

3.2.2.2 Preparation for Sampling and Allocation of Effort

From the population simulation, an abbreviated population
representation is derived which includes several elements of the sampling
system and also helps to minimizes the variability due to simulation
while at the same time allowing incorporation of spatiai relationships.
This abbreviated representation provides the population variance components
necessary for allocation of sampling resources. Rectangular or square
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clusters are formed from the basic internal data base structure and these
become primary sampling units (PSU's) and the sequence of PSU's
becomes the szmpling frame.

A stratification of PSU's is introduced at this point based on
counts of pixels in the various classes of interest, excluding water
and others not of interest. The strata for any particular PSU then
becomes the class which has a plurality of pixels. This straightforward
interpretation of PSU conditions was utilized in the model since it closely
resembles the point-by-point classification results. If the overall
classification scheme meets management needs, then it is inferred that the
stratification of PSU's by this method would also meet management needs.

Selectien probabilities are derived for computing the population
variance components. Either 'equal' or "proportional to size' probabilities
for selection of PSU's may bec used. The ''size'" variable is the number
of pixels in "good" classes, classes of interest. Equal selection
probabilities are assumed for subsamples within PSU's. Population
veriance components are then derived using these probabilities for both
between and within PSU's.

3,2.3 Allocation of Effort

For each alternative sampling system the optimuwn allocation of effort
is that which minimizes cost subject to a number of constraints. The
usual LaGrangian minimization techniques of univariate survey design
become more and more awkward to deal with as the number of constraints
increases, and for this reason other methods need to be considered.

3.2.3.1 The Allocation Problem Formulation

To overcome computational difficulties associated with multiple
constraints, mathematical programming techniques have been developed. The
general programming allocation problem is formulated as follows
(Hillier and Lieberman, 1967):

minimize f(xl,xz,....,xn)

subject to
gl(x1’x2, L ’xn) 20

ém[xl,xz,.'..,xn) 20

where the (xi[i=l...n) are the decision variables, allecation values, and f,
the objective function, and(gj1 j = 1...m) the constraints, are given




functions of the decision variables. The well known linear programming
formulation is a special case where the functions are all linear. For
the general formulation the Kuhn-Tucker conditions (Hillier and Lieberman,
1967 p. 575; Fiacco and McCormick, 1968, p. 20) establish necessary

but not sufficient conditions for location of a local minimmm. If
convexity assumptions are met (Hillier and Lieberman, 1968}, that is £

is convex and the g; are concave functions with all functionscontinuous
and differentiable,” then meeting the Kuhn-Tucke» conditions constitutes
sufficient conditions for a local minimum, and a local minimum for the
convex problem is a global minimum (Fiacco and McCormick, 1968, p. 90).

Kokan and Khan (1967) have shown that stratified random sampling
variances and a typical linear cost function form a comvex set. In
addition, the techniques of two stag" and double sampling have been
included as other examples of the application of convex programming to
sampling problems {Kokan, 1963}. Intuitively it follows that sampling
problems will generally meet these assumptions of convexity; however,
any violation of these assumptions is impoxtant and checks for
convexity have been incorporated in the planning model.

Wildland sampling applications of nonlinear programming have been
largely limited to replacement strategies for continuous forest imventory
(Hazard, 1974) and the work of Arvanitis (1971) for stratified sampling
using a generalized multivariate variance function,

5,2.3.2 Example of An Allocation Problem

Stratified samplied is a logical example for demonstrating the
nonlinear programming problem formulation for a sampling problem. Several
different approaches have been used in the literature (Ghosh, 1958;

Kokan, 1963; Kokan and Khan, 1967; Chatterjee, 1268; Huddleston, Claypool,
and Hocking, 1970; Arvanitis, 1971). This formulation is included here

as a basic example and because the numerical data given by Huddleston et al.

is used as a test problem for one component of the planning model. The
objective function to be minimized is

L
£=2 (epy *+ cyp T )
h=1
where ch1 = measurement cost for a unit in stratum h
Cha = travel cost between units in stratum h
L = the number of strata

The primary constraints are a set of M variance expressions, one for each
parameter to ke estimated:
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L, d o= 1,2,... M.

in terms of the general formulation this becomes
%-Vﬁﬂzmj-lﬁpuﬂ.

Minimum and maximum sample size constraints would also be imposed to make
the solution set bounded.

3.2,3.3 The Allocation Algorithm

Many computer algorithms have been developed for the nonlinear
optimization problem (Millier and Lieberman, 1967) but none are completely
satisfactory (Fiacco and McCormick, 1968). The allocation algorithm
used for the planning model, SUMT, is based on Lhe theoretical work
of Fiacco and McCormick (1968) and was developed by Research Analysis
Corporation (Mylander, et al, 1971). It is a computer software package
which utilizes the functions as well as their first and second partial
derivatives to identify the (Xgli =1,,.n) which minimizes a compesite fumction
(P) made up of the chjective functionand the constraints. Hillier and
Lieberman (1967) provide a relatively intuitive description of the way
the algorithm works. Basically the constraints form a penalty function

which is forced to go to zero and then the minimum of P is the minimm
of F subject to all constraints.

To implement SUMT the user must specify a number of parameters
which control the operation of the program, but more important three
FORTRAN subroutines must be provided to evaluate the various functions
and their first and second partial derivatives. Since specifying these
functions is often a source of error in implementation, numerical analysis
methods are available at the user's option to approximate these
partials either as a check on the user supplied subroutines or to be used
in place of them,

3.2.4 Development of an Optimum Sampling System

Development of an optimum system is comprised of three interrelated
activities: 1) identification of alternative feasible systems; 2)
optimization within alternatives: and 3} selection of an optimum sampling
system. The planning model provides a convenient tool for examining and
optimizing a number of alternative systems. Qualifications on the
term "optimization", outlined in chapter two, apply to the planning model
since a limited number of alternative sampling strategies are available.
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3.2.4.1 Identification of Alternative Feasible Systems

Alternative sampling systems are identified as particular
combinations of cluster size and shape, stratification method, selection
probabilities, and sampling technique. The first three factors influence
the summary population representation and the last factor relates
to the particular optimization formulation. Rectangular or square clusters
up to a maximum of 90 x 90 pixels are pefmitted. As described in the
earlier section on preparation for sampling, only one stratification
s heme is available in the current version of the model; selection
probabilities can be either equal or proportional to siie. The model
allows three sampling strategies; stratified, stratified two stuge,
and stratified two stage with double sampling.

Stratified sampling assumes direct measurement of all units within
a cluster ar. 's therefore impractical except for very small cluster
sizes. Str.*ified two stage sampling eliminates the need to measure the
entire samp.ing unit by introducing a subsample to estimate sampling
unit characteristics. Stratified two stage with double sampling assumes
that in addition to subsampling within PSU's, the set of secondary
sampling units (SSU's) over all PSU's is measured to evaluate an auxiliary
variable (x) which is related to the ultimate variable of interest (y).
If the relationship is reasonably good and these x variables are relatively
inexpensive to evaluate, at least when compared to the cost of evaluating
y, then a large number of SSU's may be sampled and a smaller subset of all
the SSU's sampled for direct measurement of y, following the classical
double sampling procedures (Cochran, 1963).

Utilizing a regression model based on the paired (x,y) observations,
an estimated characteristic y is obtained for the larger set of unpaired
observations. Remote sensing data can often provide the auxiliary data
in a very cost effective manner. This is tru:z especially if the
relationships between x and y are reasonably good and the cost of photo
measurement is small compared to direct ground measurement. A linear
relationship is assumed in the planning model. This is the method used in
the Plumas National Forest inventory of 1974 (Titus et al., 1975; Colwell,
1974) where the first stage units were rectangular clusters of 225 pixels
(45 x 5 pixels), second stage units were 0.4 acre circular plots located
within PSU's, and the third stage units were a subset of the set of all
second stage units. The strength of the relationship between the two
variables is reflected in the correlation between the two, an input to the
model. Currently, the same correlation is assumed for all parameters and
strata but this could be expanded to include differences between
parameters and/or strata.
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Associated with each of the sampling methods is a cost function which
determines the cost of implementation given the warious sample sizes. ALl
cost functions include terms for cost of direct measurement and also travel
cost between units using a square-root-of-sample-size term based on the
rationale presented by Hansen, Hurwitz, and Madow (1953, p. 272).

These cost functions include only variable costs associated with each
alternative since fixed costs do not affect the allocation procedure.
Appendix D shows the explicit cost functions associated with each
alternative technique.

3.2.4.2 Optimization of Feasible Alternatives

Optimization of an alternative system requires appropriate summary
population data for the particular sampling framework chosen and a
nonlinear problem formulation for the basic sampling strategy. Of the
three sampling strategies included in the planning model, stratified
sampling has been outlined earlier. In addition, expressions for the
first and second partials of the objective and each constraint function
are required. Similar formulations are required for stratified two
stage and stratified two stage with double sampling. Second partials for
the latter alternative were very cumbersome to evaluaie algebraically so
numerical differencing methods were utilized instead. A summary of
the programming formulations, including first and second partials for
all three strategies is given in Appendix D. Given the appropriate
programming formulation and population summary data, the SUMT algorithm
is executed to obtain the optimum allocation of effort and its
associated cost.

3.2.4.3 Selection of an Optimum Sampling System

The planning model can evaluate one or more alternative sampling
systems and-will rank the alternatives by cost values. Sampling
allocations are summarized and constraint values and cther solution
parameters are provided which may be useful in making the final decision
among alternatives. As has been pointed out earlier cost comparisons alone
will not provide the final word in selecting a best alternative. Fixed
cost requirements for different systems may be significant and would have
to be considered. Since each population representation and the other
model inputs may be quite different in different applications it will
generally be necessary to consider several different precision levels
and cost coefficients until sensitivities of the model to various inputs
are determined. Even then it may be necessary to document the relation-
ship between cost and precision constraints and evaluate the factors
which are limiting the least-cost solution so that managers will become
avare of the importance of careful consideration of precision limits.
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Finally, but often of most importance are the factors other than
strictly design considerations which are likely to affect the choice of
a particular system. Practical limitations such as the amount of work
which can reasonably be accomplished in an 8-hour work day may affect
cluster sizes or sample size and allocation. Related to this would be
overall time constraints for survey completion. Other factors have
been mentioned earlier including expertise and training requirements,
and organizational structure.

3.2.4.4 Specifications for the Optimum Sampling System

The results of the planning phase need to be summarized in the
ferm of a plan for implementation of the optimum sampling system. This
very important aspect of survey work is often neglected and can
seriously affect the overall success of the survey. A complete
implementation plan is a necessary aid for focussing effort and ensuring
that objectives are met with a minimum of compromise. It should include
a statement of objectives, desired products, as well as summaries of
all population data utilized in the planning phase and should address
the following topics in considerable detail:

1} estimation objectives

2) summary of planning phase

3) sampling system description

4) implementation procedures and specifications
5) analysis procedures.
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3.3 Model Verification and Application

For model construction, testing, and application, an area in
northern California was utilized because as a result of prior research
the kind of data required by the planning model was available. This
section is divided into three major parts. The first describes the
study area and construction of the population representation. Discussion
of verification tests and application results comprise the other
two parts.

3.3.1 The Study Area and Data Inputs

Previous research work in the Plumas National Forest lead to the
selection of the Quincy Ranger District as the study area. As a result
of a 1974 survey for the entire National Forest, conducted utilizing
Landsat multispectral data, large-scale photography, and ground measure-
ments (Titus et al, 1975}, a data base of the type required for the planning model
was available. A stratified three stage sampling system was used with
the Landsat data aiding in making the stratification and generating
selection probabilities for first stage sample units. The second and
third stages utilized large scale photo and ground plots respectively for
successively more detailed measurements. Federal lands in the Quincy
Ranger District area, approximately 196,000 acres comprised the study
area, as showa in Figure 7,

This area is a good representative of the northern Sierra Nevada
mountains of California with an elevational range of 2000-7000; including
both the western and eastern slopes of the mountain range.

The gridded data base structure generated by the Landsat (then
called ERTS) multispectral scanner system (NASA, 1971) was used in the
population model. All other data sources were transformed to the Landsat
base. This base is made up of a set of picture elements (pixels)
vhich contain a vector of specific observations made by the scanner at
a particular point in time. The on-the-ground area covered by each
pixel varies according to parameters associated with the satellite
orbit and its relationship to the area scanned. For the Plumas NF it
has been determined empirically that the area represented by each pixel
is a little more than one acre. Individual cells are referenced by an
(x,¥) coordinate where each point is one pixel. To identify the study
area explicitly and to delete all internal blocks of private ownership,
an ownership base map was digitized into & local (x,y) coordinate system.
This local system was then transformed to the Landsat system using
mathematical functions based on least squares regression analysis of a
series of control points located in both coordinate systems. The results
of this intersection of ownership and multispectral data ~1e <.own in
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Figure 8, a color composite of three speciral bands for the Quincy Ranger
District, including roughly 172,000 pixels and representing 196,000 acres.
The blacked out areas represent non-federal lands.

With the source data and study area combined, a maximum likelihood
discriminant analysis (RSRP, 1976) was performed to assign each pixel
in the population to a vegetation or land use class according to a
structure determined by the training areas. As required by discriminant
analysis, training areas or examples of particular classes of vegetation
and land use are required on which to base the rules for assignment of
individuals to specific classes. For the study area two separate
analyses were made, because of the Landsat data structure, each with
50 to 60 examples of various vegetation and land use categories. Further
aggregation of vegetation classes into 17 broad vegetation classes was
made by interpreting each of the training areas in light of the desired
stratification scheme which included three classes of vegetation (mixed
conifer, east side pine, and true fir) and within each vegetation class,
five classes of vegetation condition, (regeneration, immature, mature,
overmature, and poorly stocked) were recognized. Twe other classes
were specified, hardwoods and a residual of all other classes. Results
of this class aggregation are shown in Figure 9.

Associated with each of the classes are a number of variables
important for management. Depending on the particular ecosystem
component to be managed the set could be limited to a few major variables.
For example, the 1974 inventory in the study area concentrated on
variables important for timber management, and therefore, many variables
useful in managing such components as recreation, watershed, wildlife,
or range were not included. Still, a basic approach to a number of
resource values depends on the vegetation components and their condition
and distribution. For this reason it is considered appropriate to use
as parameters, in the verification and application of the planning model,
three characteristics which describe the tree component of vegetation.
The three are number of trees, basal area, and basal area growth. The
last two are highly correlated with the volume and volume growth. At
the same time they are basic physical measures of the vegetation component
which could be related to other management areas. Number of trees
combined with these gives an indication of the relative size of the trees.
Selection of these parameters is nmot to imply in any way that the planning
model is limited to timber related parameters. 1If data is available any
parameter set could be used., The sample data from the 1974 inventory
provided estimates of the mean vector and covariance matrix for each
vegetation class (Appendix F ).

In addition to the cell-by-cell vegetation class data and the
parameter estimates by class, other data inputs are also required.
However, since this application is primarily experimental, no desired
precision levels were specified initially; instead they were considered
as variables to be included in the analysis. Cost data for the 1974
inventory (Appendix E ) were used to generate coefficients for the cost
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Landsat MSS data color composite of three bands for the Quincy
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functions used with the different sampling strategies. As with the
precision levels, cost was treated as a variable, and a number of valuss
were used. Derivation of these coefficients as well as precision
factors are discussed in the section on application results.

3.3.2 Verification Tests

With a study area defined and population data inputs available, it
is desirable to verify the proper functioning of the various planning
model components. In particular, for the population model component,
verification of the simulation procedure and its influence on allocation
of effort is necessary. For the allocation of effort component it is
important to verify the functioning of the experimental SUMT algorithm
and evaluate assumptions made with respect to the form of estimators
used in aiternative sampling strategies,

In generating the population model for the Quincy Ranger District,
over 172,000 individual parameter sets were simulated. To verify the
accuracy of the simulation, averages of simulated parameter values in each
vegetation class were compared with the input parameter vslues (summarized
in Appendix F}. Table 5 summarizes the average values of the simulated
parameters by class number; class number from Table 5 is equivalent to
the TCC code listed in Appendix F. Differences between the average sim-
ulated value and the input parameter values are on the order of less than
one per cent.

To see how much the particular sequence of random numbers used in the
population simulation affected the overal! results, two Separate sequences
were used to generate two population models. These models were then
used in a series of allocations for various alternative sampling systems.
The results were evaluated in terms of differences in overall system cost.
For all alternatives the differences in objective, or cost, function
values was less than one per cent. Differences in the related allocation
of effort were also very small. (Table H-1 and H-4, Appendix H.)

The experimental SUMT algorithm, a major component of the planning
model, was tested using a numerical agricultural example cited in
Huddleston et al. (1970) for a stratified random sampling applicatiomn.

In the example there are 15 strata and 7 characteristics to be estimated.
The objective is tc minimize cost subject to variance constraints for each
of the parameters. This same problem has been solved using a different
algorithm, FCDPAK, developed by M. J. Best at the University of Waterloo,
Canada. FCDPAK has options for using several approaches to solving the
allocation problem. The feasible conjugate direction technique (Hillier
and Lieberman, 1967) was used for the agricultural test probiem. The
results of this test are summarized in Table 6, giving the published,
FCDPAK, and SUMT allocations. This shows that FCDPAK and SUMT give
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Number of Points in Each Result Class, and Means for Result Class Parameters

Class No. Name Total Pts, Means

0 Null 0

1 One 0 0.000 0.000 0.000
2 Two 1044 81.610 55.745 4.958
3 Three 10896 158.865 117.376 12.723
4 0 0.000 0.000 0.000
5 Five 4257 36.472 27.874 2.515
6 Six 9865 84.573 81,591 5,837
7 Seven 51001 108.563 75.895 7.022
8 Eight 19852 132,544 65.48F 7.932
9 0 0.000 ¢ 000 0.000
10 Ten 12104 40.962 22.591 2,425
11 0 0.000 0.000 0.000
12 0 0.000 0.000 0.000
13 0 0.000 0.000 ¢.000
14 0 0.000 0.000 0.000
15 0 0.000 0.000 0.000
16 Sixteen 30919 28.786 17.864 1.798
17 Seventeen 32512 0.000 0.000 0.000

Number of points in illegal old classes = 2
Number of points in illegal new classes = 0

Total number of points processed f£rom NOVAMAP = 420000

Total number of points in result classes = 172450

Table>. Population Simulation results summary
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Table 6. Allocation Algorithm Test Problem Results
"h

h PUBLISHED FCDPAK SUMT

1 232 232 232
2 103 96 96
3 87 75 75
4 117 104 104
5 150 157 157
6 207 200 200
7 106 104 . 104
8 92 83 88
9 87 87 87
10 369 443 443
11 98 110 110
12 33 32 32
13 83 77 77
14 27 27 27
15 49 49 49
TOTAL 1840 1880 1880
COST 39300 40900 40912
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essentially identical allocation but these are both different from the
published optimum. Further analysis showed that the variance constraints
for the third and sixth parameters are violated using the published optimum
sample sizes. The variance values are 523,692 and 26.447 respectively
compared with upper limits of 507.49 and 25.98 respectively. These

results were obtained by using the published optimum as initial points

for both FCDPAK and SUMT with the result that the initial point was
infeasible,

Associated with any sampling system is the physical procedure for
selecting the sample, making measurements, etc. Estimators are usually based
on assumptions about the particular way in which sample units are selected.
If the actual technique varies from the assumed technique there may be
changes in the performance of estimators derived from the sample. Sampling
from finite populations is one case where there is opportunity for
deviations from the usual assumptions, since formulations of estimators
are frequently based on sampling with replacement or from large populations.
The formulations for variable probability sampling, one alternative
selection procedure used in the planning model, are particularly important
since in actual practice sample unit selections are often made without
replacement of units, This means actual selection probabilities change for
each selection, To investigate this effect on small and medium size finite
populations a sampling simulator was constructed. The results of applying
the simulator to two different populations, one with 12 units and the
other with 115 units are summarized in Appendix G. For both populations
the average value of Y the estimator of the population total based on
repeated sampling of 15 units for the large population and 4 units for the
small population, was not significantly different from the true population
total.

The average value of variance estimators (ﬁ(?)) however, showed
more valiability. In particular for the small 12-unit population the
average value of V(Y) was about 50 per cent larger than the actual variance
of the estimates { Appendix G ). In addition, estimators based on
sampling without replacement (including the general PPS estimator but
with selection without replacement) consistently outperformed (lower variance)
estimators based on with replacement sampling.

A1l this confirms what was expected based upon theoretical considerations.
It also documents the usefulness of the usual PPS estimator (which assumes
with replacement sampling) when sample selection is actually without
replacement, with the caution that the variance estimates will be biased.
3.3.3 Application Results

With the population model specified and the planning model available
it is possible to evaluate the sampling effort required to meet desired
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precision levels for each of a number of alternative sampling systems. It
is obvious that time and money constraints on the planning phase, as well
as the limitations of the planning model, will limit the total number of
alternatives which might be evaluated. Nonetheless, by careful selection
of few alternatives to be examined, it should be possible to gain
valuable insights about the best, at least in a suboptimal sense, way to
allocate sampling resources in those situations where we must act on the
basis of incomplete and uncertain information. In addition, the ability
to vary a number of factors which specify the nature and performance

of a particular sampling system enables the analyst to interact with the
manager to test alternative sampling system formulations.

3.3.3,1 Factors Bvaluated

Analysis of sampling systems for the Quincy Ranger District is based
on alternatives obtained as combinations of the following factors:
1) level of confidence and precision, 2) cost, 3) sampling strategy,
4) selection probability, 5) cluster size, and 6) correlation between
measurement variables., Table 7 provides a detailed outline of factors
evaluated in this case study. However, not all combinations of all factors
were evaluated. Two additional factors, the population model and relationships
among the parameter set, obviously would affect conclusions about which
design might be best, Taking these as given limits the generality of
any conclusions which might be made.

Cost and precision might be factors which would be specified in
advance, however, uncertainty as to what the real sampling costs are or
what precision level is desired, often makes it necessary to evaluate the
impact on designvarying both cost and precision levels.

The cost alternatives listed in Table 7 require some explanation of
their derivation. All cost coefficients are based on the actual costs
of the Plumas 1974 inventory, and they differ primarily in the amount of
travel and per diem costs included. For stratified two-stage (STRAT2S)
sampling the total costs per unit were based on the number of PSU's
evaluated and for stratified two-stage with double (STR2SD) sampling the
costs were based on the number of ground plots visited. Cost levels
one and two represent the average cost per unit for each term independent
of the form of the cost function. In level two, travel and per diem
costs are deleted. In level three travel cost and per diem are combined
with measurement costs. Cost level-4 includes the affect of the form
of the function used in deriving cost coefficients. For example, in
STRAT2S the coefficient is derived as

TC = czﬁ
3149 = C, V30
575 = C,
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Table 7. Factors and descriptions of factor levels utiliied in application
of the Planning model to the Quincy Ranger District,

Factor

1, 8election
Probability

2, Sampling
Strategy

3 Cost (STRATZS)

Cost(STR2SD)

4. Correlation
(STR251)

5 Random
Number Sequence

6. Probability
Level for
Confidence
Statements

7. Allowable
Error

8. PSU Size

Level

o P I S A

o N

Descrigtion

Equal probability

Probability proportional to size

STRAT2S - stratified two stage sampling

STR2SD - stratified two stage with
double sampling

c, = 20,
= 20,
= 20,
= 20,

2

a o 0 0

c 2
¢ 2
C 2

[ I R o

= 50,
= 50,
= 50,
= 50,

oy O 0 1
P I A
0O 0O 0O
NN NN

0.8

£2=10.9

Random number

Random number

t = 1.00, l-a

t

1.96, 1l-¢

23, C3 200
23, C3 = 125

147, C; = 0

23, CS = 575

n

15, C
15, C

3

4

O 00O 0

7
7
7,
7 15, C

]

3
3
3
3

seed 1

seed 2

= .68

= .95

+ 20% for each parameter

+ 10% for each parameter

60 x 6 pixels

40 x 4 pixels

10 x 10 pixels
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Where ‘
TC = 3149 = total cost of n* PSU's in Plumas 74, excluding Travel
and per diem cost
n* = 30 = number of PSU's sampled in Plumas 74. ,

The overall set of numerical results for the Quincy Ranger District
are summarized and tabulated in appendix H, but will be discussed and
evaluated in the following paragraphs,

3.3,3.2 Analysis, Phase I

The initial analysis effort considered cluster size to be fixed
(60 x 6 pixels) and generated allocations based on combinations of
selection probabilities (equal and PPS), cost (two versions),
correlations between photo and ground variables (0.8 and 0.9),sampling
method (STRAT2S, STR25D), level of confidence and precision (combinations
of t = 1,00 and 1.96, and 2liowable standard error = 0.2 and 0.1 for
gach of the three parameters).

The results of evaluating these 32 alternatives helped to further
substantiate the overail functioning of the planning model since a mumber
of trends expected based on sampling theory were confirmed. Increasing
the precision requirements resulted in substantially increased cost
values regardless of the levels of other factors. However, the magnitude
of the increase did depend on the other factors. For example,
increasing precision from the lowest level (t = 1.00, AE = 0.2) to the
highest (t = 1.96, AE = 0.1) required slightly more than three times
the cost for PPS selection but more than five times the cost with equal
selection probabilities., As expected increased correlation between
variables (0.8 to 0.9} used for regression relationships lead to a
decrease in sampling costs though by only about 5 per cent.

The difference between the two cost alternatives was a_lower travel
cost term in one case and the results as expected reduced overall cost.
However, changing the cost alternative did not change the relative
ranking between alternatives. §TR2SD consistently required lower costs
for all levels of the other factors.

2.3.3.3 Analysis Phase TI

Based on these results the correlation coefficient was set at 0.8
and was not varied in subsequent analysis. The middle two precision
levels and one cost combination were dropped. Two additional cost

alternatives and two additional clusters sizes (40 x 4, and 10 x 10 pixels)
were added to the analysis.
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The second phase of the analysis yielded additional insights into
the relationships among the alternatives. Sampling with selection
probabilities proportional to size consistently required a lower cost
than equal probabilities and the relative differences between the two
increased with larger PSU size. On the other hand, given equal selection
probabilities, smaller PSU sizes yielded lower cost values. In changing
from low to high precision limits the marginal cost increase is
generally less with the systems utilizing more auxiliary informatiom,
that is with PPS selection and double sampling. Cost coefficients can
change the rankings among alternatives, especially for low precision
limits, Combining travel costs with measurement costs for both sampling
strategies leads to the conclusion that STR2SD is better in all cases
examined here. 'However, treating travel costs as a separate term in ‘the
cost function leads“to the conclusion that STRAT2S is better for
low precision requirements,

The third cost alternative attributes a large cost to travel and
seems to give a moge realistic cost value as compared with actual costs
vequired for the 1974 survey. This alternative confirms other
interpretations since STRAT2S shows substantially less cost than STR2SD
for low precision and PPS sampling and slightly less cost for high
precision, With equal selection probabilities STR2SD in slightly better
for high precision limits.

3.3.3.4 Sensitivity Analysis

Four quantitative factors, correlation, probability level,
allowable error, and PSU size, can be evaluated in terms of percentage
changes in the cbjective functions as the factor level is changed.
Tables 8 through 11show results of such a comparision over the different
levels of the remaining factors.

Percentage reduction in cost when correlation was increased
from 0.8 to 0.9, Table 8, was variable depending on other factors,
particularly selection probability and allowable error. For the PPS
selection method the reduction was about 6 per cent for a 0.1 allowable
error and 3 per cent for 0.2 allowable error. For equal selection
probabilities the reduction was about 3 per cent regardless of allowable
error.

PSU size, Table S,appears to be affected primarily by the selection
probability method. With PPS selection, there is generally a decrease
in cost as PSU size increases. On the other hand with equal selection
probability there is an increase in cost as PSU size increases. The
percentage changes are quite variable with no obvious patterns with
respect to.the other factors.
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STRATEGY PROB COST PLEVEL AE F.9/F.8

1 .2 -.03

1 .1 -.06

s PPS 1,96 -2 -.06
T .1 -.07
. ) .2 -.04
X 2 .1 -.06
S 1.96 -2 - 06
D bl "-06
. .2 -.03

1 .1 -.04

1 96 .2 -.04

EOL .1 -.03

. .2 -.04

2 .1 -.04

1.96 .2 -.04

.1 -.03

Table 8. Decimal percentage change in cost function, F,
when correlation changes from 0.8 to 0.9 for
different levels of other factors,

-60-



Y

STRATEGY  PROB  COST  PRECISION  F60/F40  F40/F10
1 .00 .01
o 2
4 -.03 -.04
T 1 02 02
N PPS 3 ' :
4 -.02 -.03
2 1 .01 .00
s 4
4 -.01 -.02
D ) 1 .07 .03
4 13 .04
FQL . 1 .05 .02
4 11 .03
s 1 .01 .01
4 .08 .02
, 1 ~.05 -.04
4 -.03 -.02
s opS . 1 .00 .01
T 4 .00 .01
R . 1 _.07 _.07
A 4 ~.08 _.04
T ) 1 -.08 .02
2 4 .03 .02
s EQL . 1 .09 .05
4 .01 .04
A 1 .08 .00
4 .03 .00

Table 9. Decimal percentage change in cost function, F, when
PSU size changes from 10 x 10 to 40 x 4 and from

40 x 4 to 60 X 6 for different levels of other factors.
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STRATEGY  PROB  COST  CORREL.  P.LEVEL  E1/E2
1. '
R 09 .55
X 1.96 1.13
B 1.00 .50
PPS 1.96 1.12
S 1.60 75
. .8
p 1.96 1.38
R 9 1.00 .70
2 1.96 1.38
S o 1.00 .96
D . 1.96 1.73
P 1.00 .94
EQL 1.96 1.76
q 1.00 1.23
2 1.96 1.99
1.00 1.22
9 1.96 2.02
o 1.00 2.10
T PPS 1 1.96 2.36
X , 1.00 2.20
A 1.96 2.51
-
T . 1.00 1.92
, EQL | 1.96 1.98
q , 100 2.11
1.96 | 2.13

Table 10. Decimal percentage change in cost function, F,
when allowable error changes from .2 to .1 for

factors.
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STRATEGY PROB COST CORREL. AE Fl.:/F1.00

.52

pPS 1

.48

.71

.67

o BV N ST e T Y]
[y

.91

.89
.69 1
.17
.91
16
.94
.00
.25
.17
. 39
.83
.89
.00
.03

EQL

.
[ g%]

PPS

EQL

I I E RN R AN S I i L e

(7 T ST - -~ R 'L
=
[P % I = T O TN I o N o I I

Table 11. Decimal percentage change in cost function, F, when
probability level, for confidence statements,changes
from 68% to 95% for different levels of other
factors.
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Since the ratio of level two to level one of both nrobability level
and aliowable error is roughly two, the percentage change in F is about
the same for the two factors, Tables 10 and 11. The response appears
to be independent of correlation, but it is affected by the level of other
factors including cost, selection prohability, and strategy. In
particular the STRAT2S strategy requires a 200 per cent increase in cost.
Less than 200 per cent is observe? with STR2SD, and even less using
PPS selection probabilities.

3.3.3.5 Optimal Model Qutput

The only conclusion which holds over all levels of factors
examined here is that PPS sampling requires a lower cost than equal
probability sampling, and that a large PSU is better with PPS sampling
while a small PSU size is better with equal probability sampling. These
conclusions must be qualified by the limits of this particular population
model and the range of PSU sizes evaluated. However, the implication
seems to be that regardless of relationships among the variables them-
selves, the larger PSU sizes strengthen the relationship between the
size variable used for the selection probability and the magnitude of
parameter totals by PSU, Conclusions about which alternative system
is best must be qualified by the particular factors and levels which
are utilized.

Taking the set of inputs and model parameters which seem to be as
realistic as possible within the limits of this analysis one may
select an optimum system. With this system it is possible to complete
the planning process by preparing a detailed implementation plan.
Table 12 presents the summary model output and appendix J is an abbreviated
implementation plan based on the assumptions and specifications of the
planning model, In particular the assumed specifications for system
performance are 1) probability level for confidence statements at 95 per cent,
2) allowable error of +10 per cent for each parameter, 3) correlation
at 0.8 for the double sampling alternative and 4) cost factor level 4
as shown in Table 7 . With these assumptions in addition to those of the
population representation, the optimum system is identified from the
possible alternatives (Appendix H, tables H-1 to H-6). System cost
is $23,190 (assuming cost coefficients are in dollar units), and
its basic elements are 1) PSU size of 60 x 6 pixels, 2) selection
prohabilities proportional to size, and 3) stratified two stage with
double sampling. Because of the small sizes of strata 2, 5 and 6 they
would be combined or included in the larger strata for implementation.
Additional details on the sampling system as it would be implemented are
given in Appendix J .
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Additional discussion of the detailed model solution output is useful
since with it one can interpret the effects of the various constraints
on the solution as well as other factors including the stratification
scheme. A representative summary of both input and model output are
included in Appendix I. This example has 8 different strata and
associated with each is a sample size for the number of PSU's (n*}, the
number of SSU's (n'), and the number of direct measurement units (n). The
first page, labeled SUBROUTINE READIN, provides inputs of population
conditions and other problem specifications required by SUMT. The next
portion of output, labeled SUMT VERSION 4, shows the initial parameters
and starting values for SUMT and then skips to POINT 194 which
represents the final solution point. The estimate (the current value
of x) with the cost function (F) and its lower bound (G) as well as
second and first order estimates of the solution are given. Then the
LaGrange multipliers, the partials of the objective function (F) with
respect to both the X; and the comstraints are provided. Mylander et al
(1971) provide detailed descriptions of the SUMT outputs. Finally
SUBROUTINE SUMRIZE shows the sample size allocation by strata and
summarizes other model inputs.

A measure of the relative tolerance for the solution estimate may
be obtained by evaluating (F-G)/F. Also the LaGrange multipliers for the
constraint functions may be utilized to evaluate the relative sensitivity
of the solution to each of the different constraints.

In this example constraints 53 and 57 which require that (n*) (n)2 3
for strata two and six, and constraints 18 and 22, which require that
n'z n have the largest values, The final sample sizes confirm that these
constraints are limiting the solution size for strata 2 (class 5) since
(n*) (n) = 3,01 and (n') = (n) = 2.762, A similar situation holds for
strata 6 (class 10).

The implication from all this is that the stratification procedure
could be improved since there are several very large strata and several
which are very small, A better scheme would be one in which the sizes
of strata are more equal. Possible remedies include different
stratification methods in the planning model or a review of the population
classification results on which the population model is based.

The possibility of several stratification alternatives always raises
the question: should stratification be made to reduce variance or to provide
for estimates of particular subpopulations? The answer is usually that they
are both important. A compromise procedure would be to use stretification
to reduce variance as much as possible, and then use "domain", or
subpopulation, estimation procedures (Durbin, 1956; Cochran, 1963; Singh
and Tessier, 1976) to obtain estimates for those subpopulations which are
important for management purposes. While errer terms associated with
domain estimators are generally larger since there is no control on sample
size, similar problems occur with stratified sampling since sample sizes
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in each strata are generally small. In addition the number of estimates
of subpopulgtions often includes many more categories than could be
?ea§onab1y incorporated in a single stratification scheme. For instance,
in 1§v&ntories for timber management, estimates are frequently desired
by site, by administrative units, by stand conditions, by species

groups, by size classes, by soil type and, perhaps others as well.

3.4 Planning for a Level II Inventory

According to the statement of work, level II areas are 10-200 acre
parcels which are of particular interest, presumably for management
treatments. The precision desires are specified as plus or minus ten per
cent at the 95 per cent level of probability for timber volume
information. Populations of this small size are significantly different
than level I areas (50,000 acres and larger) since not only are we dealing
with a finite population but a small finite population. In addition these
precision limits are quite high and the immediate implication is that a
large amount of sampling will be required. Assuming a level I inventory has
occurred and that Landsat classification results are available, the
planning model would be useful as an initial indicator of the intensity
of sampling required. The problem with the planning model is that
simulations for populations this small would have to be replicated to
overcome the variabilities associated with such a small population size.
In addition different kinds of techniques,especially ratio and regression

sampling, would have to be incorporated with very small chuster sizes and the
option of no clustering would also need to be evaluated. The types of
auxiliary data available and their relationships to volume data would

need to be examined. If no ground sampling effort was allowed there would
be potential bias in the procedures which could not be evaluated. Using
ground sampling procedures and large scale photography for auxiliary

data with a ratio or regression technique would still require fairly large
sample sizes for this high precision level. Stratification of these small
populations might be possible using medium or small scale imagery, but
Landsat classification would likely be prohibited bzcause of problems in
locating precisely small sampling units, While this possible application
of the planning model would be a promising avenue for research activities
it may be more profitable to concentrate on gaining experience and
expanding the planning model to somewhat larger populations.
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4.0 CONCLUSION

4.1 Sam Houston National Forest Inventory

Results of this inventory application have shown that while Landsat
data were not uscful because of extreme homogeneity of topographic and
vegetative conditions, remote sensing data from large scale photographs
did provide timely and cost-effective estimates of the kinds of parameters
currently required by the Forest Survey, The estimated relative errors
for volume and growth were necar the desired Ferest Service levels,
Mortality and removals estimates had larger error, but ths Forest Survey
does not state a desired precision level for these estimantes. By
considering some of the opportunities for improvement which are outlined
in Section 2.5 and with appropriate training for field crews and photo
interpreters, it should be possible to expand and improve the system
beyond the demonstration phase to allow estimuition of all the characteristics
of interest to the Forest Service,

+

4,2 Somple Survey Plamning Model

The planning model developed here represents a formalization.
of the interrelationships which must be considered in planning sample
surveys for multivariate applications. As with any model, assumptions are
required in order to simplify the 'real world" complexities so that a
workable model can be formulated. But even with assumptions, some of which
require additional research to evaluate their importance, the planning
model provides an important mechanism for evaluating the various facters, data
and components of a sample survey system. Without this formal planning
mechanism, sucvey design is largely relegated to experience, hunches and
guesses. This is especially true when large multi-purpose surveys are
contemplated,

A significant requirement for the successful implementation of a planning
model of this kind is the availability, in a useahle form, of considerable
prior information about the population to be surveyed. A "data base management
system" of the type referred to in the introduction, is probably the only
way to insure that this kind of information is accumulated and maintained over
time. If this level of information is available and its quality is improved
as time passes (and more data are acquired), the planning effort becomes
more effective and the efficiency of the sampling effort should increase. The
Landsat population model used in the Quincy Ranger District study meets this
requirement and represents a unique application of a remote sensing data sonree
to planning for sample surveys.

4.2.1 Quincy Ranger District Application
In terms of the case study application to the Quincy Ranger District
specific conclusions are possible, keeping in mind that extrapoliting beyon!

the limits of this example is not without risk. The only trend which was
consistent over all levels of other factors was that Pi's sampling with larger
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PSU sizes produced consistently lower cost than equal probability sampling.
The cost function and precision limits used were the most important factors
in determining which sampling alternative was least costly.

More effort needs to be devoted to defining the true sampling costs,
both the level of costs and their functional relationships to sampling
activities, Following these factors in importance were sampling strategy
and selection probability, but they also interact with cost and precision.

The optimum solution was relatively insensitive to the random number

sequence used for simulation, PSU size, and correlation, at least in the range

of values considered in this application.

Effects on the optimum design of changes in the population represen-
tation and relationships among the parameters were not examined. Either
or both could have potentially significant impacts on actual results and
also affect the sensitivities of the various other factors influencing
the ranking of alternatives.

In order to select ar optimum system for the Quincy Ranger District
certain model parameters must be specified in advance. Since this
application was basically experimental the following parameters were
assumed to be the most realistic:

1) probability level for confidence statements at 95 per cent
2) allowable error at 10 per cent for each parameter
3) correlation at 0.8 for the double sampling alternative

4) cost factors as shown in level 4 of tahle 7

With these parameters and the population representation, the least-cost
system, among the alternatives considered, was stratified two stage with
double sampling with PSU size at 60 x 6 pixels and selection probabilities
proportional to size.

4.2.2 Implications for Management and Survey Planning

Survey design requires interaction between the resource managers and
survey planners to arrive at a cost effective sampling system which
meets the managers objectives. The planning model provides a formal
mechanism for linking the two sides with each of the key links between
the two well defined. With the decision model specified on one side and
the planning model on the other, the chances of successfully designing
a sample survey to meet the decision-maker's needs are substantially
greater, especially as the decision process and information requirements
become more complex,
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In management applications where a cell-by-cell population model, such
as the Landsat model developed in this study, is available, the planning
model permits evaluation of the effects of a number of sampling factors
as they interact in a particular sampling context. Variations in both
size and shape of clusters used as PSU's can be examined. Both equal and
PPC sample selection probabilities may be used. Any level of precision,
both allowable errors and probability level, may be specified, and any
of three sampling strategies may be employved. In addiiion, the interactions
among all these factors may be evaluated., Finally, cost coefficients and
their functional relationships in determining system cost are quite
flexible since coefficients for each term are specified as model inputs,
While the planning model will not solve all design problems, its modular
nature and use of a detailed population model provides the opportunity for
incorporating additional capabilities, assumptions, and factors which
are, or may become, impertant in the planning process.

Finally, it should be obvious that this approach to planning for survey
design is not limited to wildland applications or more generally even to
geographic populations. The general approach to planning and design extends
to all areas of sampling work. Differences in population structure
and complexity would lead to different approaches to various compounents
of the planning model. However, geographic populations offer many applica-
tions in different subject areas including agriculture, range management,
forestry, regional planning, and even urban planning. The key to
application in any of these subject areas is the availability of a sufficiently
detailed data base.

4,2.3 Model Limitations

Several model limitations exist, but most could be reduced or
eliminated with further development work. The current planning model
requires a population model based on a land use class assignment for each
population element and supplementary parameter data for each class. This
requirement is based on a need to be able to generate populatioun
variability components under differcat sampling designs. In some cases it
may bc possible to obtain estimates of variance components from prior
survevs with subjective modifications to make them applicable to particular
populations. Then, specific sampling systems could be evaluated to
determine the best allocation of effort. However, evaluating and comparing
several alternatives would be difficult unless variances could be expressed
as functions of the factors which would differ among the alternative
schemes.,

The planning modcl only allows three basic sampling strategies, one
of which is impractical for most large geographic populations, In
future studies with this and other population models, additional alternative
sampling techniques should be investigated and incorporated.
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The cost of evaluating an alternative with the planning wmodel is
subject to rapidly increasing cost as the complexity of the sampling
strategy increases. Finally the comparison among alternatives is based
strictly on the variable costs associated with this population model.
Incorporation of other factors in the decisicn process is left to the
decision-makers.

4.2.4 Recommendations

Opportunities for improving the utility of the planning model can
be viewed as 1) refinements, 2) additional capabilities, and 3} further
application and testing. Refinements would include 1) investigating the
possibility that more efficient or improved nonlinear allocation
algorithms are available; 2) individualizing the formulations of inputs
for each different parameter {for example, allowing variable correlation
for each parameter and stratum) and 3) considering possibilities for
increasing the number of variables in the parameter set which can be
dncorporated into the model.

Additional capabilities might be desirable such as 1) the ability
to stratify by different methods, 2) additional sampling strategies, and
3) the ability to work with different population representations {such as
aircraft multispectral data).

Further application and testing is desirable to 1) make the su‘tware
package more user oriented, 2) apply the model to other types of problems,
and 3) evaluate the sensitivity of the model to varying population model
and parameter set relationships.

4.2.5 The Future

As indicated in the introduction, the trend in management seems to
be toward much more detailed evaluation of management alternatives and
the consequencesof management actions. Associated with this analysis are
increasingly complex decision models. More detailed information is a key
element in the success of these activities, and in the case of wildlands
most information is obtained from sample surveys. With more and more
information on hand in the information system data base, sample surveys
need to be and can be more efficient, in the sense that maximum advantage
can be taken of available information . Further, improvements are possible
in both the planning phase and the implementation phase of sample surveys.
The multivariate survey planning model described here represents a
significant first step towards taking advantage of available information
for the design and implementation of wildland sample surveys.
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APPENDIX A

Sam Houston National Forest Inventory Description

Population

1.1 Entire Sam Houston National Forest included

1.2 Units are circular plots of .4 acre size

Parameters - totals of variables of interest within plot

Sampling technique and estimaters
3.1 Sampling Technique
-~ Sets of (X,y) coordinates chesen at random with replacement
-- Flignt lines fixed by sets of coordinates
-- Plots located aleng flight lines
-- Stratum (USFS type condition class) of each plot identified

-- Simple random sample without replacement of plets within each
stratum for phote interpretation

-- Auxiliary variable measured on pheto for this set of plots.

-- Subset of these plots chosen within each stratum by simple
random sampling without replacement; variable of interest
measured for these units on ground

3.2 Parameter estimater
= photo measurement for plet j of flight line i in stratum h

xhig
Xhij = ground measurement for plot j of flight line i in stratum h
" 2 7hij , .
R = ===, where summatiens are over all plots for which both
2 hij photo and ground measurements exist
ih = average photo measurement for stratum h
hOT stratum h estimat: = Xh R
L = numher of strita
Nh = area expansion factor for stratum h (stratum size/average
plot size) L
y = parameter estimator = Nhyh
h
A-2




3.3 Variance estimator

G(X) = variance of X for photo plots matching ground plots
G{X) = yariance of X for all photo plots
G(y) = yariance of y for all ground plots

é(x,y) = covariance of X and ¥y

ny = number of photo plets in stratum
n, = number of ground plots in stratum
V(?h) = stratum h variance estimator
- an A - o~ - oa ~g n
cvy =V + ROV - 2RC(X1y) , 2R C(X,y) - R V(X) ;g
V(yh) -{ i n2 nl ‘

VX)
where S= 1 + i S -
TR 2
‘thij n1)

and where the summation is over all photo plots
over-all variance estimator

L .
2 NOV(HL)
H h h

VoD

V)

4. Sample size and allocation

4.1 30 flight lines were flewn over the forest

4,2 264 photo plets were acquired by post stratification with approximatcly
proportional allecation among strata

4.3 29 field plots were selected proportionally to stratum area with
a minimum of 1 plot per strata.
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S. MEASUREMENT PROCEDURES

5.1 Preliminary Testing

5.1.1 Photo Acquisition and Field Weork

On March 14, 1975, twelve flight lines of photegraphy were acquired
over the Sam Houston National Forest. These lines contained photegraphy
at twe different scales, 1:4000 (wide angle) and 1:1000 (on a 3 x 5 print).
The photography was acquired using twe 35mm cameras. The wide angle
photography was acquired using a manual advance Nikkormat with a 50mm lens.
Forward lap of the wide angle photos was approximately 60% and these photos
were used primarily for location of the flight lines on maps and navigation
in the field. The larger scale photos, 1:1000, were acquired as stereo
triplets located at the centers of the wide angle photes. These stereo
triplets were acquired using a motor drive Niken F and a 200mm lens. The
forward lap of the triplet photos was 70 - 80%. The flight lines were
located so as to adequately image vegetation types found on the forest
and to be easily accessed for ground work.

Ground data collection consisted of locating the plot centers of
eleven stereo triplets and identifying tree and brush individuals which
were apparent on both the photo and the greund. The individuals were
located on the center photo of the triplet, pinpricked and numbered. The
individual was identified to species when possible, and when approepriate
the diameter (DBH} and height were measured and recorded. Diameters were
measured with a standard tape and heights were measured with a Sunto
clinometer. The diameter and height information was to be used in defining
photo velume estimation procedures and the species identification was
used to train interpreters for the forest inventory photo interpretation.

Field work was completed in four days by one man. Forest Service
personnel from the Raven District office provided excellent field support
by making a man available for field orientation and aiding in species
identification., An important consideration became evident during the last
four days of field work and that was the problems of determining ground
location fre . the photos for navigation to specific plots and establishing,
with a high degree of accuracy, the position of those plots. The problem
is caused by the uniformity of the terrain and the dense forest canopy.

As a result, a majority of the training plots were chosen because of
proximity to well defined landmarks.

5.1.2 Photo - Ground Relationships
Extreme uniformity and density of vegetation made individual tree
measurements difficult or impossible. Instead average photo variables

for a plot were rclated to ground characteristics. Average difference
of parallax, a proxy for height, was rela*ted to average plot DBH for the
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eleven test plots and interpretations were made by three different
interpreters. Correlations obtained were 0,838, 0.876, and 0.769. With
these results and the well established high correlation between diameter
and volume it was concluded that difference in parallax should be
reasonably well related to stand volume.

5.2 Photo‘Intgrpretation

5.2.1 Photo Acquisition

: The forest wide velume estimation procedure utilized 30 flight lines
of photography which were located at random over the Sam Houston National
Forest. The photos were acquired with the same specification discussed
in the previous section. The photos were acquired in December, 1975.

- The photos were labeled by flight line, circular plot boundaries for 4/10
acre plots were inked onto the middle photo of each stereo triplet and -

the photo plot centers located on Forest Service maps and photo mosaics.
The photos were printed in 3 x 5 format for both scales of photography.

5.2.2 Photo.Interpretation Procedures

Two interpreters analyzed 264 large scale photos for a multiple

of variables. All of the interpretation was made using an Abrams Stereoscope.
' One interpreter viewed the entire set and recorded for each plot locational

data, Forest Service condition class, numbers of trees in the plot and
hardwoods canopy percentage for both hardwood and conifers and the number
of snags present,

The second interpreter measured parallax difference, Where
possible five trees representative of conditions in the plot were chosen.
Only conifers weré measured. Three base to top parallax measurements

" were made for each tree using a Wild mirror sterecscope and parallax bar.

Thirty to forty percent of the plots had three or only one tree measured
due to extremely dense canopies, deep shadowing in openings which were
preseat or very sparse tree canopy. The parallax difference measurements
were accumulated and the average determined for each plot.

5.2 Field Work .
After the photo plots were located on the Forest Service maps it

was determined for each plot whether it was on Forest Service land and
what type condition class in which it lay. The number of ground sample

. plots chosen in each type condition class was determined by the relative
area of the class in relation to the total forest area. Table 1 shows the

number of plots chosen for ground sampling in each type condition class.
The specific plots were chosen at random without reéplacement from the set
of photo plets falling in the type condition class. The large scale
photos of the specific plots were duplicated for use by the field crew.

In the field the crew of two men used NASA supplied high altitude photo-
graphy (1:60,000) for general navigation. 1In the area of the plot the
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the wide angle coverage was used to navigate to the specific plot area
and finally the center point of the c¢ircular plot was located by inter-

preting the large scale stereo triplet. The crew measured the actual

ground distance of the radius of the inked circular plot boundary to
determine exact scale of the photos. Within the plot boundaries all
con1fer and hardwood trees 5" and greater in dzameter were measured
years growth bark th1ckness, and Forest Serv1ce tree class For the
hardwoods, only DBH was recorded. In addition five dominant or
codominant trees were selected and marked on the photos., Data for these
trees included DBH, total age and height. Recent cutting was evaluated
by recording stump diameters and the type of removal, thinning or harvest.
Type-<condition of the plot was recorded and compared with Forest Service
designation. Travel times and time on plot were recorded. The ground
data collection effort for a total of 29 plots requlred 54 man days for
complet1on

Table A=1. Number of ground plots <ampled in each Forest Service
designated type condition classes. Number of plots sampled
was determined by relative areas of the various classes.
Type condition class codes are consistent with Compartment
Prescription Handbook, USFS-FSH 2409.21d.

Type Condition Class  Number of Field Plots

3101

3106 and 3110 5
3111 :

3112 14
3113 and 3114
3200

46

" Hardwoods
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" APPENDIX B

SHNF Estimates Based on 1976 Survey
Notes for the Tables_

All estimates are in thousands of units

Diameter class is inches at breastheight

Relative error is the standard error of an estimate
divided by the estimate
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Table 11. Veolume of Timber on Commercial Forest Land, by Class qf Timber
and Seftwoods and Hardwoods, SHNF, 1976,

. FiNaL ESTIMATE
Timber Class

TOTaL CODE 05 conE 1in CoDE 20 ¢CANE 33 CAnE 4n ) )
aGOibluiaooanoﬂocoﬁtoécaﬂvDeouénbnaoﬁnocnoﬂ&#obloqoooéu.luuoﬂ..ﬂ.l.ili.:QOOuobobllolo;loolooocnaalﬁtaalcneotnbﬁﬂ."l.t.‘

SCET4COL g.3228 € n.5328 4 0.297F & 0.973E 5 n.1RgE 4 T13,

manlCwCal c.611% 5 689, G+1RIF 5 fe314E 5 g.513F 4 .57 4
ﬁuonoﬂq‘oboncneuaooeaquﬁtubﬁecﬂoncowoionﬂanudQooutuopooaui;gig.o‘ooolbia.aou..cccl.tugaﬂinooeao;noooanooon-wbchQQOQDOJI
TET 4, 23835 6 0.091F 4 [.2IYE 6 P.912RE 6 p.OSZE 4 .540F 4

RELATIVE EIR0OR

TOTAL CORE 05 CORE 10 CCDE 21 CODE 30 COnE 4p

-Oilnla‘oﬂvcaeln#anenﬁun#ca;abwooa#:n.no4iﬂieQEOOQ-DO|GODG.|lGlﬂ'Ot.'||#looﬁlloiiﬁoii;..o#5000.6#.'6@60.«acrctc.dl'l.tﬂl

SCRTWENL  3.7728 -1 8.3 0.,943F =1 2,115 B.468 04 4a5

HarEuLobl 0,303 0,445 0.278 0,240 0.820 0,590 . .

(RS LR AR T E -y Y e N N Y Y T Y Y Y Y T R R N T LTS r s IR T PR YN Y YN AL AR Y S L SRR A2 2 2 ) L)
TCTAL C.781E -1 0.742 0.799¢ =1 0.10A 8.679 0.505

Code Description (USFS definitioens)

5 Mortality trees

10 Desirable trees

20 Acceptable trees

30 Rough trees

40 Rotten cull trees
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Table 12. Volume of Growing Stock and Sawtimber on Commercial
forest land, by Ownership (all USFS) and Softwoods
and Hardwoods, SHNF, 1876

FINAL ESTIWATE

Piameter Class
TOTAL 5 TO 11 11 AND Up

Qﬂlloil.oiouoll&.'!loo.ooooaoooniooc0001o0000.Ut.Qoln..QOGQGlQQDQhQOQOQQOOGQrQo.o'...,llQDO'oocg.ill--00000900IOOQ""..
SCHTWCOL  .323E 6 0,672E 5 0,256F 6
H8slwWC Ok 0.654E 5 0.2768 5 p.5198 9

QOIOQO!.QiaacUlaiollnploiaoe.a&.opeocluﬁ5|QOGGIOGICDOQQll'oo'oolgn.&...u.l!nu..l.‘.‘i;!‘ai!o!!con.!le'!.olioGGOQOGGOOQIO

TLiaL 0.384 & 0.998c 5 g.287F &

RELATIVE EPRGR

TOTAL, 5 Tn 11 $1 AND UP
.ﬂll.!0'&0.oupa.u.009.‘000¢¢§»¢a000ﬂw0.'l.!'lQll.Oloo.0.GQsllio.yo..o’.c.0.!.0.......,0000OQOQOOGOGO'OIQGoldOQ!!OC'OQ..'
SCrTWENL Je766E =1 0,123 0,964 =1
WERCHCOL  0.303 0.139 0.5%¢

. ;E;:c'.'0.'GG;;;E.:;#E:;.;;D:?"I;;5".. '.'.'..‘.........'......‘."."’...".‘.....'a"...’.‘......ﬂ..ﬂﬂliﬂﬂlﬂ'........
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Table 13. Volume of Growing Stock on Commercial Forest Land, by Species
and Diameter Classes, SHNF, 1976.

FINAL ESTIvATE .
Diameter Class
aoaoalo.wor;rg:“-.uc u¢3-7 e -1t “11-13 13«15 . 15717 1/=39 19=21 2:-29 QVER 2§ -~
- -8 & e o COBEHBUDUOOINOEC RGO UBO OGS ° [ Ty Yy ! Y 2 :
AL LR R e I R T ST e T R LR S LT i TR I H T
HERL-TOL  p.6138 5 guq17F 5 0.9A0F 4 g.R14E 4 .69pF 4 .3626 4 o, 502F 4 .323F 4 02377 & p.gn3E 5 pge0Cp
9:G.pﬁnﬁﬁﬁkﬁ5~Efﬁain#:aoé.ﬂuacbaﬂ=;9(}#blh}c&000#59!0io...bib...‘ﬁl.oﬁola..b..ldb‘#.iﬂ*ﬁ‘l.,i'&ﬂ“il.:‘cﬁ..l:‘.!at’iﬂn.u&:al‘"...."
TCTa 03842 6 0,238F 5 0.3NBF 5 0.424E 5 0.559E 5 5. 565F 5 o, ApdE 5 0.360F 5 04294 5 .09gE 9 n.S4gE 4 i
FELATIVE ERROR
‘ TOTAL =7 7=9 9-41 11-13 13-15 L LEY 1/=49 19-21 2129 nVER 29
e:i‘toca.ﬁuuu.wueu#a:oucuuoaoaﬂocaega.uaaaG:O-neooouuaoooecouuocnOuui.=ol-uu!-uoolqoo,;.-iooo-.oo._a.-IOOM-G-MNH=Gﬁ'ﬂ'ﬂ."OC'O-ﬁ-
‘ffi"C”L 0.766 =1 p.179 1,152 0-147 0,188 0,131 nag?? 042657 0.258 0423 12y :
MARLWCOL  .343 0171 0.27% 0.217, 0.269 0.422 %, 439 0./14 D.879 1.93 G0 040 e
.ﬁGﬂaiQﬁoinc:co?po-adanecuuﬁﬁ:acoaouoﬁooai.Gboaol_lllo..io0Oocl"l60'....D’C‘on.ll-n..liﬁﬁl¢.;!.QODQOQ_QQGC..I-GOOG“OHGIG0".‘..".. :
TCraL 2.7758 -1 N.109 0.111 0114 +158 1119 .57 +24g 257 44 1.21 i
v
-
- - : & - - - - i
L




T2ble 14, Volume of Sawtimber on Commercial Forest Land, by Species and
Diameter Classes, SHNF, 1976.

90 wood B0
v MO0 o

g1 gHvd

FINAL FSTIwATE
Diameter Class .
. TOTAL 12°13 13-15 15-17 17-49 19-23 21023 23-35 25-27 27-2%  QVER 29 -
S e n e r eI Re st s NN e O iRt e el rantcot ol iucetasatarstrostolelesy Boatinlsngtstesensansaptisnthtsaene

SCET2COL  0.256E 6 n.490F 5 0,528F 5 9.354E 5 0.3%8E 5 0.270F 5 1,224 5 0.23%F 5 9.TRRE 4 Q. 4egg @
HABLWCOL  0.334E 5 0.69YF 4 0.362F 4 0.502E 4 0,325 4 o.zsgﬁ 4 - ,4648 4 0.005 2:00n 3.5 % 4 3:6&35 B :
ot.!oirionoaalla..il&ona‘nowlaOQOQ.ootoqwoouq.!onoolococligcilgsolpoaUoﬁ.iconobe!iooi;

« ' L R P NN Y P T Ty ;
POV 1-2B7 6 04559k 5 p.569F 5 g.404E 5 .IE9E 5 0.294F. 5 ,.270F 5 0.2%&E 5 g.TRAE 4 (.569F 4 0v43cE 4 :
- RELATIVE ERROR
:'!\ ) .
TOTAL 11-13 13-1% 15-97 17-49 19«24 24723 23+a5 25-97 27-29 OVER 29
’lf.l"'l'.ﬂ!..!l.ﬂ..IIQGQIQCQODIOQGGOOCi.l.&!'illb...l.#ll.'l.&.l...i.QQ..Q.Q.GQ.‘Q’;l..ll.to’.'.l.¢¢l¢¢1.a.qg...l'..,'
sp}tggoL «944E =1 g.19b 6.131 G177 t.265 - 0+258 ne 278 0,43 g.59¢6 8o 000 123
HARCLLNL  3.534 0,265 6.422 0.43% 0,714 0.879 1.873 D.00p fp.0nn "1.2% - p.00D -
LAAAL AL AL I I T T EY YT Y YR YL Y EFTY FH Ty Py CRERIBESBBEPNGCECEREINPUERENDBS P EREIBRADNERSS LYY EY PP Ty PP PR R F Y YT T R T T .
TETAL f.108 De18 D.119 5+157 0249 0+257 =521 0.435 g-596 .28 121
|
|
i
i
I

L T IO S Ty
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Table 16A and 18A. 10 Year Volume Growth of Growing Stock and Sawtimber
on Commercial Forest Land, by Species, SHNF, 1976.

FINM FRYIMATE

: TOTAL . 5 Tn 49 41 amp US : :
b-taoilioanc-guoloaaaouo!oaadouQouaoa..o.oioo.'oaco.otpcouo..o-lp.o.oooc.on.-Qploiol.o.il..aooo.on..&ooQOUGQOOOOOO"OO"
ECFTuenD n 1498 5 0,315 4 0,796 4

HARTWCOD B.000 NsNN0 0 ond
ucoo-loloi-o-caooinootonoconino'lsol-QOGDQOQIOOOO!uo.oooq.o000oo-QoOoqli-..oonnloOn!v.o.onoolltolOloocooou--oou-oo!loill
anll T one1i1E 5 0,155 4 0,796 4

RELATIVE ERROR

TOTAL 5 Tn 11 ANp LB
llol.iQ.lllllsltiiioﬁl!rootliiﬂtil0|QOQOillolll.OQ.Q.w.D..llQlioﬂplolon.i...ll!.'!l.l.ﬂ.'l!’.l.!l"l!'C!OOUOCl'..'.'."

SCFTuCnl  p,6848 <1 0,132 0,779 w1

HARLWCOL  0.000 g.0n0 0,000 _
ocoononﬂ.o;oo-u-.660900.io¢o5;ooo.qa.nooc.itloocooloocoowouolnocoouono.uo.uoo.oﬂpgooﬂnoioo-oloooooicnvounoocl!ntoooalO!O
TOTal _ D.684E =1 0,132 0.779F =4

:'3 :-q;" {Q—J A H
e b e AL ELT R 4 it o i
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Table 16B and 18B. 10 Year Volume Removals of Growing Stock and Sawtimber

on Commercial Forest Land, by Species, SHNF, 1976.

FiNa) FSTIMATE

TRTAI" 5 Tn 17 11 adn e

;E;;;E:E.'.;:;;;E..:..;;;:..........‘.':...'.....‘.’....'."..'.li.....'!.!l....".’l..'l.!..l"..lli..lOlQD.........Ql.

D.1n08
 HARLuCOb 222, 222, :

AT 4 AR

_ b.one

;E;:r"f'00;l;;;;-l:!i::;:-ooao;-:;;;--:-oﬁolacqnoooooc-ouocouo0.bs...oo.o-0-0-aoonooooo.ooco..ooao..--o.-..--oo;-o.ooot

RELATIVE EPJNR

TOTAi° 5 To 14 94 Amn us_

l'llaio'QQQo’|ll"000oQQOll.oniooo!&n.nooﬁooaooocoocnooDOO.|0¢.Q|C¢..OocOOOloooioinloooooﬂl!loooccl..ol..u.l(l.'..l.!lct
SCFTWCOL 5,569 1.3 0,775
WARCWCOL 1449 1,95 _ n,ono

"‘ﬂ'l!'..ll'..'..'...'!DG...D.."Ol..Q.'ﬁ"...lO.COOOQQ'.l.'..JI.lD..l!.....l...l.‘.ll'.’......l."'.'..".....'.....'.
TCTM 0551 - u.?ﬁo 0.775
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Table 20. Mortality of Growing Stock and Sawtimber on Commercial Forest
Land, by Species, SHNF, 1976.

FINAL ESTIwATE
Piameter Class
TOTAL 5 To 11 11 ang Up

(AT TLY LTNT ERET T I *190609¢auooaooncuuo-u.lo"nooaaoaocooooll.ni.l.lq..o...lol.lo'!l. Y T Y T g P T T Y Y Y T T TV T
SerTaal. - n,567F 4 421, 7z4.,
HanD Lok 543, 348, 0.0n0
,v-ipd-'051-a4;&{"«9;&ooatoo;'s;noﬂoﬁ.ﬁ90'&..00.1»0;0-.!wellsl.o!o!goca.l'laClaillioll'aoau¢1¢§u.lc:pchoe»aaee.co..ooo.

TC T AL 1.602¢ 4 773, 724.

RELATIVE EPROR

TOTAL 5 TO 11 11 AND UP

. I"90‘6‘0BD&ﬂGﬂl#05#%'0096&&.0'600650.65ﬂ".&.G.Olﬁlb‘lQ.GQl.9...."...60.'00.‘9...'. Iioa¢¢¢o¢¢onocneuuocl-ncﬁoinivﬁlﬁo
SUF ToLne 9.789 1.48 1.28
HARE 4O 1 .40 ] 0.000
.4'CDIG‘!'CQEIlln.llaliﬂ’#!bqICGQOG*IIQGCl!6I.l..le.l!l’l'...g'.’!la..'..’*.i"l.l.. BB BLENSSNRUETEDORCOLILIETANRNRINES

TC1&L L7484 0901 1.28




APPENDIX C

Survey Planning Model Version 1, Summary

SPM is a coordinated set of computer programs written in FORTRAN IV
and implemented on a CDC 7600 computer.

It functions to carry out major tasks associated with components of
the model control and allows execution of each program singly or in
sequence.

Four major programs are involved

1

SIMULATE reads data describing the population and simulates
individual population elements. Results are saved for later use.

CLUSTER reads data produced by SIMULATE and prepares the
population representation for sampling. This includes
stratification, clustering into sampling units, definition of
selection probabilities and computation of population variance
components.

SUMT utilizes data output from CLUSTER as well as user specification
of sampling strategy, cost coefficient, precision desires and
other parameters. A nonlinear programming problem formulation

is used to determine the rampling allocation which will meet

the precision constraints with the least cost.

COMPARE evaluates output from several alternative formulations
of SUMT and summarizes each beginning with the least cost
alternative,

A flow chart is chown in FigureC -1 to indicate interac:ions, inputs,
and outputs of the model.
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POPULATION FOR EACH CLASS

CLUSTER & INPUT
l ALTERNATIVE

SPECIFICATIONS

STRATIFY +

GENERATE
SELECTION
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Figure C-1. Planning model flow chart
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APPENDIX D,

Programming Formulations for Sampling Strategies

Cost and variance functions as well as other constraints on sample
size are included here for 1) stratified sampling, 2) stratified two
stage sampling, and 3) stratified two stage with double sampling. First
and second partial derivations and evaluated for both cost and variance
functions,

Notation, except where otherwise defined, follows that of Cochran,
1963.
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1. Stratified Sampling Allocation

Min v = ﬁ{(’:m_ﬂh + Ch2 n!ﬁ}

h=1
\ ~ N a2 1 1
Subject to V(Y,) =2 N iy (-n—--ﬁ-'——)f_v., 0<n €N, = 1...M
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2. Stratified Two Stage Sample Allocation NLP Formulation

L . . . * R
Min =‘§1 Chh P * Cgn ™'n * Ca¥ my *+ C,

Subject to

w vc?j) <Vj = 1...NPAR

vy =§1{$;{va (’,:i—‘i’- - ¥? +2%$1ﬁ}}

WM Sy G )

{2) n'h< Mh

(3 n <Nh

! maximum sample size

4) n, >0.01
minimum sample size

n >0.01
_ L %
Minm ~—-h§=1 Chl n o+ (::hz mn + Chs oot (:0
2.2 :
L NMZSe .
- 2.2 f1 1\ "hhhwi 1 1 -
Subject to V (Y.) =% {\I . (-e- - ).--——-—— = - -_—}_<_ J = 1...NPAR
3 "&, ' Shes \y, TN STy T Ph) |
LI Ch3 <~k
a_ﬁi;"chl"chz”‘h* 7 M
[
-~ “h2 ™y
h
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3 Two Sta e with Double Sampling NLP Formulatlon
ignoring Strati ication]

o * * *
MiL!I‘CI“ +C2nn'+c3Jn*+C4nn+chnn

Subject to
(1) V({’j) < V:i j = 1... NPAR (The number of parameters to be estimated)

2
iy = 1 i vy S i
V(Yy) ?;Spi G~ Y 2 ‘

* *
2 _ nn'-nnj{ 1) 2 L2 1 y\, M-n' 2
%53 v [( 1= Ty (1) 1+ n'fn-sy+ Ty “yii]

(assumes combined sampling for regression)
(Reference: Tikkiwal 1960,p. 137)
. %*
(2) n >0,01
n'lo.OI}Min sample size
n >0.01

]
(3) n* n>3 to assure sufficient degrees of freedom for variance

(4} n'sn
- Mo } max sample size
N >n*




To obtain partials for variance constr'aints S,

A Y5
V() = .!IT;.Z Pi(f’%. - Y) (]—n?)(n.n )f nF )( n*nIS‘) U Y:I.

Define—3 B
o - E_ 2.5 - 1 g y1 2 - a y1
V() == M-e )(n*n ) U+ 5 3)2 + M (n*n' n*M ﬁz
e e a "*l o d
vy = s G - * EF
n*“n* n*"n(n*n-3) n*"n'(nm*n-3)
Define X, =
. 1 n*
_1
REa
21
3 h

DF X2X. DF X%

. 2 2 A
V) = B X4DF X X - DF XX, + —2 - —
x; 3 %X 3
11 1%3 1%3
DF X3X3 _ DF XiX,X
B X; + DF Xj(Xg x2) * 1R % T%

D6

N S I F PN BT

X

ey e

n*n'

1

+ EF[XIXZ— T )

)

i}

i;i

=

T

I

o




Ree?

(’ 2 3

X X:
v 2 1 i _ EF
a—x-; B + 2DF x1x3 -2 DFxlxz + 3DF (xs-xzxs)[(l-:ﬁ;xs]( _._lexs]'!- EF x2 M
— . e .
3 For the derivition of this
DFX, X
v . ol . 173 . EFX term see 1 below
3X2 1 I-SXIES 1

oF X3 (2X,-X.,) 3 DF x* (x% - XX
aL=DF){2+ 1-—~32 + 1 3 z3
Bxs 1 1-3X1X3 -le 3

f — ——_
o g

For the derivation of this
term see 2 below

Second partials were evaluated using numerical differencing techniques.

DF x? 2 u
( W feramxyy %X Cy
%ﬁ al du u dv
xl v d xl vé d X1
30R% k2 - XX DFXS (X2 - x,X,)
. 1 U3 - %) T s - YTk
. 1..3 xlx.s | . - ('hfxi‘xs)[' i 3
=3 0F 02 - XX R +x§’x3.2
OF Uy - XX3)  Toxx; * Ty
©ODF XS (K - XX
T-3X,
T I I B N
® _DFX axgxy wFxted XXg)
x, T % T - X X2

p-7




APPENDIX E

Cost Figures - Plumas Inventory 1974

I. Pre-photo/ground

Tape acquisition (21021-18163)

Tape Reformatting
Tape 3 tapes/date @775 each
Computer Time 1 hour per date @$40/hour
Operator 1% hours @$5/hour

Test Area Extraction
Tape 3 tapes/date @7.75 each
Computer 1 hour per date @40/hour
Operator li hours per date €5/hour

Delineation and extraction of stratification (initial)
Photo reduction of map
Digitizer with operator 2 hours @$43/hour
LSR. fit of co-ordinates: Computer 6 runs @$1.80
Operator 8 hours 2$3.00/hour

Computer Mask Generation: Computer
Operator 3 hours @$5/hour
Delineation and Extraction of Administrative Boundaries
Photo Reduction of Map
Digitizer with Operator 8 hours €$43/hour
LSR Fit of coordinates: Computer 9 rins $1.80/run
Operator 10 hours §$3/hour

Computer Mask Generation: Computer
Operator I hours @§5/hour

Training of Classifier = 60 classes/strip, 3 strips/date*

Computer Display terminal 24 hours @$40/hour
Image analysts 40 hours @$6/hour

Statistical analysis: Computer (LBL $25.00)

S - Operator 10 hours @$3/hour

Selection of Channels § classes:. 20 hours @$5.00

E-1

23.25
© 40,00
7.50

23,25
4AG.00
7.50

15.75
86.00
10.80
24,00

12.50
15.00

15.75
344.00
16.20
12.50
15.00

960.00
240.00
25.00
30.00

360.00
70.75

70.75

136.55

27.50

406.00

27,50

1255.00

160.00



~Per diem @ $21/day

Discriminant analysis run

Single date: Computer (3 runs totaling) 918,00
Operator/analyst 24 hours @$7.60/hour 182.00

1100,00

Generation and Selection of PSU's

Computer 3 hours €$40/hour 120.00
Analyst 4 hours @3$3.40/hour 14,00
144.00
Location of PSU's (for aérial photography)
Computer 10 hours @$40/hour 400,00
Analyst 80 hours @3$5/hour 400.00
‘ ‘ 800.00
Sub-total 4488.00
IT. Aerial Photography/Interpretation
Photo acquisition
Aircraft 25 hours @$32/hour . 800.00
Pilot 32 hours @$6/hour - 192.00
Photographer 32 hours €$3.40/hour 109.00
Film 60 rolls @$3.60/roll . 216.00
Processing 60 rolls @§1.90/roll 114.00
Printing Ave. 30 images per roll @$63/5" x 7"
print (1800 prints) 1134.00
, ' . 2565, 00
Photo Interpretation _ _ 1244.00
Image analyst 360 hours @$3.40/hour _  Sub:total IT 3789.00
II1. Ground Data Collection
Travel , : . o
Mileage 4590 @ 15¢/mile 689.00
Créw S ' | |

Wages 46 boys x 4 men = 184 man days (1472 hrs. @ 3.86/hour 5682,00

' 3800.00 9482.00

. -Sub-total III  10,171.00

E-2
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)
Iv. Data Summary and Map Generation
' .
Computer Analysis ground and photo data $ 280.00
Combining ERTS and ground data 8 hours €§5.00/
hour 40.00
3 ‘ Generation of summary statistics 16 hours
@$5/hour 80.00
Report preparation and reproduction 650.00
Computer time - 250,00
; » Sub-total IV 1300.00
' Sub-total $19,748.00
. V. Administrative (27%) 5332.00
VI. Overhead (30.2% of I-V) 7574.00
Total Cost . $32,654.00
j
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APPENDIX F

Mean-covariance summaries for the classification of the Plumas NF.

)
This appsndix summarizes the basic population estimates for three
parameters by vegetstion type-condition class (TCC) category as follows:
TCC Description
’ 1 True fir - regcieration
2 " - immature
3 " - mature
4 " - overmature
’ 5 " - poorly stocked
6 Mixed conifer - regeneration
7 n - immature
8 " - mature
’ 9 " - overmature
10 " - poorly stocked
11 Bast side pine - regneration
12 " ' ~ immature
) 13 " - mature
14 " -~ gvermature
15 " - poorly stocked
16 Hardwoods
] 17 nonforest

F-1




SURPCUTINE CCVMAT N+ 4 v= 3
Ce TREES — BACH -
S h.534245+02 3.4 662AE+02 3,483508+01 NEW CY .. Feaulll 2
; T-E335LE+C ; 4g+00
VAR B.OlERSE+QA3 2,38 -os+oa 2.*29=9=‘c1
e & . : . 2
——TOVAFTENCE FATETX SUBROUTIAE CCVMAT N= 17 M = 3
BASAL AFEA HU"THE:S BAGR d .
1 3 BASAL AFEA NOs TREES  BAGE
"'E:!ﬁt't‘!!!’?‘!1u45£it3 SuUM i 1o30€33E463 9,40%46F+02 R.42A2IC+0]
Nde TPFES 2 2,343415+402 2,386005+03 ME AN 8e15430E+CT 9.S3145E +0L 4.957TGE+00
BAGR "V %e4BYUGLIUZ Te TE+0Z 2. E+0T vap . 5 1THERE 403 9oH3G5TE402 1o Gh4627S+01
: : cv 9.03942E+Gl 5.66758F+0L 6.513075+01
7 - '
~N H
: : . COVARIANCE MATRIX
BWASAC AREA  HUe THREES BAGK .
o} 2 3 AASAL AKED NC. TREES  BAGR
BASAL LREAL 1. 0G0 1 2. 3
NO, THEZS 2 5061 1.0000 BASAL 2AEAL &,1T83BE+C3 '
BEGR 3 eOECE »04B 7 T 0000 N, TREES 2 B8.92356E+02 S.A2957F+02 .
RAGR 3 l.82102E+02 t.15856F+01 1.04~27E+01
COPFELATICM FATRIX
BASAL AREA NU TRFES BAGE
1 ¥ 3
BASAL AREAL 1.0CCC.
NG, TREFS 2 23621 1.6600
BAGR 3 . 116G 05
— .
© i i i} 7y o & o - ~




o Ry i haid -
|
oG l
o ]!
gs
;d:E .
£
8y
AR
%Fj
' SUBROUTINE COVMAT Ne 2 M= 3
SESAL AREF “NC. TWEES — BAGE
SuM 3.164$9E402 2,33912E+02 2.53900E40L - .
AELR 1.582495+C2 L+T4IBGEF0E Le26950E+01 " NEW CV- EeeeTCC 5
vER 24056€2F+C3 9,57760=mz 40175175400
tv 2. 8E575EFL] 2.646 . T+01
T CTVERYARLE FATRTR

SURPOUTIAE CCVMAY.

£-d

o ' 2 3
SASEC ZYTET ) P

g . b,
NO. TREES 2 l«U0C0 1.G000 . .
“BAGK 3 | 95 PO T0000 Teouuy N SAL ARTAL T.CT: Y _
- NO. TREES 2 6.,92130E+02 S.128415+02
L ) 2
' BASAL BREAL —TLLUTO - s 2
NO, TREES 2 .  #S2BT 1. 0000 . :
" ¥ eS2e2 “S 720 IO




SuBACUTIAE COVMAY N = 21 L] 3

BASAL ZL7.EP NGe TREES BAGR

Sy : 03
MEAN T B.3TIG26+01 7.S91285+01 5. 70221600 NEW CY7° €.eo¥CC T
_vap L FebBLSG4ESCY 2,336008+03 1,29482E+0]) ~ ‘

cy Te048326+01 6.045535+C1 4223175401

COVERTZNCE MATRIX

. . SUBRCUTINE CCVMAT Ne 70 M= 3
BASAL 4Fed KCe. TREES  DBAGR
1 2 3 . :
BASAL MEM 3.4alr45+o= BASLL ZRER Hle TREES  BEGP
- 2 : 2433430 403 _ SuM 7.52329E4C3 5,20012F403 4, 9095'p=¢oz
! \GR 3 1. 4w1b3:+02 1+51571E+02 1,25 4B2E+01 . MFAN Y074 IGEV0S LA IL e
a VAR 4o 19527F+C3 2.43031£+u3 1.53319=+c1
COSRELATICN WATRIX o o '
BASAL FREA WOe TREES  BGAGR TIVARTAFCE AATRIX
3 . 1 2 3 _
T BASAL ZPEAL 1.0000 mmrw:. r-_ﬂtzs WAGH -
no, TREES 2 - 7042 1,0000 - 3
BACE 3 S750 ~5719 : mm
_' - _ ~ -t ND, TREES 2 1996375403 2.43C91¢+03
TIFRELZTIUN FATRIX
WASAL ZRER  NO. TREES FXGR
1 2 3
BASEL BRERY TeCoLTU
NO. TREES 2 8252 1, 3000
BACK 3 PLY I rYAEY T.TTouy
2 . o 0 & < C
\'
DRl T A L P A TR L2 11 T TG N7 M S e
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C e !
CE |
g5
=&
2
g%
- 2
NEW CY" “...TCC ¢
SUBRGUT IAE CLVMAY W= S8 M e 3 )
BASAL AREZ NCs TREES  BAGR
SUM 781 380F+63 3.75318E+03 4.5TA0BE+02
MEAN. 1.31772E8+4C2Z 6.4T100E+D1 T.97945E+00
VAL ~ Tul 2 450@BE+03 4o E64TAELC] N SUBROUTIAE CCVMAT N = 7 M= 3
cv 6o LGIESEFL] T.64956E+0) Be5745TEXOL
. OASAL ART Te
SUM B.$5269E+02 %4.7632 1E+oz 6. 19120F+01
COVARTANCE MATRIX i ' NEAN Lo Z7BS0E*02Z 6ah0NT IS0l DeTALBAES
- VAP 3. 33567E+0) 1.773535003 2.!5615!’001
BASAL BAFEA NGO, TREES  BAGR 4] %+S1581F+0] 64107 Fe 25t +
1 . 2 3
w BASAL AREAL 7,725556+C3
o ND. TAEFES 2 2, E2454E402 2.45028F+03 _
BAGP 3 4,£1345E402 2.5TLCBF+02 4,564 TAE+DL . COVARTARCE RATRIY
EASAL ARFF  WOa TREES —BAgp =
_ : _ 1 2 3
T CORRELATICN PATRIX BASAT ZAEAT 3.33507EFGT
, NJ. TREES 2 1.57507c+02 1.77E53E+03 *
BASAL AREA .NO. TREES  BAGHR BAGF 3 2.4305 «50 LIGE+ «I5615EF
. I 2 -
BASAL AREEL 1.C000
nNO. TRFES 2 . 26032 1.0000
BAGR 3 «1769  «0684 1.0000 CIRRELATITI PATRIX
1 2 3
NN, TREES 2 467 1.1000
. o ’ 3 “eSLES e 1566 —T-0CI0




SUBFCUTINE COVMAT M = &1 M=

NEW CY" "eeeTCC I1 il

SuM

BASAL AREA NC. TREES  BAGE
2. 4TOS2F+ (3 1.35750E+C3 1, 4T7606E+02

MEAN
VAR

4eLIL CATeUl 2,226CTE+OL 2,419TEF+0D
1.36S10E¢C3 8.50b12E402 7,C5052E+00

SUBRCUTIAF CCVMAT N = L M= 3

cv

9,46381E+01 1.34062F+02 1,16022F+02

?13Tt"TFFT'1ﬂT‘Tﬁ??!"'!ﬁtf"""‘“"

COVARLANCE MATRIX

SUM SE2T4HE4C2 lo06‘43r+03 9.4‘5345*01

ensu. BARES NUO. TREES  BAGR

il 2 3
o BISAL AFFAL 1.46910r~03 -
EE 26 12£+02 a 90514E+oz
COVARTERTE MATRIX
TASAC AFES HNi. TREES  BAGH — —
L 2 a
CORPELATICN MATRIX : s+l
. NC. T°EES 2 e.«2558=+oz 2.28589E+03
BASAL AREA ND. TREES BRGR {2 3 Yl - ¥ o U
1 2 3
BASAL AREA] 1.0000
NQ. TREES 2 4569 1.0000
BAGR 3 <6219 . 8939 1.0000 “CORRETATIUR WITRIX
- s ¥
1 2 3
“HESAL AREST T<0CCT
NO., TRFES 2 o212 1.0000
) 7155 Py oo
- - T = . . - i ‘
c v e -&u&-m S AT - i . ) ' )
i B M e s P b N i e e bt ey -




L-d

XITIVAD W0Od A0
ST {DV4 IIVNIBINO

SUBROUTINE COVMAT N = 43 B = 3

NEW CYC! "-.aTCC 13

BASAL BRTA ML, TREES  BAGP

SuM 3,85E650E+03 3,63525F+03 3. 05035F+02
MEAN 8.47325E+L) A45199E+01 T,09383E+00
VAR 2020574540 1.165C65+03 B4 ETIIFE4CD SUBRAUTINE COVMAT N = 19 M = 3
(4] 502339TE+O0L 4eDIAGOE+OL 4, 15150E+01

PASAL nAked HNOe TRLCS  DAGK
SUM 1.8333LE+403 1, 366!3F003 1.0036LE+02

COVARIANCE MATRIX

BASAL ARES NG. TREES RAGR

3 Do GLUSIEH :
VAR 2.3‘5(4[*(3 1 81400&063 1.53938=001

1 2 _
BASAL AFFAL 2.205TBF+(3
ND, IR 7o 99 184E +0 4£S506E+03 S ———
BAGE 3 8,15627E201 E.64B83E+01 B.67339F+00 ¢ ; x
FASAL ARCE NO. IREES OAGF —— ——
1 2 3
CORRELATICN HATRIX . N9, TREES 2 1.17663£+03 1,81400E403
BASAL PREA NO, TREES  BAGP BAGH 3 l.3od < 1. * 3 = :
1 2 3 :
"BASAL AREAL 1-GCO0 o
NOe TREES 2 +» %538 5 1 » 0900 . ‘ -
o — ; FYY - T COFRECATICN WATP T
BAGR 3 *56% 1 = BE34 T.0000 ! L Ix
1 2 3
T BRSAL ERENL T-0CTT
“BAGK 3 e 1290 > O0T] ~ T+ UJUUU
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SURRCUY INE COVMAT N= &9 Mo

3
TASAL ARER WCs Th T
SUM 1.136625on3 9.46532E 402 s.aaesss§o:
LTS e 21G03cF0l 1a ¥ t+ NEW CYCLEeaoTCC 16
VAR _ 5.1504.&»07 a.svozrs+uz 4. 75811=*co )
TV > 18 . T+03 1.20243E+02
!"WE“ !‘!ﬂtE HATPTX
SURRGUT IKE COVMAT N 20 N = 3
2 3 .
""FIEKE‘ZF!TT‘ETISEfxn+az BASAL ARLA MCe TRZES  BAGA
NOs TREFS 2 4.51626E+C2 6.87927£402 _sun 5., TU+2TE#02 3,527 4lE+D2 3, 56903E+0
BEGE 3 3.5'!3??731"'233535361 % 750 TTE+00 HEAN - 2832 L4FE+CL Lo763TOE+OL 1, 78L92E+00
- VAP, 40 7937TE4C2 5433290502 4,37599E+00
Fi cv ~ T«67659E401 1.180226+02 le 1TL198E+02
~——TTPRECATITN WETRIX
FASAL BRER RO<REES AT COVARTANCE MATRIX
BESEAL #PFFT T.UC0T BASAL AREA NO. TREES  BA BAGR
ND. TRESS 2 e 7552 1+ 0000 _ 1 2 s
Aty 3 . 12806 Py rix 1. 0000 RASAL AREAL 4, TS3711E+C2 “
MO, TREES 2 3,32H6BE+02 4,33290E+02 _
BAGR 3 3,3135)E+C1 4.22859€40] 4%,37599E+00
CORAELATICN MATRIX
BASAL ARFA NO, istis B'li:ﬂ
BASAL 7 REAL 1.0CC0 —
NJ. TREES 2 + 7204 - 140000 .
BAGR 3 . 1235 eG1L1 1-0009
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APPENDIX G

Sampling Simulation Results for Two Populations

Results of a sampling simulation using three variations of
probability proportional to size sampling are summarized here for
two small finite populations. Population one has 115 elements and
population two has 12 elements.

Notation

N = population size
R = Number of replications of the sampling procedure
N
e Sy,
i=1
/Y\ = estimate of Y, depends on sampling procedure and may be one of the following:

n

PPS/WOR = T

A 1 :
Yopsor * @ z t; where t; = y./p, k-1
i“r1
>,
1= ( - P
L < j=1_%i
and t L Yyt Yy P 2k =2,...,n
i=1
n
=1 4
?epsmn nz iy
i=1 Pj
n
e £ 5 3

where PPSOR = Sampling with probability proportional to size for the remaining
elements in the population (Raj. 1973, p. 57)
PPS/WR = Sampling with probability proportional to size, with replacement
PPS/WOR = Sampling with probability proportional to size, without

replacement
R
A 1 i A .
E (Y) = R Z Yj’ where Y is one of the estimators given above

=1
A A
MINCY) = min (¥, § = 1,...,R)

A ”
MAX(Y) = max (Yj, j=1,....R)"
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PROP:1 SE = proportion of the R estimates Q which fall within ¢ 1 standard
error of the estimate

PROP:2 SE = proportion of the R estimates Y which £all within ¢ 2 standard error

V(?) = population variance of ’Y\, depends on the sampling procedure and may be
one of the following:

m
Vi¥pcng) = = 9 2
(ppsor? * “w -1y Z (t; - Yppson)
1

i
Vippsmp) * T G-

M

o |
V¥ppsmor? = V (Ypps/wr?
R

s = 2. )

j =

MIN ) = min (ir‘(?j). }=1,..:R)
Max V(1)) = max 67(?,)- = 1,0,

Y
MINRSE = min (RSE = —2——, j = 1,...,R)
J f"(?);)

MAXRSE = max (RSE, , § = 1,...,R)

e R L2
| cv (v(?(?)) = —E—g@— where V(V(Y)) = R'Iz E(Y) - z vl(n]

RUN = computer run identifier

'y
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¥ . sauPLING WITHOUT REPLACEHENT
© NLHBER OF REPLICATES
200
JHBER OF UNITS TN POPULATION
) 13

Population ¥1

Table G-1. Population #1 data,
population size is

115 units
% % AUXILIARY VARIABLE
¥ s VARIABLE OF INTERESY
® » SELECTION PROBABILITY NBTAINED FROM X -
m’ -
UNIT 1D X \ ’ UNIT 1D x v
T 8 24,2000 17,2800 +000% 8y 142 39,6008 63,368
2 9 1&3.1000 53:.7600 0046 82 146 %av.ogog 52:4433
2 10 1 7ogpoe ‘g';29° *0065 03 447 728,0000 192.0000
: 11 . + 7000 »7600 20003 04 448 526,0000 3169,1200
» 14 59,8000 36,4800 10023 5 349 29,4000 47,2800
; 15 231.,0000 403.7600 » 0090 06 %2  445,8000 55,6800
16 349,7000 149-7§°° 104306 07 453 758,0000 192.0000
8 2 85,6000 63.3600 +0633 08 154 B04,0000 461.2800
? 24 276.7000 132.4800 » 0108 09 4198 : 368,7000 117,3200
0 22 358.0000 133.6000 10139 70 138 382,7000 161,2800
13 26 97,2000 67,2000 +0038 g: . 459 834,0000 145,9200
32 27 S08,0000 3192.0000 10197 f2 160 342,3000 124.8000
'Y : 13 28 287,2000 138.2400 +0314 I3 4163 313.6000 1017600
34 32 132,%000 97.9204 10052 %' 164 62,0000 192,0000
15 33 333.1000 3157.4400 0929 ° 15 465 446,5000 134.4000
16 34 188,0000 11143600 +0073 16 466 278.,0000 $7.9200
17 38 108,8000 11%.2000 10042 17 167 229,000  80.6400
18 ¥ 49,6000 46.0800 8019 8 170 378.0000 192,0000
( 19 4 83,6000 23,0400 100143 9 4171 257,0000 134,4000
40 44 69,1000 %0.2400 gn2? 8o 172 154,1000 74,8800
) s %0 42,2000 61,4400 10046 81 173 24p.5000 84,4800
&2 58 42,2000 83,4400 (0048 B2 4176 32,0008 126.7200
; 23 62 42,2000 61,4400 0046 g3 177 409.0000 132,800
s ¢4 60 24,0000 38,4000 +000% 64 178 318.3000 124.,8000
| e 4 18,6000 30,7200 0007 #5479 3.0008 1.9200
; 56 80 65,2000 44,1600 0025 B6 482 122.8000 72,9600
; 7 8 _ 33,0000 19,2000 +0043 87 183 379,7000 130.5600
: ¢s  8b 198,8000 76,8000 <8077 ts s8¢ 334.6000 119,0400
» ¢ 87 . 169,9000 710400 20068 89 188 184,10006 107,5200
: o 92 233.8000 92,1850 0094 Yo 189 110.4600 53.7600
; 31 93 154,3000 65,2800 10069 51 190 139.4000  63.360¢0
g 32 98 354,0000 136,3200 +0137 ¥2 194 54,6000 57,6000
» 35 99 ‘ 362,0000 59.8400 (0340 3 195 52,4000 26,8800
34 400 184,0000 61.4400 00714 ¥4 196 - 78.1000 40,3200
35 104 46p,0000 153.£000 ¢087R ¥5 200 64,8000 51.8400
36 108 442,0000 117,1200 10171 v6 204 . 252,0n06 71,0400
'Y - 37 106 162,4000 59,5200 0003 ¥? 202 269,5000 97,9200
| 38 102 19.2000 7.6800 +0007 :g 533 %%f':ﬂﬂ% ;g.gguo
; . o2l %1 W40 13 7.9200
i il qifil A g o b
42 112 107.5000 53,7600 0042 101 212 169,4008  99.58400
43 934 136,0000 32.6400 +0053 102 213 283,4000 71,0400
a4 146 432,0000 15%,5200 00167 103 214 39,6000 19,2000
& 17 i 640,0000 182.4000 0236 194 218 2¢2,2000 107.5200
¢ €6 j18 121,0000 74,8800 10047 105 219 130,7000 55,6800
a7 120 154,3000 63,3600 onep 196 22¢ 6,1000  3.8400
a8 122 422,0000 157.4400 ngse 107 c22 #1,3000 34,5600
;9 123 740.,0000 $86.2400 0775 108 225 59,3000 99.8400
30 124 138.6000 63,3600 Jgp5e  1v9 230 49,5000, 24.9400
21 126 150,0000 48,0000 <0658 110 23 205,6000 94,0800
92 128 145,2000 71,0400 0058 11 239 51,8000 28,8000
( 93 129 732.,0000 192,0000 0284 112 2% 193.6000 305.6000
¢ - 34 439 130.2000 %9.5200 0050 113 242 12,7000 13,200
%5 132 §7.9000  9.,6000 (0007 414 243 250,5000  90.2400
56 134 109,2000 31,8400 onez 315 249 66,4000 38,4000
27 135 734,.0000 192,0000 0PR% . ,
28 136 133,4p000 44,1600 0052 TOTAL 22793.200010250,8800
29 14 187.8000 37.60060 +0053
o B T .t S 94,0000 192.,0000 L0036 AVERAGE 224,287 89,1384
RIGINAL, pa¢
F or AL PAGE 15 G-3

OnS4
- 200066
282
+0204
10011
2057
00?9‘
10195
0443
0207
+0433
+0922
0218
0164
0908
0089
0130
10060
«0093
+ 0336
10150
+ 0123
0001
0048
00347
+ 0230
0071
' Q043
0054
0021
+ 0020
«003¢
0023
+ DO TR
«0109
LY
N 1E%
113
« G056
011
. s0N0Y!
008
» 005
000
Q03
N2
+00%
«00B
002
007
000
«009
1008

1,000
«0DE

ke b



SAPLING WITH REPLACEMENT

NLMBER OF REPLICATES

230p

NUMBER OF UNITS IN POPULATION

12

X s AUXILIARY VARIABLE
; ® VARIADLE OF INTEREST
&

SELECTION PRNBABILITY NBTAINED FROM X

UNIT 10

PGE
PGE
PGE
PGE
PGE
PGE
PGE
PGE
PGE
PGE
PGE
-PGE

W T~ O e N

pays =
N o

wyb
1e19
1+22
207
2=1%
2=33
J=4
=7
3-13
4=7

4-17‘

4-20

TOTAL

AVERAGE

X

18.4000
15.700“
9,2000
68,5000
1.6000
13.8000
15.7"0”
16,4000
18.2001
$.2000
11.2000
10,4000

146,3p0n

12,1917

Y

17,7148
27,9630
~x5.8611
9.,5904
34,5842
65,3495
58,1705

70.6177

32,9078
11,5472
18,8801

427,896

35,6580

Population #2

L4

. 012’5
+1073 -

«+ 0629
sA4A
+ 0109
0943
+1073
3121
01?4‘
b2y
+0706
0741

140000
+0R33

Table G-2. Population #2 data, population size is 12 units
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POPULATION #1 N = 115 n =15 200 REPLICATIONS

l T - ;
1 2 3 1 2 3 :
Y 10251 10251 10251 10251 10251 10251
E(®) 10198 10290 10308 10195 10325 10357
MIN ¥ 8404 8262 8330 7806 8187 8162
MAX ¥ 15169 14559 14729 16065 15105 15172
PROP*1SE 7400 .8150 .7300 .7350 7150 .7100
PROP2S .9700 .9600. .9400 .9500 .9550 .9500
) v(¥) 1,460,354 1,350,601 1,765,733 1,857,933  1,700,433.4 1,812,955
< E (V(¥)) 1,407,140 1,637,944 1,593,828 1,597,784 - 1,962,819 1,899,458
MIN V(¥) 91388 . 103,398 81123 . 101,001 126,192 136,022
max (9 |, 10,669,310 9,867,814 10,837,540 12,447,447 16,021,953 10,872,164
MIN RSE .0353 .0336 .0327 .0367 .0385 .0411
MAX RSE 2344 2418 .2343 .2606 .2650 .2481 ;
o~ y(w?(i?» 1.5070 1.2945 1.3850 1.6175 1.3340 1.3409
:
RUN J1979C2 03/19/76 FAPCA@1 03/19/76 i
Table G-3. Results of repeafed sampling from Population #1 with a sample size of 15 using three different samp- -
1ling proccdures and-three different random number sequences.




POPULATION #1

PPS Sampling Without Replacement

Random Number Seed

1
Y 10,251
E(Y) 10, 360
MIN ¥ 8,469
MAX Y 16,190
PROP + 1 SE .7450
PROP + 2 SE .9550
veY) 1,592,¢ 51
EQV(Y)) 1,706,046

MINV(Y) 116,831
MAX V(Y) 14,444,207
MIN RSE .0401
MAX RSE .2451
CVEV(Y))

RUN FAPCAQO

Table G-3, continued.

2
10,251
10,469

8,393
15,192
.7550
.9550
1,572,780
2,056,240
121,059
12,409,517
.0361
.2567

06/23/76

U B T R b5 3 3 ) A R 1€ b o e

Random Number Seed

5
10,251
10,483

8,463
15,405
.7250
,9250
2,023,960
1,969, 355
103,009
13,625,708
.0369

.2444



- POPULATION $2 N=12 n=4 2000 REPLICATICNS - ﬁ
% PPSOR ESTIMATE SAMPLING PPS ESTIMATE SAMPLING -
o WITHOUT REPLACEMENT WITH REPLACEMENT i
L | |
' . RN SEED _ RN SEED
Bz 1 2 3 4 1 2 3 4 #
FhWn
Hhoo N . _ :
§ o & ¥ ]427.90 427.90  427.90  427.90 427.90  427.90  427.90  427.90 j
2 a e E () |[427.32 426.87 428.21  425.35 427.40  426.46  427.80  425.30 g
g § 3 MIN Y |[220.39 216.15 216.15  215.50 183.08  154.40 154,40  154.40 5
§'o€' '§ MAX ¥ |702.89 701.17 - 679.43  666.28 747.28  716.53  715.17  742.94
= :’.—;g-?_ PROP*1SE .7520 .7350 . 7465 . 7445 .6905 .6715 .6820 .6860
%3 P PROP*2SE .9830 .9785 .9825 9810 | .9625 -9540 .9585 .9515 j
o '; ﬁ% v 6017 6272 6045 6015 7765 8234 7926 8026 I
1 . A a *
~ -‘-}:’ §',§ E(V(Y)) 6230 6017 6075 6247 8207 7987 8060 8348 !
8m MIN ¥ (¥) 234 239 235 251 0 0 0 2
@ w S MAX V(%) 27433 29019 30874 28154 35130 34355 32532 32532 |
%g MIT RSE 0277 .0278 L0277 .0288 0 0 0 .0024 r ;_
EE MAX RSE 4132 . 4605 .4113 .4183 .5188 .5116 .5369 .5369 .5
8 E YV (Y)) 6929  .6815 .6934 .6691 .7294 7137 .7163 .7051
2=
D =
B ;
x : d
& § RUN FAPCAg4 03/19/76 FAPCA@9 04/14/76 i
Ew . :
o i
v B ]
23
= :
m




POPULATION #2 N = 12 n=4

Y

E(¥)
MIN ¥
MAX Y
PROP*1SE
PROP22SE
v
E(V(E))
MIN O(¥)
max V()
MIN RSE
MAX RSE
oY (v (®)

2000 REPLICATIONS

PPS ESTIMATE SAMPLING

WITHOUT REPLACFMENT

427,90
428.78
230,27
715,17
.7375
.9825
6112
9195
448
34229
.0381
4477
.6166

RN SEED
2 3

427.90 427,90
427.76 428.91
230.27 230.27
715.17 704.08

.7315 .7495
.9755 .9810
6345 6100
9029 9054

448 448

33354 39209 -
.0382  .0382
.4736 .4736
.6178 .6274

4

427.90
426.62
230,27
663.01
.7470
.9835
5980
9323

448

31518
.0382
4477
+6117

Table G-4, continued.

G-8




APPENDIX H

Quincy Ranger District Planning Model Application Results

The pilanning model applications results consist of six tables
H-1 through H-6 which show sampling system cost for various factors.




T R A E g el i o e e 1<t Th e ee

Table H-1. Allocation Results, Cell Entries Represent
System Cost
Strategy = STR2SD PSYU Size = 60 X 6
PRECISION
= .100 t = 1,96
{P ROB Cost CORREL Seed AE = .2 AE = .1 AE = .2 AE = ,1
C =175 8 1 3714 5747 5652 12042
5 : 2 3718 5760 5665 12075
C. = 11 9 1 3589 5396 5309 11234
4 * 2 3593 5404 5317 11261
- 1 2558 4467 4373 10428
Cg = 100 -8 2 2560 4476 4380 10459
c. = 11 9 1 2455 4181 4095 9762
4 i 2 2462 4190 4103 9790
PPS
- 1 3852 13646
Cc= 0 .8 5
- 1
€, = 111 .9 2
Cg = 778 " 1 12429 23190
2
_ 1
C, = 11 .9 2
N 1 4570 8956 8728 23845
Cg = 175 -8 2 4577 8978 8759 23805
C. = 11 g 1 4415 8560 8351 23031
4 ' 2 4421 8578 8369 23075
C. = 100 8 1 3430 7660 7446 22259
[3 : 2 3435 7679 7465 22305
EQUAL { "4 ) 2 3309 7356 7150 21635
- 1 4722 25341
Cc= 0 .8 2
c, = 111. 1
4 .9 2
C. = 778 1
5 -8 2 13387 34944
- 1
Cy= 11 .9 2
i |

et i e e
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Table H-2, Allocation Results, Cell Entries Represent
System Cost
STRATEGY = STR2SD PSU SIZE =
t=1.00 t =1.96
PROB cosT CORREL [AE = .2 | AE .2 | AE =
= 175 8
= 11 .9
= 100 8 2558 10749
= 11 .9
= 0 .8 3793 13875
PPS
= 111 .9
= 11 .9
= 175 .8
= 11 .9
= 100 .8 3205 19697
= 11 .9
EQUAL
= 0 .8 4500 22768
= 111 .9
= 778 .8 13193 32385
= 11 .9
H-3




Table H-3.

Allocation Results, Cell Entries Represent

System Cost

STRATEGY = STR2SD PSU SIZE = 10 X 10
t=1.00 1.96
PROB COST CORREL AE = .2 AE = L1 AE = AE =
CS = 175 8
C4 = 11 .9
C5 = 100 .8 a3 166
C4 = 11 .9
Co= 0 P 3758 14370
PPS

C4 = 111 .9

Cg - 778 a 277 23075
C4 = 11 .9

C5 = 175 .8
C4 = 11 .8

Cg = 100 .8 3119 18869
C, = 11 .9

EQUAL i

CS = 0 .8 4402 22003

' C4 = 111 .9
CS = 778 .8 13085 31711
C4 = 11 .9

H-4

Y
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Table H-4, Allocation Results, Cell Entries Represent
System Cost

STRATEGY = STRAT2S PSU SIZE = 60 X 6
T ' t = 1.00 t = 1.96 ;
PROB COST |SEED AE = .3 RE T T T AE =7 [ AE - .1
c. =200 1 X 1542 4782 4620 15537 |
3 i 2 X
b2 1548 4813 4650 15618 |
CZ = 23 i
%
c. =125 1 1295 4256 4106 14426 |
3 2 l
C, = 23 .
PPS 2 ‘
- 1 4479 67892 |
3= 0y , |
€, = 147 !
- . ¢ 2630 20505
Cy=575{ 5 |.
Cy =200 1 3344 9769 | 9461 28196
2 3360 8820 9510 28342
c, = 23
C; = 125) 1 2718 8446 8166 25593 :
' 2 2732 8490 8209 25726 ;
EQUAL | C, = 23 | !
C,= 0 1 6729 90890
2 -
C, = 147 j
C, =575 1 6191 40249 i
2 y
c,= 23 ﬁ
H-5
R A 8 ket e n R E I i e et B B {




Table H-5. Allocation Results, Cell Entries Represent
System Cost

STRATEGY = STRAT2S

PSU SIZE = 40 X 4

PROB

COST

PPS

EQUAL

= 200

23

125

23

147

575

23

200

23

125

23

147

575

23

t = 1,00 t = 1.96
.=,-2 AE'!, -,,2 A..E'-
1362 14929
4461 67953
2826 21983
2489 24887
6200 90404
5713 | 39250
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Table H-6. Allocation Results, Cell Entries Represent
System Cost

STRATEGY = STR2SD PSU SIZE = 10 x 10

t =1.00 t =1.96
2

PROB COST [AE = . AE - .1 | AE = .2 | AE - .1

i

C3 = 200

C. = 125 1415 15274

C, = 23
PPS

4404 67138

C, = 147

C. = 575 3027 22918

c, = 23

C; = 200

C, = 23

C, =125 2440 24288

EQUAL c, = 23

C.= 0| 5879 87251

C, = 147

C, = 575 5720 /39129

c, = 23

.

H-7

R P S T




APPENDIX 1

Planning Model Example Output

The output reproduced here represents a typical detailed output
summary for a single model run.

The 59 constraints may be evaluated as follows:

1-8 max n*
9-16 max n'

17~24 max n

25-27 variance constraint
28-35 min n*

36-43 min n'

44-51 min n

5§2-59 minimum degrees of freedom constraint.

The current value of x entries represent 1/n*, 1/n', 1/n except for
entries under SUBROUTINE SUMRIZE which show n*, n', n. The sequence of
entries is

(n*h, h=1, ...,8)
(n'h, h=1, ..,8) 24 total values of ™"

(nh’ h=13-- -:8)

1-1
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Appendix J

Implementation Plan for the optimal Quincy Ranger

District sampling system

1.0 Introduction

The plan presented here for the Quincy Ranger District is intended
only as a brief summary of a plan which would be in considerably more
detail were the system actually to be implemented. The intent of this
summary version is to identify the major topics which must be addressed
prior to conducting the sample survey itself.

2.0 Estimation objectives

2.1 Population specifications -- The sampling population is defined as
all the land owned and administered by the U.S. Forest Service within
the Quincy Ranger District of the Plumas National Forest.

2.2 parameter specifications -- Three major parameters are to be estimated
by the sampling system: 1) number of trees, 5.0'" DBH and larger coniferous
species; 2) total basal area in square feet inside bark, trees 5.0" DBH
and larger, conifercus species; and 3) total basal area growth, annual, in
square feet inside bark, trees 5.0" DBH and larger, coniferous species.
These are the parameters upon which design is based. Other parameters
could be incorporated, if desired, but without any opportunity to control
precision obtained.

2.3 Desired format for summarizing estimates -- A tabular output is
required showing the estimate, the samplé estimates of variance, the
standard error and the relative standard error in per cent.

3.0 Summary of the planning phase

3.1 Data utilized -- Spatially referenced land use/vegetation class data
for grid cells of roughly 1.1 acre were obtained from analysis of LANDSAT
multispectral data. Supplementary data from large scale photographs and
field samples were used to estimate the parameter set and its associated
covariance matrix for each vegetation class. Ownership data was used to
eliminate all non Forest Service la~ds., LANDSAT data was acquired in 1972,
sample data in 1974, and ownership data is from 1971.
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3.2 alternatives, considered and selection of optimum System -- The 1
alternatives considered have been described previously in section 3.3.3, g
Application Results, of the main report. That material and the development ;
of the best system would normally be included here. !

4

Particular sources of auxiliary data are summarized here since they
effect the implementation, especially measurement techniques. The
stratification and selection probabilities use the cell-by-cell vegrtation
class assignments (see section 3.2.2.2). Correlation coefficient for the
double sampling strategy is a reflection of the strength of the assumed
linear regression relationship between a photo variable, x, and the
variable of interest, y. In this application y is actually a vector
consisting of three variables (number of trees, basal area, and basal area
growth) the x vector would be the photo variable which best approximates
these variables, or a proxy variable which is strongly related to the y
variable. The correlation would also reflect the impact of other factors
in the measurement processes including photo variables (scale, date,
image quality, etc.) and interpretation variables such as the experience :
level of interpreters. In this application the same correlation is assumed :
for all variables. ~

R
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4.0 Sampling System Description

4,1 Sampling model -- The population to be sampled is specified in 2.1, ;
Sampling units are to be formed by partitioning the area into clusters of ®
60 x 6 pixels. The sampling frame is the set of sampling units defined ]
by the partitioning of the population.

4.2 Parameters -- The three parameters are defined in 2.2. J

4.3 Auxiliary data -- The land use/vegetation classification results are ;
to be used for stratification purposes. Interpretation of large scale

photographs provides supplementary estimates of basal area and number of

trees. These variables have shown strong correlation with number of trees, a
basal area, and basal area growth as measured directly at field plots. o

+
e

4.4 Sampling technique and estimators -- Stratification will be accomplished

by assigning each sampling unit to a land use/vegetation class based on the

class with a plurabity of '"good" pixels within each unit. Specifically :
there are to be 8 strata as indicated in Table 12 of the text. The ™y
sampling system is to be two stage with double sampling within each stratum. '
At stage I n' sample units will be selected in each stratum. Selection

probabilities for stage I units are proportional to size (see text). Within

each unit n/ second stage sample units will be selected. They will

consist of 0.4 acre circular plots located by systematic coverage of large

scale photographs at a scale of 1:1,000.
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Measurements of auxiliary variables {4.3) will be made for each selected
plot. From the set of all photo plots n, will be selected from each
stratum for direct measurement of the pa@ameter of interest.

4.5 Sample size and allocation ~- Sample sizes based on prier amalysis
(See text table 12) is as follows:

Stratum (h) mﬁ nﬁ n, nﬁnﬂ nﬁnﬂ

1 5 6 1 30 5

2 1 9 3 9 3

3 3 5 2 15 6

4 36 11 1 396 36

5 1 9 9 9 9

6 1 10 10 10 10

7 11 8 1 88 11

8 23 10 1 230 23
Total 81 787 103

5.0 Implementation procedures and specifications

This section would deal with the "how-to-do-it'" aspects of the survey
and three major topics would be addressed: 1) sample selection procedure,
2) measurement proceudre, and 3) data recording procedure.

6.0 Analysis procedures

This section would deal with the specification of method and procedure
necessary to analyse the data, construct estimates, and summarize the results.
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