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Technical Memorandum X-73372

OPERATIONS RESEARCH INVESTIGATIONS OF
SATELLITE POWER STATIONS

INTRODUCTION

Several concepts have been proposed for generating electric
power in space, transmitting the energy to Earth, and using the
energy as useful power. Initial analyses of these concepts indicate
that they may be competitive with future commercial power rates;
however, 1dvances in technology are required well beyond the cur-
rent state-of-the-art to make the concepts cost effective.

Three basic concepts have been identified as possible cost ef-
fective candidates: the photovoltaic, the thermal concentrator, and
the nuclear. The photovoltaic designs typically consist of solar cells
arranged with a lightweight concentrator into a large, essentially
flat array of 10 by 20 kilometers producing on the ordér of 18 giga-
watts of electricity. Such a satellite will weigh in excess of 100
million kilograms. To be of significant benefit to the U.S. energy
requirements, at least one must be placed in synchronous orbit
each year for 30 years.

The thermal concentrator system typically consists of many

large concentrating mirrors built of smaller flat facets which con-




centrate the solar flux onto thermionic diodes, thermal absorbers
for some working fluid, or a combination of both. This concept is
typically one-third the dimension of the photovoltaic, but twice the
weight.

The nuclear concept, using high t'emperature gas reactors,
seems to provide the best nuclear option and is considerably
smaller than the other concepts, but is much heavier.

Many concept and design questions are still open. The eco-
nomic availability of the SPS program will be strongly dependent on
the technical design, logistics, assembly, maintenance, and opera-
tions philosophies selected. There is a desperate need for techniques
that will search out the optimum answers to complex and involved
relationships of design, construction, and operation. To this end

the following research was proposed.

DESCRIPTION OF RESEARCH
Develop a systems model of the current in ' vuse design of the
satellite power stations of both the photovoltaic type and the solar
concentrator with a thermal engine type. The models should be of
sufficient scope to include the interrelationships of the major design
parameters, the transportation to and between orbits, assembly and
maintenance, and power benefits throughout the useful lif'e of the

system., Define a figure of merit describing the power benefits, and




develop a method for finding the benefit partial derivatives with
respect to the significant design variables. Investigate nonlinear
programming methods for optimizing the model design for maximum
benefit subject to linear design constraints. Implement an appro-
priate optimization method,

Develop a systems model of a reasonably equivalent ground-
based solar power station and apply the above techniques to optimize
the design. Evaluate and compare the power concepts investigated.

The level of depth of model fidelity should be limited to the
extent necessary to prove the analysis technique. Sufficient depth
should be included, however, to facilitate expansion of the models
for more detailed in-house investigations.

This research is intended to be performed during two 10-week

terms of activity, specifically, summer 1976 and summer 1977,

STUDY STATUS
During the first term, investigation of contractor descriptions
and NASA discriptions of Satellite Power Systems indicated that
the model eqiations could be described by nonlinear equations con-
strained by bounded variables. An optimization procedure was
developed to solve a set of equations subject to such conditions and
was applied to an expanded version of the ECON sizing equations

‘(reference 1). The program was debugged and applied to the low




Earth orbit (LEO) vs. the geosynchronous Earth orbit (GEO) assem-
bly questions and to the photovoltaic and thermal concentrator
design. The fidelity and extent of the model equation was not suf-
ficient, however, to adequately investigate the pertinent question,
but was quite adequate to verify the optimization techniques and
procedures.

The following term will bring the model equation into consis-
tency with current concepts and will expand them to be able to ade-
quately address some of the critical problem areas previously men-
tioned. Comparative analyses of alternative concepts will be con-
ducted and, if time permits, an equivalent ground-based solar

concept will be modeled to provide a more firm basis of comparison,




RESEARCH OBJECTIVES AND PROCEDURES

The objective of this research was to investigate the potential
of using operation research techniques in planning the logistic re-
quirements for the construction of a Satellite Power Station (SPS).

As in most operations research studies development of a mathematical
system model was a necessity, Specific attention was given to
developing a model of the transportation to and from orbit and of the
assembly subsystems. The modeling approach taken was to define

the pertinent decision variables in the system. The values of these
variables are of prime interest and will be directly determined through
the solution procedure. An existing mathematical model was modified
in order to integrate the decision variables, system parameters, and
systen‘i restrictions into one model. The final product of the modeling
was the determination of an objective function that defines a measure
of the effectiveness of the system. This objective function provides a
means of comparing alternative feasible solutions.

The second step in the research activity was the investigation of
optimization techniques that could be applicable to the analysis of the
existing mathematical model. Optimization techniques fall into two
major classes - linear and nonlinear optimization methods. If a

mathematical model contains only linear interrelationships between the




decision variables and system parameters in both the objective
function, as well as, in all the constraints, the model is classified
as a linear optimization model., Otherwise, the model is categorized
as a nonlinear optimization model, Solution techniques applicable
to practical nonlinear optimization models are not as well developed
as those used to solve linear optimization problems.

Most solution techniques used to solve optimization problems
are iterative, That is, the optimal solution is found in a step-wise
fashion., Each successive iteration provides a new set of decision
variable values that produces a superior value of the objective function,
and the optimal solution is determined at the final iteration. The final
product of this research was the implémentation of a computerized
algorithm that can be used to numerically solve a bounded nonlinear
optimization problem.

Satellite Power System Model

The Satellite Power System model consists of the following
subsystems: (1) the satellite sizing subsystem; (2) the assembly
equipment sizing subsystem; (3) the trax;sporta.tion subsystem; (4) the
ground station support subsystem; and, (5) the cost subsystem. Figure
1 depicts the five subsystems and their interrelatiénahips. The satellite

sizing subsystem for the photovoltaic SPS concept consists of the
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following output variables:
(1) Power output at rectenna (kw')
(2) Aera of the solar blanket (km2)
(3) Aera of the solar concentrator (kmz)
(4) Mass of the solar blankets (kg)
(5) Mass of the solar concentrator (kg)
(6) Mass of the conducting structure (kg)
(7) Mass of the non-conducting structure (kg)
(8) Mass of the central mast (kg)
(9) Total mass of the antenna structure (kg)
(10) Total mass of the dc-rf converters (kg)
(11) Total mass of the antenna interface (kg)
(12) Total mass of the phase control electronics (kg)
(13) Total mass of the antenna (kg)
(14) Miscellaneous mass (kg)
(15) Total mass of the operational satellite (kg)
The fifteen preceeding satellite sizing variables provide inputs to the
four other subsystems.

The assembly eguipment sizing suosystem determines the
individual and total mass of assembly equipment and personnel required
for the construction of one SPS. Certain decision variables found in this
subsystem are the percentage of total satellite mass to be assembled
by man input, total man-days of construction fime, rate of manned-
assembly, rate of remote controlled assembly, and the productivity
of operations in space, Outputs of the assembly equipment sizing
subsystem are total mass of the satellite to be assembled by man input,
total mass of the satellite to be constructed oy remote construction,

total man-days of construction time, total machine days of construction

time, number of on orbit personnel, number of on-orbit teleoperators,




total number rf fabrication modules, total number of manned
manipulators, total number of LEO space stations, total mass of
the fabrication units, total mass of the teleoperator units, total
mass of the Low Earth Orbit (LEO) support vehicles, total mass of:
the extra-vehicular activity, total mass of the manned manupulator
units, total mass of the LEO space stations, total mass of the
assembly equipment propellant, and total mass of the space station
resupply. The outputs of the assembly subsystem provide inputs to
the transportation requirements subsystem and the cost subsystem.

The transportation subsystem computes the sizing of the
components necessary to transport the crew modules between the
LEO and geosynchronous (GEQ) space stations. Among the required
inputs are the mass of the crew modules, the mass of the orbital
transfer vehicles propellants, total construction tirne, and the time
between crew rotations.. Also, an advanced ion stage is sized to
transport an assembled SPS from LEO tc; GEO. If other alternatives
than LEO assembly are to be considered, this subsystem would be
substantially modified. Other significant factors computed by the
transportation subsystem are the heavy lift launch vehicle require-
ments for the construction and cquipment support for the assembly of
one SPS and the Shuttle requirements for the transportation of

personnel to LEO and vehicle requirements for transfer to GEO.




The cost subsystem utilizes the output of all the previous
subsystems and the ground station support subsystem. The final
product of the model is the output of the cost subsystem, and is
an expression for total production cost of one SPS. The cost
expression is composed of the total LEO launch cost, total space
station and assembly cost, total satellite procurexﬁent cost, and
the total ground station procurement cost. Presently, the cost
model is an aggregation of an earlier model developed for NASA by
ECON (1) and current MSFC concepts. The model has been trans-
formed into s FORTRAN subroutine consisting of 169 decision
variables and parameters. Many of the interrelationships between
the variables are nonlinear.

NONLINEAR OPTIMIZATION METHODS

Classical Optimization Methods

Classical nonlinear optimization techuijyues are based upon
theoretical mathematical analyses that invc lw;'e an application of the
principles of calculus to problems involving maxima and minima.

In order to apply the classical optimization techniques to the minimization
(maximization) of a function, the function must be shown to be continuous
and differentiable within a region (R) and to have a minimxfm (maximum)

within the region. The well-known theorem of Weierstrass (3) states:
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"Every function which is continuous in a closed region R of variables
(X}, X2,..., Xp) possesses a largest and a smallest value within

the interior or on the boundary of that region." Therefore, this
theorem asserts that an extreme point exists within or on the boundary
of a region R. Gottfried and Weisman (4), Hadley (5), and Taha (6)
among others present discussions of the application of classical
optimization techniques to single-dimensional and multi-dimensional
unconstrained functions. These techniques are based upon satisfying
certain necessary and sufficient conditions, The necessary condition
for a function, f{(Xj, X3,..., Xp), to pass through an extremum at
the point (X109, X205.-., Xpno) is that the partial derivate of f(X1, X3,

..., X,) vanishes at (X9, X2¢0,..., X The extremum may be

no)'
a relative maximum, relative minimum, or a saddle point. The
sufficient condition for the characterization of an extremum as a
relative maximum, or a saddle point. The sufficient condition for the
characterization of an extremum as a relative maximum or minimum

is restated by Gottfried and Weisman (4) as follows:

Let f(Xl, Xy,..., X)) vary continuously in an open region R. Consider

the set of determinants D, i= 1, 2,..., n, where n
3f af a f
X% dX;2X, X, 2Xp
2 f
D; = af 2L ... a1
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N 3 f . 9

2
IX 2X;  aX 2X; X,

evaluated at (X109, X20,:-+» Xno)

If 2f/ 3X1=f =... = Sf =0at(X,q, Xpgse++s» Xpo) then,

oX2 X,
(15 Dj less than 0 for b =1, 3, 5,... and Dj greater than 0 for L=
2, 4, 6,... indicate the presence of a relative maximum at (X)0, X3¢
eoos Xnole
(2) D; greater than 0 for (: =1, 2,... nindicates the presence of a
relative minimum at (X0, X20,+¢+, Xpo)-
(3) The failure to satisfy conditions (1) or (2) indicates a saddle point
at (X10, X205+ Xno).
Although the preceding conditions are satisfied, the classical approach
to solving maxima and minima problems can only guarantee local
minima and maxima and does not provide a direct means of finding
the global or absolute minimum (maximurr;).

Classical optimization theory has been extended to minimizing
(maximizing) a function (X}, X2,..., X,) subject to n equality con-
straints of the form g,a' (X4, XZ' «+esy Xp) = 0. The technique employe'’
is the method of Langrangian Multipliers. Kuhn a.x.xd Tucker (7) derived
the necessary and sufficient conditions for the Langrangian function to
possess a saddle point at (Xyg, X30s+«+» Xno» M10s A 2000 A mo)

In principle, classical optimization methods may be applied to a
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general class of nonlinear problems (either constrained or unconstrained);
however, severe computational difficulties arise when solving high-
dimensional problems. In fact, Hadley (5) asserts that classical

methods are best suited for theoretical analyses or especially simple
situations. They are not suited for numerical computations. Gottfried
and Weisman (4) state that while classical theory serves to provide
insight into the characteristics and problems associated with ex-
tremizing continuous functions, it does not provide efficient computational
procedures for optimizing practical problems. However, classical
theory provides a basis for the development of more efficient
computational algorithms,

Unconstrained Optimization Search Techniques

Since classical optimization methods have been proven an inadequate
means of solving practical nonlinear optimization problems, several
numerical searching algorithms will be discussed as potential problem
solving methods. Many numerical techni.ques operate in a sequential
fashion. The algorithms search for the optimum by generating a
succession of search points, and most use past information (previous
search points) to determine a new search point with a corresponding
improvement in the objective function. If the objective function is
unimodal, sequential search techniques will yield an absolute optimum;
otherwise, the procedure may only yield a local minimum (maximuim)

or a saddle point. Gottfried and Weisman (4) state that although many
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practical engineering problems contain multi-modal objective
functions, one can usually determine a subregion over which the.
function is unimodal and sequential search techniques provide a
useful means for locating the optimum.
The simplest forms of search techniques are known as direct-
search techniques. Such methods evaluate a function at several data points
within a region in order to estimate the location of the minimum

(maximum). A typical one-dimensional function is depicted below:

/{.ﬂx)

{ i |
) | 1
L x ¥ w

The function £{(X) is unimodal on the interval (L., U), The minimum

of £(X) lies at X*. The goal of a direct search technique is to isolate
the absolute minimum of f(X) in the interval L after the evaluation of
seven data points. The more powerful of two search techniques is the
one that produces the smallest interval of uncertainty, Ln. Typical
examples of one dimensional search techniques are the half-interval
method, symmetrical two-point search, three-point search, Fibonacci

search, and the golden-ratio search. Gottfried and Weisman (4) suggest
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that the Fibonacci and golden-ratio search techniques are among the
best available one-dimensional algorithms.
The golden-ratio search is based upon the golden ratio (P=1,618034).
The procedure used by the golden-ratio search on the interval width
Lo is as follows:
(1) Locate two search points a distance Lg/P from the end of the

orginal interval, Lg.

— L,
e o T e

L 4 -7 u-

(2) The new search interval becomes:

&

L, 7

L P

(3) Locate two search points within the interval L,, 1/P units from
the new end points and evaluate the function at each point.

(4) Continue the procedure outlined in step 3 for M iterations,

(5) The estimation of the value of X that provides the optimal
value of {(X) lies at the center of LM, the last interval of uncertainty.
The golden-ratio search procedure is an efficient technique and
possesses decided computational advantages over Fibonacci search
method. The algorithm is easily programmed on a digital computer
and can become one of the components of a multi-dimensiongl gradient

algorithm,
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In order to minimize (maximize) a multi-dimensional continuous
function £(X;, X2,..., Xp) that is differentiable and unimodal, a class of
numerical techniques known as gradient methods can be utilized.

These methods are based upon classical optimization theory and employ
numerical procedures to locate the point (X, X3,..., Xp) that
optimizes £(X}, X2,..., Xn). Among these procedures are the method
of steepest descent, the conjugate gradient procedure, and the
variable-metric algorithm.

The method of steepest descent utilizes numerical techniques for
minimizing the function (X, X2,..., Xp). An algorithm for the
method of steepest descent outlined by Gottfried and Weisman (4)
is as follows: |

(1) Find an initial point (XiO’ X205+ +¢» Xpo) within the region
and evaluate £(X10, X20s+++» Xno). |

(2) Evaluate the gradient vector V7 (X, X2,..., Xno) at the
point (X10, X20,+++» Xno). The partial deri;rate evaluated
numerically is as follows:

S f ~ (X1, X2,..., Xi+D/2,...) - (X;, X2,..., X;-D/2,...

3Xi D
i=1, 2,..., n
(3) A new point (X, X;,,..., Xp)) is found by
(X110 X21se 000 Xpy) = Xy00 X200 005 Xpo) -

f(xlo, xzo,...’ xno) T
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The new point is found by proceeding in the direction of. the negative
gradient an arbitrarily small distance indicated by T. (T may be a
scalar or a vector of dimension n).

(4) Let (X190, X20s0++s» Xpo) = X11» le’ eeey, Xn1) and return to
Step 2.

(5) The procedure ends when:

3f L, .+ E£nOforalli
37 < €

and the last point determined is the stationary value of {(X,, X2,...,
Xap)e The method of steepest descent may lead to a saddle point
rather than an extremum, although this is unlikely (8). Nevertheless, the
characteristics of the stationary point can be analyzed by using .random
search techniques.
The steepest-decent algorithm can be improved if T is chosen

in an optimal fashion, such that, F(Xl, X5,.40, X, ) possesses a
relative minimum along the line joining Xk and X;“{H_ W‘here:

Xg = X1gs» Xogse-es XNK)

X:‘<+1 =Xg-VIT
A one-dimensional search technique can be utilized to find the optimal
distance to move along the line joining XK and XK+1. The point
is Xg41 where, Xg4) = Ok XK + (1 - Ok) X?{H. The vglue of Oy is

found using a one-dimensional cptimal search technique.
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f(xKH) less than \f(XK) and,

f(XK+1) less than f(xif;.;.l).
The steepest descent method works well if the computation occurs
on the interior of the regions; however, if the search region is
bounded a <« X « b and the gradient vector is directed out of the region, thé
one-dimensional search may proceed to move outside of the region. The
move should terminate at the region boundary. Another difficulty
arises when the gradient vector is calculated at the boundary and
some components point outside the boundary. Gottfried and Weisman
(4) state when this occurs, it is generally satisfactory to set these
components equal to zero and search in the direction of the modified
search vector, The optimal steepest-descent procedure terminates when
the modified gradient vector is sufficiently small.

Although the method of steepest-descent is one of the most straight-
forward of all the gradient techniques, it still possesses some numerical
difficulties. The number of computations req'uired to extremize a
function depends upon the degree of the function's sensitivity to changes
in the independent variables. Also, the steepest descent method may
"zig-zag'' toward the optimum and requi_re many steps of decreasing
size as the optimum is approached. |

In contrast to sequential optimization techniques, random search

techniques are not based upon classical theory and can be applied to
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a more general classification of optimization problems. The functions
need not be continuous, differentiable, or unimodal; therefore, the
rationale behind the random search technique is not mathematically
sophisticated. A point within the region of interest is chosen at
random and the function is evaluated, The procedure continues until

n points have been evaluated. At the termination of the search, the
point found yielding the best value of the function is the extreme point.
Random search techniques are useful in evalu;ting discontinuous
functions and for terminal explorations when using sequential optimization
techniques. Gottfried and Weisman (4) note that random search -
procedures offer a practical approach to the initial exploration of a
function that may be multimodal and that their use in combination with
sequential methods is often highly effective.

A Computerized Optimization Program

In order to achieve a flexible nonlinear optimization routine, a
computer program that combines a random search procedure and an
optimal - steepest descent algorithm was written in FORTRAN, The
theoretical background for thesc numerical procedures employed by
the program was presented in the pfevious section of this report. The
program was designed to be a modular program consisting of a generalized

main program and collection of specialized subroutines. A simplified
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chart for the main program is depicted in Figure 2, The main
program performs input and output activities, Specific input require-
ments are discussed in detail at the end of this section. Also, it
conductslthe random search, and monitors the sequential search
procedure,

The random search segment examines a specified number (NINT) of
points within the region of interest, The procedure is to determine at
random a value for each bounded independent variable and evaluate
a user defined objective function called FUNCTN at this point, .Upon
completion of this segment, a current ''best'' set of values for the
independent variables has been found. This point is an estimate of the
extrem;xm and gerves as the initial search point for the steepest - descent
algorithm.

Asg in the random search segment, the optimal - steepest descent
segment minimizes a user defined function that is provided to the main
program through the subroutine FUNCTN, All independent variables
used by FUNCTN have their values stored as elements of the array X.
Also, system parameter values may be stored as elements of X. In
this research the form of FUNCTN is the modified ECON cost model
(discussed previously) consisting of 169 independent variables and
parameters. Specifically, the steps taken in the optimal - steepest
descent segment are as follows:

(1) At the point X evaluate numerically the partial derivatives

of FUNCTN with respect to the independent variables,
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(2) Normalize the vector of partial derivatives.

(3) Find a point XNEW in the direction such that the value
returned by FUNCTN can be improved.

(4) Perform a one-dimensional search for the point that
provides the minimum value of the objective function and lies on the
line connecting X and XNEW,

(5) Continue steps 1 through 4 for a specified number -(NMAX) of
iterations. A complete FORTRAN listing of this program can be
found in the Appendix to this report,

Example - Preliminary Results

Extremum
Extremum found by
Initial found by - 100 Point"
Decision Variable Point Random Search Sequential Search
Total Construction Time 330 330 330
(Days)
Time Between Crew
Rotation (Days) 90 177 330
Turn Around Time for )
HLLV (Days) 14 14 14
No. of Personnel that
can be carried Per
Shuttle Flight 68 55 99
Turn Around Time for
Shuttle (Days) 14 19 14
Fraction of Tdtal
Satellite Mau to be
Assembled by Manned
Input .20 .66 .79
Total System Cost $69G $64. 3G $60G
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Input Variable Definitions

Variable

X

KIN

Kl

NINT

NPRINT

INVPT

BNDLW

BNDUP

SCALE

Description

Initial random number seed - any odd
integer.

Number of independent variables and
parameters, i, e,, total number of active
X array elements.

Number of independent variables.

Total number of optimal - steepest
descent iterations.

Total number of initial random search
iterations.

Intermediate printout factor, i.e., print
every NPRINT iterations.

Array of independent variables and
parameters, KIN elements.

Array of the subscripts of the independent
variables, Kl elements. INVPT(L) indicates
the location in X of the L™ independent
variable. ‘

Array of lower bounds of the independent
variables, BNDLW (INVPT(L)) is the lower
bound of the Lth independent variable.

Array of upper bounds of the independent
variable with subscripts determined as in
BNDLW,

Array of scaling factor for the independent

variables. Scale (INVPT(L)) should posses:
a value between zero and one.

23




ENUF The minimum improvement in the
objective function that is acceptable
between successive iterations for the
optimal - steepest descent search to

continue,
Input Data Cards
Card Type 1
Variable Columns Format Type
KIN 1.5 I
NMAX 6-10 1
NINT 11-15 I
X 16-20 I
NPRINT 21-25 bt
Card Type 2
ENUF Punched in E10.6 format.
Card Type 3
X 5 entries per card in E15,8 format and a total of KIN
entries.
Card Type 4
Kl Number of independent variables pundhed in interger

format in columns 1-3.

Card Type 5

INVPT 25 entries per card in I3 format and a total of KI entries.

Card Type 6

BNDUP 5 entries per card in E15,8 format and a total of KI data
entries.

Card Type 7

BNDLW 5 entries per card in E15,8 format and a total of KI data
entries.
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Card Type 8

SCALE 5 entries per card in E15,8 format and a total of KI
data entries.

Program Subroutine Descriptions

NEWPT (X, XNEW, DIFF, EPS): Locates a point XNEW (J)
a distance EPS(J)*DIFF(J) from X(J)inthe direction of DIFF(J),
the partial derivative of FUNCTN with respect to X(J).

- GRAD (X,XNEW, DIFF, Y): Performs a sequential search using
the optimal - steepest descent method on the line joining X and
XNEW. Returns to the calling routine the current estimate of the
extremum (XNEW) and Y, the value of FUNCTN determined at
XNEW,

POINT (X, X1, D, X0O): Determines a point (XO) that lies on the
line joining the points X and XI. D (O less than D less than 1) and
provides a means of locating the point,

RANDU (IX, IY, YFL): Returns a random number, YFL, on the
interval between zero and one. IX is the preceding ''seed' number
and IY is succeeding '"seed' number.

INIT .L: Provides a nominal upper and lower bound for all non-
independent viriables.

FUNCTN (X, DEL.JA, ICOL, COSTMD): This is the user defined
function that is to be optimized. This subroutine operates with
two options.

Option 1 - ICOL equals 0. The function is evaluated at the
point defined by the array X and the value is returned to the calling
routine as COSTMD.

Option 2 - ICOL greater than 0. The function is evaluated at
the point X(1), X(2),... , X(ICOL-1), X(ICOL) + DELTA, X(ICOL +
1), ..., and the value is ret-rned by COSTMD. This option allows th«
user to numerically evaluzte partial derivatives of FUNCTN with
respect to the independert variable represented in array location
ICOL.
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CONCLUSIONS AND RECOMMENDATIONS

As a result of this research, the following can be concluded:

(1) A systems model describing the transportation and assem-
bly requirements for the construction of a Satellite Power System
can take the form of a multidimensional cost function consisting of
bounded decision variables.

(2) The characteristics of the decision variables at a '"point
design'' can be analyzed by evaluating the partial derivatives. This
information is one method of determining the significant variables
and can provide valuable information to system planners and
designers.

(3) The controllable variables can be adjusted within the
appropriate bounds such that the total system cost can be minimized
using a general computerized routine that was written to minimize
a nonlinear function in the presence of bounded variables. The pro-
cedure uses random and sequential search methods.

It is recommended that future research be directed toward
correlation with improved cost models with special attention given
to the definition of the interrelationships between system variables
and parameters. Further work should include the study of the appro-
priate systems model using the nonlinear optimization program
developed as a result of this research. A logical extension of this
research would be the development of an algorithm for the optimiza-

tion of a nonlinear objective function in the presence of linear con-

straints.
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APPENDIX A

J200 FOMTHAN (JeV) /0TS

PrUGoAM FALN

AHPR VLA

POUARAF LISTING

HEAL NILMP
DIPENSIUN AC200) o 1FF L2uu) o ANENI200) oY (2) oNTFEPILLV)
DIPENSTUN AL THI201)eSCALE LCVD)
UISENSTON ALOWL20)) exuP (200)
CUMMON RIoAINGIAVATL200) 2BAUUP (CUV) ebiULm il 0)
DAala (0IPF @ 2uNtien))

PESCAIPTIUN UF SIGHIY ICANT PHUGRAM VAar ] AHLES
Rl = pUME N OF INUEBPFADT VAR]AMLEDS
AN LPPEN AND LUWER HUUNU MUST HF PwOVILED

0000000000000 09000900A00000000000R0R000R00000R00QQ0N0000R00R0R0000000000000000
3a00000000000000000000000000000000000000000000000000000ER000000000000000000000

RIN = 1CTIL NUMBEN UF INDEPENUENT vARTAolLLS AN PaNPMETERS
A = AnNAY UF INULPENDENT VARIAHLLS AAND PanavtlERS

BAUUP = LANAY UF UMPEN HOUNDS FUR IMDFPePUEMT Van]AWLES
HUNULW = BiNAY OF LUWEN HOUNDS FOR LLNDFPENUENT VARJAULES

INVPT = AHAY THAT CONTAINS THE SUBSCRIPTS UF THF
INDE CEADEN] VANIARLEDS == INVPT (g) 1S THE
SULNSERIPT OF IRE J InUe VAWRIABLE

Ix @ [NITIAL RANDOM NUMBEW SEED = ANY UUD INTEGENW

SCALE = KAHAY OF SIEP SIZ2eS FUR INUVEPFNUEN] VANTABLES
SCALZ Y)Y =~ = ],

APHINT « 1LOwS THE USER TV RECILVE INTERMEUIATE PRINT
PHINT UCCUNS LVERY NPRINT LTERATYTIOAS

ANMAX « MARIMUM NUMBLR OF UPTIMAL = STEEFES! DESCENT JTENATIONS @@

NINT o MLALIMUM NUMBER OF INTT1AL NANDNM SELAKCHES

ENUF « wFSN OHJLUTLIVE FUNUTIUN IMPAOVEMENT 1S LESS THAN ENUF STOP

UELTAD ® J«0EN® °
* INPUT SEUMENT

HEAY éZnoulkoNPAl.NlNlolloNPl]Nt
FU-vATIBIY)
PUNVAT(BL]V.G)
HLAD €29+ENUF
PUNMAT (DA, (1603X))
Hea Se (x(1)ele]eKIN)
CaLL INITAL
FUNVAT(SE]19,.8)
KEAD 254K]
KEAD 290 LINVPT (L) olnleK])

PRINT 1000¢KINSAPARININTNPRINT LA

FUMVAT(IM] 99X 42PRTOTAL NUMBER OF VYARIAHLES = .leolo
ALUALAYMMAXIPUM NUMBER OF SEUUENTIAL SEARCH ITERATIUNS ® o164/
Bl02,45KMARLMUM NLWBER OF RANDCM SEARCH JTENATIONS = o104/
CIUR25HINTERMEDTATE PRINT BVERY ol69luM BILHATIONSZ o
DIOR,29HINTITAL RANDOM NUMYER SEED = 9]10)

PHINT Ju0SeK]

PUMMAT (/7YX 34HALMEER OF - INDEPENUENT VARLIARLES = vla)
PHINT 10]0

FOMMAT (/79X 3I5HSLBSCRIPTS OF INDCPENDENT VARTAULLY)

PRINT J0lSe(LINVPT(RDe)m)eR])

4013 PUNMATII0R920]9)

LT b-!hr;urcliul'lollt
00 80 IwlyA] :
JRINVPT(])

ChuupPiJ) @ Nt("!li
CONTINUE

©000000000000090000000090000000000000000000000000000000800000000000000000000000
00000000000000%000000a00000000000000000000000000000000000000000000000000000000
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HLAD Se (NTEMP (L) eTO]eK])
DU RS Jul,Al

JeINVPT(])

BAULWI(J) s NTEREL])

CUNT INVE

r

HEL) S (NTEMP (IVeI®)eK])
DU 86 Isl.A]

JelnyPT ()

SCALE(J) w NTEMPI(])
CONTINVE

FUvHAT (2]
ALy FUNCTN(X49.0,0vL0w)
PRINT 300y LUHoR(Jn) eunal oKIN)
U0 1av Lol eKIN
ANEa(l) = A(D)
CUNT INNE
RANDCM SEARCH SEGMENT

AP ININTY 2005,200502000
CUnTTIVE
Ou {15 JLuYPelanINT
UG 120 [=1eK]
15 a INVPT(])
CaLL nAn0u£1x.11-YPL)
At a(lS) s BNOLW(IS) o(uNouP(xsa-eNDLu(Ib))'VFL
Cunt [Hue
CALL FUNCTNIXNEwsgeU el s YNOW)
FUMIAT(OX,15,8,5x0E15.8)
1 rlw=y V) 125913541035
YLUW = YNOW
VC JaV [elerin
A(I)Y a ANEW(])
CUNT INUE
CUNT INVE
CONTINVE
CONTINUE
ACNT w0
CalL FUNCTIN(Xs0,0400Y0)
DO 55 Isl,nRIN
ANtw(l) = A(])
PHINT 3000 (UM R (JR) o JHB] sKIN)
OPYIFAL = STEELPEST DESCENT SEGMENT
CONT INVE
NI =0
NCATRNCNT*)
IF (INCNT=NMAX) 300,100440
SLU¥aqQ.
ZL¥0 =0,
VIPARM =0,
00 30 l1=ai.8]
15 5 IinvPT VY1)
UELTA s(UNVUP (IS)-0NDLW(IS) ) ZUELTAD
ULLTAL & (=) 0°LELTA)
CaLL FUNCTN{X,LLLTALISHD)
CALL FUNCTN(XDELTALISHE)
OIPF(IS) = to-tala.OIocktA
lL'N(lS)'Oo
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15
€00

10
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230

526
520

W
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94

%25

3us
cl5

1o
24

83
O 165

k-

IFGDTRFLIS)) 420 eadUeegd
ALTR(IS) slkNpLF(1S)=X(]15))®SCALE(LS)
AUe(iS) = 2 (1S)

AUM(TS) & ALOW(LS) *ALTHILS)
IPIALTH{IS)I el [UF=CD) 43U eedVe505
DIrARM = DIFNRMONIFF ([S) ¢
SUMaSUMe ABS(D]I}([;))

6L TO 515

ALIm(IS) wiX(1S)=pNOLW(1S))®SCALE(LS)
ALV (IS) = BNDLWI(IS)

AUPCIS) ® ALOw(IS)*ALTHLIS)

IF X TRIIS)I=1 0E=09) 4309430,5.0
OI*NRM = DIFNRMODIFF (15)®0g
SuMeSuMe ABS(DLIFF(1S))

b 10 518

DIPF (LS) =V,

deWGC m LERVSXLTHIIS)

CONT INUE

IF (SuM=1,0E=05) 00.00.05
CONTINUVE

1F LZERQ=0,) 50-50.015

VIPNQM = SURT(DIFNRM)

DO 200 =]kl

IS 3 INVPTL]D)

OIFF(IS) = DIFF(IS)/DIFNRN
CUNTINUVE

CALL HEwPNT(XoAREWsDIFF o XLTH)
Call uRAD(AsXNEWICIFF220)
Dr=20=Yy

1F (OF=c5UF) InS,e5195)
CUt [ TwUE

YLUuw = YO

DU 52v Jual K1

I> 3 [nvPT YY)

Cill HANDULTX,IYsYFL)

ANt a(1S) = XLOWiIS) *(XUP(IS)=xXLOW(]S))®VFL

CaLy rUNCTN(xntn-ooOoOovnovi

1F (YNUa=Y UneghyF) 530.:¢o.szo

LU 3 YW ]

UF®2n=Yy

Gu Ty 3ud

ANEw (1S) wA(IS). ;

CUNT INUE .
VY 525 [lal,Sn

DU 5S40 JuslX]

IS =s1nvPT (W) :
CALL RANDULIXoIYeYFL)

Anew(IS) = XLow(Is) o(uu»(lb)-xgo-(xS))Orrg
CunTIwuE

CALL FUNCTMIXNEL Qo000 YNOW)

P (YOW=Y L UN=ENUF) DIV 1525525

CUNTTWUE

GUu T 5

IF INCUT/NPHINTONPRINT=NCNT) 21002150210
PHINT 92enUNT 40F 0 Y0

FUYMAT (944 15¢5A4E1De80549E15,.8)

1P LARS(Y0=L0)=ENUF ) 50950954

YO = 20

DU 53 [y sdeKIN

AlLIR) = ANEW(]H)

IF (NCNT/NPHINTOAPRINTNCNT) 16501000163
COnT INUE ;

GO0 10 %

1 IGIN AL p,
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1860

%00
200
it0

10
20

CONT TNVE

PrINT 5006 (JHeA LIR) s01FF (JM) s JHu) o KIN)
PONMAT (3240 1502R,15.802R0E15,8))
PUNMATIS(3A ISR E1S.8))
PUYPATIAISALELD.8))

GL T IAS

CUNT{NUE

CUNT'IuiE

C oecer nuirul stee

4020

PHRINT Loy
PUMMAT(LIM] 93X, 6MNLMEER y0AsDHVALUE ¢ 1249 1 1HLYNER wOUND,

AVAY LI HUPPEN HOUND o DR 9 1BHPARTIAL DERIVATIVE)

1025

1}
40

&0

PHINT LudSsNCNTWYC
FU'NAT(II.VI.]'h!?t“AflUN NUMGENR 2 1502%0

ALYRORJECTIVE FUNCTION +E1508)

VO L0 IslAIN

PRINT lbolol(l).HaDLlIlioBNDUPll)tDl"(ll
FUNMAT(/05A4 1504 (SReELDB))

CUNTINUVE

PHINY lnzs.ucut.ve

CUNT INUE

SIep

Jeman

10

40

15
€

30

J200 FORTRAN (3eV)/RTS

SUMKOUTINE POIAT(XeX1eDeA0)
CePPON KT RINGINVPT (200) sBNDUP (200) 9BNDLY (£00)
VIYENSION X(200) 9x1(200)9A0(200)
0C 10 Isl,nIN °

A0CI) = (1)

D0 5 I=]lexl

J " INVPTI(L)

AC(Y) sx(y)eD *'(1.,0=D)exl (V)
CUNT INUE

KE TURN

()

" 3200 FORTRAN (3eV)/RTS

SUHAUTINE NEWPANT (Ko XNEwsOLFF4EPS)
DIMENSION A(Z00) o xNEW(200) VIFF (200)
DIMENSIUN PSS (200)

CCHMmMON ux.nxu.xuvrt(zoon.unoupczoo).uuouuc¢oo;
LU 5 =)kl

J = INVPT(])

ANEw (J) ® A(J) =EPS(J)SDIFF (V)

1P (XNEWEJ)=RUNLP(J) ) 15015000
Xhtw(J) = BNDUP (J)

GG T0 5

lflANEi(Jl'BNoLh(J’) 200505

AMNEw (J) ® BNOLW(J)

CONTINUE

KETURN
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MY FORTHAN (@420 / PSCS vesnos7e

10

is

55

SUMHOUTINE ARAD (X o ANEWsUIFPY)

CurvaN ATORINGIAVET (200) o BNDUR (20U) +OnOLW (£00)
DIMENSTUN A(200) o ANERLZ00) oDIFF(200) 9 XPT (200D oRU (&V0)
TrLan, i
Trwel 0

Call FUNCTNIXa040edoYLFT)
LALL FUHCTN(XEWI0eVo Lo YRT)
ALE ] 0 :
TALluinn=aL/1,618

Thi leTHL*XL/] 0.8

VO 5 alalyle

CaLL POINTIXoXNERoTHRL 0APT)
CaLL FUCTN(XPT 0,000 YNL)
Lall POINTEXoXNERe THLL9APT)
CALL FUNCTIN(XPT«04,0010YLY)
IFtYLI=YRI) 190)040%
ALSTHA ) =THL

Trnd & THR)

Taxl 8 Th !

THLL = THN=XL/1.618

6C 10 5

AL = [hik=[nHL])

"L = TnLl

T*L] = ThRI

Tnt]l = THL ¢ xL/1.018

CCOT TWUE :

L0 Sa Jus]lexIN

AJLIN) = X(10)

ContInuE

TheIN 8 (THL]eTHR] /20

Cull PUINT(XsXNEWoTHMINIRQ)
VU 5SS los)exin

Ahtw (I0) = XO(ID)

CONTINVE

CALL FUNCTN(XNEWeQe000Y)

Ke TURN

EnV :

3200 FORTRAN (3,0)/RTS
L J
SUMKROUTINE RANDU(IXe1VeYFL)
1Y = JXe35567
IFC1Y) SelV0l0
1Y » [YeB308607 )

YFL =lY

YFL » YFL/8280608,
Ia e 1Y 0
RE TURN

En0

IGINALY PAGE IS
VUE FOOR QUALITY
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4200 FONTRAN (JeV)/RTS /S 7

SUUKAUTINE FUNCIN (XyDELTAICOLCUSTMD)
DIMENSIUN A(200)

COMMON RIJAINSIAVPT (200 yBNLLP (20V) sNDLW (€00)
IFLICUL) 1v0+10001)0

LIRY)

A(€)
A9
A(*)

()
“A(0)
YA

x(8)
()

A(40) = ALPHA AlS ® RATIO OF YOTAL INITIAL=TO=FINAL MASS OF THE

X(il)

Al2)
A(d4d)
A(ia)
A(1S)
R(le6)
XL
A(LB)

A(L9)
A(<n)
Ale)
R(42)
A(€3)
X(ch)
X(e5)
A(ch)
A(en
X(<8)
X(€9)

K(30) & ¥ AE PRUP ®= TQTAL MASS UF ASSEMuLY EGQUIPMENT PROPELLANT

X(31)

A(32)e ¥ pAEL = TOTAL ~ASS OF THE MANNFD ASDEMBLY EQUJPMENT (KG)

A(4d)
k(94)

A(95) ® ¥ LeO S/5 ® TOTAL MASS OF 1HE LcO SPACE STATIONS (KG)

A(9h)e M GO S/S ® TQOTAL MASS OF THE GeO SPACE STATIONS (K@)

X(47)
A(d98)

X(39)
A(e0)

A4l

- K(82)
4(%))

OINECTORY UF VANIAOLES

- ALCT
NATIO UF TOTAL INITIAL=TVeF[NAL ®ASS OF TnE
LARGE CHYU PLUS CRtw MOUULE
DELTA VLCT ® TQTAL LEU=GLYO MISSION VELTA Vv (M/SEC)
VJLCT @ NUCRET EAHAUSI JET VELCCLITY (MYSEC)
¥ LCT PRUP ®= MaSS UF CHYU PHOPFLLANIS REQUIRED FOR
UNE ROUNU=THIP 10 GEU (KL)
LANMDA LCT = PRUPELLANT MASS=FRACTIUN OF THE CRYO TUG
#LCT 3 MASS OF THE LARGE CHRYD TUG (URY) (KG)
PLCT PROP (BIG M) ® TUTAL ™ASS OF CHYO PROPELLANTS
USED UURING THE CONSTRUCIION OF UNE SSPS (KG)
TCCNST = TOTAL CONSTRUCTIUN TIME (DAYS)
TRCI = TIME PEWIUD UEIwEEN LREw WOIATIUNS (DAYS)

ADVANCED 10n STAGE 1 ParLOap
= DELTA AIS # TUTAL LEU=GEU MISSION UELTA v OF THE
IUN STAGE (M/SEC)

M ALS PHOP ® TOTAL MASS OF 10N PHUPELLANT (RG)
¥ GEO S/5 = MASS UF GtV SPaCE STATION (KG)

v AlS = TO1AL MASS OF THe ION STAuek (DNY) (KG)

¥ PROP UEPUT 3 TOTAL MASS UF THE larwS USED AS A

« PHOPELLANT DEPOT IN LOW=LARTH ORBIT (KG)

MeT » MASS OF SINGLE LlUUlD HYDn('UEN TANK (AG)

MLH = TOFAL MASS VUF LIVUID HYPRLCEN TO RE STURED (KG)

C LUAT = CAPACITY OF A LIWUVID OaVoeh STORAGE TANK
¥ LT = MASS OF A SINGLE IUN PRCFELLANT STORAGE TANK

® M rAg = TOTAL MASS OF THE FARRICATIUN MODLLES (KG)
' TELE ® TUTAL MASS UF THe TELEUPERATUNRS (KG)

« ¥ TUuG = TOTAL MASS OF THE LEO SYPPUKT Tygs (KG)

' ¥ tVA = TOVAL MASS OF THE LVA EQUIPMENT (KG)
&'y MANIP = 10TAL MASS OF Tnt MANNED MANIPULATORS (KG)

S/S RES ® TQTAL MASS UF SPACE KWESUPPLY (KG)

10OVP = TUTAL MASS OF THE INTEW=URHBIT

VEHICLES ANU PRUPELLANT (KG)

CREw ® MASS OF [HE CKtw MODULES (KG)

LEQ = TOTAL MASS LAUNCHEL TC LEV POR THE

CONSTHUCIION OF ONE SSPS (KG)

a HLLV ® TUTAL NUMHER OF nEAVY LIF1 LAUNCH
VEMICLE PLIGHTS .

r P/L ® THE PAYLOAD 10 LEVU OF AN mLLV (xQ):

‘ ! LOAD = AVERAGL LOAL PACTUR FON AN WLLV

(WHAT PENCEATAGL OF PAYLUAD 1S V3tO)

v
| 4

T

VJ ALlS » EAHAUST JET VELOCLITY OF Tnt ION STAGE (M/SEC)

“CHT = CAPALITY UF A LIOGUIV HYDRCGEN STORAGE TANK CXG)
¥ LUXT = MASS OF A SINULE LIQUIU UAYGEN STONAGE TANK (KG)*
M LOX = TUTAL MASS OF LIwull eXxyCGen TO HE STOREV (KG)

00000000000 000%0000000 00000Vl UENRUEERE 0000 RetaReREUER EeR0e0ntletaceesee
0000000000000 0000000000000VR0RNNRVERERER RNt RQEtetinEEeREeNteeRReRateetetes

M TOT SuT = TOTAL MASS UF TWHE OPLHATIONAL SATELLITE (KG)ee
LAMDA AlS ® PHOPELLANT MASOS=FRACTIUN OF THE JON STAGE

CIT = CAPACITY UF SINGLE IUN PRUPELLANT STOWAGE TANK (KGe*
¥ UMAE ® TUTAL MASS OF UNMANNFD ASStrHLY EQUIPMENT (KG)



E3 0O 0O O O €& 0O

O O

P s il sl ke adadadsinistals s o alalnl el ol sl ol sl sl 2l atd ol ot a-X atl ol ol all ol off oll ol off off o ¥ oo S o ¥ o3 oI¥ o10 o 38 o oIF o ol oFF ouf o ot o o T1 ol ol ot ol o

oo A(v4) o N M UNITS ® NUMUBEN OF MLLY UNITS ALGUINRED FOR e
oo o THE CONSINUCTION OF ONE 5SS ee
Ll A(e5) = T M TUNN ® TURN anOUND TIMt FOH EaLn MLLV UNLIT (DAYS) L
e A(%) = N SHUTTLE = TOTAL NUMptR UF SHUTTLE PLIGHTS v
oo X(%7) = N LEC ® TOIAL NUMbER UF Luw=FARTH UWKHIT PERSONNEL e
.o R(%A) = N GcO = TOTAL NUMDER OF GEU PERSONAEL bl
oo X(%9) = F SHRUTTLE ® NUMHEN OF PunSUNNFL THAT CAN BE oo
oo CARRILL PER SWUTTLE FLiunT e
oa X(30) = A S UNITS ® TOTAL NUMBEN OF SWUITLES ACAUIRED -
oo X(51) = T S TUKN = TURN anOyNp TIME OF tAcn SHUTTLE (DAYS) e
e A(D2) = P MANNEL = TOTAL MASS OF SATFLLITE 10 NE e
e : CONSTHRUCIED BY UN=UKHIT PERSOANEL (KG) »e
oo A(93) = BETA ®» PERLENTAGE OF TUTAL SATELLIIE MASS TO BE 4
o ASSEMULEUD HY MAN INpPUT oo
e A(54) = R MANNLU ® WATE OF MANNED ASSEMJLY (KG/MAN=DAY) _e
([ A(55) = T MANNED = TOTAL MAN=DAYS UF CONSINUCTION TIME b Y
e A(d6) = F S & NUMBEN CF SHIFTS PEN DAY A
oo A(37) = F A = FACTUKR OF PHODUCTIVLIY aCCOUNT FOR NP iy
oo . OPEHATIONS [N SPACE g
L (PRODUCTIVE TIML/ I0TAL wORK 1IME) . . oo
e A(SA) = C HLLV (BI6 C) = J1OTAL COST OF WLLY ACTIVITY oo
ee X(99) = C HLLV = CUS) PLR HLLV FLIUNT (UPEMATIUNS) s
e X(on) = C n UNIT = COST PER HLLV UNIT oy
oo A(o)) = € SHUTTLE (816 € ) = ToTaL cosT Or SWUTTLE acTiviTy oe
s A(062) = C SHUTTLE ® CUST PER SHUTILE FLIGHM! (OPERATIONS) oo
oo X(63) = C S UNIT = COST PER SHUTTLE UNIT oo
.o A(06) = C LLC = TOTAL LOW= EARTH ORHIT LAUNCH COST oo
e o
e o0
ee L X ]
te A(05) = C UMAE = TOTAL COST UF UNMANNFED ASSEMBLY EQUOPMENT oo
.o A(b6) = VALUE NOT USED P
L X(67) = C FaB = UNIT COST OF FABRILATION MUUULE (§) o
oo X(08) = N FAB » NUMHER UF FAURICATION MQDULES v
LT A(09) = D FAY = DESIGN LIFE UF FABKICATION PODULE (DAYS) oo
e X(/0) = C TELE = UNIT CUSI OF TELLUPERAIOK (3) oo
e A(/1) = M TELE = NUMHER OF TELEUPLKATOKS oo
.o A(l2) = D TELE & DESIGN LIFE OF TELEOPEmATUR (DAYS) : Ll
se A(13) = C At PRUP ® SPELIFIC COST UF ASSEMOLY EQUIMENT oo
oo PROPELLENT (87 RG) e
oo A(l4) = C TUG = UNIT COST OF LEO SUPPOKI TUG(S) °o
. A(I5) « N TUG = TOTAL NUMBER QF SUPPORT TuLS oo
e A(/6) = D TUG = DESIGN LIPE OF LEO SUPPURT Tud ($) ' o
L A(l6) ® € W OP ® COST PLR GHPUNU OPFRATUR (3) .o
oo { FOR,  TELELOPERATORS) o
oo A(78) = F GWD ® NUMHER OF SHIFTS FUR GRCUNV OPLRATOKS o
ks A(l9) ~ C MAE = TOIAL COST OF MANNED ASSEMBLY EQUIPMENT (S) .o
.o X(80) = C tVvA = UNIT COST OF EVA cUWUIPMeNT ($) oo
o0 A(8]1) ¢ F tVvA = FALION TO ACCOUNT FrOR wrtintw UR NOT Eva UNITS e
" & MUST bt TAILOKEV TO INUIVIDUALS Un CAN BE o0
L] ; USED WEPETITIVELY AND FUR HCW LUNG £
oo X(82) = C MANIP = UNIT COST UF MANNED MANIPULATQOR (%) oo
oo X(093) = N MANIP = TOUTAL NUMHER OF MANANEL MANIPULATONWS oo
o R(04) = D MANIP = UESIGN LIFEL FOR MANAEL MANIPULATON® P
.o A(bS5) = F MANIP = PACION 10 ACCUU«!I FCR MANIPULATCR DOWNTIME ..
e ( I) E) o TRE PLRCENTAGE OF TiMe THE UNITS ARE .o
.o AvVAllL&wdlLt) o0
°a RA(B&) = M MANIP = MASS OF A SINGLE MARNNELD MANIPULATOR (KG) ve
oo A(B7) = N LLO S/S ® TQTAL NUMBLR OF LEO SPALE STATIONS oo
L1 A(b8) = F LLO S/S = NUMBEK OF PLRSUNNEL Thal CAN BE HOUSED IN L
oo LACH STATIOA oo
o A(b9) = D LLO S/5 ® DESIGN LIFE OF A LEU SPACE STATION (DAYS) @0
o . A{¥0) * C LEO S/S ® UNIT COST UF LtO SPACL STATION (%) oo
oo X{¥l) = C GEO S/S ® UNIT COST O GO SPaCt STATION (3) e
o . MYZ) = ¥ LED $/3 ® MASS_UF A SINGLE LEO SIATION (KG) - o
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N GEO S/S ® TOTAL NUMULN OF GFO SPALE STATIONS
D GEO 5/5 = DESIGN LAPE OF GEM STAILIGN (DAYS)
$/5 KES ® SPECIFIC CUST UF SPACL STATION RESuPPLY (8)

[
C S/5 1t A » TQTAL COST UF SPaCL SIATIUNS AND ASSEmMBLY
FOR OnE SPS (3)

€ LEO=GEU = TOTAL COST UF LEN = GEU TWANSPONTATION

C LCT =sUNIT COST uF LARGE CRYQ IUu (3/KG)

€ ALlS = UNIT COST OF AUVANLED JUN STAGE (3/KG)

LCT PROF ® SPECIFI(COST OF CaYU TUG PROPLLLANT(3/KG)
AlS PHOP = SPELIFIC CUST OF 10N PROPELLANTS (3/7K0)
CREw ® UNIT COST OF CHew MeDult (%)

CHEW ® ULSIGN LIFE OF CHEW MUDULE

LHT ® UNIT €O0S) OF LIWUID wYURVGEN STORAGE TANK (S)
LOXYT ® UNIT COST UF LIUUIN OAYUEN STORAGE TANK (S)
1T = UNIT COST UF JON PROPFLLANI STORAGE TANK (8)
LOXT = VESIGN LIFE UF LOx sTURALE TANK (DAYS)

IT = PDESIGN LIPE OF UNt TON PRUP STURAGE TANK

LCT = DESIGN LIFE OF CHYD TUG (VAYS)

CESIGN LIPE OF Trt IUN SIAGE (JUAYS)

€ UPC = TUTAL UNIT PHODUCTION 4OS!
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e | REMOTL ® TOTAL MASS OF SATELLITE TO BE CONSTRUCTED
BY REMOTE CUNSTHUCT]ION
e R HEMUTE ® RATE UF WEMOTE CONTWOLLED ASSEMBLY
(NG/ MACHINE DAY)
@ 7 REMOTE ® TOTAL MACHINE VAYS OF CUNSTRUCTION TIME
@ F TELE AV = FACTUR 10 ACCOUNT FOR LOWNTIME OF
TELEOPERATOKRS
@ F T = FACIOR TO ACCOUNT FOR PENCENTAGE OF TIME THAT
TELEOPERATONS CAN BE UVING LSeFUL
e F FAB o FACTOR TU ACCOUNT FOR FAUmICATION MODULE
DOWNTIME
FAB = HATE OF FARKICATIUN MOJULES (KG/DAYS)
FAB = MASS OF A SINGLE FARRICATIUN MODULE (KG)
TELE ® MASS OF A SINOGLE TELEUPENATON
TUG = MASS OF A SINGLE LFO SYPPUNT TUG (KG)
EVA = MASS OF A SINGLE EVA UNIT (KG)
EVA FACIOR TO ACCUUNT FUR wHeTrM OR NOT EVA UNITS
MUST WE TATLOKEL TO INDIVIDUALS
= CF ® CUNTIGENCY PACTOR
= F DEG « FALTOR TU ACCOUNT FOR WLANKET
UEGRADATIUN DURING URHITAL TRANSPER
« C ANT = TUTAL PRUCUKEMENT,COST OF
TRANSHITIING ANTENNA ($)
«C PU = SPELIFIC CUSY UF ANTENNA PUWER
DISTHIBUIION (S 7 Kw)
€ PC ® SPECIFIC CUST OF PHASF (COnIKOL ($S/Kw)
C =G = SPELIFIC COST OF wAVEGUIDE (%/Kw)
C OC=KF '® SPLCIFIC COST OF DC=WF LCNVERTQOHRS (3/Kw)
€ ST = SPECIFIC CUST OF ANTENANA SINUCTURE (S/Kw)
C SAT = TUTAL PRUCUKEMENT COST OF AN
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C SAH & SPECIFIC COST UF SOLAk AKKAY BLANKET(S/KM®e2)
C SAC = SPECIFIC COST OF SOLAR CUNCENTRATON (S/7KM®*e2)
€ ST{ = SPECIFIC COST OF CONDUCTING STRUCTURE ($/K0)
C STNC = SPECIFIC CUST UF NON = CUNDUCTING
STRUCTURE (3/K0)
C STCM = SPECIFIC CUST OF CENTWAL MAST ($/KG)
® C MISC = SPECIFIC CUST OF MISCELLANEOUS
EUUIPHENT (S/K0)
® C GRD STAl = TOTAL PHOCUNEMEAT CUST OF ThE
UNOUND STaTion ($)
® C ME = SPECIFIC COSY UF wetAl ESTAIL AND SITE
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PREPAHATION (3/Kw) o

€ STRUCLT & SPECIPIC CUST UF RECTENANR L
¢ WF=UL = SPLCIFIC COST Ot HreuC LONVERTERS (3/KW) oo
SPLCIFIC CUST OUF POWEH INTERFALE (3/4W) o
C PC = SPLUIFIL CUST UF PrASE #RUNT CONTROL (3/K) oo
P ANTS ® T0TAL MASS OF Tnc anTeNna STHUCTURE (K0) oo
AU ® 4LREA OF SOLAR BLANALT (kv ®®%) oo
TOTAL MASS GOF THL DC=KF CUNVFRIEKRY (KU) oo
F » POwgH OUTPUT AT THE HECTENNA BUSHAR (Kv ) oo
(BEGINNING QOF LIFEs He o. 1) oo
¥ wG ® TUTAL MASS OF THE WAVEGUIUES oo
# SAD = TOTAL MASS OF THE SOLAR BLANKRT (KXG) oo
F ANT=INT ® [QTAL MASS OF THE ANTEANA INTERFACE e
4 C = ANEA OF SOLAR CONCENTRATLR AS SEEN BY ThE SUN ( oo
KN ®02) oo
# PCE = TUTAL MASS OF THE PHaSEt CUNTHOL ELECTRONICS (KxQee
F ANT ®» TUTAL MASS UF THt ANTEANA e
¥ MISC = TOTAL MaSS OF MISCFLLANLULS COMPONENTS oo
EETA ® PEWCENTAGL OF TOTAL SATELLITE ™ASS 10 Be L
ASSEMELED HY MAN INPUT o
b SAC » TUTAL MASS UF THE SOLAW CUNCENTRATOR) oo
P STC » TUTAL MASS UF Trt CONDUCTING STRUCTURE (x0) L4
¥ STNC ® 10TaL MASS OF THe NON=CUNDUCICTING STHUCTURE oo
¥ STCM » TOTAL MASS OF !n: CENTRAL MAST (KG) oo
N Mw = MILHOwRAVE tFPlClLNbV L L
A UCeRF 3 DCeRF CUNVENTEN EFFICIENCY oo
N PC = PHASE CONTROL EFFICIEACY oa
A ION PRUP = JONUSPHERIC PROPAGATION EFFICIENCY oo
N ATM PROP & ATMUSPHLRIC PROPAGATION LFFICIENCY ee
A BC = BEAM COLLECTION EFEICIENCY .o
A RF=DC ® RF=DC CONVERYER EFFICIEACY oo
RECT PU = KRECTENNA POWER VISTRIWUIION EFFICIENCY oo
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